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Abstract

The dissertation consists of three papers presenting applications of meta-analysis
in macroeconomics and two papers dealing with real-time data properties and fore-
casting. The first two papers examine the effect of monetary policy on price level,
while the third paper investigates the habit formation in consumption. Fourth paper
presents a model to nowcast Czech GDP in real time, while the last paper looks at
the properties of data revisions to Czech national accounts.

In the first paper we investigate a meta-analysis of the effect of monetary policy on
price level, focusing on the so-called price-puzzle. We collect and examine about 1,000
point estimates of impulse responses from 70 articles that use vector autoregressions
to study monetary transmission in various countries. We find that the puzzle is
created by model misspecifications: especially by the omission of commodity prices,
neglect of potential output, and reliance on recursive identification. Our results also
suggest that the strength of monetary policy depends on the country’s openness,
phase of the economic cycle, and degree of central bank independence.

The transmission of monetary policy to the economy is generally thought to have
long and variable lags. In the second paper we quantitatively review the modern lit-
erature on monetary transmission to provide stylized facts on the average lag length
and the sources of variability. We collect 67 published studies and examine when
prices bottom out after a monetary contraction. The average transmission lag is
29 months, and the maximum decrease in prices reaches 0.9% on average after a
one-percentage-point hike in the policy rate. Transmission lags are longer in devel-
oped economies (25-50 months) than in post-transition economies (10-20 months).
We find that the factor most effective in explaining this heterogeneity is financial
development: greater financial development is associated with slower transmission.

In the third paper we examine 597 estimates of habit formation reported in 81
published studies. In contrast to previous results for most fields of empirical eco-
nomics, we find no publication bias in the literature. The mean reported strength
of habit formation equals 0.4, but the estimates vary widely both within and across
studies. We use Bayesian model averaging to assign a pattern to this variance while
taking into account model uncertainty. Studies employing macro data report con-
sistently larger estimates than micro studies: 0.6 vs. 0.1 on average. The difference



Abstract vii

remains 0.5 when we control for 30 factors that reflect the context in which re-
searchers obtain their estimates, such as data frequency, geographical coverage, vari-
able definition, estimation approach, and publication characteristics. We also find
that evidence for habits strengthens when researchers use lower data frequencies,
employ log-linear approximation of the Euler equation, and utilize open-economy
DSGE models. Moreover, estimates of habits differ systematically across countries.

In the fourth paper we employ a Dynamic Factor Model (DFM) to nowcast Czech
GDP. Using multiple vintages of historical data and taking into account the publi-
cation lags of various monthly indicators, we evaluate the real-time performance of
the DFM over the 2005—2012 period. The main result of this paper is that the ac-
curacy of model-based nowcasts is comparable to that of the nowcasts of the Czech
National Bank (CNB). Moreover, combining the DFM and the CNB nowcasts results
in more accurate performance than in the case of the individual nowcasts alone. Our
results also suggest that foreign variables are crucial for the accuracy of the model,
while omitting financial and confidence indicators does not worsen the nowcasting
performance.

Frequent revisions to the GDP and its components cause policymakers to face
considerable uncertainty about the current state of the economy. In the fifth paper
we provide stylized facts about the magnitude of revisions to the Czech national
accounts. Using data over the 2003-2012 period, we find that the revisions are
rather large. We investigate whether the revisions could have been predicted using
the information available at the time of announcement. We find evidence for in-
sample predictability for most of the variables, suggesting that the first releases of
these variables are not efficient predictors of the actual values. In a real-time out-of-
sample exercise, however, we find that the revisions to real GDP, gross fixed capital
formation and government consumption are not predictable. Only revisions to GDP
deflator can be predicted with substantial gains relative to zero revisions forecasts.
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Chapter 1

Introduction

This dissertation contains five separate papers. Nonetheless, all of the papers can
be linked to the monetary policy transmission mechanism, and are thus of great
importance for central bankers. In particular, reliable estimates about the magnitude
of the effect the monetary policy on the price level are crucial for optimal decision
making. These issues are addressed in the first three papers. The first paper was
published in the Journal of Money, Credit and Banking, while the second one was
published in the International Journal of Central Banking. The third paper was
published in the European Economic Review.

In practice, the optimal decision making is only possible if one has good idea
about the initial conditions of the economy. Hence the knowledge about the current
state of the economy in real time is equally important. The final two papers of this
dissertation therefore tackle the real-time data properties and our ability to forecast
the current state of the economy in real time. The fourth paper was published in the
Economic Modelling, while the fifth one appeared in the Czech Journal of Economics
and Finance (Finance a uver).

This dissertation uses meta-analysis as a main tool to systematically analyze
the empirical literature on the effects of monetary policy transmission mechanism.
Meta-analysis was developed in medical research to synthesize costly clinical trials
and over time it proliferated to the social sciences, including economics (Stanley
& Jarrell 1989). Unlike narrative literature surveys, meta-analysis allows for a more
structured discussion concerning the effect that different methods have on the results.
To answer the question what is the empirical literature telling us about the effect
of interest, one cannot simply average the collected estimates as this has two major
shortcomings. The meta-analysis provides tools to address these shortcomings and
to come up with the best estimate suggested by the literature as a whole.

First, the simple average ignores possible publication selection. If some results
are more likely to get published than others, the average becomes a biased estimator

of the underlying impulse response. For this reason, most meta-analyses test—and, if
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necessary, correct—for so-called publication bias. Brodeur et al. (2016) collect 50,000
p-values reported in economics and document widespread publication bias. Ioannidis
et al. (2017) survey meta-analyses conducted in economics and find that most fields
suffer from the bias, as editors, referees, or authors themselves prefer statistically
significant results that have an intuitive sign.

Second, the simple average ignores heterogeneity in the results of the primary
studies. Since different researchers use different data and methods, and the studies
are of different quality, it is unrealistic to assume that all estimates are drawn from
the same population. Meta-analysis attempts to take these factors into account. In
particular, in addition to controlling for publication bias, meta-analysis aims at cap-
turing the role that structural-, data-, estimation-, and publication characteristics
might play in the variation of empirical estimates. As there are many such charac-
teristics, the question of how to decide which of the potential explanatory variables
should be included in the final model. This question, however, is not particular to
meta-analysis and is encountered by virtually all applied econometricians.

There are many different approaches to variable selection. The prime example is
sequential t-testing (sometimes called the “general-to-specific approach”), which is of-
ten used to decide which variables belong to the underlying model. Nevertheless, this
approach is not statistically valid and gives rise to the possibility of excluding relevant
variables (Koop 2003). Similarly, handpicking the variables based on how well the
estimates conform to expected signs is commonly used approach that, however, risks
the possibility that wrong model is arbitrarily selected (see, for example, Gross &
Poblacion 2015). In this regard, a recent survey among the members of the European
Economic Association, Necker (2014), reveals that a third of economists in Europe
admit that they have engaged in presenting empirical findings selectively so they con-
firm their arguments and in searching for control variables until they get a desired
result. In case of the large number of potential variables thus brings about problems
related to model uncertainty that could result in severely erroneous inference. Other
alternatives focused on variable selection include shrinkage approaches (e.g. ridge
regression, lasso, elastic net), but these are not yet commonly used, although becom-
ing more popular over time, mainly in forecasting applications (Korobilis 2013; Kim
& Swanson 2014; Li et al. 2015; Chan-Lau 2017).

Our preferred method to tackle the problem of many potential explanatory vari-
ables and resulting model uncertainty is model averaging, in particular its Bayesian
implementation - Bayesian model averaging (BMA). Inference in BMA is based on
a weighted average of individual regressions that include different combinations of
explanatory variables; the weights reflect the posterior model probabilities of the cor-
responding individual specifications. Posterior model probabilities can be thought of
as a Bayesian analogy of information criteria used in frequentist econometrics (at least

under certain assumptions, such as that model shocks are Gaussian). Researchers
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typically want to check the robustness of their results by estimating several regres-
sions that include different combinations of explanatory variables; BMA generalizes
this approach in a formal manner.

In contrast to sequential testing, BMA does not require selecting one individual
specification and by averaging models allows to account for model uncertainty, thus
insuring against selecting a wrong model. It makes sure that the model uncertainty
is not ignored and does not lead to overestimation of the precision of estimates
(Claeskens & Hjort 2008). In addition, conceptual connection with meta-analysis
can be made in two ways. First, meta-analysis attempts to correct for publication
bias that arises from preference for statistically significant results that are in line with
economic theory. Using model averaging mitigates the possibility that the bias would
arise in meta-regression estimation. Second, meta-analysis integrates information
from many models, data, and publications in an attempt to provide more robust and
complete estimates. In similar spirit, model averaging uses information from many
models to come up with the robust estimate.

Nevertheless, several issues might arise when BMA is used. First, BMA does
not discriminate among models that may or may not be satisfactory, e.g. estimates
might be of incredible sign (not aligned with the theory) or a particular model might
not satisfy statistical criteria (e.g. assumptions on the homoscedasticity) beyond
using posterior model probabilities. The issue of expected signs can be in general
addressed by adjusting priors (models with particular set of signs are omitted i.e.
obtain zero posterior model probability). Second, taking into account a large number
of various models has a consequence that the method is more complicated than
estimation of a single regression. Modern algorithms, however, are able to alleviate
this issue, and are able to approximate the whole model space in a feasible manner
using Monte Carlo Markov Chain Methods. Third, model averaging relies on the
assumption that one of the models in the list is the true model. When this assumption
does not hold and all the models are only approximations of the true mode, the
interpretation of posterior model probabilities is less clear. This issue is, nevertheless,
present also in traditional model selection techniques. The computational complexity
render more rigorous averaging of various model classes (linear, non-linear, panel
regressions, regime-switching) infeasible, although attempts exist (e.g. application
to full instrumental variables estimation Koop et al. 2012) or heuristic approach in
form of combination of forecasts from different model classes (Bjornland et al. 2012).
Finally, various model and parameter priors might lead to different posterior inclusion
probabilities, so one needs to perform sensitivity analysis to ensure that the results
are not sensitive to the choice of priors.

Finally, as regards to the relationship between model averaging and best practice,
it is crucial to obtain most robust estimates given data, this in turn allows for reliable

estimates of the best practice. In principle, one could consider averaging the best
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practice estimate by assuming all sensible combinations. However, while in meta-
regression we often do not have string prior about what might systematically drive
variation in estimates or have many different options, in best practice there often is
an indication from the literature about the appropriateness of using certain data or

methods. In any case, this could be an interesting avenue for future research.

The first paper of the dissertation focuses on the effects of monetary tightening on
the price level. One of the major peculiarities of vector autoregressions, the dominant
framework for the empirical analysis of monetary policy, is the counterintuitive rise
in prices often reported in these models following a monetary contraction. The so-
called price puzzle is encountered by about half of all empirical studies, and in many
of them the puzzle is even statistically significant. In the first paper we collect 70 pub-
lished studies using vector autoregressions to examine the effects of monetary policy.
Employing meta-regression analysis, a quantitative method of research synthesis, we
investigate which aspects of methodology systematically contribute to reporting the
price puzzle. The meta-regression analysis also shows how the characteristics of the
countries examined influence the reported shape of the impulse responses and thus
help explain the cross-country heterogeneity in monetary transmission.

We evaluate the reported graphs of impulse responses at five time horizons (repre-
senting the short, medium, and long run) and for each horizon extract the numerical
value of the impulse response. In this way we collect more than 1,000 estimates,
210 on average for each horizon; the estimates summarize evidence from 31 countries
and were produced by 103 researchers. We present a method of research synthesis
suitable for graphical results such as impulse responses and employ modern meta-
analysis methods to examine the extent of publication selection bias (the preference
of authors, editors, or referees for some particular results based on significance or
consistency with theory).

Our results indicate some evidence of publication selection against the price puz-
zle, and the selection seems to strengthen for responses with longer horizons after
monetary tightening. The finding is in line with Doucouliagos & Stanley (2013),
who suggest that publication selection is likely to be stronger for research areas with
less theory competition. In macroeconomics, agreement exists about the effects of
monetary policy on prices in the long run: prices should eventually decrease after
a contraction. On the other hand, a smaller consensus arises regarding the exact
effects of monetary policy in the short run because of the uncertainty caused by
transmission lags. Published results often exhibit the price puzzle for the short run;
on the contrary, results showing the price puzzle for the long run would be difficult
to publish.

The reported impulse responses are systematically affected by study design and

country-specific characteristics. Study design is important in particular for the short
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run: the reported short-run increase in prices after a tightening is well explained by
the effects of commonly questioned aspects of methodology, such as the omission of
commodity prices, the omission of potential output, or the use of recursive identi-
fication. When these aspects of methodology are filtered out, the average impulse-
response function inferred from the entire literature becomes hump-shaped with no
evidence of the price puzzle. Based on such “best-practice” impulse response the
maximum decrease in prices following a one percentage-point increase in the interest
rate is 0.33% and occurs already half a year after the tightening.

Our results suggest that heterogeneity between countries is important for the
long-run response of prices to monetary policy action. Structural characteristics
such as GDP growth, average inflation, and openness, as well as institutional char-
acteristics such as financial development and central bank independence, determine
the strength of transmission.

For central bankers, an important thing to know is the time after which changes
in the policy rate reach the maximum influence on the price level. For example,
if the central bank intends to curb inflation, it needs information on how long it
takes before the price level is fully affected by the hike in the interest rate. This
delay between the monetary policy action and the maximum effect on the economy
is called the transmission lag of monetary policy.

The transmission lag of monetary policy is usually estimated using the vector-
autoregression framework, which produces graphs of the evolution of the price level
in response to a change in the interest rate. These graphs are called impulse re-
sponse functions and form the basis of the empirical investigation of monetary policy
transmission. Yet the transmission lags estimated by different vector-autoregression
models vary greatly.

In the second paper we collect the reported impulse-response functions from 67
comparable studies corresponding to many different countries and explore three prob-
lems. First, we would like to know whether study design influences the reported
transmission lag in a systematic way. Some aspects of study design are considered
misspecifications by many researchers (for example the omission of commodity prices,
the neglect of potential output, and the reliance on recursive identification) and have
been found to affect the reported strength of monetary policy (Rusnak et al. 2013).
Second, we investigate whether transmission lags vary across countries. If the lags
are country-specific, we would like to find out which country characteristics are asso-
ciated with the heterogeneity. Third, we are interested in the average transmission
lag identified in the literature.

To examine these three problems we employ meta-analysis, the quantitative
method of literature surveys. Our results suggest that, first, study design matters for
the reported transmission lag of monetary policy. For example, we find that the use of

monthly data instead of quarterly data makes researchers report faster transmission.
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Second, transmission lags are highly heterogeneous across countries. In developed
economies the lags vary between 25 and 50 months, while in post-transition coun-
tries the lags are much shorter: between 10 and 20 months. We find that the country
characteristic that is the most effective in explaining this heterogeneity is financial
development: in developed countries financial institutions have more opportunities
to hedge against surprises in monetary policy stance, causing greater delays in the
transmission of monetary policy shocks. Third, the average transmission lag, cor-
rected for misspecifications in the literature, is 29 months. In other words, for an
average country in our sample the price level bottoms out about two and a half years
after a monetary contraction.

The third paper of the dissertation focuses on habit formation in consumption, as
it is a key component of the modern structural models used by central banks around
the world to evaluate the effects of various policy measures. As shown by Fuhrer
(2000), the observed inflation dynamics are consistent with a large habit formation
coefficient. Furthermore, habit formation helps explain various empirical regularities:
the risk-free rate puzzle (Campbell & Cochrane 1999), the equity premium puzzle
(Abel 1990), and the happiness puzzle (Choudhary et al. 2012).

Habits in consumption can assume two forms: internal and external. Internal
habit formation arises when a consumer becomes accustomed to a certain level of con-
sumption, comparing current consumption with consumption in the previous period.
In other words, the consumer’s utility is no longer a function of current consump-
tion, but one of consumption growth, with past consumption reducing present utility:
more food today makes the consumer hungrier tomorrow. In contrast, external habit
formation describes “keeping up with the Joneses” the consumer’s utility depends
on the difference between her consumption and the consumption of a reference group
(such as people in the town where she lives).

Dozens of researchers have attempted to estimate the strength of habit formation,
but their results vary widely and it is not clear what values should be used for the
calibration of stylized models. In the third paper we collect the published estimates
and perform a quantitative review of the literature. We find that the average reported
estimate is close to 0.4, which is consistent with moderate habit formation, but
does not suffice to explain some of the major puzzles in economics, such as the
equity premium puzzle. Remarkably, the literature does not seem to be plagued
with publication bias. Our results suggest that micro estimates of habit formation
tend to be substantially smaller than macro estimates—by about 0.5.

The difference remains 0.5 when we control for 30 factors that reflect the context
in which researchers obtain their estimates, such as data frequency, geographical
coverage, variable definition, estimation approach, and publication characteristics.
We also find that evidence for habits strengthens when researchers use lower data

frequencies, employ log-linear approximation of the Euler equation, and utilize open-
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economy DSGE models. Moreover, estimates of habits differ systematically across
countries.

Because of sizeable publication delays in the release of new data on gross domestic
product (GDP), timely estimates of current-quarter GDP (so-called nowcasts) are
crucial for policymakers assessing the state of the economy in real time. Obtaining
these nowcasts is not straightforward because of the peculiar structure of real-time
data, as characterized by unbalanced datasets at the end of the sample, data sampled
at different frequencies, and substantial data revisions.

The recently developed nowcasting framework of Giannone et al. (2008) can deal
with these real-time issues by casting a dynamic factor model in a state-space frame-
work. In addition to the ability of the framework to deal with unbalanced datasets
and mixed frequencies, it can utilize a potentially large set of variables by summa-
rizing macroeconomic comovements by a few common factors.

In the fourth paper, we evaluate the performance of the dynamic factor model
when applied to nowcasting Czech GDP over the 2005-2012 period, using multiple
vintages of real-time data. The model utilizes 28 headline macroeconomic variables.
In addition to so-called hard data covering the production, sales, labor, and trade
sectors of the economy, we include a handful of financial variables and confidence
indicators. These are potentially useful because of their timeliness. Furthermore,
we add several foreign variables to account for the fact that the Czech Republic is a
small open economy.

Our results suggest that the dynamic factor model can compete successfully with
the nowcasts of the Czech National Bank (CNB). Furthermore, the results indicate
that the dynamic factor model provides useful additional information relative to the
nowcasts of the CNB, since combining the two nowcasts results in smaller forecasting
errors on average. We also find that the inclusion of foreign variables is crucial for
the accuracy of the model. On the other hand, excluding financial variables and
confidence indicators does not result in a substantial deterioration of the nowcasting
accuracy.

We also show how one can decompose changes in the nowcasts into different news
coming from newly published data. Moreover, we show that the dynamic factor model
can be used successfully to nowcast other variables, such as expenditure components
of the Czech national accounts. Finally, we find that the forecasting performance of
the DFM at longer horizons (up to six quarters ahead) is comparable to that of the
official CNB predictions.

Frequent revisions to the GDP and its components cause policymakers to face
considerable uncertainty about the current state of the economy. In the fifth paper,
we provide stylized facts about the magnitude of revisions to the Czech national
accounts. Using data over the 2003-2012 period, we find that the revisions are

rather large.
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Revisions to real GDP growth are on average 1.4 for annualized quarterly growth
rate and 0.7 percentage points for annual growth rate. Revisions to other variables
are even larger: the average size of revisions range from 1 to 12 percentage points
for annualized quarterly growth rates and from 0.5 to 4 percentage points for annual
growth rates. We investigate whether the revisions could have been predicted using
the information available at the time of announcement.

We find evidence for in-sample predictability for most of the variables, suggesting
that the first releases of these variables are not efficient predictors of the actual values.
In a real-time out-of-sample exercise, however, we find that the revisions to real GDP,
gross fixed capital formation and government consumption are not predictable. Only
revisions to GDP deflator can be predicted with substantial gains relative to zero

revisions forecasts.

References

ABEL, A. B. (1990): “Asset Prices under Habit Formation and Catching Up with the
Joneses.” American Economic Review 80(2): pp. 38—42.

BJjorNLAND, H. C., K. GERDRUP, A. S. JORE, C. SMITH, & L. A. THORSRUD (2012):
“Does Forecast Combination Improve Norges Bank Inflation Forecasts?” Ozxford
Bulletin of Economics and Statistics 74(2): pp. 163-179.

BRODEUR, A., M. LE, M. SANGNIER, & Y. ZYLBERBERG (2016): “Star Wars: The
Empirics Strike Back.” American Economic Journal: Applied Economics 8(1):
pp. 1-32.

CAMPBELL, J. Y. & J. COCHRANE (1999): “Force of Habit: A Consumption-Based
Explanation of Aggregate Stock Market Behavior.” Journal of Political Economy
107(2): pp. 205-251.

CHAN-LAuU, J. A. (2017): “Lasso Regressions and Forecasting Models in Applied
Stress Testing.” Technical Report 17/108, IMF Working Papers.

CHOUDHARY, A., P. LEVINE, P. McApawMm, & P. WELz (2012): “The happiness
puzzle: analytical aspects of the Easterlin paradox.” 64(1): pp. 27—42.

CLAESKENS, G. & N. L. HJorT (2008): Model Selection and Model Averaging. Num-
ber 9780521852258 in Cambridge Books. Cambridge University Press.

DoucouLiacos, H. & T. D. STANLEY (2013): “Are All Economic Facts Greatly

Exaggerated? Theory Competition and Selectivity.” Journal of Economic Surveys
27(2): pp. 316-339.



1. Introduction 9

FUHRER, J. C. (2000): “Habit Formation in Consumption and Its Implications for
Monetary-Policy Models.” American Economic Review 90(3): pp. 367-390.

GIANNONE, D., L. REICHLIN, & D. SMALL (2008): “Nowcasting: The real-time infor-

mational content of macroeconomic data.” Journal of Monetary Economics 55(4):
pp. 665—-676.

GRross, M. & G. F. J. POBLACION (2015): “A false sense of security in applying hand-
picked equations for stress test purposes.” Working Paper Series 1845, Furopean
Central Bank.

IoanNIDIS, J. P. A., T. D. STANLEY, & H. DOUCOULIAGOS (2017): “The power of
bias in economics research.” The Economic Journal 127(605): pp. F236-F265.

Kiv, H. H. & N. R. SWANSON (2014): “Forecasting financial and macroeconomic

variables using data reduction methods: New empirical evidence.” Journal of
Econometrics 178(P2): pp. 352-367.

Koor, G. (2003): Bayesian Econometrics. John Wiley & Sons.

Koop, G., R. LEON-GONZALEZ, & R. STRACHAN (2012): “Bayesian model averaging
in the instrumental variable regression model.” Journal of Econometrics 171(2):
pp. 237-250.

KoroBILIS, D. (2013): “Hierarchical shrinkage priors for dynamic regressions with
many predictors.” International Journal of Forecasting 29(1): pp. 43-59.

L1, J., I. Tsiakas, & W. WANG (2015): “Predicting Exchange Rates Out of Sample:
Can Economic Fundamentals Beat the Random Walk?”  Journal of Financial
Econometrics 13(2): pp. 293-341.

NECKER, S. (2014): “Scientific misbehavior in economics.” Research Policy 43(10):
p. 1747-1759.

RusNAK, M., T. HAVRANEK, & R. HORVATH (2013): “How to Solve the Price Puzzle?
A Meta-Analysis.” Journal of Money, Credit and Banking 45(1): pp. 37-70.

STANLEY, T. D. & S. B. JARRELL (1989): “Meta-Regression Analysis: A Quantitative
Method of Literature Surveys.” Journal of Economic Surveys 3(2): pp. 161-70.



Chapter 2

How to Solve the Price Puzzle?
A Meta-Analysis

Abstract

The short-run increase in prices following an unexpected tightening of monetary
policy constitutes a puzzle frequently reported in empirical studies. Yet the puz-
zle is easy to explain away when all published models are quantitatively reviewed.
We collect and examine about 1,000 point estimates of impulse responses from
70 articles that use vector autoregressions to study monetary transmission in
various countries. We find that the puzzle is created by model misspecifications:
especially by the omission of commodity prices, neglect of potential output, and
reliance on recursive identification. Our results also suggest that the strength
of monetary policy depends on the country’s openness, phase of the economic
cycle, and degree of central bank independence.
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2.1 Introduction

How does monetary policy affect the price level? This fundamental question of mon-
etary economics still ranks among the most controversial when it comes to empirical
evidence. Although intuition and stylized macro models suggest that prices should
decrease following a surprise increase in interest rates, empirical findings often chal-
lenge the theory. About 50% of modern studies using vector autoregressions (VARS)
to investigate the effects of monetary policy report that after a tightening prices actu-
ally increase—at least in the short run. Beginning with Sims (1992), many different
solutions to the “price puzzle” have been proposed, varying from alleged misspecifi-
cations of VARs (Giordani 2004; Bernanke et al. 2005) to theoretical models that try
to justify the observed rise in prices (Barth & Ramey 2002; Rabanal 2007).

Depending on the point of view, the price puzzle casts serious doubt on either the
ability of VAR models to correctly identify monetary policy shocks, or the ability of
central banks to control inflation in the short run, or both. Since macroeconomists
have produced a plethora of empirical research on the topic, it seems natural to ask
what general effect the literature implies. The method designed to answer such ques-
tions is meta-analysis, a quantitative method of research synthesis commonly used
in economics (Smith & Huang 1995; Stanley 2001; Disdier & Head 2008; Card et al.
2010; Chetty et al. 2011). In contrast to narrative literature surveys, meta-analysis
takes into account possible publication selection: the preference of authors, editors,
or referees for results that are statistically significant or consistent with the theory,
a bias that has become a great concern in empirical economic research (DeLong &
Lang 1992; Card & Krueger 1995; Ashenfelter & Greenstone 2004; Havranek & Irsova
2011).

Meta-analysis enables researchers to examine the systematic dependencies of re-
ported results on study design and to separate the wheat from the chaff by filtering
out the effects of misspecifications. Meta-analysis can create a synthetic study with
ideal parameters, such as the maximum breadth of data or a consensus best-practice
methodology, and, in our case, estimate the underlying effect of monetary policy
corrected for misspecification and other biases. Furthermore, meta-analysis makes
it possible to investigate how the strength of monetary transmission depends on the
characteristics of the countries examined. In this paper we attempt to collect all
published studies examining monetary transmission within a VAR framework and
extract point estimates of impulse responses together with the corresponding confi-
dence bounds. We investigate the degree of publication selection, the role of model
misspecification for the occurrence of the price puzzle, and the factors underlying the
heterogeneity of price responses to monetary shocks across countries and over time.

Based on the mixed-effects multilevel model we illustrate how meta-analysis is
able to disentangle various factors causing researchers to encounter the price puzzle.



2. How to Solve the Price Puzzle? A Meta-Analysis 12

We show that when best practice is followed, the researcher is likely to find that prices
decrease significantly soon after a tightening of monetary policy. Our results thus
suggest that the puzzle stems from model misspecification rather than from what
really happens in the economy. In addition, the results indicate publication selection
in favor of the negative responses of prices to a monetary contraction. Finally, our
analysis of the determinants of transmission heterogeneity suggests that monetary
policy has a stronger effect on prices in more open economies, in countries with a
more independent central bank, and during economic downturns.

The remainder of the paper has the following structure. Section 2.2 describes how
we collected the estimates from VAR models. Section 2.3 reviews the suggested solu-
tions to the price puzzle. Section 2.4 tests for publication selection bias and for the
underlying effect of monetary tightening on prices. Section 2.5 examines the method
and structural heterogeneity among impulse responses. Section 2.6 concludes. Ap-
pendix A provides additional robustness checks, and Appendix B lists the studies

used to construct the data set.

2.2 The Impulse Responses Data Set

Ever since the seminal contribution of Sims (1980), VARs have been the dominant
empirical tool for investigating monetary transmission. Researchers using VARs to
examine the impact of monetary policy usually assume that the economy can be

described by the following dynamic model:
AY; = B(L)Yi—1 + &4, (2.1}

where Y; is a vector of endogenous variables typically containing a measure of output,
prices, interest rates, and, in the case of a small open economy, the exchange rate.
Matrix A describes contemporaneous relationships between endogenous variables,
B(L) is a matrix lag polynomial, and &; is a vector of structural shocks with the
variance-covariance matrix F(eic}) = I. The system is called the structural-form

VAR. In order to estimate it, researchers rewrite the system to its reduced form:
Y; = C(L)Yi—1 + us, (2.2)

where the elements of matrix C'(L) are the convolutions of the elements of matrices
A and B, and wu; is a vector of reduced-form shocks with the variance-covariance
matrix E(uzu;) = ¥; the relationship between structural shocks and reduced-form
residuals is ¢, = Au;. The dynamic responses of endogenous variables to structural
shocks are described by impulse-response functions.



2. How to Solve the Price Puzzle? A Meta-Analysis 13

Figure 2.1 presents two stylized types of the price level’s impulse responses to a
monetary tightening. The left panel demonstrates the price puzzle: prices increase
significantly in the short run. In contrast, the right panel shows a response that cor-

responds with the mainstream prior: the price level declines soon after a tightening.

Figure 2.1: Stylized impulse responses
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The first step of meta-analysis is to select the studies to be included. While
some meta-analysts use both published and unpublished studies, others confine their
sample to journal articles (for instance, Abreu et al. 2005). Including working papers
and mimeographs in meta-analysis does not help alleviate publication bias: if journals
systematically prefer certain results, rational authors will already adopt the same
preference in the earlier stages of research as they prepare for journal submission.
Indeed, empirical evidence suggests no difference in the magnitude of publication
bias between published and unpublished studies (see the meta-analysis of 87 meta-
analyses by Doucouliagos & Stanley 2013). Even if there was a difference, modern
meta-regression methods not only identify but also filter out the bias. Therefore, as
a preliminary and simple criterion of quality, we only consider articles published in
peer-reviewed journals or in handbooks (such as the Handbook of Macroeconomics).

The following literature search strategy was employed. First, we examined two
narrative surveys (Stock & Watson 2001; Egert & MacDonald 2009) and set up a
search query able to capture most of the relevant studies; we searched both the
EconLit and RePEc databases. Next, we checked the references of studies published
in 2010 and the citations of the most widely cited study in the VAR literature,
Christiano et al. (1999). After going through the abstracts of all the identified studies,
we selected 195 that showed any promise of containing empirical estimates of impulse

responses and examined them in detail. The search was terminated on September
15, 2010.



2. How to Solve the Price Puzzle? A Meta-Analysis 14

To be able to use meta-analysis methods fully, we exclude the studies that omit
to report confidence intervals around impulse responses. Unfortunately, we thus
have to exclude some seminal articles such as Sims (1992) or a few recent studies
that estimate time-varying-parameter VARs. To obtain a more homogeneous sample
we only focus on studies that define a monetary policy shock as a shock in the
interest rate. A number of studies investigate the change in the monetary base; since
Bernanke & Blinder (1992) and Sims (1992), however, the majority of the literature
investigates interest rate shocks because most central banks now use the interest rate
as their main policy instrument. We only include studies examining the response of
the price level; a minority of studies examine the responses of the inflation rate.
These inclusion criteria leave 70 studies in our database. The full list of studies
included in the data set can be found in Appendix B, and the list of excluded studies
is presented in the online appendix at meta-analysis.cz/price_puzzle.

Considering the richness and heterogeneity of the empirical evidence on the ef-
fects of monetary policy, it is surprising there has been no quantitative synthesis
using modern meta-regression methods.! One reason is that the results are typically
presented in the form of graphs instead of numerical values, and the graphs contain
estimates for many time horizons following the monetary policy shock. Researchers
usually investigate up to 36- or 48-month horizons when using monthly data and
up to 20 quarters when using quarterly data; it is unclear which horizon should be
chosen to summarize the effect.

Our meta-analysis is designed in the following way. We extract responses at 3-
and 6-month horizons to capture the short-run effect, at 12- and 18-month horizons
to capture the medium-run effect, and at the 36-month horizon to capture the long-
run effect. We enlarge the graphs of impulse responses and using pixel coordinates we
measure the response and its confidence bounds. The graphs of all impulse responses
as well as the extracted values are available in the online appendix. The resulting
measurement error is random, similar to the rounding error in numerical outcomes,
and thus inevitable in a meta-analysis.

The extracted values must be transformed into a common metric to ensure that
the estimates are comparable. To standardize the estimates so as they represent the
effect of a one-percentage-point increase in the interest rate, we divide the responses
by the magnitude of the monetary policy shock used in the study. (When we were
uncertain about the magnitude of shock used in the primary study, we contacted
the authors.) In the case of factor-augmented VAR (FAVAR) studies, where the

To our knowledge, there has been one unpublished meta-analysis on the impact of monetary
policy on prices (de Grauwe & Storti 2004) and it focused solely on heterogeneity in the reported
estimates; that is, it did not filter out publication bias and misspecifications to estimate the under-
lying impulse response. We also use four times more point estimates of impulse responses and three
times more variables to explain heterogeneity.


analysis.cz/price_puzzle

2. How to Solve the Price Puzzle? A Meta-Analysis 15

responses are usually given in standard-deviation units, we normalize the responses
by the standard deviation of the particular time series.

Since the confidence intervals around the estimates of impulse responses are of-
ten asymmetrical (confidence intervals are usually computed by the Bayesian Monte
Carlo integration method; see Sims & Zha 1999), the standard errors of the estimates
cannot be obtained directly. In this case we approximate the standard error by the
distance from the point estimate to the confidence bound closer to zero; that is, we
take the lower confidence bound for positive responses and the upper bound for neg-
ative responses. This bound determines significance and would be associated with
potential publication selection. Should we use the average of the distance to both
confidence bounds, the inference would remain similar; these additional results are
available in the online appendix. When the reported confidence interval is presented
in standard-deviation units (for example, two standard deviations on both sides),
we can immediately approximate the standard error. Otherwise, we proceed as if
the estimates were symmetrically distributed and assume that, for example, the 68%
confidence interval represents an interval of one standard error around the mean.

Following the recent trend in meta-analysis (Disdier & Head 2008; Havranek &
Irsova 2011), we use all reported estimates from the 70 primary studies. Arbitrarily
selecting the “best” estimate or using the average reported estimate would discard a
great deal of useful information about the differences in methods within one study.

The number of impulse responses collected for each of the horizons is approx-
imately 210, which in total amounts to more than 1,000 point estimates. More
specifically, we collect 208 estimates for the 3-month horizon, 215 for the 6- and
12-month horizons, 217 for the 18-month horizon, and 205 for the 36-month hori-
zon. For comparison, consider Nelson & Kennedy (2009), who review 140 economic
meta-analyses and report that the median analysis only uses 92 point estimates from
33 primary studies. The oldest study in our sample was published in 1992 and the
median study was published in 2006, the data set covers evidence from 31 countries,
and we build upon the work of 103 researchers that produced the impulse responses.
The median time span of the data used by the primary studies is 1980-2002. All
studies in the sample combined receive approximately 800 citations in Google Scholar

per year, indicating the influence of VARs in monetary economics.

2.3 Collecting the Pieces of the Puzzle

To motivate the selection of explanatory variables in the multivariate meta-regression
analysis (Section 2.5), we now briefly review the methodological solutions to the price
puzzle that have been proposed in the literature. Most of these remedies have proven
to alleviate the puzzle in some cases; none of them, though, has been fully successful
in solving it. Table 2.1 demonstrates that from the 208 estimates collected for the
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3-month horizon, exactly half exhibit the price puzzle, and in 15% of the estimates
the puzzle is even statistically significant at the 5% level. The table summarizes the
effectiveness of the different solutions to the puzzle. Even in the case of the most
effective solution, 24% of specifications still exhibit the puzzle (except for sign re-
strictions, which in some cases represent a tautological solution). Clearly no single
misspecification is responsible for the price puzzle. But perhaps the puzzle is asso-
ciated with a combination of bad method choices. In the following paragraphs we
describe why some methods are thought to be better than others and what may help
explain the reported puzzle.

Table 2.1: Effectiveness of the suggested solutions to the price puzzle

Methodology used in the estimation
All Commodity Trend/Gap FAVAR SVAR Sign Single

No. of responses estimated 208 125 33 il 60 31 64
Price puzzle present 104 61 8 8 20 3 24
Price puzzle significant 32 16 1 3 6 0 5

Note: Commodity = Commodity prices are included in the VAR, Trend/Gap = time trend or output gap
is included, FAVAR = a factor-augmented VAR is estimated, SVAR = non-recursive identification is used,
Sign = shocks are identified by imposing sign restrictions, Single = the VAR is estimated on the sample
containing a single monetary policy regime.

2.3.1 Omitted Variables

Commodity Prices According to Sims (1992), researchers observe the price puz-
zle because central banks are forward-looking and react to the anticipated future
movements of inflation by raising the interest rate. When researchers omit infor-
mation about future inflation in their VAR system, the examined shocks become
combinations of true monetary policy shocks and endogenous reactions to expected
inflation.? If the central bank does not fully accommodate the expected inflation, the
data show that an increase in the interest rate, mistakenly recognized as a monetary
policy shock, is followed by an increase in the price level. Sims (1992) finds that
including commodity prices into the VAR mitigates the price puzzle. Nevertheless,
the evidence from the entire literature summarized in Table 2.1 suggests that the
inclusion of commodity prices helps little by itself. Almost 50% of VAR models with
commodity prices still report the puzzle.

Output Gap Giordani (2004) argues that the use of GDP in the VAR system with-
out controlling for the potential output of the economy can bias the estimates and

2Recent contributions to the study of monetary transmission mechanism stress the importance
of forward looking nature of monetary policy (Cloyne & Hiirtgen 2016; Wolf 2016).
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cause the price puzzle. He claims that the inclusion of commodity prices alleviates
the puzzle mostly because commodity prices contain useful information about the
output gap, not just because they are a good predictor of future inflation. Indeed,
Hanson (2004) finds little correlation between the ability to solve the price puzzle
and the ability to forecast inflation. Approximately 16% of the studies in our sample
use the output gap (or add a time trend), but some of them still find the puzzle.

Factor-augmented VAR To address the major shortcomings of standard small-scale
VARs, Bernanke et al. (2005) introduce the factor-augmented VAR approach. They
argue that policymakers take into account hundreds of variables when deciding about
monetary policy. Standard VAR models with three to six variables may therefore
suffer from omitted-variable bias. The FAVAR approach, on the other hand, makes
use of additional information by extracting principal components from many time se-
ries and, as Bernanke et al. (2005) argue, should solve the price puzzle. But evidence
from the literature (Table 2.1) indicates that FAVAR is ineffective in explaining the

puzzle away.

2.3.2 ldentification

While some researchers stress the role of omitted variables, others argue that the
puzzle arises from implausible identification of monetary policy shocks. The usual
recursive identification, which assumes that monetary policy affects output and prices
only with a lag, is, for example, not consistent with the New-Keynesian class of
theoretical models (Carlstrom et al. 2009).

Non-recursive ldentification The main idea of a non-recursive identification of
shocks, going back to Bernanke (1986) and Blanchard & Watson (1986), is that
the matrix contemporaneously linking structural shocks and reduced-form residuals
is no longer lower triangular, but that it assumes a general form indicated by theory:
the rows of the matrix have a structural interpretation. The restrictions presented
by Kim & Roubini (2000), for example, are elicited from the structural stochastic
equilibrium model developed by Sims & Zha (1998). Although non-recursive identi-
fication is theory-consistent, Table 2.1 suggests that in almost 33% of the responses

computed using this strategy the price puzzle still occurs.

Sign Restrictions Canova & Nicolo (2002) and Uhlig (2005) present a novel identi-
fication approach that assigns a structural interpretation to orthogonal innovations
by imposing sign restrictions on the responses to shocks. The method is attractive
since sign restrictions can be derived directly from structural theoretical models. The

identifying assumptions are clearly stated and the shocks can be given the structural
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interpretation without imposing zero restrictions.> As Table 2.1 documents, VARs
estimated with sign restrictions rarely encounter the price puzzle.

2.3.3 Monetary Policy Regime

Another stream of literature suggests that the price puzzle is historically limited to
periods of passive monetary policy or that it emerges when researchers mix data for
different monetary policy regimes (Elbourne & de Haan 2006; Borys et al. 2009).*
For example, if a researcher assumes that the central bank uses the interest rate
to target inflation, although for some part of the sample monetary or exchange rate
targeting was in place, monetary policy shocks in the VAR system become incorrectly
identified. Table 2.1 shows that most researchers who evaluate monetary transmission

in a period of a single monetary policy regime do not report the price puzzle.

The previous paragraphs illustrate that the quality of studies included in our
sample varies. Some of the studies are obviously misspecified. Will not the mis-
specified studies bias the research synthesis? Indeed, this has been an objection to
meta-analysis, and an alternative approach called best-evidence synthesis has been
proposed (Slavin 1986). Proponents of best-evidence synthesis argue that we should
not include bad studies when we are interested in the average effect. If misspecifica-
tions have a systematic influence on the results, then the simple average produced by
meta-analysis will be biased. The problem with best-evidence synthesis is the defi-
nition of best evidence. For example, should we discard all VAR models that omit
commodity prices? In that case we would have 125 observations for the 3-month
horizon. But if we additionally threw away all studies that neglect potential output,
mix monetary policy regimes, and resort to recursive identification, we would be left
with a handful of observations.

The empirical literature on monetary transmission is rich in method choices that
the researcher must make. When more and more aspects of methodology become
a subject of scrutiny, best-evidence synthesis boils down to selecting the best study
from the literature. But this denies the purpose of research synthesis—to provide
robust results and explain the differences between the findings of individual studies.
Meta-analysis, in contrast, enables us to test explicitly whether misspecifications of
primary studies affect the reported results in a systematic way. If so, we can define
what we think constitutes best practice and estimate the average impulse response

conditional on such best practice without throwing away any information. Because

3The way how sign restriction are incorporated might matter a lot: it might be important to
distinguish between cases where sign restrictions are imposed on the price level response and cases
where the response of price level is not restricted.

“Recently, contributions by Coibion (2012) and Barakchian & Crowe (2013) suggest that the
fact whether periods of disinflations are included in the sample might be more important than just
controling for the monetary policy regime.
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best practice is subjective, we will try several alternative definitions. Moreover, we
want to explain what makes researchers report the price puzzle. If misspecifications
cause the price puzzle, we need misspecified studies as well.

2.4 Consequences of Publication Selection

After we have collected about 1,000 estimates of the response of prices to mone-
tary tightening, a natural question arises: what general impulse response does the
literature suggest? Meta-analysis was originally developed in medicine to combine
many small studies into a large one, and therefore to boost the number of degrees
of freedom. Clinical trials are costly, and meta-analysis thus became the dominant
method of taking stock of medical research. Estimating a VAR model may be less
expensive, but the degrees of freedom in macroeconomics are limited. Hence, the
original purpose of meta-analysis is useful even here since it combines information
from many countries and time periods: when recomputed into quarters the primary
studies in our sample taken together use 2,452 unique observations.

Taking a simple mean of all point estimates for each of the five horizons implies
the impulse-response function depicted in Figure 2.2. This average impulse response
shows a relatively intuitive short-run reaction of prices to a one-percentage-point
increase in the interest rate: prices decline already in the short run, the decrease
becomes significant in the medium run and reaches 0.56% after 36 months. Never-

theless, the response shows no sign of bottoming out.

Figure 2.2: Average impulse response implied by the literature

Response of prices (%)
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0 3 6 9 12 15 18 21 24 27 30 33 36
Months after a one-percentage-point increase in the interest rate

Note: Confidence bands are constructed as +/- one standard error.

Simply averaging the collected impulse responses has two major shortcomings.

First, it ignores possible publication selection. If some results are more likely to get
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published than others, the average becomes a biased estimator of the underlying im-
pulse response. Second, it ignores heterogeneity in the results of the primary studies.
Since different researchers use different data and methods, and the studies are of dif-
ferent quality, it is unrealistic to assume that all estimates are drawn from the same
population. In addition, as discussed in Section 2.3, some VAR models are misspeci-
fied, and if misspecifications have a systematic influence on the results, it is possible
to improve upon the average response by filtering out the misspecifications. We
address publication selection in this section and heterogeneity and misspecification
issues in Section 2.5.

Stanley (2008), among others, points out that publication selection is of major
concern for empirical research in economics. When there is little theory competition
for what sign the underlying effect should have, estimates inconsistent with the pre-
dominant theory will be treated with suspicion or even be discarded. An illustrative
example can be found in the literature on the effect of a common currency on trade
(Rose & Stanley 2005): it is hard to defend negative estimates of the trade effect
of currency unions. The negative estimates most likely result from misspecification,
and researchers may be correct in not stressing them. On the other hand, it is far
more difficult to identify excessively large estimates of the same effect that also arise
from misspecifications. No specific threshold exists above which the estimate would
become suspicious. If researchers include the large positive estimates but omit the
negative ones, the inference will be on average biased toward a stronger effect.

A similar selection, perhaps of lower intensity, may be taking place in the VAR
literature on monetary transmission as well (Uhlig 2010, p. 17, provides anecdo-
tal evidence).” Some researchers treat the price puzzle as a clear indication of a
misspecification error and try to find an intuitive impulse response for interpreta-
tion. Statistical significance is also important. Significant impulse responses are
more convenient for interpretation, and especially researchers in central banks may
be interested in reporting a well-functioning monetary transmission with a signifi-
cant reaction of prices to a change in monetary policy. The selection for significance
does not distort the average estimate from the literature if the true underlying effect
equals zero, but otherwise it creates a bias, again in favor of a stronger effect, since
estimates with the wrong sign are less likely to be significant.

A common way to detect publication selection is an informal examination of a

so-called funnel plot (Stanley & Doucouliagos 2010). The funnel plot depicts the esti-

5Uhlig (2010, p. 17) writes: “At a Carnegie-Rochester conference a few years back, Ben Bernanke
presented an empirical paper, in which the conclusions nicely lined up with a priori reasoning about
monetary policy. Christopher Sims then asked him, whether he would have presented the results,
had they turned out to be at odds instead. His half-joking reply was, that he presumably would not
have been invited if that had been so. There indeed is the danger (or is it a valuable principle?) that
a priori economic theoretical biases filter the empirical evidence that can be brought to the table in
the first place.”
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mates on the horizontal axis against their precision (the inverse of the standard error)
on the vertical axis. If there is no heterogeneity or misspecification, the estimates
with the highest precision will be close to the true underlying effect. In the absence of
publication selection the funnel is symmetrical: the reported estimates are dispersed
randomly around the true effect. The asymmetry of the funnel plot suggests publi-
cation bias; for example, if estimates with a positive sign are less likely to be selected
for publication, estimates on the right side of the funnel will be underrepresented.

The funnel plots for all five horizons are depicted in Figure 2.3. The plots resem-
ble funnels commonly reported in economic meta-analyses, which indicates that the
employed approximation of standard errors is plausible. As expected, the left part of
all funnels is clearly heavier, suggesting publication selection against the price puzzle
and in favor of the more negative (that is, stronger) effects of monetary tightening
on prices. Nevertheless, the interpretation of funnel plots is subjective, and we need
a more formal test of publication bias.

Given small samples, authors wishing to obtain significant results may be tempted
to try different specifications until they find estimates large enough to offset the stan-
dard errors. In contrast, with large samples even tiny estimates might be statistically
significant, and authors therefore have fewer incentives to conduct a specification
search. If publication selection is present, we should observe a relationship between
an estimate and its standard error (or the square root of the number of observations).
The following regression formalizes the idea (Card & Krueger 1995):

Bj =B+ BoSE; + e, (2.3)

where 8 denotes the true underlying effect, 5}- denotes the effect’s j-th estimate, (o
denotes the magnitude of publication bias, SE; denotes the standard error of Bj, and
e;j denotes a disturbance term.

Specification (2.3) has become the cornerstone of modern meta-analysis in medicine
and the social sciences, including economics. The question is whether the method
is suitable for summarizing graphical results such as impulse responses. In order for
this meta-analysis method to be valid, the distribution of empirical effects needs to
be symmetrical in the absence of publication bias [usually it is assumed that the dis-
turbance term in (2.3) is normally distributed]. But impulse responses are nonlinear
functions of the coefficients estimated in the VAR system; as discussed in Section 3.2,
the confidence intervals around the individual estimates are often asymmetrical. If
the pattern of asymmetry is not random across the individual estimates, the dis-
tribution of the impulse responses will not be symmetrical even in the absence of

publication bias, and the test for publication bias will be invalid.
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Systematic asymmetry of the distribution of impulse responses would manifest
as a significant difference between the average distance from the point estimate of
the impulse response to the lower and upper confidence bound. We select the 68%
confidence bound (34% on both sides of the estimate), which for a symmetrical
distribution would imply a distance of one standard error on both sides of the mean.
The difference of the distances is significant at the 5% level for only one out of five
horizons (the 12-month horizon), and even there the difference is small: the average
lower confidence interval is 11.6% farther from the mean than is the average upper
confidence interval. It is unlikely that such a small difference could explain the
degree of asymmetry apparent from Figure 2.3. It cannot explain the asymmetry of
the collected point estimates of the impulse responses at the 12-month horizon, where
the distance from the 16th percentile to the mean is 53.1% larger than the distance
from the mean to the 84th percentile. For this reason, we employ the standard meta-
analysis methodology—Dbearing in mind that the results concerning publication bias
must be interpreted with some caution.%

In practice, meta-analysts rarely estimate specification (2.3) directly since it suf-
fers from heteroscedasticity by definition (the explanatory variable is a sample es-
timate of the standard deviation of the response variable). Instead, weighted least
squares are used to gain efficiency, and they require that specification (2.3) be divided
by SE;, the measure of heteroscedasticity (Stanley 2008):

ﬂzt-:ﬁo—i—ﬁ(L)—i—f- &|SE; ~ N(0,0°) (2.4)

SE; 7 SE; ge. N T
where ¢; denotes the approximated t-statistic of the estimate and the new disturbance
term &; has constant variance. Note that the intercept and the slope are now reversed:
the slope measures the true effect and the intercept measures publication bias. In
addition to removing heteroscedasticity, specification (2.4) gives more weight to more
precise results, which represents a common approach in meta-analysis. Testing the
significance of By in this specification is analogous to testing the asymmetry of the
funnel plot—it follows from rotating the funnel plot and dividing the values on the
new vertical axis by SE;. Testing the significance of 3 constitutes a test for the
true underlying effect of monetary tightening on prices, corrected for publication
selection.

The intercept of specification (2.4), which in our case measures the degree of pub-
lication bias, has an alternative interpretation that is sometimes used in economics
meta-analyses. Since the response variable is the t-statistic, the intercept represents
the average t-statistic that the literature reports for the effect in question. The av-

6 Additionally, the asymmetry of funnel plots may partly reflect small-sample bias in the estimated
VAR coefficients. A similar limitation was found in a meta-analysis of unemployment hysteresis
(Stanley 2004).
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erage is, however, conditional on precision (that is, the inverse of standard error). If
precision was not included in specification (2.4), such as, for example, in the meta-
analysis by Gorg & Strobl (2001), the intercept would represent the unconditional
average t-statistic. In that case, however, publication bias could not be separated
from the true effect.

Our specification controls for precision, which means that the intercept corre-
sponds to the average t-statistic conditional on precision being close to zero (or,
alternatively, on the standard error of the estimated coefficient being close to infin-
ity). The true effect has no relation to the observed t-statistic as precision goes to
zero; in other words, the precision term in (2.4) filters out any underlying effect.
When precision is zero, the average t-statistic should be zero as well. If it is not,
something is wrong with the literature, and we observe signs of publication bias (or
any other bias that causes the asymmetry of funnel plots). A more detailed treatment
of this problem is available in Stanley (2008).

Since we use all reported impulse responses we need to account for the potential
dependence of estimates within one study (Disdier & Head 2008); in such a case, (2.4)
would be misspecified. As a remedy, researchers typically employ the mixed-effects
multilevel model (Doucouliagos & Stanley 2009; Havranek & Irsova 2011):

tij = Bo+ 0 (SLEZ]> +aj+e€j, a;|SE;; ~N(0,v), €4SEij, o ~N(0,0), (2.5)
where 7 and j denote estimate and study subscripts, respectively. The overall er-
ror term now consists of study-level random effects and estimate-level disturbances
(& = aj + €;), and its variance is additive since both components are assumed to
be independent: Var(&;;) = ¢ + 6, where ¢ denotes between-study variance and 6
within-study variance. If 1 approaches zero the benefit of using the mixed-effect
estimator instead of ordinary least squares (OLS) dwindles. To put the magni-
tude of these variance terms into perspective the within-study correlation is useful:
p = Cor(&;j,&j) = ¥/ (¢ +6), which expresses the degree of dependence of estimates
reported in the same study, or equivalently, the degree of between-study heterogene-
ity.

The mixed-effects multilevel model is analogous to the random-effects model com-
monly used in panel-data econometrics. We follow the terminology from multilevel
data modeling, which calls the model “mixed effects” since it contains a fixed (3) as
well as a random () part. For the purposes of meta-analysis the multilevel frame-
work is more suitable because it takes into account the unbalancedness of the data
(the restricted maximum likelihood estimator is used instead of generalized least
squares), allows for nesting multiple random effects (study-, author-, or country-
level), and is thus more flexible (Nelson & Kennedy 2009).
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Table 2.2: Test of true effect and publication bias

Mixed-effects multilevel

Horizon 3 months 6 months 12 months 18 months 36 months
Intercept (bias) 0.058 -0.088 -0.176 0.325" 0.806""
(0.167) (0.166) (0.145) (0.128) (0.126)
1/SE (effect) 0.009 0.007 -0.014 -0.019 -0.009
(0.009) (0.011) (0.014) (0.012) (0.010)
Within-study correlation 0.43 0.56 0.46 0.41 0.14
Observations 208 215 215 217 205
Studies 69 70 70 70 63

Note: Standard errors in parentheses. Response variable: the approximated t-statistic of the estimate of
the percentage response of prices to a one-percentage-point increase in the interest rate.

koK kK

,"", and " denote significance at the 1%, 5%, and 10% levels, respectively.

The outcomes of the mixed-effects estimator are presented in Table 2.2. OLS with
standard errors clustered at the study level are reported in the Appendix: Table 2.6
gives even more significant results for publication bias. The within-study correlation
is large, indicating that the mixed-effects estimator is more appropriate, which is con-
firmed by likelihood-ratio tests.” Compared with the simple average, the response of
prices corrected for publication bias is more positive (that is, weaker), corroborat-
ing evidence for publication selection in favor of the stronger responses of prices to
monetary policy contraction. Moreover, the magnitude of publication bias increases
with the time horizon after the shock. This result is in line with Doucouliagos &
Stanley (2013), who find stronger publication selection for research questions with
weaker theory competition. For the short run, some disagreement occurs regarding
the effects of monetary policy on prices because of the cost channel. (Since firms de-
pend on credit to finance production, their costs rise when the central bank increases
the interest rate, and they may increase prices.) On the other hand, a consensus
emerges about the long-run effect: prices should eventually decrease after monetary

policy tightening; estimates showing the opposite would be difficult to publish.

The impulse-response function corrected for publication bias is depicted in Fig-
ure 2.4: it exhibits the price puzzle. In the short run prices increase, but in the
medium run they decrease and bottom out 18 months after the tightening. The

"We experimented with several nested mixed-effects models, but they yield qualitatively similar
outcomes. Additionally, we collected data from unpublished manuscripts appearing in the working-
paper series of NBER, OECD, IMF, European Commission, and all central banks listed in the Bank
for International Settlements Central Bank Research Hub, and ran regression (2.5) using this new
sample. The working papers show a pattern of publication bias very similar to that presented in
Table 2.2. These robustness checks are available in the online appendix.
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Figure 2.4: Impulse response corrected for publication bias exhibits
the puzzle
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Note: Confidence bands are constructed as +/- one standard error.

maximum decrease in the price level, however, is negligible: only 0.02%. Compared
to the average response reported in Figure 2.2, now the function shifts upwards—
especially in the long run, because publication bias is filtered out. Figure 2.4 would
be our best estimate of the underlying impulse response if all heterogeneity between
studies was random; the estimate is unconditional on the characteristics of the coun-
tries examined and on the methodology used. In the next section we relax the
assumption of random heterogeneity and explain the differences in the reported es-
timates. In particular, we are interested in the average impulse response conditional
on best-practice methodology.

2.5 What Explains Heterogeneity

As motivation for the empirical investigation of structural heterogeneity con-
sider Figure 2.5, which depicts the differences in monetary transmission among se-
lected countries. We use a simple random-effects meta-analysis to compute impulse-
response functions. Simple meta-analysis weights each estimate by its precision and
adds an estimate-specific random effect; it does not correct for publication bias. We
use simple meta-analysis for estimation by countries since it requires fewer degrees of
freedom than meta-regression. Figure 2.5 shows that the impulse responses for the
United States, the United Kingdom, and Japan exhibit the price puzzle, but that
monetary transmission in euro area countries seems to work intuitively and prices
decline soon after a tightening. Nevertheless, a part of these differences may arise
from the use of diverse methods since some countries are examined only in a few

studies.
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Figure 2.5: Aggregate impulse responses for selected countries sug-
gest heterogeneity
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To account for heterogeneity we extend the meta-regression (2.5) to the following
multivariate version:
K
B YeZijk

E . 2.
SEZ..JF]; SE;: - 0 - (2:6)

tij = Bo +

where Z denotes explanatory variables assumed to affect the reported estimates.
The exogeneity assumptions become «;|SEjj, Ziji. ~ N(0,v) and €| SEij, aj, Zyjp ~
N(0,0).

Table 2.3 presents descriptions and summary statistics of all the explanatory
variables we consider. In principle, they can be divided into five groups: variables
capturing the fundamental characteristics of the economy (structural heterogeneity),
data characteristics controlling for differences in the data used, specification char-
acteristics controlling for differences in the basic design of the estimated models,

estimation characteristics controlling for differences in econometric techniques, and
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publication characteristics controlling mainly for differences in quality not captured

by other variables.

Table 2.3: Description and summary statistics of regression variables

Variable Description Mean  Std. dev.

Response (3M) The percentage response of prices 3 months after a tight- -0.034 0.692
ening.

Response (6M) The percentage response of prices 6 months after a tight- -0.067 0.883
ening.

Response (12M)  The percentage response of prices 12 months after a tight-  -0.136 1.012
ening.

Response (18M)  The percentage response of prices 18 months after a tight- -0.216 1:327
ening.

Response (36M)  The percentage response of prices 36 months after a tight-  -0.561 1.714
ening.

1/SE The precision of the estimate of the response (all hori-  6.805 7.821
Zons).

Structural heterogeneity

GDP per capita  The logarithm of the country’s real GDP per capita. 9.881 0.414

GDP growth The average growth rate of the country’s real GDP. 2.668 1.035

Inflation The average inflation of the country. 7.748 14.26

Inflation volatil- The standard deviation of the difference between the  6.234 33.43

ity country’s inflation and its Hodrick-Prescott-filtered infla-
tion trend.

Financial devel- The financial development of the country measured by  0.837 0.414

opment (domestic credit to private sector)/GDP.

Openness The trade openness of the country measured by (exports  0.460 0.401
+ imports)/GDP.

CB indepen- A measure of central bank independence (Arnone et al. 0.774 0.143

dence 2009).

Data characteristics

Monthly =1 if monthly data are used. 0.630 0.483

Time span The number of years of the data used in the estimation. 18.83 10.44

No. of observa- The logarithm of the number of observations used. 4.889 0.675

tions

Average year The average year of the data used (2000 as a base). -8.926 7.881

Specification characteristics

GDP deflator =1 if the GDP deflator is used instead of the consumer  0.177 0.382
price index as a measure of prices.

Single regime =1 if the VAR is estimated over a period of a single mon-  0.296 0.457
etary policy regime.

No. of lags The number of lags in the model, normalized by fre- 0.610 0.370

quency: lags/frequency

Continued on the next page
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Table 2.3: Description and summary statistics of regression variables
(continued)

Variable Description Mean  Std. dev.

Commodity =1 if a commodity price index is included. 0.607 0.489

prices

Money =1 if a monetary aggregate is included. 0.529 0.499

Foreign variables =1 if at least one foreign variable is included. 0.441 0.497

Time trend =1 if a time trend is included. 0.126 0.332

Seasonal =1 if seasonal dummies are included. 0.146 0.354

No. of variables The logarithm of the number of endogenous variables in- 1.741 0.383
cluded in the VAR.

Industrial  pro- =1 if industrial production is used as a measure of eco- 0.430 0.495

duction nomic activity.

Output gap =1 if the output gap is used as a measure of economic  0.028 0.165
activity.

Other measures =1 if another measure of economic activity is used (em-  0.119 0.324
ployment, expenditures).

FEstimation characteristics

BVAR =1 if a Bayesian VAR is estimated. 0.144 0.352

FAVAR =1 if a factor-augmented VAR is estimated. 0.051 0.221

SVAR =1 if non-recursive identification is employed. 0.295 0.456

Sign restrictions =1 if sign restrictions are employed. 0.144 0.352

Publication characteristics

Study citations The logarithm of [(Google Scholar citations of the 1.882 1.279
study)/(age of the study) + 1].

Impact The recursive RePEc impact factor of the outlet. 0.888 2.274

Central banker =1 if at least one co-author is affiliated with a central  0.451 0.498
bank.

Policymaker =1 if at least one co-author is affiliated with a Ministry = 0.055 0.228
of Finance, IMF, OECD, or BIS.

Native =1 if at least one co-author is native to the investigated  0.446 0.497
country.

Publication year ~ The year of publication (2000 as a base). 5.032 3.886

Structural heterogeneity When constructing the variables that capture structural

heterogeneity, we use the average values which correspond with the sample employed

in the estimation of the impulse response. For instance, in the case of inflation: When

the impulse response comes from a VAR model estimated on the 1990:1-1999:12

Italian data, we use the average inflation rate in Italy for the period 1990-1999. This

approach increases the variability in regressors and describes the estimates more

precisely than using the same year of structural variables for all extracted impulse

responses. The variable GDP per capita reflects the importance of the degree of
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economic development of the economy for monetary transmission. To investigate
whether the strength of transmission depends on the phase of the economic cycle,
we include the variable GDP growth in the meta-regression. The underlying reason
is related to credit market imperfections, which could amplify the propagation of
monetary policy shocks during bust periods (Bernanke & Gertler 1989).

Next, we examine the variables implied by the various channels of the transmission
mechanism. We include the trade openness of the economy to capture the importance
of foreign developments for domestic monetary policy as well as the exchange rate
channel of monetary transmission. Furthermore, as pointed out by Bernanke &
Gertler (1995) and Cecchetti (1999), differences in financial structure may explain
important portions of heterogeneity in monetary transmission. We include a measure
of financial development approximated by the ratio of private credit to GDP.

We add the average level and volatility of inflation, as these may influence price
setting behavior as well as monetary transmission (Angeloni et al. 2006). We expect
that independent central banks are likely to be more credible (Rogoff 1985; Keefer &
Stasavage 2003; Perino 2010). In consequence, economic subjects may respond more
to monetary policy shocks. We test whether the degree of central bank independence
affects the strength of monetary transmission.

Regarding the sources of the data, the trade openness, GDP growth, and GDP
level per capita are obtained from Penn World Tables. The consumer price index,
used to compute average inflation and inflation volatility, is obtained from the Inter-
national Monetary Fund’s International Financial Statistics. The ratio of domestic
credit to GDP is obtained from the World Bank’s World Development Indicators,

and the index of central bank independence is extracted from Arnone et al. (2009).

Data characteristics We control for the frequency of the data used in the VAR
model: 63% of specifications use monthly data, the rest rely on quarterly data. To
account for possible changes in transmission not explained by the structural variables
(for example, changes caused by globalization or financial innovations, see Boivin
& Giannoni 2006), we include the average year of the sample period used in the
estimation. Finally, we add the total number of observations to assess whether

smaller samples yield systematically different outcomes.

Specification characteristics To account for the different measures of the price level
we include a dummy which equals one when the GDP deflator is used instead of the
usual consumer price index (18% of specifications in primary studies). We add a
dummy for the case where the data cover a period of a single monetary policy regime
(30%). Next, we include the VAR’s lag order normalized by the data frequency. We
account for the cases where commodity prices, a money aggregate, foreign variables,

a time trend, and seasonal dummies are included in the VAR. We also control for
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the number of endogenous variables in the model. Since the results might vary
depending on the measure of economic activity, we introduce dummies for the cases
where industrial production, the output gap, or another measure is used instead of
GDP.

Estimation characteristics Most of the studies in our sample estimate VAR models
using the standard methods (OLS or Maximum Likelihood); we control for studies
using Bayesian methods to address the problem of overparameterization (14% of
specifications in primary studies) and for studies using the FAVAR approach to ad-
dress the problem of omitted variables (5%). As for identification strategies, most
of the studies employ recursive identification; we include a dummy for non-recursive

identification (30%) and a dummy for identification using sign restrictions (14%).

Publication characteristics To proxy study quality we use the recursive RePEc
impact factor of the outlet (because the journal coverage of RePEc is much more
comprehensive than in other databases) and the number of Google Scholar citations
of the study normalized by the study’s age. We add a dummy for authors affiliated
with a central bank and a dummy for authors working at policy-oriented institutions
such as a Ministry of Finance, the International Monetary Fund, or the Bank for
International Settlements. We include a dummy for the case where at least one co-
author is “native” to the examined country: such authors may be more familiar with
the data at hand, which could contribute positively to the quality of the analysis; on
the other hand, such authors may have a vested interest in the results. We consider
authors native if they either were born in the country or obtained an academic degree
there. Finally, we use the year of publication to account for possible improvements

in methodology that are otherwise difficult to codify.

In the first step we estimate a general model containing all explanatory variables;
the general model is not reported but is available in the online appendix. All variance
inflation factors are lower than 10, indicating that the degree of multicollinearity is
not too problematic. In the second step, we drop the variables which are for each
horizon jointly insignificant at the 10% level.

For example, GDP per capita, the number of lags used, and most publication
characteristics belong to the dropped variables. The insignificance of publication
characteristics suggests that the quality of a given study is to a large extent captured
by the methods used.

The resulting model is presented in Table 2.4. The specifications reported in
this section are based on the mixed-effects multilevel estimator, but the inference
would be similar from an OLS with standard errors clustered at the study level;

these robustness checks are available in Appendix A. The similarity between the
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outcomes of these two estimators indicates that the exogeneity assumptions made in
the mixed-effects estimation are not seriously violated; in meta-analysis it is difficult
to test exogeneity formally because the extreme unbalancedness of the data (some
studies report only one impulse response) does not permit the construction of a
reasonable fixed-effects model. We prefer mixed effects over OLS because likelihood-
ratio tests reject the hypothesis of zero within-study variance, suggesting that the

OLS is misspecified.

Table 2.4: Explaining the differences in reported impulse responses

Mixed-effects multilevel

Horizon 3 months 6 months 12 months 18 months 36 months
Intercept (publication -0.112 -0.134 -0.219 -0.208" -0.604""
bias)
(0.131) (0.133) (0.132) (0.124) (0.150)
1/SE -0.075 -0.125 -0.287 -0.252 -0.154
(0.117) (0.147) (0.181) (0.169) (0.202)
Structural heterogeneity
GDP growth -0.006 0.009 0.023" 0.023"" 0.040"""
(0.008) (0.010) (0.011) (0.011) (0.012)
Inflation 0.001 -0.001 0.003 0.004 0.009"""
(0.003) (0.003) (0.004) (0.003) (0.003)
Inflation volatility -0.0004 0.0004 -0.0011 -0.0019 -0.0044""
(0.0011)  (0.0014) (0.0014) (0.0012) (0.0013)
Financial development 0.101"" 0.080" 0.144"" 0.072 -0.024
(0.036) (0.048) (0.064) (0.062) (0.070)
Openness -0.028 -0.048 -0.068 -0.090" -0.283""
(0.039) (0.049) (0.056) (0.048) (0.042)
CB independence 0.088 -0.015 -0.040 -0.167" -0.290""
(0.070) (0.089) (0.097) (0.085) (0.079)
Data characteristics
No. of observations 0.011 0.027 0.049" 0.080""" 0.148"""
(0.017) (0.023) (0.028) (0.028) (0.032)
Average year 0.002 -0.001 0.002 0.005" 0.013""
(0.002) (0.002) (0.003) (0.003) (0.004)
Specification  characteris-
tics
GDP deflator 0.011 0.039 0.126"" 0.157" " 0.148
(0.023) (0.030) (0.043) (0.051) (0.092)
Single regime 0.028 0.033 0.031 0.026 0.095"
(0.020) (0.025) (0.033) (0.035) (0.037)
Commodity prices 20.045"7  -0.066° = -0.127 -0.151"" -0.226""
(0.016) (0.021) (0.030) (0.031) (0.033)
Foreign variables 0.011 0.032 0.062"" 0.065" 0.130"""

Continued on the next page
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Table 2.4: Explaining the differences in reported impulse responses
(continued)
Mixed-effects multilevel
Horizon 3 months 6 months 12 months 18 months 36 months
(0.017) (0.023) (0.031) (0.034) (0.045)
No. of variables -0.018 -0.024 -0.034 -0.056"" -0.183™"
(0.014) (0.015) (0.022) (0.025) (0.049)
Industrial production 0.030 0.060"" 0.061" 0.064" -0.011
(0.023) (0.027) (0.035) (0.038) (0.039)
Output gap -0.249 -0.303"" -0.219"" -0.131" 0.015
(0.162) (0.136) (0.084) (0.070) (0.036)
Other measures -pare™ -0.036 -0.059 -0.041 -0.026
(0.029) (0.037) (0.054) (0.063) (0.093)
FEstimation characteristics
BVAR 0.113""" 0.085"" 0.112"" 0.160"" 0.153
(0.033) (0.036) (0.055) (0.070) (0.132)
FAVAR -0.135"7  -0.182"" -0.105 0.035 0.299""
(0.036) (0.059) (0.082) (0.085) (0.122)
SVAR -0.068""  -0.1097"  -0.123" -0.139"" -0.070""
(0.016) (0.018) (0.023) (0.022) (0.026)
Sign restrictions 20.294""  -0.280""  -0.334"" -0.369"" A"
(0.036) (0.051) (0.069) (0.083) (0.141)
Publication characteristics
Central banker 0.034 0.052 0.074"" 0.076"" 0.133""
(0.022) (0.027) (0.033) (0.035) (0.038)
Policymaker -0.057" -0.029 0.051 0.092"" 0.174™""
(0.034) (0.043) (0.040) (0.038) (0.045)
Within-study correlation 0.32 0.37 0.32 0.37 0.43
Observations 208 215 215 217 205
Studies 69 70 70 70 63

Note: Standard errors in parentheses. Response variable: the approximated t-statistic of
the estimate of the percentage response of prices to a one-percentage-point increase in the

interest rate.

koK Kk

, ™", and * denote significance at the 1%, 5%, and 10% levels, respectively.

Concerning structural heterogeneity, the results reported in Table 2.4 suggest that

GDP growth, the openness of the economy, the level and volatility of inflation, and

the degree of central bank independence systematically affect the estimated impulse

response of prices to monetary tightening in the medium to long run. The importance

of monetary policy shocks weakens in periods of higher GDP growth. This result is

consistent with Bernanke & Gertler (1989), who argue that asymmetric information

and other credit market frictions could amplify the effects of monetary policy through
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the so-called financial accelerator. In periods of lower GDP growth and especially
during recessions, firms’ dependence on external financing increases, and changes in
the interest rate become more important.

The expectation channel of monetary transmission can explain why the impact
of monetary policy diminishes in periods of higher inflation: high inflation impedes
the credibility of the central bank and restricts its ability to control the price level.
Furthermore, our results indicate that a higher volatility of inflation strengthens the
effect on prices in the long run. This is likely to be a consequence of monetary policy
shocks having more lasting effects in more volatile environments (Mohanty & Turner
2008). Next, monetary policy is more effective in open economies, where its impact
can be amplified through the exchange rate channel. Following a contractionary
monetary policy shock, the real exchange rate appreciates through the uncovered
interest parity condition. As a result, imported goods become less expensive, ampli-
fying the drop in the aggregate price level caused by monetary tightening (Dennis
et al. 2007). As expected, monetary policy is more powerful if the central bank enjoys
more independence, which corresponds with the findings of Rogoff (1985) and Perino
(2010).

In contrast, the structural variables (that is, those related to fundamentals) are
not so effective in explaining the short-run response of prices, with the exception
of the financial development indicator. Our results suggest that a more developed
financial system weakens the short-run impact of monetary policy. This finding
complies with Cecchetti (1999), who reports that the effects of monetary policy are
more important in countries with many small banks, less healthy banking systems,
and underdeveloped capital markets.

Concerning data characteristics, the results presented in Table 2.4 indicate that
the number of observations systematically influences the estimated long-run effect:
more data make the reported response of prices weaker. In line with Boivin &
Giannoni (2006), who argue that globalization coupled with financial innovations may
dampen the effects of monetary policy shocks on the economy, the reported long-run
response weakens when newer data are used. We find specification characteristics
to be important as well. The GDP deflator reacts less to monetary tightening than
does the consumer price index. The inclusion of commodity prices is important for all
horizons and amplifies the estimated decrease in prices. When industrial production
is used instead of GDP as a measure of economic activity, the reported response is
weaker; on the other hand, the reported response strengthens when the output gap
is used.

Estimation methods matter especially for the short-run response. For the 3-
and 6-month horizons, Bayesian estimation produces a smaller decrease in prices
compared with a simple VAR. The use of FAVAR, non-recursive identification, and

sign restrictions contributes to reporting more potent monetary policy. It is worth
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noting that all methodological explanations of the price puzzle that were discussed
in Section 2.3 indeed contribute to alleviating the puzzle and therefore to estimating
intuitive impulse responses (with the exception of the effect of a single regime of
monetary policy, which has the opposite sign, but is statistically insignificant).

Our results suggest that authors affiliated with central banks report less powerful
monetary policy (that is, are more likely to report the price puzzle). This seems
counterintuitive since we may expect that central bankers have a vested interest
in presenting a well-functioning monetary transmission mechanism. On the other
hand, central bank employees may engage less in publication selection—they produce
papers needed by their employers and often submit them to academic journals only
as a by-product.

The multivariate meta-regression corroborates the evidence for publication se-
lection reported in Section 2.4. The intercept, a measure of publication bias, is
statistically significant for the 12-, 18-, and 36-month horizons. The estimate of
the true effect in the multivariate model, however, is not simply represented by the
regression coefficient for 1/SFE, but is conditional on the variables capturing hetero-
geneity. In order to estimate the true effect we need to choose the preferred values
of the explanatory variables, thus defining some sort of best practice; in this way
we create a synthetic study with ideal parameters. A suitably defined best-practice
estimation can filter out misspecification bias from the literature, although the ap-
proach is subjective since different researchers may have different opinions on what
constitutes best practice.

We define best practice by selecting methodology characteristics based on the dis-
cussion in Section 2.3: we prefer the output gap over GDP as a measure of economic
activity, non-recursive identification over Cholesky decomposition, data covering a
single monetary policy regime over mixing more regimes, and the inclusion of com-
modity prices and foreign variables instead of omitting them. In addition, we prefer
Bayesian estimation since overparameterization can be a problem even for systems
of modest size (Banbura et al. 2010). We insert sample maximums for the number of
observations, the year of the data, and the number of endogenous variables. Country-
specific variables and dummy variables for central bankers and policymakers are set
to their sample means. Similarly to the previous section, the estimate of the impulse
response is corrected for funnel plot asymmetry (that is, for publication bias or any

other bias contributing to the asymmetry, such as small-sample bias).

The estimated impulse response implied by best practice is depicted in the bot-
tom part of Figure 2.7: after controlling for both publication and misspecification
biases, the price puzzle is not present and prices bottom out six months after a one-

percentage-point increase in the interest rate. The maximum decrease in the price
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Figure 2.6: Impulse response implied by best practice: no price puz-
zle

Response of prices (%)

T
0 3 6 9 12 15 18 21 24 21 30 33 36
Months after a one-percentage-point increase in the interest rate

Note: Confidence bands are constructed as +/- one standard error.

level reaches 0.33% and is statistically significant at the 5% level. The transmis-
sion of monetary policy shocks is quick, which contrasts with the view held at many
central banks that there are long lags in the effects of monetary policy on prices
(for instance, Bank of England 1999; European Central Bank 2010). The absence
of the price puzzle is robust both individually and cumulatively to other possible
definitions of best practice: selecting the FAVAR approach instead of the Bayesian
approach, selecting the specification using sign restrictions instead of non-recursive
identification, or selecting the sample mean of the number of endogenous variables
in the VAR system instead of the sample maximum. The price puzzle does not occur

even if we set the level of financial development to the sample maximum.

Table 2.5: Consequences of misspecifications

Implied responses of prices to monetary contraction (in %)

Horizon 3 months 6 months 12 months 18 months 36 months
Best practice -0.157 -0.3317 -0.225 -0.155 -0.116
Without output gap 0.092 -0.028 -0.006 -0.024 -0.131
Without gap and SVAR 0.160"" 0.082 0.117 0.115 -0.061
Without gap, SVAR, and  0.205 0.147"" 0.244" 0.266" 0.165

commodity prices

Note: The values represent the percentage response of prices to a one-percentage-point increase in the
interest rate.

Without output gap = Best practice omitting output gap. Without gap and SVAR = Best practice omitting

output gap and using recursive identification. Without gap, SVAR, and commodity prices = Best practice
omitting output gap, using recursive identification, and omitting commodity prices.

kokk Kk

., and * denote significance at the 1%, 5%, and 10% levels, respectively.

To illustrate the consequences of misspecifications for the reported impulse re-
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sponses, Table 2.5 and Figure 2.7 investigate the cases where some aspects of method-
ology deviate from best practice. When the model does not control for the potential
output of the economy, the price puzzle occurs, but prices decline in the medium and
long run. When the model combines the omission of the output gap with the use
of recursive identification, the puzzle gets stronger, becomes statistically significant,
and prices decline below the initial level only after 18 months. When the model
additionally omits a measure of commodity prices, the price level is reported never
to decline below the initial level during the 3-year horizon after monetary tightening.
In sum, our analysis of the VAR studies on monetary transmission indicates that the
price puzzle arises systematically from misspecifications of the estimated models.

Figure 2.7: Misspecifications cause the price puzzle

0.4+

Response of prices (%)

0 3 6 9 12 15 18 21 24 27 30 33 36

Months after a one—-percentage—point increase in the interest rate

Best practice @~ e Without output gap
— — - Without output gap and SVAR  —:—«—- Without gap, SVAR, and commodity prices

2.6 Conclusion

We examine the impact of monetary policy shocks on the price level by quantitatively
reviewing the impulse-response functions from previously published VAR studies on
monetary transmission. We collect impulse responses produced by 103 researchers for
31 countries and regress the point estimates on variables capturing study design and
country characteristics. To account for within-study dependence in the estimates, we
employ mixed-effects multilevel meta-regression. Recently developed meta-analysis
methods allow us to estimate the underlying effect of monetary policy implied by the
entire literature corrected for potential publication selection and the misspecifications
of some VAR models in primary studies.

Our results indicate some evidence of publication selection against the price puz-
zle, and the selection seems to strengthen for responses with longer horizons after
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monetary tightening. The finding is in line with Doucouliagos & Stanley (2013), who
suggest that publication selection is likely to be stronger for research areas with less
theory competition. Macroeconomists agree about the effects of monetary policy on
prices in the long run: prices should eventually decrease after a contraction. On the
other hand, a smaller consensus arises regarding the exact effects of monetary policy
in the short run because of the cost channel, for example. Published results often
exhibit the price puzzle for the short run; on the contrary, results showing the price
puzzle for the long run would be difficult to publish.

Next, we find that the reported responses of prices to a monetary tightening are
systematically affected by study design and country-specific characteristics. Study
design is important in particular for the short-run response. When researchers report
the price puzzle, they are likely to omit commodity prices, omit potential output,
and use recursive identification in their VAR model. When the biases associated with
such misspecifications are filtered out, the impulse-response function inferred from
the entire literature becomes hump-shaped with no evidence of the price puzzle. The
maximum decrease in the price level following a one-percentage-point increase in the
interest rate reaches 0.33% and occurs half a year after the tightening.

Finally, our results suggest that the long-run response of prices depends on the
characteristics of the examined country; on average, the decrease in prices after
a monetary contraction is relatively persistent and does not disappear within three
years. The long-run effect of monetary policy is weaker in countries with high average
inflation, possibly because high inflation hampers the credibility of the central bank.
The effect is stronger in open economies, in countries with a more independent central
bank, and during recessions.

For the sake of comparability, in this paper we only include studies using the price
level in their VAR models. The robustness of our results could be further examined
by conducting a meta-analysis on studies using the inflation rate. In general, the
presented method of quantitative synthesis for graphical results can be applied to
any other field that uses VARs as a research tool—such as, for example, the literature

estimating fiscal multipliers.
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2.A Robustness Checks
Table 2.6: Test of publication bias and true effect, OLS

OLS with clustered standard errors

Horizon 3 months 6 months 12 months 18 months 36 months
Intercept (bias) 0277 -0.407"" -0.3417" -0.393"" -0.784"""
(0.176) (0.186) (0.156) (0.147) (0.122)
1/SE (effect) 0.032"" 0.033 -0.007 -0.025" -0.018™"
(0.014) (0.021) (0.016) (0.014) (0.008)
R? 0.05 0.03 0.00 0.02 0.01
Observations 208 215 215 217 205
Studies 69 70 70 70 63

Note: Standard errors, clustered at the study level, in parentheses. Response variable: the approximated
t-statistic of the estimate of the percentage response of prices to a one-percentage-point increase in the
interest rate.

koK Kk

,and * denote significance at the 1%, 5%, and 10% levels, respectively.
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Table 2.7: Explaining the differences in reported impulse responses,

OLS
OLS with clustered standard errors
Horizon 3 months 6 months 12 months 18 months 36 months
Intercept (bias) -0.131 -0.127 -0.240" -0.2217 -0.538""
(0.151) (0.133) (0.128) (0.120) (0.130)
1/SE -0.058 -0.106 -0.237 -0.168 -0.028
(0.068) (0.115) (0.178) (0.174) (0.212)
Structural — heterogeneity -0.008 0.010 0.024" 0.027" 0.037
GDP growth
(0.008) (0.010) (0.013) (0.014) (0.024)
Inflation -0.000 -0.003 0.003 0.005"" 0.008"""
(0.004) (0.004) (0.003) (0.002) (0.002)
Inflation volatility -0.000 0.001 -0.001 -0.002"" -0.003"""
(0.001) (0.002) (0.001) (0.001) (0.001)
Financial development 0.093""" 0.079 0.174"" 0.110 -0.054
(0.030) (0.054) (0.076) (0.073) (0.067)
Openness -0.026 -0.052 -0.089" -0.130"" -0.258™"
(0.031) (0.048) (0.048) (0.048) (0.117)
OB independence 0.038 -0.141 -0.135 -0.258"" -0.338""
(0.068) (0.106) (0.133) (0.123) (0.061)
Data characteristics
No. of observations 0.020" 0.043"" 0.053" 0.074""" 0.127""
(0.011) (0.019) (0.023) (0.025) (0.047)
Average year 0.001 -0.001 0.004 0.006"" 0.012""
(0.001) (0.002) (0.002) (0.002) (0.003)
Specification  characteris-
tics
GDP deflator -0.004 0.023 0.119""" 0.1417"" 0.119"
(0.013) (0.021) (0.039) (0.046) (0.060)
Single regime 0.038"" 0.034 0.024 0.021 0.109"
(0.015) (0.022) (0.028) (0.032) (0.053)
Commodity prices -0.0477"  -0.0707"  -0.139" -0.158"" -0.212""
(0.008) (0.018) (0.023) (0.027) (0.059)
Foreign variables 0.009 0.041"" 0.068"" 0.071" 0.082
(0.015) (0.013) (0.030) (0.038) (0.055)
No. of variables -0.022" -0.024"" -0.039” -0.059""" -0.153"""
(0.012) (0.011) (0.016) (0.022) (0.038)
Industrial production 0.024 0.062""" 0.065" 0.069" -0.026
(0.016) (0.018) (0.032) (0.040) (0.041)
Output gap 202597 -0.3307"  -0.235" -0.140"" 0.012
(0.090) (0.102) (0.060) (0.039) (0.031)
Other measure -0.004”"  -0.066" -0.065 -0.044 0.018
(0.022) (0.030) (0.058) (0.077) (0.079)

Continued on the next page
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Table 2.7: Explaining the differences in reported impulse responses,
OLS (continued)

OLS with clustered standard errors

Horizon 3 months 6 months 12 months 18 months 36 months

FEstimation characteristics

BVAR 0136 0.099"" 0.105" 0.146 0.131
(0.026) (0.027) (0.055) (0.089) (0.164)
FAVAR -0.084""  -0.118""" -0.073 0.029 0.270"""
(0.025) (0.037) (0.054) (0.063) (0.068)
SVAR -0.089""  -0.142""  -0.139"7" -0.147"" -0.050
(0.018) (0.026) (0.031) (0.030) (0.033)
Sign restrictions -0.3007"  -0.299""  -0.347"" -0.396"" -0.250
(0.031) (0.042) (0.061) (0.096) (0.172)
Publication characteristics
Central banker 0.024" 0.058" 0.089" 0.102"" 0.125""
(0.014) (0.023) (0.035) (0.040) (0.036)
Policymaker -0.051" -0.006 0.070" 0.089"" 0.119""
(0.023) (0.022) (0.033) (0.032) (0.033)
R? 0.59 0.58 0.48 0.47 0.45
Observations 208 215 215 21 i 205
Studies 69 70 70 70 63

Note: Standard errors, clustered at the study level, in parentheses. Response variable:
the approximated t-statistic of the estimate of the percentage response of prices to a one-

percentage-point increase in the interest rate.

kK kK

,"", and © denote significance at the 1%, 5%, and 10% levels, respectively.
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Chapter 3

Transmission Lags of Monetary
Policy:
A Meta-Analysis

Abstract

The transmission of monetary policy to the economy is generally thought to
have long and variable lags. In this paper we quantitatively review the modern
literature on monetary transmission to provide stylized facts on the average lag
length and the sources of variability. We collect 67 published studies and examine
when prices bottom out after a monetary contraction. The average transmission
lag is 29 months, and the maximum decrease in prices reaches 0.9% on average
after a one-percentage-point hike in the policy rate. Transmission lags are longer
in developed economies (25-50 months) than in post-transition economies (10-20
months). We find that the factor most effective in explaining this heterogeneity
is financial development: greater financial development is associated with slower

transmission.

The paper was co-authored with Tomas Havranek and published in the International Journal
of Central Banking [2013, 9(4), pp. 39-76]. The paper received first prize in the Young Economist
Competition by the Czech Economic Society given to selected papers written by Czech economists
younger than 30 years and Economic Research Award by the Czech National Bank given to the
selected working papers by the Bank. We are grateful to Adam Elbourne, Bill Gavine, and Jakob de
Haan for sending us additional data and Oxana Babecka-Kucharcukova, Marek Jarocinski, Jacques
Poot, and two anonymous referees of the International Journal of Central Banking for comments on
previous versions of the manuscript. Tomas Havranek acknowledges support from the Czech Science
Foundation (grant #P402/11/1487). Marek Rusnak acknowledges support from the Grant Agency
of Charles University (grant #267011). An online appendix with data, R and Stata code, and a list
of excluded studies is available at meta-analysis.cz/lags.
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3.1 Introduction

Policymakers need to know how long it takes before their actions fully transmit to the
economy and what determines the speed of transmission. A common claim about
the transmission mechanism of monetary policy is that it has “long and variable”
lags (Friedman 1972; Batini & Nelson 2001; Goodhart 2001). This view has been
embraced by many central banks and taken into account during their decision mak-
ing: most inflation-targeting central banks have adopted a value between 12 and 24
months as their policy horizon (see, for example, Bank of England 1999; European
Central Bank 2010). Theoretical models usually imply transmission lags of similar
length (Taylor & Wieland 2012), but the results of empirical studies vary widely.

In this paper we quantitatively survey studies that employ vector autoregression
(VAR) methods to investigate the effects of monetary policy shocks on the price
level. We refer to the horizon at which the response of prices becomes the strongest
as the transmission lag, and collect 198 estimates from 67 published studies. The
estimates of transmission lags in our sample are indeed variable, and we examine
the sources of variability. The meta-analysis approach allows us to investigate both
how transmission lags differ across countries and how different estimation method-
ologies within the VAR framework affect the results. Meta-analysis is a set of tools
for summarizing the existing empirical evidence; it has been regularly employed in
medical research, but its application has only recently spread to the social sciences,
including economics (Stanley 2001; Disdier & Head 2008; Card et al. 2010; Havranek
& Trsova 2011). By bringing together evidence from a large number of studies that
use different methods, meta-analysis can extract robust results from a heterogeneous
literature.

Several researchers have previously investigated the cross-country differences in
monetary transmission. Ehrmann (2000) examines 13 member countries of the Euro-
pean Union and finds relatively fast transmission to prices for most of the countries:
between 2 and 8 quarters. Only France, Italy, and the United Kingdom exhibit trans-
mission lags between 12 and 20 quarters. In contrast, Mojon & Peersman (2003) find
that the effects of monetary policy shocks in European economies are much more de-
layed, with the maximum reaction occurring between 16 and 20 quarters after the
shock. Concerning cross-country differences, Mojon & Peersman (2003) argue that
the confidence intervals are too wide to draw any strong conclusions, but they call
for further testing of the heterogeneity of impulse responses. Boivin et al. (2008)
update the results and conclude that the adoption of the euro contributed to lower
heterogeneity in monetary transmission among the member countries.

Cecchetti (1999) finds that for a sample of advanced countries transmission lags
vary between 1 and 12 quarters. He links the country-specific strength of monetary
policy to a number of indicators of financial structure, but does not attempt to
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explain the variation in transmission lags. In a similar vein, Elbourne & de Haan
(2006) investigate 10 new EU member countries and find that the maximum effects
of monetary policy shocks on prices occur between 1 and 10 quarters after the shock.
These papers typically look at a small set of countries at a specific point in time; in
contrast, we collect estimates of transmission lags from a vast literature that provides
evidence for 30 different economies during several decades. Moreover, while some of
the previous studies seek to explain the differences in the strength of transmission,
they remain silent about the factors driving transmission speed.

In this paper we attempt to fill this gap and associate the differences in transmis-
sion lags with a number of country and study characteristics. Our results suggest that
the transmission lags reported in the literature really do vary substantially: the aver-
age lag, corrected for misspecification in some studies, is 29 months, with a standard
deviation of 19 months. Post-transition economies in our sample exhibit significantly
faster transmission than advanced economies, and the only robust country-specific
determinant of the length of transmission is the degree of financial development. In
developed countries financial institutions have more opportunities to hedge against
surprises in monetary policy stance, causing greater delays in the transmission of
monetary policy shocks. Concerning variables that describe the methods used by
primary studies, the frequency of the data employed matters for the reported trans-
mission lags. Our results suggest that researchers who use monthly data instead of
quarterly data report systematically faster transmission.

The remainder of the paper is structured as follows. Section 3.2 presents de-
scriptive evidence concerning the differences in transmission lags. Section 3.3 links
the variation in transmission lags to 33 country- and study-specific variables. Sec-
tion 3.4 contains robustness checks. Section 3.5 summarizes the implications of our

key results.

3.2 Estimating the Average Lag

We attempt to gather all published studies on monetary transmission that fulfill the
following three inclusion criteria. First, the study must present an impulse response
of the price level to a shock in the policy rate (that is, we exclude impulse responses
of the inflation rate). Second, the impulse response in the study must correspond to
a one-percentage-point shock in the interest rate, or the size of the monetary policy
shock must be presented so that we can normalize the response. Third, we only
include studies that present confidence intervals around the impulse responses—as a
simple indicator of quality. The primary studies fulfilling the inclusion criteria are
listed in Table 3.1. More details describing the search strategy can be found in a

related paper (Rusnak et al. 2013), examining which method choices are associated
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with reporting the “price puzzle” (the short-term increase in the price level following

a monetary contraction).

Table 3.1: List of primary studies

Andries (2008)

Anzuini & Levy (2007)
Arin & Jolly (2005)
Bagliano & Favero (1998)
Bagliano & Favero (1999)
Banbura et al. (2010)
Belviso & Milani (2006)
Bernanke et al. (1997)
Bernanke et al. (2005)
Boivin & Giannoni (2007)
Borys et al. (2009)

Bredin & O’Reilly (2004)
Brissimis & Magginas (2006)
Brunner (2000)

Buckle et al. (2007)
Cespedes et al. (2008)
Christiano et al. (1996)
Christiano et al. (1999)
Cushman & Zha (1997)

De Arcangelis & Di Giorgio (2001)
Dedola & Lippi (2005)
EFN (2004)

Eichenbaum (1992)
Eickmeier et al. (2009)
Elbourne (2008)

Elbourne & de Haan (2006)
Elbourne & de Haan (2009)
Forni & Gambetti (2010)
Fujiwara (2004)

Gan & Soon (2003)
Hanson (2004)

Horvath & Rusnak (2009)
Hulsewig et al. (2006)

Jang & Ogaki (2004)

Jarocinski (2009)
Jarocinski & Smets (2008)
Kim (2001)

Kim (2002)

Krusec (2010)

Kubo (2008)

Lagana & Mountford (2005)
Lange (2010)

Leeper et al. (1996)

Li et al. (2010)

McMillin (2001)

Mertens (2008)

Minella (2003)

Mojon (2008)

Mojon & Peersman (2001)
Mountford (2005)
Nakashima (2006)
Normandin & Phaneuf (2004)
Oros & Romocea-Turcu (2009)
Peersman (2004)
Peersman (2005)
Peersman & Smets (2001)
Peersman & Straub (2009)
Pobre (2003)

Rafiq & Mallick (2008)
Romer & Romer (2004)
Shioji (2000)

Sims & Zha (1998)

Smets (1997)

Sousa & Zaghini (2008)
Vargas-Silva (2008)

Voss & Willard (2009)
Wu (2003)

Notes: The search for primary studies was terminated on September 15, 2010. A list of excluded
studies, with reasons for exclusion, is available in the online appendix.

After imposition of the inclusion criteria, our database contains 198 impulse re-

sponses taken from 67 previously published studies and provides evidence on the mon-

etary transmission mechanism for 30 countries, mostly developed and post-transition

economies. The database is available in the online appendix. For each impulse re-

sponse we evaluate the horizon at which the decrease in prices following the monetary

contraction reaches its maximum. The literature reports two general types of impulse

responses, both of which are depicted in Figure 3.1. The left-hand panel shows a

hump-shaped (also called U-shaped) impulse response: prices decrease and bounce



3. Transmission Lags of Monetary Policy: A Meta-Analysis 56

Figure 3.1: Stylized impulse responses
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Notes: The figure depicts stylized examples of the price level’s response to a one-percentage-point increase

in the policy rate. The dashed lines denote the number of months to the maximum decrease in prices.

back after some time following a monetary policy shock; the monetary contraction
stabilizes prices at a lower level or the effect gradually dies out. The dashed line de-
notes the maximum effect, and we label the corresponding number of months passed
since the monetary contraction as the transmission lag. In contrast, the right-hand
panel shows a strictly decreasing impulse response: prices neither stabilize nor bounce
back within the time frame reported by the authors (impulse response functions are
usually constructed for a five-year horizon). In this case the response of the price
level becomes the strongest in the last reported horizon, so we label the last horizon
as the transmission lag.

Researchers often discuss the number of months to the maximum decrease in
prices in the case of hump-shaped impulse responses. On the other hand, researchers
rarely interpret the timing of the maximum decrease in prices for strictly decreas-
ing impulse responses, as the implied transmission lag often seems implausibly long.
Moreover, a strictly decreasing response may indicate nonstationarity of the esti-
mated VAR system (Liitkepohl 2005). Nevertheless we do not limit our analysis to
hump-shaped impulse responses since both types are commonly reported: in the data
set we have 100 estimates of transmission lags taken from hump-shaped impulse re-
sponses and 98 estimates taken from strictly decreasing impulse responses. We do not
prefer any particular shape of the impulse response and focus on inference concerning
the average transmission lag, but we additionally report results corresponding solely
to hump-shaped impulse responses.

Figure 3.2 depicts the kernel density plot of the collected estimates; the figure
demonstrates that the transmission lags taken from hump-shaped impulse responses
are, on average, substantially shorter than the lags taken from strictly decreasing
impulse response functions. Numerical details on summary statistics are reported

in Table 3.2. The average of all collected transmission lags is 33.5 months, but



3. Transmission Lags of Monetary Policy: A Meta-Analysis 57

Figure 3.2: Kernel density of the estimated transmission lags
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Notes: The figure is constructed using the Epanechnikov kernel function. The solid vertical line denotes the
average number of months to the maximum decrease in prices taken from all the impulse responses. The
dashed line on the left denotes the average taken from the hump-shaped impulse responses. The dashed line

on the right denotes the average taken from the strictly decreasing impulse response functions.

Table 3.2: Summary statistics of the estimated transmission lags

Variable Obs. Mean Median Std.dev. Min Max
Estimates from all impulse responses 198 33.5 37 19.4 1 60
Hump-shaped impulse responses 100 18.2 15 14.1 1 57

Strictly decreasing impulse responses 98 49.1 48 8.6 24 60
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the average reaches 49.1 months for transmission lags taken from strictly decreasing
impulse responses and 18.2 months for hump-shaped impulse responses. In other
words, the decrease in prices following a monetary contraction becomes the strongest,
on average, after two years and three quarters. Our data also suggest that the
average magnitude of the maximum decrease in prices following a one-percentage-
point increase in the policy rate is 0.9% (for a detailed meta-analysis of the strength

of monetary transmission at different horizons, see Rusnak et al. 2013).

Table 3.3: Transmission lags differ across countries

Developed economies Post-transition economies

Economy Average transmission lag Economy Average transmission lag
United States 42.2 Poland 18.7
Euro area 48.4 Czech Republic 14.8
Japan 51.3 Hungary 17.9
Germany 334 Slovakia 10.7
United Kingdom 40.4 Slovenia 17.6
France 51.3
Ttaly 26.6

Notes: The table shows the average number of months to the maximum decrease in prices taken from
all the impulse responses reported for the corresponding country. We only show results for countries for
which the literature has reported at least five impulse responses.

The average of 33.5 is constructed based on data for 30 different countries. To in-
vestigate whether transmission lags vary across countries, we report country-specific
averages in Table 3.3 (we only show results for countries for which we have collected at
least five observations from the literature). We divide the countries into two groups:
developed economies and post-transition economies.! From the table it is apparent
that developed countries display much longer transmission lags than post-transition
countries. The developed country with the fastest transmission of monetary policy
actions is Italy: the corresponding transmission lag reaches 26.6 months. The slow-
est transmission is found for Japan and France, with a transmission lag equal to
51.3 months. In general, the transmission lags for developed countries seem to vary
between approximately 25 and 50 months. These values sharply contrast with the
results for post-transition countries, where all reported transmission lags lie between
10 and 20 months. The result is in line with Jarocinski (2010), who investigates
cross-country differences in transmission and finds that post-communist economies
exhibit faster transmission than Western European countries. We examine the pos-

sible sources of the cross-country heterogeneity in the next section.

!The definition of the two groups is somewhat problematic. The Czech Republic, for example,
has been considered a developed economy by the World Bank since 2006. We include the country
into the second group because pre-2006 time series constitute the bulk of the data used by studies
in our sample.
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3.3 Explaining the Differences

Two general reasons may explain why the reported transmission lags vary: First,
structural differences across countries may cause genuine differences in the speed of
transmission. Second, characteristics of the data and other aspects of the methodol-
ogy employed in the primary studies, such as specification and estimation character-
istics, may have a systematic influence on the reported transmission lag.

We collected 33 potential explanatory variables. Several structural character-
istics that may account for cross-country differences in the monetary transmission
mechanism have been suggested in the literature (Dornbusch et al. 1998; Cecchetti
1999; Ehrmann et al. 2003). Therefore, to control for these structural differences
we include GDP per capita to represent the country’s overall level of the develop-
ment, GDP growth and Inflation to reflect other macroeconomic conditions in the
economy, Financial development to capture the importance of the financial struc-
ture, Openness to cover the exchange rate channel of the transmission mechanism,
and Central bank independence to capture the influence of the institutional setting
and credibility on monetary transmission. These variables are computed as averages
over the periods that correspond to the estimation periods of the primary studies.
The sources of the data for these variables are Penn World Tables, the World Bank’s
World Development Indicators, and the International Monetary Fund’s International
Financial Statistics; the central bank independence index is extracted from Arnone
et al. (2009). We also include variables that control for data, methodology, and pub-
lication characteristics of the primary studies. The definitions of the variables are
provided in Table 3.4 together with their summary statistics.

Rather than estimating a regression with an ad hoc subset of explanatory vari-
ables, we formally address the model uncertainty inherent in meta-analysis (in other
words, many method variables may be important for the reported speed of transmis-
sion, but no theory helps us select which ones). There are at least two drawbacks to
using simple regression in situations where many potential explanatory variables ex-
ist. First, if we put all potential variables into one regression, the standard errors get
inflated since many redundant variables are included. Second, sequential testing (or
the “general-to-specific” approach) brings about the possibility of excluding relevant
variables.

To address these issues, Bayesian model averaging (BMA) is employed frequently
in the literature on the determinants of economic growth (Fernandez et al. 2001;
Sala-I-Martin et al. 2004; Durlauf et al. 2008; Feldkircher & Zeugner 2009; Eicher
et al. 2011). Recently, BMA has been used to address other questions as well (see
Moral-Benito 2011, for a survey). The idea of BMA is to go through all possible
combinations of regressors and weight them according to their model fit. BMA thus
provides results robust to model uncertainty, which arises when little or nothing
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is known ex ante about the correct set of explanatory variables. An accessible in-

troduction to BMA can be found in Koop (2003); technical details concerning the

implementation of the method are provided by Feldkircher & Zeugner (2009).
Because we consider 33 potential explanatory variables, it is not technically feasi-

ble to enumerate all 233

of their possible combinations; on a typical personal computer
this would take several months. In such cases, Markov chain Monte Carlo methods
are used to go through the most important models. We employ the priors suggested
by Eicher et al. (2011), who recommend using the uniform model prior and the unit
information prior for the parameters, since these priors perform well in forecasting
exercises. Following Fernandez et al. (2001), we run the estimation with 200 million
iterations, ensuring a good degree of convergence. Section 3.A provides diagnostics

of our BMA estimation; the online appendix provides R and Stata codes.
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Table 3.4: Description and summary statistics of explanatory vari-

ables

Variable Description Mean  Std. dev.

Country characteristics

GDP per capita The logarithm of the country’s real GDP per capita. 9.880 0.415

GDP growth The average growth rate of the country’s real GDP. 2.644 1.042

Inflation The average inflation of the country. 0.078 0.145

Financial dev. The financial development of the country measured by 0.835 0.408
(domestic credit to private sector)/GDP.

Openness The trade openness of the country measured by (ex- 0.452 0.397
ports + imports)/GDP.

CB indepen- A measure of central bank independence (Arnone et al. 0.773 0.145

dence 2009).

Data characteristics

Monthly =1 if monthly data are used. 0.626 0.485

No. of observa- The logarithm of the number of observations used. 4.876 0.661

tions

Average year The average year of the data used (2000 as a base). -9.053 7.779

Specification characteristics

GDP deflator =1 if the GDP deflator is used instead of the consumer 0.172 0.378
price index as a measure of prices.

Single regime =1 if the VAR is estimated over a period of a single 0.293 0.456
monetary policy regime.

No. of lags The number of lags in the model, normalized by fre- 0.614 0.373
quency: lags/frequency

Commodity =1 if a commodity price index is included. 0.626 0.485

prices

Money =1 if a monetary aggregate is included. 0.545 0.499

Foreign variables =1 if at least one foreign variable is included. 0.444 0.498

Time trend =1 if a time trend is included. 0.131 0.339

Seasonal =1 if seasonal dummies are included. 0.146 0.354

No. of variables The logarithm of the number of endogenous variables 1.748 0.391
included in the VAR.

Industrial prod. =1 if industrial production is used as a measure of eco- 0.429 0.496
nomic activity.

Output gap =1 if the output gap is used as a measure of economic 0.030 0.172
activity.

Other measures =1 if another measure of economic activity is used (em- 0.121 0.327
ployment, expenditures).

FEstimation characteristics

BVAR =1 if a Bayesian VAR is estimated. 0.121 0.327

FAVAR =1 if a factor-augmented VAR is estimated. 0.051 0.220

SVAR =1 if non-recursive identification is employed. 0.313 0.465

Sign restrictions =1 if sign restrictions are employed. 0.152 0.359

Publication characteristics

Strictly decreas- The reported impulse response function is strictly de- 0.495 0.501

ing creasing (that is, it shows the maximum decrease in
prices in the last displayed horizon).

Price puzzle The reported impulse response exhibits the price puz- 0.530 0.500
zle.

Study citations The logarithm of [(Google Scholar citations of the 1.875 1.292
study)/(age of the study) + 1].

Impact The recursive RePEc impact factor of the outlet. 0.900 2.417

Continued on the next page
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Table 3.4: Description and summary statistics of regression variables

(continued)

Variable Description Mean  Std. dev.

Central banker =1 if at least one co-author is affiliated with a central 0.424 0.495
bank.

Policymaker =1 if at least one co-author is affiliated with a Ministry 0.061 0.239
of Finance, IMF, OECD, or BIS.

Native =1 if at least one co-author is native to the investigated 0.449 0.499
country.

Publication year =~ The year of publication (2000 as a base). 4.894 3.889

Notes: The sources of data for country characteristics are Penn World Tables, the World Bank’s World
Development Indicators, and the International Monetary Fund’s International Financial Statistics.

The results of the BMA estimation are reported graphically in Figure 3.3. The
columns represent individual regression models where the transmission lag is re-
gressed on variables for which the corresponding cell is not blank. For example,
the explanatory variables in the first model from the left are Financial development,
Strictly decreasing, Monthly, CB independence, Impact, and Price puzzle. The width
of the columns is proportional to the so-called posterior model probabilities; that is,
it captures the weight each model gets in the BMA exercise. The figure only shows
the 5,000 models with the highest posterior model probabilities. The best models
are displayed on the left-hand side and are relatively parsimonious compared to those
with low posterior model probabilities. Explanatory variables in the figure are dis-
played in descending order according to their posterior inclusion probabilities (the
sum of the posterior probabilities of the models they are included in). In other words,
the variables at the top of the figure are robustly important for the explanation of
the variation in transmission lags, whereas the variables at the bottom of the figure
do not matter much.

The color of the cell corresponding to each variable included in a model represents
the estimated sign of the regression parameter. Blue (darker in grayscale) denotes a
positive sign, and red (lighter in grayscale) denotes a negative sign. For example, in
the first model from the left the estimated regression sign is positive for Financial
development, positive for Strictly decreasing, negative for Monthly, positive for CB
independence, negative for Impact, and positive for Price puzzle. As can be seen from

the figure, variables with high posterior inclusion probabilities usually exhibit quite
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stable regression signs. Nevertheless, for a more precise discussion of the importance
of individual variables (analogous to statistical significance in the frequentist case),
we need to turn to the numerical results of the BMA estimation, reported in Table 3.5.

Table 3.5 shows the posterior means (weighted averages of the models displayed
in Figure 3.3) for all regression parameters and the corresponding posterior stan-
dard deviations. According to Masanjala & Papageorgiou (2008), variables with the
ratio of the posterior mean to the posterior standard deviation larger than 1.3 can
be considered effective (or “statistically significant” in the frequentist case). There
are only three such variables: Financial development, Monthly, and Strictly decreas-
ing. First, our results suggest that a higher degree of financial development in the
country is associated with slower transmission of monetary policy shocks to the price
level. Moreover, when researchers use monthly data in the VAR system, they are
more likely to report shorter transmission lags. The BMA exercise also corroborates
that the transmission lags taken from strictly decreasing impulse responses are much
longer than the lags taken from hump-shaped impulse responses; the difference is
approximately 26 months.

While many of the method characteristics appear to be relatively unimportant for
the explanation of the reported transmission lags, a few (for example, Sign restric-
tions or Qutput gap) have moderate posterior inclusion probabilities. Because some
of the method choices are generally considered misspecifications in the literature, we
use the results of the BMA estimation to filter out the effects of these misspecifica-
tions from the average transmission lag. In other words, we define an ideal study with
“best-practice” methodology and maximum publication characteristics (for example
the impact factor and the number of citations). Then we plug the chosen values of
the explanatory variables into the results of the BMA estimation and evaluate the
implied transmission lag.

For the definition of the “ideal” study we prefer the use of more observations
in the VAR system (that is, we plug in the sample maximum for variable No. of
observations), more recent data (Average year), the estimation of the VAR system

over a period of a single monetary policy regime (Single regime), the inclusion of
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Table 3.5: Why do transmission lags vary?

Variable PIP Posterior mean Posterior std. dev. Standardized coef.

Country characteristics

GDP per capita 0.099 -0.447 1.647 -0.0096
GDP growth 0.087 0.111 0.444 0.0059
Inflation 0.053 -0.337 1.918 -0.0025
Financial dev. 1.000 12.492 3.166 0.2630
Openness 0.029 -0.056 0.631 -0.0011
CB independence 0.705 13.370 10.412 0.1002
Data characteristics

Monthly 0.730 -4.175 3.036 -0.1045
No. of observations 0.127 -0.362 1.136 -0.0123
Average year 0.032 0.003 0.030 0.0012
Specification characteristics

GDP deflator 0.035 -0.052 0.584 -0.0010
Single regime 0.031 0.039 0.395 0.0009
No. of lags 0.023 0.014 0.436 0.0003
Commodity prices 0.022 -0.009 0.246 -0.0002
Money 0.026 -0.011 0.286 -0.0003
Foreign variables 0.030 0.039 0.385 0.0010
Time trend 0.472 3.681 4.480 0.0643
Seasonal 0.020 -0.004 0.307 -0.0001
No. of variables 0.028 0.036 0.400 0.0007
Industrial prod. 0.025 0.008 0.352 0.0002
Output gap 0.189 -1.464 3.566 -0.0130
Other measures 0.059 0.199 1.038 0.0034
FEstimation characteristics

BVAR 0.096 0.337 1.278 0.0057
FAVAR 0.068 0.304 1.444 0.0034
SVAR 0.153 -0.468 1.303 -0.0112
Sign restrictions 0.200 0.954 2.232 0.0177
Publication characteristics

Strictly decreasing 1.000 26.122 1.798 0.6757
Price puzzle 0.383 1.359 1.999 0.0351
Study citations 0.039 -0.005 0.205 -0.0003
Impact 0.423 -0.305 0.414 -0.0381
Central banker 0.044 0.075 0.497 0.0019
Policymaker 0.149 0.858 2.426 0.0106
Native 0.091 -0.221 0.865 -0.0057
Publication year 0.048 0.011 0.070 0.0022
Constant 1.000 121 NA 0.3752

Notes: Estimated by Bayesian model averaging. Response variable: transmission lag (the number of
months past to the maximum decrease in prices taken from impulse responses). PIP = posterior inclusion
probability. The posterior mean is analogous to the estimate of the regression coefficient in a standard
regression; the posterior standard deviation is analogous to the standard error of the regression coefficient
in a standard regression. Variables with posterior mean larger than 1.3 posterior standard deviations are
typeset in bold; we consider such variables effective (following Masanjala & Papageorgiou 2008).
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commodity prices in the VAR system (Commodity prices), the inclusion of foreign
variables (Foreign), the inclusion of seasonal dummies (Seasonal), the inclusion of
more variables in the VAR (No. of variables), the use of the output gap as a measure
of economic activity (Output gap; Industrial production and Other measures are
set to zero), the use of Bayesian VAR (BVAR), the use of sign restrictions (Sign
restrictions; FAVAR and SVAR are set to zero), more citations of the study (Study
citations), and a higher impact factor (Impact). All other variables are set to their
sample means.

The average transmission lag implied by our definition of the ideal study is 29.2
months, which is less than the simple average by approximately 4 months. The
estimated transmission lag hardly changes when FAVAR or SVAR are chosen for the
definition of best-practice methodology; the result is also robust to other marginal
changes to the definition. On the other hand, the implied transmission lag decreases
greatly if one prefers hump-shaped impulse responses: in this case the estimated value
is only 16.3 months. Moreover, if one prefers impulse responses that do not exhibit
the price puzzle, the implied value diminishes by another month. In sum, when the
effect of misspecifications is filtered out and one does not prefer any particular type
of impulse response, our results suggest that prices bottom out approximately two

and a half years after a monetary contraction.

3.4 Robustness Checks and Additional Results

Our analysis, based on the results of BMA, attributes the differences in transmission
lags between (and within) developed and post-transition countries to differences in
the level of financial development. The BMA exercise carried out in the previous sec-
tion controls for methodology and other aspects associated with estimating impulse
responses. Nevertheless, it is still useful to illustrate that the differences in results
between developed and post-transition countries are not caused by differences in the
frequency of reporting strictly decreasing impulse responses or impulse responses

showing the price puzzle. To this end, we replicate Table 3.6 but only focus on the
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subsamples of impulse responses that are hump-shaped (Table 3.6) or that do not

exhibit the price puzzle (Table 3.7).

Table 3.6: Transmission lags differ across countries (hump-shaped

impulse responses)

Developed economies

Post-transition economies

Economy Average transmission lag Economy Average transmission lag
United States 23.2 Poland 154
Euro area 39.5 Czech Republic 14.8
Japan 40.5 Hungary 144
Germany 194 Slovakia 5.0
United Kingdom 10.0 Slovenia 13.0
France 24.0
Italy 9.2

Notes: The table shows the average number of months to the maximum decrease in prices taken from
the impulse responses reported for the corresponding country. Strictly decreasing impulse responses are

omitted from this analysis.

Table 3.7: Transmission lags differ across countries (responses not

showing the price puzzle)

Developed economies

Post-transition economies

Economy Average transmission lag Economy Average transmission lag
United States 40.5 Poland 14.0
Euro area 49.2 Czech Republic 8.8
Japan 57.0 Hungary 154
Germany 34.5 Slovakia 10.7
United Kingdom 10.0 Slovenia 17.8
France 52.8
Italy 30.0

Notes: The table shows the average number of months to the maximum decrease in prices taken from the
impulse responses reported for the corresponding country. Impulse responses exhibiting the price puzzle

are omitted from this analysis.

The tables show that developed countries exhibit longer transmission lags even if

strictly decreasing impulse responses or impulse responses showing the price puzzle

are disregarded. But the difference is smaller for the subsample of hump-shaped im-

pulse responses, where some developed countries (for example, Italy) exhibit shorter

transmission lags than some post-transition countries (for example, Poland). There

are two potential explanations of this result. First, compared with Table 3.3, now we

only have approximately half the number of observations, and for some countries we

are even left with less than five impulse responses, which makes the average number

imprecise. Second, strictly decreasing impulse responses, which are associated with



3. Transmission Lags of Monetary Policy: A Meta-Analysis 68

longer transmission lags, are more often reported for developed economies than for
post-transition economies. The reason is that shorter data spans are available for
post-transition countries, which makes researchers often choose monthly data. Since
monthly data are associated with shorter reported lags, researchers investigating
monetary transmission in post-transition countries are less likely to report strictly
decreasing impulse responses. Nevertheless, in the BMA estimation we control for
data frequency as well as for the shape of the impulse response, and financial devel-
opment still emerges as the most important factor causing cross-country differences
in transmission lags.

In our baseline model from the previous section we combine data from hump-
shaped and strictly decreasing impulse response functions. For strictly decreasing
impulse responses, however, our definition of the transmission lag (the maximum
effect of a monetary contraction on prices) is influenced by the reporting window
chosen by researchers. To see whether the result concerning financial development
is robust to omitting data from strictly decreasing impulse response functions, we
repeat the BMA estimation from the previous section using a subsample of hump-
shaped impulse responses.

The results are presented graphically in Figure 3.4. The variable correspond-
ing to financial development retain its estimated sign from the baseline model and
still represents the most important country-level factor explaining the differences in
monetary transmission lags. Compared to the baseline model, in this specification
additional method variables seem to be important. The use of other measures than
GDP, the output gap, or industrial production as a proxy for economic activity is
associated with slower reported transmission. The choice to represent prices by the
GDP deflator instead of the consumer price index on average translates into longer
transmission lags. Also the inclusion of foreign variables in the VAR system makes
researchers report slower transmission.

By excluding all strictly decreasing impulse responses, however, we lose half of
the information contained in our data set. For this reason we consider a second way

of taking into account the effect of the reporting window: censored regression. The
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reporting window of primary studies is often set to five years, so we use 60 months
as the upper limit and estimate the regression using the Tobit model. (Changing the
upper limit to three or four years, which are sometimes used as the reporting window,
does not qualitatively affect the results). Unfortunately, it is cumbersome to estimate
Tobit using BMA. Thus, we estimate a general model with all potential explanatory
variables and then employ the general-to-specific approach. The general model is
reported in Table B1 in Section 3.B. The inclusion of all potential explanatory
variables, many of which may not be important for explanation of the differences in
transmission lags, inflates the standard errors of the relevant variables. Hence, in
the next step we eliminate the insignificant variables one by one, starting from the
least significant variable. As mentioned before, the general-to-specific approach is

far from perfect—but in this case it represents an easy alternative to BMA.

Table 3.8: Censored regression, specific model

Response variable: transmission lag

GDP per capita -11.48" (4.793)
Price puzzle 4667 (2.343)
Inflation 1725 (8.739)
Financial dev. 21617 (5.375)
Openness 5 L1 (4.670)
CB independence 20.38""" (10.64)
Monthly -12.04™ (3.821)
No. of observations 6.526" (2.951)
Policymaker 12377 (5.012)
Constant 86.58" (43.69)
Observations 198

Notes: Standard errors in parentheses. Estimated by Tobit with the upper
limit for transmission lags equal to 60 months. The specific model is a result
of the backward stepwise regression procedure applied to the general model,

*ok ok

which is reported in Section 3.B (the cut-off level for p-values was 0.1). .
** and " denote significance at the 1%, 5%, and 10% levels, respectively.

The results presented in Table 3.8 and Table B1 corroborate that, even using
this methodology, financial development is highly important for the explanation of
transmission lags; in both specifications it is significant at the 1% level. The use of
monthly data is associated with faster reported transmission, which is also consistent

with the baseline model. In line with our results from the previous sections, Table 3.8
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suggests that impulse responses exhibiting the price puzzle are likely to show longer
transmission lags. In contrast to the baseline model, some other variables seem
to be important as well: GDP per capita, Inflation, and Openness, among others.
Because, however, the results concerning these variables are not confirmed by other
specifications, we do not want to put much emphasis on these variables. The variable
Strictly decreasing, which was crucial for the baseline BMA estimation, is omitted
from the present analysis because it defines the censoring process.

So far we have analyzed the time it takes before a monetary contraction translates
into the maximum effect on the price level. The extent of the maximum effect,
however, varies a lot across different impulse responses. Therefore, as a complement
to the previous analysis, we collect data on how long it takes before a one-percentage-
point increase in the policy rate leads to a decrease in the price level of 0.1%. This
number was chosen because most of the impulse response functions in our sample
(173 out of 198) reach this level at some point. In contrast, if we chose a value of
0.5%, for example, we would have to disregard almost two thirds of all the impulse
responses.

The results of the BMA estimation using the new response variable are reported
in Figure 3.5. Again, the shape of the impulse response and the frequency of the
data used in the VAR system seem to be associated with the reported transmission
lag. Financial development still belongs among the most important country-level
variables, together with central bank independence and trade openness. According
to this specification, monetary transmission is faster in countries that are more open
to international trade and that have a more independent central bank; these results
may point at the importance of the exchange rate and expectation channels of mon-
etary transmission. Additionally, some method variables matter for the estimated
transmission lag: for example, the use of sign restrictions, structural VAR, and sea-
sonal adjustment. Our results also suggest that articles published in journals with a

high impact factor tend to present faster monetary transmission.



3. Transmission Lags of Monetary Policy: A Meta-Analysis 73

3.5 Concluding Remarks

Building on a sample of 67 previous empirical studies, we examine why the reported
transmission lags of monetary policy vary. Our results suggest that the cross-country
variation in transmission is robustly associated with differences in financial develop-
ment. To explain the variation of results between different studies for the same
country, the frequency of the data used is important: the use of monthly data makes
researchers report transmission faster by 4 months, holding other things constant.
This is in line with Ghysels (2012), who shows that responses from low- and high-
frequency VARs may indeed differ due to mixed-frequency sampling or temporal
aggregation of shocks. The shape of the impulse response matters as well. Strictly
decreasing impulse responses, which may suggest that the underlying VAR system is
not stationary, exhibit much longer transmission lags.

The key result of our meta-analysis is that a higher degree of financial devel-
opment translates into slower transmission of monetary policy. The finding can be
interpreted in the following way. If financial institutions lack opportunities to protect
themselves against unexpected monetary policy actions (due to either low levels of
capitalization or low sophistication of financial instruments provided by the undevel-
oped financial system), they need to react immediately to monetary policy shocks,
thus speeding up the transmission. In financially developed countries, in contrast,
financial institutions have more opportunities to hedge against surprises in monetary
policy stance, causing greater delays in the transmission of monetary policy shocks.

More generally, our results imply that monetary transmission may slow down as
the financial system of emerging countries develops, since financial innovations allow

banks to protect better against surprise shocks in monetary policy.
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3.A Diagnostics of Bayesian Model Averaging

Table 3.9: Summary of BMA estimation (baseline model)

Mean no. regressors Draws Burn-ins Time
8.1261 2108 1-108 11.88852 hours
No. models visited Modelspace Visited Topmodels
83,511,152 8.6-10° 0.97% 34%
Corr PMP No. Obs. Model Prior g-Prior
0.9999 198 uniform / 16.5 iR
Shrinkage-Stats
Av=0.995

Notes: UIP = unit information prior, PMP = posterior model probability.

Figure 3.6: Model size and convergence (baseline model)
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