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Abstrakt: Biologické membrány se aktivně účastní řady procesů v živých buňkách,
a detailní popis jejich struktury, dynamiky a funkce je tudíž nezbytný pro porozu-
mění živým organismům na molekulární úrovni. V této práci jsme využili vysoké
časové a prostorové rozlišení poskytované počítačovými simulacemi pro výzkum
chování několika druhů molekul, které se mohou vázat do membrán buněk. Kom-
binace klasických simulací molekulové dynamiky a ab initio výpočtů elektronové
struktury nám dovolila charakterizovat optické vlastnosti fluorescenčních sond
zanořených v membránách, a tím přispět k rozvoji dvoufotonové polarizační
mikroskopie jako nástroje strukturní biologie. Simulace molekulové dynamiky
nám dále umožnily popsat na atomární úrovni vratnou vazbu rekoverinu k mem-
bráně a rovněž poskytly významný vhled do mechanismu vápníkem indukovaného
myristoylového přepínače tohoto proteinu, důležitého pro adaptaci zrakových
buněk. Kromě toho jsme zkoumali biologickou úlohu oxidace cholesterolu a porov-
nali dvě metody popisu membránového napětí v simulacích molekulové dynamiky.
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Abstract: Biological membranes are actively involved in a multitude of processes
in living cells; therefore, a detailed characterization of their structure, dynamics,
and function is essential for an understanding of living organisms at the molecu-
lar level. In this work, we made use of the high spatial and temporal resolution
offered by computer simulations to investigate the behavior of several molecular
species which associate with cellular membranes. Using a combination of classi-
cal molecular dynamics simulations and ab initio electronic structure calculations,
we were able to characterize nonlinear optical properties of membrane-embedded
fluorescent probes and thus contribute to establishing two-photon polarization
microscopy as a tool of structural biology. Moreover, our molecular dynamics
simulations provided an atomistic picture of the reversible membrane binding of
recoverin, a neuronal calcium-sensing protein involved in vision adaptation, and
they also yielded an important insight into the mechanism of its calcium-induced
myristoyl switch. In addition, we examined the biological role of cholesterol ox-
idation and compared two methods of representing transmembrane voltage in
molecular dynamics simulations.
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Chapter 1

Introduction

Biological membranes form an essential part of every living cell. In fact, it is likely
that already the earliest living organisms more than 3.5 billion years ago featured
a selectively permeable envelope (Schrum et al., 2010). The primary constituents
of such an envelope were amphipathic lipids, that is, molecules containing a hy-
drophilic and a hydrophobic part. These lipids spontaneously assembled into a
bilayer which provided the primitive cell with necessary shielding from the exter-
nal environment and defined a volume in which life-sustaining chemical reactions
could occur. Modern biological membranes comprise many different lipid species,
belonging to three main classes: phospholipids, glycolipids, and steroids. The lipid
composition influences the physical properties of biological membranes, such as
their fluidity, bending rigidity, or the electrostatic potential in their vicinity. In
today’s organisms, membranes continue to protect the cell from external factors
and also serve to organize the cell interior into numerous compartments.

While the protective and volume-organizing roles of membranes have immense
importance, biological membranes are not merely walls delineating the cell and its
different parts. The diverse lipid species found in membranes form a lipid "sea"
which is home to numerous membrane proteins with various functions (Singer
and Nicolson, 1972). Some of them serve as transporters or channels, moving
molecules and ions to/from the cell or between individual intracellular compart-
ments, thereby giving rise to concentration gradients and transmembrane volt-
age. Other membrane proteins are receptors responsible for the communication
of the cell with its surroundings. Yet others anchor the cell membrane to the cy-
toskeleton, helping to maintain the overall shape of the cell. Apart from integral
membrane proteins, which reside permanently in the membrane, many other pro-
teins become membrane-attached only transiently. These peripheral membrane
proteins include members of numerous regulatory and cell signaling pathways.
Altogether, proteins account for 20–75 % of the mass of biological membranes,
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Chapter 1. Introduction

with more than half of all proteins undergoing some sort of association with
a membrane (Stillwell, 2016). By restricting diffusion to two dimensions, mem-
branes increase the chance that two membrane-bound proteins interact, leading
to more efficient signal transduction and enhanced rates of enzymatic reactions
(Adam and Delbruck, 1968; Schmick and Bastiaens, 2014). As a result, mem-
branes are involved in almost all biological processes (Stillwell, 2016).

With the characteristic length scales ranging from ångströms to microme-
ters and the typical time scales between picoseconds and milliseconds, probing
membrane-related processes presents a formidable challenge for experiments. A
number of experimental methods with different spatial and temporal resolutions
have been applied to study biological membranes. These methods include X-
ray crystallography, cryo-electron microscopy, neutron scattering, nuclear mag-
netic resonance (NMR), electron paramagnetic resonance (EPR), atomic-force
microscopy (AFM), as well as various methods employing fluorescent probes and
labels, such as super-resolution microscopy techniques (Stone et al., 2017) or two-
photon polarization microscopy (2PPM) (Lazar et al., 2011). While the ultimate
goal is to obtain a complete in vivo picture of cellular membranes and processes
associated with them, the enormous complexity of these systems often demands
the use of simplified experimental models, including lipid monolayers, supported
lipid bilayers, or liposomes of various sizes.

The high spatial and temporal resolution required for investigating biological
membranes can be achieved in computer simulations, which employ a numerical
model of the membrane and its environment to gain information on the structure
and dynamics of the system. In this way, atomistic and coarse-grained classical
molecular dynamics (MD) simulations can provide detailed insights into numer-
ous biologically relevant processes and allow for addressing questions such as how
interaction with different lipids affects the function of various membrane proteins.
Moreover, ab initio quantum mechanical (QM) calculations coupled with a classi-
cal molecular mechanics description can be used to study chemical reactions and
optical processes taking place in the membrane environment.

The focus of this work lies in molecular simulation of lipid membranes and
membrane-associated molecules. In particular, the thesis makes contributions in
two main areas: (1) modeling of nonlinear absorption properties of membrane
fluorescent probes with the goal to achieve structural interpretation of 2PPM ex-
periments, and (2) understanding the mechanism of reversible membrane binding
of recoverin, which is a calcium-sensing protein that participates in a signaling
pathway responsible for vision adaption. In addition, the work contributes to (3)
characterization of the biological role of cholesterol oxidation and to (4) an accu-
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rate representation of transmembrane voltage in MD simulations. The processes
investigated in this thesis span time scales ranging from femtoseconds, as in the
case of nonlinear light absorption, to microseconds or even milliseconds, as is the
case of the conformational transitions of recoverin. To describe such vastly differ-
ent time scales, we employ a wide range of computational methods. These include
classical atomistic MD simulations, often coupled with various enhanced-sampling
techniques, coarse-grained MD simulations, as well as the time-dependent den-
sity functional theory. Taken together, the results demonstrate that molecular
simulations represent a powerful tool to guide the interpretation of experimental
measurements as well as to complement experiments if the time- or length scales
of a process cannot be directly accessed experimentally.

The thesis is organized as follows: In the chapter immediately following this
introduction, we discuss computational models of biological membranes and the
simulation methods employed in this work. The subsequent chapters then intro-
duce in detail the topics (1) to (4) and present results that we have achieved using
our computational tools.
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Chapter 2

Modeling of membrane systems

This chapter describes computational techniques used to model lipid membranes
and molecules associated with them. After briefly mentioning simplified models
of a lipid bilayer, we introduce the MD method and discuss various aspects of its
use in the context of membrane systems, focusing primarily on topics that are
directly relevant to this work.

2.1 Simplified models of a lipid bilayer

The various models developed to represent a lipid bilayer differ greatly in their
complexity. Probably the simplest one is an infinite planar dielectric slab of low
permittivity (ϵr ≈ 2) surrounded by a high-permittivity medium (ϵr ≈ 80). The
low-permittivity region corresponds to the hydrophobic environment formed by
the lipid tails while the high-permittivity region represents the surrounding aque-
ous solution. Within such a model, the generalized Born method can be used to
estimate the electrostatic free energy ∆Gel of transferring a solute molecule from
water to the membrane (Im et al., 2003). The non-electrostatic contribution ∆Gnp

to the free energy of transfer is commonly calculated from the change ∆Ai of the
solvent accessible surface area for each atom of the solute and from experimentally
derived scaling coefficients σi:

∆Gnp =
∑

i

σi ∆Ai (2.1)

where the sum runs over all atoms of the solute. More sophisticated variants ex-
tend the simple dielectric slab model by adding a layer of a continuously chang-
ing permitivity from 80 to 2, which corresponds to the polar region of lipid head
groups (Mori et al., 2016).

If salt effects are to be included and/or if the lipid bilayer comprises charged
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Chapter 2. Modeling of membrane systems

lipids, estimates of ∆Gel may be obtained by solving the Poisson–Boltzmann
equation. This equation links the electrostatic potential φ(r) to the charge distri-
bution ρf (r) of the solute molecule and of the lipid bilayer. The charges of both
the solute and the membrane are considered as immobile while the ions in the
solvent are described implicitly and subject to thermal motion. For a monovalent
salt solution with a concentration equal to cb, the Poisson–Boltzmann equation
has the following shape:

∇ · (ϵ(r)∇φ(r)) = 2ecb sinh
(

eφ(r)
kBT

)
− ρf (r) (2.2)

Here ϵ(r) is the permittivity at a point r, e stands for the elementary charge,
kB denotes the Boltzmann constant, and T is the temperature. The electrostatic
potential φ(r) obtained by solving (2.2) can be used to calculate the electrostatic
free energy following Murray et al. (1990):

Gel =
∫ (

ρfφ − kBTcb

[
2 cosh

(
eφ

kBT

)
− 2

]
− ϵ|∇φ|2

2

)
dV (2.3)

where the integral runs over all space. The electrostatic free energy corresponding
to the interaction with the membrane can then be calculated as the difference
of electrostatic free energies when the solute molecule is near the membrane and
when it is far apart:

∆Gel = Gel(solute + membrane) − (Gel(solute) + Gel(membrane)) (2.4)

A linearized version of the Poisson–Boltzmann equation together with the descrip-
tion of the membrane charge as being smeared uniformly over a planar membrane
surface results in the classical Guoy–Chapman theory (McLaughlin, 1989). A
more recent approach solves directly the nonlinear Poisson–Boltzmann equation
(2.2) and utilizes atomistic models of the membrane lipids (Murray et al., 2002).
This approach has been used to characterize ∆Gel for membrane association of
various peripheral membrane proteins and charged peptides, successfully repro-
ducing experimental trends in their binding affinities upon varying the concentra-
tion of ions or charges on both the protein and the membrane (Murray et al., 1997,
2002). Unfortunately, the solution of the non-linear Poisson–Boltzmann equation
becomes computationally very demanding for larger systems. Moreover, when the
protein and the membrane are in close proximity and desolvation effects start to
play a role, the obtained free energy values tend to become sensitive to the defini-
tion of the molecular surface and also cannot account for specific interactions of
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2.2. Molecular dynamics

the ions with the protein and the membrane (Ren et al., 2012). Importantly, this
approach only provides a static picture of the membrane–protein interaction, as
the geometries of both the protein and the membrane are fixed in the calculation.

2.2 Molecular dynamics

In contrast to the modeling approaches outlined in the previous section, the MD
method has the capability to provide both a dynamic and atomistically-resolved
picture of a lipid bilayer. Classical atomistic MD simulates motions of molecules
by numerically solving Newton’s equations of motion for each atom of the sys-
tem. The atoms move on an empirical potential energy surface which is a sum of
bonded and non-bonded terms, corresponding to different types of inter-atomic
interaction. Most biomolecular MD simulations do not explicitly include elec-
tronic polarizability effects; a typical form of the potential energy function then
reads

U =
∑

bonds
Ubond(rij) +

∑
angles

Uang(θijk) +
∑

dihedrals
Udih(ϕijkl)+

+
∑
i,j

Uelstat(rij) +
∑
i,j

UvdW(rij) + Urestraint
(2.5)

The first three terms describe bonded interactions, namely covalent-bond stretch-
ing, angle bending, and proper and improper dihedral torsions. Bond stretching
is commonly modeled with a harmonic potential

Ubond(rij) = 1
2kij(rij − r

(0)
ij )2 (2.6)

A harmonic potential is also employed to describe angle bending

Uang(θijk) = 1
2kijk(θijk − θ

(0)
ijk)2 (2.7)

and it is sometimes complemented by the harmonic Urey–Bradley potential be-
tween the atoms i and k on the opposite sides of the angle. Proper dihedral
torsions are typically parameterized by several terms of a cosine potential

Udih(ϕijkl) =
∑

n

k
(n)
ijkl(1 + cos(nϕijkl − ϕ

(n)
ijkl)) (2.8)

or, alternatively, by the Ryckaert–Bellemans function

Udih(ϕijkl) =
5∑

n=0
C

(n)
ijkl(cos(ϕijkl − ϕ

(n)
ijkl))n (2.9)

9



Chapter 2. Modeling of membrane systems

Improper dihedral potentials, which serve to maintain planarity of (typically aro-
matic) groups of atoms, are mostly used in the form of a harmonic potential or
the cosine potential (2.8). The following two terms in 2.5 are non-bonded ones,
which include the electrostatic interaction, represented by the Coulomb potential

Uelstat(rij) = 1
4πϵ0ϵr

qiqj

rij

(2.10)

and the van der Waals interaction, modeled typically using the Lennard-Jones
potential

UvdW(rij) =
⎛⎝C

(ij)
12
rij

⎞⎠12

−

⎛⎝C
(ij)
6
rij

⎞⎠6

(2.11)

Finally, various restraint potentials can be used to restrain positions, angles, di-
hedrals, and distances of atoms or groups of atoms. The functional forms of all
the potential energy terms together with the corresponding parameters constitute
a force field. At each time step, i.e., typically every 1–2 fs, instantaneous forces
are calculated from the gradients of the potential energy, and updated positions
of each atom are evaluated using algorithms such as the Verlet propagator (Ver-
let, 1967) or the leap-frog propagator (Hockney et al., 1974). Temperature and
pressure coupling algorithms, such as the Berendsen algorithm (Berendsen et al.,
1984) or extended-ensemble algorithms (Hoover, 1985; Parrinello and Rahman,
1981), allow for sampling of a chosen statistical ensemble, e.g., the isothermal
(NVT) or isothermal–isobaric (NpT) ensembles, during a simulation. Since the
introduction of the MD method in the late 1950’s (Alder and Wainwright, 1957,
1959), a lot of effort went into the development of algorithms ensuring numerical
accuracy and computational efficiency of the MD method, and their technical de-
tails have been extensively reviewed in the literature (Allen and Tildesley, 1989;
Frenkel and Smith, 2002; Rapaport, 2004). Nowadays, classical MD simulations
find plentiful applications in very diverse areas ranging from materials science to
computational biology (Frenkel and Smith, 2002; Rapaport, 2004).

When MD is applied to studies of biological membranes, the simulation sys-
tem typically comprises a membrane patch placed in a prismatic box (see Fig.
2.1), optionally together with a protein or other molecules of interest. The rest of
the box is filled with water molecules and ions mimicking the ionic composition
of the intracellular or extracellular fluids. The system is replicated in all three
dimensions, and periodic boundary conditions are used to treat molecules cross-
ing the boundaries of the simulation box. Long-range electrostatic interactions,
including those originating from all periodic replicas of the system, are calculated
using the particle–mesh Ewald summation (Darden et al., 1993). When simula-
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2.3. Challenges of atomistic MD

tions are performed in the NpT ensemble, a semi-isotropic pressure coupling is
typically employed, controlling the system pressure independently in the plane of
the bilayer (xy-plane) and in the perpendicular direction (z-axis). The pressure
coupling results in fluctuating dimensions of the unit cell.

Figure 2.1: A MD simulation of a biological membrane: Example of a unit
cell (6.5 × 6.5 × 11 nm) containing a phospholipid bilayer formed by 128 lipids
hydrated by ~10,000 water molecules. The box is replicated in all three dimen-
sions using three-dimensional periodic boundary conditions. Color coding: cyan,
carbon; red, oxygen; white, hydrogen; blue, nitrogen; and tan, phosphorus.

2.3 Challenges of atomistic MD

Classical MD simulations of biomolecular systems face two major challenges: de-
veloping accurate force fields and reaching trajectory lengths sufficient for describ-
ing biologically important processes such as conformational transitions in proteins
or their association with biological membranes. Regarding force field development,
initial sets of parameters, typically obtained from experimental measurements and
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Chapter 2. Modeling of membrane systems

ab initio quantum chemistry calculations on small molecules, are further refined
to reproduce various structural or thermodynamic observables. These include,
e.g., NMR order parameters, electron densitites from X-ray crystallography, and
area per lipid from scattering experiments. Currently, there are several major fam-
ilies of biolomolecular force fields, such as AMBER (Lindorff-Larsen et al., 2010),
CHARMM (Klauda et al., 2010), GROMOS (Oostenbrink et al., 2004), or OPLS
(Kaminski and Friesner, 2001), all possessing modules developed specifically for
the description of proteins and lipid membranes. Collaborative efforts such as the
NMRlipids project (Botan et al., 2015) have been established to benchmark the
performance of different force fields, leading to refinements thereof.

The time scales accessible to atomistic MD have been greatly expanded by
the exponentially increasing computer performance in recent decades, allowing to
routinely achieve µs trajectory lengths for many systems. In addition, techniques
employing constraints (Hess et al., 1997), virtual sites, or an increased mass of
hydrogen atoms (Feenstra et al., 1999) have been devised to increase the time step
of MD simulations, thus pushing the accessible trajectory lengths even further.
Still, in many cases, sampling of all relevant states of a biomolecular system
poses a formidable challenge to present-day MD simulations. This is because
typical biomolecular systems, such as lipid membranes and proteins, contain an
enormous number of degrees of freedom, some of which may be associated with
significant barriers in potential energy. As a result, the diffusion of a biomolecular
system through its configuration space can be extremely slow so that all relevant
states cannot be visited at the typical time scale of a MD simulation. Processes
for which such sampling difficulties are often encountered include lipid diffusion
and domain formation in heterogeneous lipid bilayers (Huang and Garcia, 2014),
membrane insertion and permeation of various molecules (Neale et al., 2013), or
large-scale conformational transitions in both soluble and membrane-associated
proteins (Moradi and Tajkhorshid, 2014).

In general, there are two distinct strategies to overcome the sampling limi-
tations of atomistic MD. The first of these strategies, coarse-graining, reduces
the number of degrees of freedom in a simulation by treating predefined groups
of atoms collectively as a single particle. To further decrease the number of de-
grees of freedom, water molecules and lipids are sometimes modeled implicitly
as a continuum (Mori et al., 2016), in line with approaches mentioned in Sec-
tion 2.1. Not only does the overall reduction of the number of particles lower the
computational cost of a simulation, but discarding fast degrees of freedom due
to motions of individual atoms also permits the use of significantly longer time
steps, exceeding those regularly employed in atomistic MD by about an order
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2.4. Coarse-grain models of lipids and proteins

of magnitude. However, the coarse-graining approach may come at the cost of
losing a substantial part of the atomistic detail. Coarse-grained force fields for
membranes and proteins are discussed in Section 2.4. The second strategy relies
on enhanced-sampling algorithms used together with atomistic MD. These al-
gorithms seek to faster overcome potential-energy barriers and thus sample the
configurational space more efficiently than direct MD simulations. To reach this
goal, these methods typically utilize artificial biasing potentials, potential energy
rescaling, or additional simulations performed at an elevated temperature or with
modified Hamiltonians. Popular enhanced-sampling techniques include umbrella
sampling (Roux, 1995), replica exchange (Sugita and Okamoto, 1999), metady-
namics (Barducci et al., 2011), and accelerated MD (Markwick and McCammon,
2011). The first two of these techniques are described in more detail in Sections
2.5 and 2.6.

2.4 Coarse-grain models of lipids and proteins

Compared to an atomistic description, coarse-grained models sacrifice a certain
level of molecular accuracy for improved computational efficiency. The level of
coarse-graining varies between models, ranging from united-atom force fields,
which treat hydrogen and carbon atoms in methyl and methylene groups to-
gether as a single particle (Chandrasekhar et al., 2003; Berger et al., 1997), to
models describing the whole protein as a simple geometric object, such as a sphere
or a cylinder (Kabelka and Vacha, 2016).

There are multiple approaches to construct and parameterize a coarse-grained
force field. Some force fields adopt a top-down approach, matching the force-field
parameters to global thermodynamic quantities, while others follow a bottom-up
strategy, deriving force-field parameters from atomistic MD trajectories. A third
class of approaches, often used for proteins, constructs potential-energy functions
based on large sets of native structures deposited in databases such as the Protein
Data Bank (RCSB PDB Database; Berman et al., 2000). On the other hand,
methods exist that allow converting a coarse-grained model into a corresponding
atomistic model (Wassenaar et al., 2014).

Coarse-grained models available for lipids include MARTINI (Marrink et al.,
2007), SDK (Shinoda et al., 2010) ELBA (Orsi and Essex, 2011), the Highly
Coarse-Grained (HCG) model (Srivastava and Voth, 2013, 2014), and others (In-
gólfsson et al., 2014; Cascella and Vanni, 2015). Even more coarse-grained force
fields have been developed for proteins and detailed reviews thereof are available
in the literature (Noid, 2013; Ingólfsson et al., 2014). To name a few examples,
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Chapter 2. Modeling of membrane systems

well-established coarse-grained protein force fields include MARTINI (Monticelli
et al., 2008; de Jong et al., 2013), OPEP (Sterpone et al., 2014), UNRES (Krupa
et al., 2013), SIRAH (Darré et al., 2015), or the Multiscale Coarse-Graining (MS-
CG) approach (Zhou et al., 2007).

For applications to systems comprising both membranes and proteins, it is es-
sential that the coarse-grained lipid model is compatible with the protein model.
This is one of the reasons for the popularity of the MARTINI force field, which
provides parameters both for a number of lipid species as well as for all standard
amino acid residues. In general, the MARTINI model uses one bead to represent
roughly four heavy atoms. The beads can differ in their Lennard-Jones parame-
ters, and some of them carry a positive or a negative unit charge. For example,
phosphatidylcholine lipids in MARTINI comprise four beads describing the polar
head group, including one positively- and one negatively charged bead, and their
alkyl chains contain one non-charged bead for each four to five carbon atoms.
For amino-acid residues in proteins, MARTINI uses a single bead to represent
all backbone atoms and zero to four beads to describe the side chain. Owing to
its low-resolution description of the protein backbone, MARTINI is not suitable
for modeling of processes such as protein folding (Ingólfsson et al., 2014). To
keep a protein structure in its native state and to prevent undesired changes in
protein conformation during a MARTINI simulation, the MARTINI force field
can be complemented with an elastic network (Periole et al., 2009), which is a
set of harmonic bonds interconnecting backbone beads. As for water, MARTINI
employs a single bead to collectively describe four water molecules. In the most
widely used standard MARTINI implementation, water particles carry no dipole
moment, and polarization effects are included only partially by explicitly setting
the relative permitivity to ϵr = 15. However, a polarizable version of the MAR-
TINI force field also exists for proteins, accounting for the orientational polariz-
ability of water molecules and of the side chains of polar and charged amino acid
residues (Yesylevskyy et al., 2010). In contrast, a recently developed "dry" version
of MARTINI lipids (Arnarez et al., 2015) moved toward an implicit description of
the aqueous solvent. Because of smoothened coarse-grained potentials, effective
time scales sampled in MARTINI simulations were found to exceed the actual
simulation time by a factor of 3–8 (Monticelli et al., 2008). As a result, a scaling
factor of 4 is typically used to estimate realistic duration of processes captured
in MARTINI trajectories (Monticelli et al., 2008).
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2.5. Umbrella sampling

2.5 Umbrella sampling

Figure 2.2: Umbrella sampling.

Umbrella sampling is an enhanced-sampling technique that allows calculating
the free-energy profile G(ξ) along a chosen reaction coordinate ξ. The free-energy
profile is defined as

G(ξ) = −kBT ln ⟨ρ(ξ)⟩ + C (2.12)

where ⟨ρ(ξ)⟩ is the average distribution function along ξ and C is an arbitrary
constant. The average distribution function ⟨ρ(ξ)⟩ arises from the Boltzmann
distribution function after averaging out all degrees of freedom but ξ

⟨ρ(ξ)⟩ =
∫

dR δ(ξ′[R] − ξ) e
−U(R)

kBT∫
dR e

−U(R)
kBT

(2.13)

Here U(R) is the total potential energy of the system expressed as a function of
the coordinates R, and ξ′[R] is the value of the reaction coordinate in a microstate
characterized by R.

In principle, it is possible to obtain ⟨ρ(ξ)⟩ directly from a MD trajectory, rely-
ing on the ergodicity of sampling. However, if high energetic barriers are present
along ξ, such a direct calculation may become practically impossible since the
system may stay trapped in a minimum along ξ, failing to visit the entire range
of ξ during a trajectory. To overcome this problem, umbrella sampling uses a bi-
asing potential to confine the system to a limited region of ξ, called an umbrella
window, thereby ensuring that the region is properly sampled. Typically, a num-
ber of independent simulations are performed with harmonic biasing potentials
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wi(ξ) = 1
2k(ξ − ξ

(i)
0 )2 (2.14)

centered at successive values ξ
(i)
0 spanning the reaction coordinate (Fig. 2.2). This

yields a biased average distribution function ⟨ρ(ξ)⟩(i) for each umbrella window.
Providing that there is sufficiently large overlap between the biased distributions
of all neighboring umbrella windows, the desired overall ⟨ρ(ξ)⟩ can be recovered
from these distributions using the weighted histogram analysis method (WHAM)
(Roux, 1995). The method is based on a self-consistent solution of the equation

⟨ρ(ξ)⟩ =
∑

i ni ⟨ρ(ξ)⟩(i)∑
j nje−(wj(ξ)−Fj)/kBT

(2.15)

where ni denotes the number of independent data points in each umbrella window
and the constants Fi are calculated from a previous estimate for ⟨ρ(ξ)⟩ as

e−Fi/kBT =
∫

dξ e−wi(ξ)/kBT ⟨ρ(ξ)⟩ (2.16)

The WHAM approach can be readily extended to multidimensional reaction co-
ordinates.

The effectiveness of umbrella sampling critically depends on the choice of
the reaction coordinate. For calculations of the difference in free energy between
two states, it is essential that the reaction coordinate clearly separates the two
states. Moreover, a good reaction coordinate should span over all significant en-
ergy barriers. In contrast, if a substantial energy barrier is present in a degree of
freedom orthogonal to the reaction coordinate, sampling along this degree of free-
dom will not be enhanced by the umbrella sampling technique. As a consequence,
the resulting free-energy profile may not be converged, but it may rather exhibit
dependence on the choice of initial geometries and be subject to hysteresis. Mod-
ifications of umbrella sampling have been devised to facilitate the sampling of
such "slow" orthogonal degrees of freedom. Replica exchange umbrella sampling
(REUS) (Sugita et al., 2000), which is such an algorithm ensuring continuity of
states along the reaction coordinate, is described in Section 2.8.

2.6 Replica exchange

Enhanced-sampling techniques based on the replica-exchange algorithm avoid the
often tedious search for a good reaction coordinate. Replica-exchange molecular
dynamics (REMD) (Sugita and Okamoto, 1999) seeks to accelerate the crossing
of energy barriers using additional simulations performed concurrently at higher
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Figure 2.3: Temperature replica-exchange molecular dynamics.

temperatures and/or with modified potential-energy functions. This gives rise to
a generalized ensemble X = (R1, . . . , RM) of M non-interacting replicas of the
system, each running at a different temperature and/or with a different potential
energy function. At regular time intervals, exchanges are attempted which swap
replica geometries between neighboring temperatures and/or potential energy
functions:

X = (R1, . . . , Ri, Ri+1, . . . , RM) → X ′ = (R1, . . . , Ri+1, Ri, . . . , RM) (2.17)

Whether an exchange is allowed or not depends on the transition probability
which is calculated from an exchange criterion. This criterion ensures that the
detailed balance condition is fulfilled:

P (X) p(X → X ′) = P (X ′) p(X ′ → X) (2.18)

Here P (X) is the probability of the state X in the generalized ensemble, given
as the product of Boltzmann probabilities for all the replicas, and p(X → X ′)
represents the transition probability between the generalized states X and X ′. In
a general variant of the replica-exchange algorithm (Sugita et al., 2000), where
both the temperatures and the potential-energy functions are varied, the detailed
balance condition implies that

p(X → X ′)
p(X ′ → X) = exp(−∆) (2.19)
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where

∆ = 1
kBTi

[Ui(Ri+1) − Ui(Ri)] − 1
kBTi+1

[Ui+1(Ri+1) − Ui+1(Ri)] (2.20)

In this expression, Ti, Ti+1 and Ui(Ri), Ui+1(Ri+1) are the temperatures and
potential energies of the i-th and the (i + 1)-th replica before the exchange is
attempted, while Ui(Ri+1) and Ui+1(Ri) are the respective potential-energy func-
tions evaluated for the two swapped sets of coordinates.

The detailed balance condition (2.18) guarantees that the exchange process
converges toward an equilibrium distribution. It is satisfied, for example, by tran-
sition probabilities calculated using the Metropolis criterion:

p(X → X ′) =

⎧⎪⎨⎪⎩1, if ∆ ≤ 0,

exp(−∆), if ∆ > 0.
(2.21)

Most commonly, only the temperature is varied, which constitutes the tem-
perature replica-exchange (T-REMD) method (Sugita and Okamoto, 1999). In
T-REMD, the ∆ in eqs. (2.19) and (2.21) reduces to

∆ =
(

1
kBTi

− 1
kBTi+1

)
[U(Ri+1) − U(Ri)] (2.22)

By "climbing on a temperature ladder", replicas can cross energy barriers more
easily (see Fig. 2.3). Thus, when the replicas return to the lowest temperature,
which is typically the one of interest, they enrich the conformational ensemble
with conformations that would otherwise take too long to be sampled were it not
for the additional temperature levels.

For T-REMD to be effective, the transition rates between the simulations at
different temperatures must be sufficiently high. This limits the spacing between
the temperature levels since, on average, ∆ increases with the temperature spac-
ing, lowering the transition probability. To exemplify this, let Ti+1 = (1 + ε) Ti.
Then the average potential energies at the temperatures Ti and Ti+1 are ⟨U⟩i =
c
2NdfkBTi and ⟨U⟩i+1 = c

2NdfkBTi(1+ε), where Ndf is the total number of degrees
of freedom and c is a constant approximately equal to 2 for proteins (Abraham
et al., 2016). The average ∆ then becomes

⟨∆⟩ = ε2

2(1 + ε)cNdf ≈ 1
2ε2cNdf (2.23)

Thus, to ensure that the average transition probability is at least p, the spacing ε

between the temperatures must be smaller than ε ≈
√

2 ln(1/p)/cNdf . This also
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2.7. Replica exchange with solute tempering

demonstrates that the maximum possible spacing is inversely proportional to the
square root of the number of degrees of freedom. As a consequence, the number
of replicas needed to reach a desired temperature also grows with

√
Ndf .

Other variants of the replica-exchange method include the Hamiltonian replica
exchange (H-REMD) (Okamoto, 2004) or the surface-tension REMD (Mori et al.,
2013). The H-REMD method varies the potential-energy functions while keeping
the temperature constant, and the exchange criterion becomes

∆ = 1
kBT

[Ui(Ri+1) − Ui(Ri) − Ui+1(Ri+1) + Ui+1(Ri)] (2.24)

In surface-tension REMD, replicas move between different values of surface ten-
sion. This method was designed specifically to enhance the lateral diffusion of
lipids in lipid bilayers, contributing also to an improved sampling of the mem-
brane embedding of transmembrane peptides (Mori et al., 2013).

2.7 Replica exchange with solute tempering

The scaling of the number of replicas with
√

Ndf makes T-REMD computationally
very expensive when the method is applied to large biomolecular systems. To
alleviate this problem, replica exchange with solute tempering (REST) (Liu et al.,
2005) only heats up a most relevant part of the system, i.e., the "solute", while
the rest of the system, i.e., the "solvent", is kept at the original temperature.

In practice, REST is implemented as a special case of H-REMD, achieving
the heating-up effectively by scaling the potential-energy terms corresponding to
solute–solute and solute–solvent interactions. In its most recent version (REST2)
(Wang et al., 2011), the potential-energy function for the i-th "temperature" is
given by

Ui(R) = T0

Ti

Upp(R) +
√

T0

Ti

Upw(R) + Uww(R) (2.25)

where Upp(R), Upw(R), and Uww(R) are terms corresponding to solute–solute,
solute–solvent, and solvent–solvent interactions, respectively. The benefit of po-
tential energies in the form (2.25) lies in the fact that the Uww(R) term is canceled
out in the formula (2.24) for the transition probability.

The REST approach has been used, e.g, to study folding of peptides (Wang
et al., 2011) or protein thermostability (Stirnemann and Sterpone, 2015), and it
has also been applied to simulations of a mixed lipid bilayer (Huang and Garcia,
2014).
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2.8 Replica-exchange umbrella sampling

As described in Section 2.5, hidden barriers in degrees of freedom orthogonal to
the reaction coordinate can cause poor convergence of umbrella sampling simu-
lations. The convergence of free-energy profiles can be accelerated by coupling
the umbrella windows using a H-REMD scheme. This approach, termed replica-
exchange umbrella sampling (REUS) (Sugita and Okamoto, 1999), consists in
periodic exchanges of geometries between neighboring umbrella windows. The
exchange probabilities are evaluated using the Metropolis criterion (2.21) with ∆
calculated according to (2.24) as

∆ = 1
kBT

[wi(ξi+1) − wi(ξi) − wi+1(ξi+1) + wi+1(ξi)] (2.26)

where ξi and ξi+1 are values of the collective variable in the i-th and (i + 1)-th
umbrella window, respectively, and wi and wi+1 are the biasing potentials in these
two windows.

Exchanges of geometries between umbrella windows prevent the unfavorable
situation that geometries in two neighboring umbrella windows remain trapped in
two different minima of an orthogonal degree of freedom. In this way, REUS en-
sures continuity of sampling along the reaction coordinate. Moreover, since each
umbrella window is visited by multiple geometries started from different initial
conditions, the sampling of orthogonal degrees of freedom can be significantly en-
hanced (Neale et al., 2013). A disadvantage of REUS as compared to traditional
umbrella sampling is the requirement that all umbrella windows must be simu-
lated at the same time, which may become computationally rather demanding
for large systems.
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Membrane fluorescent probes

This chapter introduces the work presented in paper I, which describes a com-
bined effort based on MD simulations, TD-DFT calculations, and polarization
microscopy to gain an insight into molecular orientation in lipid membranes. Af-
ter setting the stage by introducing measurements of molecular orientations using
polarization microscopy, we discuss the underlying concepts of the anisotropy of
light absorption by fluorescent molecules. We then show that MD simulations
coupled with TD-DFT calculations are not only able to reproduce experimental
results, but that they also provide a solid basis for a quantitative interpretation
of polarization microscopy experiments.

3.1 Orientation of membrane fluorescent probes

Molecules embedded in biological membranes or peripherally attached to them
typically display some sort of orientational order relative to the membrane surface
In fact, this applies as well to lipids constituting the lipid bilayer and also to
integral and peripheral membrane proteins (Kress et al., 2011). The physiological
functionality of these diverse molecules is often closely related to their orientation
with respect to the membrane (Czogalla et al., 2014; Dowhan and Bogdanov,
2009), and many cellular processes involve changes in orientation of membrane-
associated molecules (Bondar and Lazar, 2014).

Fluorescence techniques based on light polarization have been used to probe
orientations of various membrane-associated fluorescent probes and labels (Ax-
elrod, 1979; Benninger et al., 2005; Farkas and Webb, 2010). These techniques,
including measurements of linear dichroism or fluorescence anisotropy (Lakow-
icz, 2006), rely on the anisotropic nature of light absorption and/or emission by
fluorescent molecules. In particular, the 2PPM technique, developed by Lazar
et al. (2011), measures fluorescence-detected linear dichroism (FDLD), i.e., the
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dependence of light absorption, reported by changes in fluorescence intensity, on
the orientation of incident linearly polarized light. FDLD is expressed by means
of the dichroic ratio

r = Ih

Iv

, (3.1)

which compares intensities of fluorescence elicited by illuminating the sample with
two perpendicular directions of light polarization (Fig. 3.1). Thus, the dichroic
ratio is a measure of the anisotropy of light absorption by fluorescent molecules
present in the sample.

Figure 3.1: A 2PPM image of cells expressing a genetically-encoded fluorescent
protein construct, predominantly bound in the plasma membrane. The picture is
a composite of a red and a green image, each capturing fluorescence elicited by
light polarized along the direction indicated by the respective arrow.

A previous publication (Lazar et al., 2011), co-authored by the author of this
thesis, showed that numerous genetically-encoded fluorescent protein constructs
exhibit FDLD when bound to cell membranes. Moreover, it demonstrated that
FDLD measurement can be used to detect processes occurring in living cells,
such as changes in calcium concentration. The 2PPM technique developed for
such measurements utilizes the nonlinear process of two-photon (2P) absorption
to excite fluorescent molecules, a process in which two photons are absorbed quasi-
simultaneously by a molecule. The use of 2P absorption offers several advantages,
such as a deeper penetration into a living tissue, restriction of fluorescence to a
small volume around the focal point, or less photobleaching (Brasselet, 2011).
To quantify FDLD in 2PPM images of living cells, we devised a computational
procedure that allows for characterization of the cell outline and for calculation
of the dichroic ratio at different points along the membrane (Lazar et al., 2011).

The dichroic ratio contains information on the distribution of orientations
of membrane-bound fluorescent molecules with respect to the membrane (Fig.
3.2). However, structural interpretation of the dichroic ratio requires assump-
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Figure 3.2: The dichroic ratio contains information on molecular orientation
with respect to the plasma membrane.

tions on the functional form of the orientational distribution and, importantly,
the knowledge of absorption properties of the fluorophore (Timr, 2013). Of par-
ticular importance is to know how the absorption cross section depends on the
direction of light polarization with respect to the molecular geometry of the fluo-
rophore. In the case of one-photon (1P) absorption, the geometric dependence of
the absorption cross section is given by a single vector, the transition dipole mo-
ment (TDM) (see Section 3.2). In contrast, for multi-photon absorption, such as
the 2P absorption, the absorption cross section becomes generally more complex
(Section 3.2). In a previous article (Timr et al., 2014), we investigated a model sys-
tem of a hydroxyflavone dye (F2N12S, see Fig. 3.3) embedded in a phospholipid
membrane. By comparing a combination of 1P and 2P FDLD measurements on
fluorescence-labeled giant unilamellar vesicles (GUVs) with a combination of MD
simulations and TD-DFT calculations, we demonstrated that the orientational
distribution recovered from experimental data was in good agreement with the
computational prediction. However, our study was limited to a single membrane
fluorescent probe, and our analysis of the 2P data relied on a simplified vecto-
rial description of the 2P absorption cross section using the TDM. In the present
work, we examined in detail the behavior of the 2P absorption cross section in the
membrane environment and we tested whether its shape allows for determining
the orientations of membrane fluorescent probes. To this end, we continued using
plain phospholipid bilayers as simplified models of the plasma membrane, but we
also considered an additional membrane fluorescent probe, the carbocyanine dye
DiI (see Fig. 3.3), chemically and optically different from F2N12S.
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Figure 3.3: Membrane fluorescent probes investigated in this work.

3.2 Anisotropy of 1P and 2P absorption

The anisotropy of 1P absorption has a directional, "antenna-like" character. The
probability that a molecule absorbs an incident linearly polarized photon and
becomes excited from the ground state g to a higher-energy state f is given by
the 1P absorption cross section (Boyd, 2008)

σ1P
gf = A1P |µgf · e|2 2πg(ω) (3.2)

In this expression, µgf is the TDM corresponding to the transition between the
states g and f , e is the direction of the polarization of the incoming photon, ω

stands for its angular frequency, g(ω) is a normalized line shape function, and
the prefactor A1P equals

A1P = 2ω

ℏnϵ0c
(3.3)

where ℏ is the Planck constant, n is the refractive index of the environment, and
c is the speed of light in vacuum. The TDM is a nondiagonal matrix element of
the molecular dipole operator µ̂,

µgf = ⟨f |µ̂|g⟩ (3.4)

The molecular dipole operator µ̂ consists of a nuclear part µ̂(n) and an electronic
part µ̂(e),

µ̂ = µ̂(n) + µ̂(e) =
∑

J

qJR̂J −
∑

j

er̂j (3.5)

where qJ and RJ are the charges and the positions of the nuclei, e is the ele-
mentary charge, and rj denotes the positions of the electrons. In the realm of
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the Franck–Condon approximation, the direction of the TDM is determined only
by the electronic part of µ̂ (Timr, 2013); therefore, in the following we focus ex-
clusively on electronic transitions, and we evaluate the TDM only for transitions
between electronic states. From (3.2), assuming that the elements of the TDM
are real, it follows that

σ1P
gf ∝ cos2 β (3.6)

where β is the angle between the TDM and the direction of light polarization.
Thus, the dependence of the 1P absorption cross section on the direction of light
polarization has a simple geometric form which can be visualized as a surface
shown in Fig. 3.4. The fact that the 1P absorption cross section has only a
single direction of maximum absorption, coinciding with the TDM, allows for
determination of molecular orientation by illuminating the molecule with light
polarized in different directions, as is the case in FDLD measurements.

Figure 3.4: The directional, "antenna-like" shape of the 1P absorption cross
section, which is given by cos2 of the angle between the TDM and the direction
of light polarization.

Owing to the nonlinear nature of 2P absorption, the general formula for the
2P absorption cross section is more complicated than it is in the 1P case. It reads
(Boyd, 2008)

σ2P
gf = A2P

⏐⏐⏐⏐⏐∑
m

(µgm · e)(µmf · e)
(ωgm − ω)

⏐⏐⏐⏐⏐
2

2πg(2ω) (3.7)

where
A2P = 8ω2

ℏ2n2ϵ2
0c

2 (3.8)

The sum in expression (3.7) runs over all states of the molecule, including the
ground state g and the final excited state f , and it can be written as

∑
m

(µgm · e)(µmf · e)
(ωgm − ω) = 1

2eT Sgf e (3.9)
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where Sgf is the 2P transition tensor with elements (Steindal et al., 2012)

(Sgf )kl =
∑
m

[
(µgm)k (µmf )l

(ωgm − ω) + (µgm)l (µmf )k

(ωgm − ω)

]
(3.10)

forming a 3 × 3 symmetric matrix. Assuming that this matrix has real elements,
we can diagonalize it and write the product in (3.9) as

eT Sgf e = s1 (v1 · e)2 + s2 (v2 · e)2 + s3 (v3 · e)2 (3.11)

where si and vi are the three eigenvalues and eigenvectors of the Sgf tensor.
Depending on the eigenvalues of Sgf , the 2P absorption cross sections can have
very different geometric shapes (Fig. 3.5). If the tensor only has a single dominant
eigenvalue s1, the 2P absorption cross section becomes

σ2P
gf ≈ A2Ps2

1
4 (v1 · e)4 2πg(2ω) ∝ cos4 β (3.12)

where β is the angle between the direction of light polarization and the eigenvector
corresponding to the single non-zero eigenvalue. Thus the tensorial description of
the 2P absorption anisotropy can be replaced by a simplified vectorial description,
analogous to the 1P case. In contrast, with more dominant eigenvalues, the 2P
absorption cross section becomes progressively less directional (Fig. 3.5), which
may preclude the determination of orientation by FDLD measurements.

Figure 3.5: Anisotropy of the 2P absorption cross section depends on the eigen-
values of the 2P transition tensor.
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A particular example of the "vector-like" behavior of the 2P transition tensor
occurs if the TDM µgf is approximately parallel to the change ∆µgf in the
molecular dipole moment upon excitation from g to f and, at the same time,
if ∆µgf is large. This is because the sum in (3.7) can be divided into a pair of
contributions (Drobizhev et al., 2006; Karotki, 2003),

∑
m

(µgm · e)(µmf · e)
(ωgm − ω) =

∑
m ̸=g,f

(µgm · e)(µmf · e)
(ωgm − ω) + 1

ω
(µgf · e)(∆µgf · e) (3.13)

The first term accounts for transitions via all possible intermediate states while
the second term corresponds to a direct transition from the ground state g to
the final excited state f . If the second term dominates over the first one and
if the vectors µgf and ∆µgf are close to parallel, the 2P absorption cross sec-
tion becomes proportional to the angle β between µgf and the direction of light
polarization,

σ2P
gf ∝ |(µgf · e)(∆µgf · e)|2 ∝ (µgf · e)4 ∝ cos4 β (3.14)

3.3 Computational approach

To examine the behavior of 1P and 2P absorption cross sections in the membrane
environment, we performed classical MD simulations coupled with linear-response
and quadratic-response TD-DFT calculations.

We had already done MD simulations of the F2N12S probe in a 1-palmitoyl-
2-oleoylphosphatidylcholine (POPC) bilayer in our previous study (Timr et al.,
2014). In the present work, we conducted a similar MD simulation for the second
probe, DiI (Fig. 3.3). The simulation box contained a lipid bilayer formed by
128 POPC lipids. This lipid bilayer was surrounded by ∼5000 water molecules
containing one Cl− anion to neutralize the positive charge of the DiI fluorophore.
Before, the start of the simulation, we inserted a DiI molecule into bulk water far
from the membrane surface.

To be consistent with our previous work, we used the same sets of force field
parameters to describe the system. Namely, we employed the united-atom Berger
lipid force field (Berger et al., 1997) to parameterize the POPC molecules and
the SPC model (Berendsen et al., 1981) to describe water. The DiI probe was
parameterized using the GROMOS-87 force field (van Gunsteren and Berendsen,
1987) with corrections as detailed in (van Buuren et al., 1993; Mark et al., 1994)
(originally referred to as the GROMACS force field), and its methyl, methanediyl,
and methine groups were described using the corresponding atom types taken
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from the Berger lipid force field. Finally, the partial charges of the fluorophore
were obtained from a Merz–Kollman–Singh ESP fit (Singh and Kollman, 1984) for
a structure geometry-optimized using the CAM-B3LYP functional (Yanai et al.,
2004) in the cc-pVDZ basis set (Dunning, 1989).

The MD simulation was performed using the GROMACS package (Hess et al.,
2008). Newton’s equations of motion were integrated with a time step of 2 fs by
employing the leap-frog algorithm (Hockney et al., 1974). Long-range electrostatic
interactions were accounted for by using the particle mesh Ewald summation
(Darden et al., 1993). The temperature of the system was kept at 310 K by the
Nosé-Hoover thermostat (Hoover, 1985), and the Parrinello–Rahman barostat
(Parrinello and Rahman, 1981) was utilized for semi-isotropic pressure coupling
with a reference pressure of 1.01 bar. After an energy-minimization and a 100 ns
equilibration, during which the probe spontaneously moved to the membrane
interior, we simulated the system for 1.5 µs.

From the resulting DiI trajectory, as well as from trajectories obtained pre-
viously for F2N12S, we randomly selected a set of snapshots (more than 60 in
each case). For each of the geometries we calculated the 1P and 2P absorption
anisotropy of the fluorescent probe in the membrane environment, focusing on
the S0 → S1 transition probed in experiments. For this purpose, we utilized the
linear-response and quadratic-response TD-DFT. By evaluating the electronic
density response to an external potential, these methods allow calculating the
components of µgf and Sgf from linear and quadratic response functions (Olsen
and Jorgensen, 1985; Frediani et al., 2005; Salek et al., 2003) as

|(µgf )j|2 = lim
ω→ωgf

(ω − ωgf )⟨⟨µ̂j; µ̂j⟩⟩ω (3.15)

(Sgf )jk = − lim
ω→ωgf

(ω − ωgf )⟨⟨µ̂j; µ̂k, µ̂l⟩⟩ωgf /2,ω/(µgf )l (3.16)

where ⟨⟨µ̂j; µ̂j⟩⟩ω and ⟨⟨µ̂j; µ̂k, µ̂l⟩⟩ωgf /2,ω are the linear and quadratic frequency-
dependent response functions for the components of the dipole operator µ̂. We
used an implementation of the linear-response and quadratic-response TD-DFT
in the DALTON 2013 program (Aidas et al., 2014; http://daltonprogram.org,
2013), and we performed our 1P and 2P calculations using the B3LYP functional
(Becke, 1993) and the cc-pVDZ basis set (Dunning, 1989). We also verified the
consistency of the results with respect to the choice of the functional and the
basis set. To account for the effects of the membrane environment, we included
the surrounding lipid and water molecules into our calculations as point charges.
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3.4 Structural interpretation of experiments

Figure 3.6: Structural interpretation of FDLD measurements.

1P FDLD measurements supply ⟨cos2 α⟩, i.e., the expectation value of cos2 of
the angle between the TDM and the membrane normal (Fig. 3.6, see Appendix
A for more details). Providing that the 2P absorption cross section is directional
and can be described with a vector, 2P FDLD measurements give information
on ⟨cos2 α′⟩ and ⟨cos4 α′⟩, where α′ is the angle between such a vector and the
membrane normal. Moreover, if this dominant eigenvector of the 2P transition
tensor coincides with the TDM, a combination of 2P and 1P measurements can
be utilized to obtain more accurate values of ⟨cos2 α⟩.

The expectation values ⟨cos2 α⟩ and ⟨cos4 α⟩ contain information on the dis-
tribution of orientations of the TDM relative to the membrane normal. The ori-
entational distribution, however, is not uniquely defined by these two parameters;
therefore, determination of the distribution of orientations requires assumptions
on its functional form. Commonly assumed functions include a Gaussian-shaped
distribution, an entropy-maximizing distribution, a truncated expansion into Leg-
endre polynomials, or a truncated Fourier expansion. An overview of these dif-
ferent distribution functions is given in Appendix A.

We analyzed a combination of 1P and 2P FDLD data collected from fluores-
cence labeled POPC GUVs with the assumption that the 2P absorption cross
section can be described with the TDM vector. Our goal was to compare the ori-
entational distribution functions constructed from experimental data with those
from a combination of MD simulations and TD-DFT calculations. A good agree-
ment between such distributions would provide further justification for the sim-
plified vectorial description of 2P absorption anisotropy using the TDM.
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3.5 Results

Our initial calculations of the 2P absorption cross section for optimized geometries
in vacuum yielded two markedly different results (Fig. 3.7). For F2N12S, the
change ∆µ01 in the permanent dipole was large (11.5 Debye) and approximately
parallel to the TDM µ01. As a result, the 2P transition tensor had only a single
dominant eigenvalue, and the 2P absorption cross section could be described
with the dominant eigenvector v1. For DiI, in contrast, the change ∆µ01 in the
permanent dipole was more than ten times smaller than for F2N12S, and it
pointed in a direction perpendicular to the TDM. As a consequence, the 2P
absorption tensor had two dominant eigenvalues of the same magnitude, and the
2P absorption cross section could not be described with a single vector.

Figure 3.7: 2P absorption cross section of energy-optimized geometries.

To obtain a more dynamic picture of the two probes, we performed MD simu-
lations of their behavior in the membrane environment. The results of a trajectory
analysis for F2N12S were already described in (Timr et al., 2014). For DiI, we
likewise observed a relatively fast spontaneous translocation of the probe from
the bulk solution to the membrane interior. The chromophore of DiI became ac-
commodated somewhat below the head group region while the two 18-carbon
alkyl chains of the probe penetrated deep into the hydrophobic core of the bi-
layer (Fig. 3.8A,B). The long axis of the chromophore adopted a relatively wide
range of orientations with respect to the membrane normal, with the average
orientation being parallel to the membrane surface (Fig. 3.8C). We also observed
twisting motions (∼ 30◦) of the two pairs of rings along the conjugated bridge as
well as bending and slight puckering of these two ring systems.

Our calculation of 1P and 2P optical properties on an ensemble of geometries
extracted from MD showed essentially no difference for F2N12S when compared
to the optimized geometry. The change ∆µ01 in the permanent dipole continued
pointing approximately in the direction of the TDM µ01 (Fig. 3.9), and the 2P
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transition tensor still had a single dominant eigenvalue. For many snapshots of
DiI, in contrast, the calculated properties deviated significantly from those ob-
tained for the optimized geometry, owing to the fact that the original symmetry
of the chromophore was broken by thermal motions of the membrane-embedded
probe. In particular, the change ∆µ01 in the permanent dipole, which was per-
pendicular to the TDM in the optimized geometry, adopted a broad range of
angles with respect to the TDM, which remained parallel with the long axis of
the chromophore. Moreover, the magnitude of ∆µ01 became up to four times
higher for some snapshots than for the optimized geometry. Importantly, the
magnitude of ∆µ01 tended to be the largest for geometries in which ∆µ01 be-
came roughly parallel with the TDM and thus also approximately parallel with
the conjugated bridge of the chromophore (see Fig. 3.10 for an illustration). Since
the 2P absorption cross section depends quadratically on the magnitude of ∆µ01,
those were also the snapshots that contributed the most to the overall effective
2P cross section. As a result, the effective 2P cross section became directional
(Fig. 3.11), with the direction of the maximum absorption coinciding with the
TDM. Thus, we found that the vectorial description of the 2P absorption cross
section is applicable to both fluorescent probes, even if initial calculations on an
energy-minimized geometry suggested the opposite for DiI.

This finding was further supported by a good agreement between the orienta-
tional distributions of the TDM obtained from MD trajectories and those gained
by fitting the experimental data (see Fig. 3.12). It is also notable that all the
four different functional forms used for the fitting of experimental data (i.e., a
Gaussian-shaped distribution, an entropy-maximizing distribution, a fourth-order
expansion into Legendre polynomials, and a fourth-order Fourier expansion) re-
sulted in robustly consistent orientational distributions (Fig. 3.12).

Altogether, the combination of our computational results and the experimen-
tal data indicates that the vectorial description of the 2P absorption section is
likely applicable to a wide range of fluorescent probes, especially if they have a
rod-like shape, causing an alignment of the change in the molecular dipole and
the TDM. The directionality of 2P absorption anisotropy preconditions its use
for probing molecular orientations, and the ability to describe the 2P absorption
cross section with a vector greatly simplifies the analysis of experimental data.
Therefore, our findings provide a solid basis for the use of FDLD measurements to
determine orientations of fluorescent molecules associated with biological mem-
branes.
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Chapter 3. Membrane fluorescent probes

Figure 3.8: Results from a MD trajectory of DiI in a POPC bilayer. (A) A
typical snapshot from MD. (B) Position of the fluorescent probe in the bilayer.
(C) Orientational distribution of the long axis of the chromophore.
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Figure 3.9: Histograms of the angle between the TDM and the change in the
permanent dipole for ensembles of geometries obtained from MD.

Figure 3.10: Change in the permanent dipole tends to be the largest along the
conjugated bridge of DiI.

Figure 3.11: Effective 2P absorption cross sections for ensembles of geometries
from MD (blue surfaces), compared with a simplified vectorial description using
the TDM (red surfaces).
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Figure 3.12: Orientational distributions of the TDM relative to the membrane
normal for F2N12S (left) and DiI (right). Histograms from MD are compared
with orientational distributions derived from a combination of 1P and 2P FDLD
measurements. Different assumptions on the functional form of these microscopy-
derived distributions are used: (A) single Gaussian peak, (B) entropy maximizing
distribution, (C) fourth-order expansion into Legendre polynomials, and (D)
fourth-order Fourier expansion. The data for F2N12S come from (Timr et al.,
2014).
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Chapter 4

Membrane binding of recoverin

The previous chapter discussed the orientations of synthetic fluorescent probes,
which were found to readily translocate into phospholipid bilayers. Here we shift
the focus toward the peripheral membrane binding of biological calcium sensors.
More specifically, this chapter provides an introduction to paper II, which deals
with the reversible membrane binding of the calcium-sensing protein recoverin.
First, we briefly introduce the family of proteins equipped with a myristoyl switch
and describe the structure and the biological significance of recoverin. We then
continue by outlining our simulation approach and summarizing the results of our
atomistic and coarse-grained MD simulations. Using these simulations, we man-
aged to capture the membrane insertion of the myristoyl moiety and reveal the
role of protein–membrane electrostatic interactions in the membrane association.

4.1 Myristoyl switches

In living organisms, numerous proteins associate peripherally with cellular mem-
branes, which allows these proteins to interact with their substrates, effectors,
and binding partners (Stillwell, 2016; Murray et al., 2002). The peripheral mem-
brane binding can be accomplished by specific or nonspecific interactions. Specific
interactions typically involve binding of a specialized protein domain to a partic-
ular lipid species, such as the binding of the pleckstrin homology (PH) domain
of phosholipase C-δ to phosphatidylinositol 4,5-bisphosphate (PIP2). In contrast,
nonspecific interactions arise from the embedding of a nonpolar part of the pro-
tein in the hydrophobic membrane interior and from the electrostatic potential
felt by charged protein residues in the vicinity of the lipid bilayer.

Hydrophobic nonspecific interactions are often due to the presence of fatty
acids covalently attached to the protein. The two most common acylation motifs
are myristate, a 14-carbon saturated fatty acid (Fig. 4.1) and palmitate, a 16-
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carbon saturated fatty acid. One or more of such acyl chains become attached
to the protein during or after translation. Specifically, myristoylation occurs co-
translationally and is catalyzed by N -myristoyl transferase, which links the myris-
toyl moiety to the N-terminal glycine via an amide bond (Resh, 1999).

Figure 4.1: N-myristoylation

To achieve reversible membrane binding, some palmitoylated proteins undergo
regulated cycles of palmitoylation and depalmitoylation. In contrast, the myris-
toyl group is not cleaved off during the lifetime of a protein. Instead, a number
of N-myristoylated proteins are equipped with a myristoyl switch, a mechanism,
usually triggered by ligand binding, that allows the myristoyl moiety to alternate
between being hidden inside the protein and being exposed at the protein sur-
face. Thus, by modulating the exposure of the myristoyl moiety, the myristoyl
switch regulates the affinity of the protein for membranes. Proteins featuring a
ligand-induced myristoyl switch include the Arf protein, the catalytic subunit of
protein kinase A, and various calcium sensor proteins such as recoverin, hippocal-
cin, visinin-like proteins, neurocalcins, or frequenin (Resh, 2006).

Experimental evidence indicates that a single myristoyl group is not sufficient
to bind a protein stably to a membrane (Peitzsch and McLaughlin, 1993). There-
fore, the "two-signal" hypothesis was proposed, according to which stable mem-
brane anchoring requires an additional factor (Sigal et al., 1994). This can be an
extra acylation motif or a patch of positively charged amino-acid residues interact-
ing with the head groups of negatively charged lipids (Fig. 4.2). Supported also by
calculations using the non-linear Poisson–Boltzmann equation (see Section 2.1),
experiments varying membrane lipid composition found that protein–membrane
electrostatic interactions play an important role in the membrane association of
several myristoylated proteins, such as Src (Sigal et al., 1994), MARCKS (Murray
et al., 2002), or retroviral Gag proteins (Nanda et al., 2010; Barros et al., 2016).
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Figure 4.2: Electrostatic potential in the head group region of a lipid bilayer as
a function of the concentration of negatively charged lipids. (Top) Views of the
lipid head groups from above, with neutral di-oleoylphosphatidylcholine (DOPC)
molecules depicted in green and negatively charged di-oleoylphoshatidylglycerol
(DOPG) shown in orange. (Bottom) The corresponding electrostatic potentials
on the membrane surface, evaluated by means of the Poisson-Boltzmann theory
(see Section 2.1) in a 150 mm implicitly described monovalent salt solution using
the APBS software (Baker et al., 2001).

4.2 Recoverin and its biological significance

Recoverin is a globular 23 kDa protein featuring a calcium-induced myristoyl
switch. It belongs to the family of neuronal calcium sensors (NCS), which are
calcium-sensing proteins expressed in neuronal cells (Burgoyne et al., 2004; Bur-
goyne, 2007). Recoverin, in particular, is found in the photoreceptor cells of the
vertebrate retina and is involved in vision adaptation (Ames and Lim, 2012).

In rod photoreceptors, calcium-activated recoverin associates with rod outer-
segment (ROS) disk membranes and inhibits the enzyme rhodopsin kinase. The
role of this enzyme is to phosphorylate rhodopsin, the light-sensitive receptor
protein found in high amounts in ROS membranes. After absorbing a photon,
rhodopsin triggers the visual phototransduction pathway, leading ultimately to
the closure of Na+ and Ca2+ channels. This prevents Na+ and Ca2+ from en-
tering the rod cell, and the decreasing Ca2+ concentration reduces the release of
the neurotransmitter glutamate by the cell, which gives rise to the neural sig-
nal. In order to terminate this visual signal or to adapt to a persistent stimulus,
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the illuminated rhodopsin molecules must be deactivated and recycled, which in-
volves their phosphorylation by rhodopsin kinase. Mutations in this enzyme cause
Oguchi disease (Online Mendelian Inheritance in Man, accessed June 4, 2017),
a form of night blindness characterized by abnormally slow dark adaptation. In
dark conditions, the intracellular Ca2+ concentration increases, and the phospho-
rylation activity of rhodopsin kinase is inhibited by recoverin, which leads to a
prolongation of the lifetime of photoactivated rhodopsin. Thus, recoverin is in-
volved in a calcium-dependent feedback loop modulating the amount of response
to a visual stimulus.

Figure 4.3: Structures of recoverin as obtained from solution NMR measure-
ments. (Top) Closed state with no calcium bound (geometry no. 1 of PDB ID
1IKU) (Tanaka et al., 1995). (Bottom) Open state with two calcium ions bound
(geometry no. 1 of PDB ID 1JSA) (Ames et al., 1997).
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The structure of recoverin consists of two domains connected via a flexible
linker (Fig. 4.3). Both domains contain two EF hands, evolutionarily-conserved
helix–loop–helix motifs shared with the other members of the NCS family. In
recoverin, the second and the third EF hand can bind calcium, whereas calcium
binding to the remaining two EF hands is blocked owing to inactivating substi-
tutions in their loops. At low intracellular Ca2+ concentrations, the two binding
sites for calcium are empty, and the myristoyl group of recoverin is sequestered
inside the N-terminal domain of the protein, in a cavity formed by five α-helices
(Fig. 4.3, top) (Tanaka et al., 1995). When the cytoplasmic Ca2+ concentration
increases, binding of two Ca2+ ions results in a structural rearrangement of the
two domains and in the exposure of the myristoyl group to the cytosol (Fig. 4.3,
bottom) (Ames et al., 1995, 1997). Moreover, the conformational transition con-
nected with myristoyl extrusion from the hydrophobic core of the protein creates
a binding pocket for rhodopsin kinase in the N-terminal domain (Fig. 4.4) (Ames
et al., 1997, 2006).

Although recoverin has been the subject of numerous experimental studies,
many aspects of its structure and function still remain unclear. Solution NMR
structures of myristoylated recoverin were determined both in the closed calcium-
free state as well as in the open state with two Ca2+ bound (Fig. 4.3) (Tanaka
et al., 1995; Ames et al., 1997). However, the exact transition pathway connect-
ing these two end states is not known. Moreover, the structure of the open state
was obtained using a more polar oxidized myristoyl analog rather than the true
highly nonpolar myristoyl moiety, and the conformation of the last 13 C-terminal
amino acid residues was not resolved in the NMR structures (Ames et al., 1997).
As for the membrane association of recoverin, binding assays performed both on
phospholipid bilayers and monolayers established the importance of the myristoyl
moiety for the membrane anchoring (Desmeules et al., 2002; Desbat et al., 2007).
However, the membrane insertion of the myristoyl group was inferred only indi-
rectly from NMR order parameters (Valentine et al., 2003). A solid-state NMR
study (Valentine et al., 2003) also addressed the orientation of recoverin on a
lipid bilayer consisting of 80% di-oleoylphosphatidylcholine (DOPC) and 20%
di-oleoylphoshatidylglycerol (DOPG) lipids, concluding that recoverin predomi-
nantly adopts a tilted orientation relative to the membrane and suggesting that a
patch of positively charged residues near the N-terminus (Fig. 4.4) helps to stabi-
lize the membrane orientation of the protein. A possible modulatory function of
the positively charged C-terminus (Fig. 4.4) in the membrane association was also
discussed in the literature (Matsuda et al., 1999; Weiergraber et al., 2006; Senin
et al., 2007). Altogether, the role of electrostatic interactions in the reversible
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membrane binding of recoverin has not been fully resolved yet, with a recent
experimental study (Calvez et al., 2016) reporting that the calcium-induced asso-
ciation of recoverin to lipid monolayers requires the presence of negatively charged
phosphatidylserine (PS) lipids in the membrane. Finally, it is not clear whether
calcium-activated recoverin binds to rhodopsin kinase only after associating with
the ROS membrane, or already in the cytoplasm (Ames and Lim, 2012), and
whether dimerization of recoverin, reported for high concentrations of the pro-
tein (> 100 µm) (Myers et al., 2013), affects its membrane binding in in vivo
conditions.

Figure 4.4: Structure and electrostatics of calcium-activated recoverin. (Left)
Open state binding two Ca2+ (geometry no. 1 of PDB ID 1JSA) (Ames et al.,
1997). The binding site for rhodopsin kinase (only a 16-residue N-terminal frag-
ment shown) is indicated by a black arrow. The geometry of the last 13 C-terminal
residues was transferred from an X-ray crystal structure of non-myristoylated re-
coverin (PDB ID 1OMR) (Weiergraber et al., 2003). (Right) Electrostatic poten-
tial mapped on the solvent-accessible surface of the protein, showing patches of
positively charged residues at both the N- and C-terminus. The electrostatic po-
tential was calculated for calcium-loaded recoverin immersed in a 150 mm mono-
valent salt solution, treated implicitly using the nonlinear Poisson-Boltzmann
equation (see Section 2.1) in the APBS software (Baker et al., 2001).

4.3 Simulation approach

To elucidate the atomistic details of the membrane binding of calcium-loaded re-
coverin, we performed a series of all-atom MD simulations of a recoverin molecule
in the proximity of a phospholipid bilayer. Moreover, we conducted additional
coarse-grained simulations with three different membrane lipid compositions to
examine how the membrane association of recoverin is affected by the membrane
charge. By using a coarse-grained model, we were able to reach simulation times
needed for the sampling of all possible membrane orientations of recoverin, at the
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expense of sacrificing atomistic details and the possibility to explore changes in
the protein structure.

In our all-atom MD simulations, the simulation box contained a lipid bilayer
comprising 190 phospholipids. We chose the same membrane lipid composition as
was used in the previous solid-state NMR study (Valentine et al., 2003), i.e., 80%
electroneutral DOPC and 20% negatively charged DOPG. This lipid composition,
which mimics the charge distribution found in ROS membranes (Fliesler and
Anderson, 1983; Wu and Hubbell, 1993), allowed us to directly compare our
results with those from experiments. The lipid bilayer was immersed in a 150 mm
KCl solution, which served as an approximate model of the intracellular salt
solution. We inserted a recoverin molecule to the proximity of the lipid bilayer
so that the N-terminal domain was initially facing the membrane surface. We
ensured that there was no direct contact between the protein and the lipids in
the starting geometry, with the minimum protein–membrane distance being 1 nm.
In total, the recoverin–membrane–solvent system consisted of ∼90,000 atoms, and
the average size of the unit cell was 8 × 8 × 14 nm.

We obtained the structure of calcium-loaded recoverin from an ensemble of
24 NMR structures of myristoylated bovine recoverin binding two Ca2+ (PDB
ID 1JSA, structures no. 1 and 8) (Ames et al., 1997). Since the conformation
of the last 13 C-terminal residues was not determined by the NMR measure-
ments, we transferred the C-terminal segment (residues 185–202) from an X-ray
crystal structure of non-myristoylated recoverin (PDB ID 1OMR) (Weiergraber
et al., 2003). Prior to inserting recoverin to the vicinity of the bilayer, we pre-
equilibrated the structures of both the protein and the membrane separately in
aqueous solutions.

To ensure that our results were robust with respect to the choice of the force
field, we performed our atomistic MD simulations using two distinct sets of force-
field parameters: CHARMM and AMBER/Slipids. In the former case, we used
the CHARMM36 force field (Klauda et al., 2010) to parameterize the lipids and
CHARMM22/CMAP (MacKerell et al., 1998, 2004) to describe the protein. In
the latter case, we utilized the AMBER ff99SB-ILDN force field (Lindorff-Larsen
et al., 2010) for the protein, while the lipids were described with the AMBER-
compatible Slipids force field (Jambeck and Lyubartsev, 2012a,b, 2013). In all
simulations, water molecules were described with the TIP3P model (Jorgensen
et al., 1983), and charges of all K+, Cl−, and Ca2+ ions were scaled by a fac-
tor of 0.75 to account for the electronic polarizability of the surrounding water
molecules. This approach, termed the Electronic Continuum Correction (ECC)
(Leontyev and Stuchebrukhov, 2011), was shown to reproduce more accurately
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the structures of mono- and divalent salt solutions (Kohagen et al., 2014b, 2015)
as well as the free energies of calcium binding to the EF hands of another calcium
sensor, calmodulin (Kohagen et al., 2014a). In order to avoid affecting the recov-
erin–membrane interaction by altering the net charge of the calcium-loaded EF
loops (EF2 and EF3), we evenly distributed the excess charge of +0.5 e among
10 (or 8) oxygen atoms potentially coordinating the calcium ion in each loop.

The trajectory lengths of our atomistic simulations ranged from several hun-
dreds of ns to two µs. Newton’s equations of motion were integrated by employing
the leap-frog algorithm (Hockney et al., 1974) with a time step of 2 fs. Long-range
electrostatics was calculated with the use of the particle mesh Ewald method
(Darden et al., 1993). The temperature of the system was maintained at 310 K
using the velocity rescaling thermostat with a stochastic term (Bussi et al., 2007)
and the Parrinello–Rahman barostat (Parrinello and Rahman, 1981) was utilized
for semi-isotropic pressure coupling with a reference pressure of 1.01 bar.

The coarse-grained system was similar in size to the atomistic system; how-
ever, the total number of particles was reduced roughly tenfold owing to the
coarse-grained description. We simulated phospholipid bilayers with three differ-
ent lipid compositions: (1) pure DOPC, (2) 80% DOPC and 20% DOPG, and (3)
pure DOPG (see also Fig. 4.2). The whole system was parameterized using the
MARTINI force field (Marrink et al., 2007; Monticelli et al., 2008; de Jong et al.,
2013; Ingolfsson et al., 2014). To prevent undesired changes in protein structure,
we fixed the structure of recoverin using an elastic network model (Periole et al.,
2009). The trajectory lengths were 5 µs, which roughly corresponds to 20 µs of
realistic time (Monticelli et al., 2008).

Both all-atom and coarse-grained MD simulations were performed using the
GROMACS package (Hess et al., 2008; Abraham et al., 2015), and we utilized
the VMD program (Humphrey et al., 1996) to visualize the system as well as to
prepare figures.

4.4 Results

Our all-atom simulations captured several events of a spontaneous membrane
insertion of the myristoyl moiety. In all these cases, after initial reorientation,
recoverin approached the lipid bilayer with its N-terminal domain before myristoyl
insertion. Once the methyl end of the myristoyl chain reached a suitable gap
between lipid head groups, it penetrated the carbonyl region of the bilayer and
became accommodated among the acyl chains of the surrounding phospholipids
(Fig. 4.5). This process of membrane penetration took 2–9 ns in the individual
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runs. Once inserted, the myristoyl group remained membrane-embedded for the
1 µs duration of the simulations.

Figure 4.5: Membrane insertion of the myristoyl moiety.

Our simulations also confirmed a critical role of the myristoyl moiety in the
membrane association of recoverin. We found that deletion of the myristoyl group
from a membrane-anchored geometry of recoverin destabilized the orientation of
the protein, ultimately resulting in its complete detachment from the membrane
surface. This was further corroborated by our umbrella sampling simulations
which revealed that the free-energy preference of the myristoyl moiety for the
membrane over the aqueous phase (10 kcal mol−1) is significantly higher than the
binding free energy of the unmyristoylated protein (4 kcal mol−1).

In general, we observed that myristoyl insertion occurred providing that two
conditions were fulfilled: (1) a favorable orientation of recoverin relative to the
membrane and (2) exposure of the myristoyl group to the aqueous environment.
In fact, in a number of trajectories, membrane insertion of the myristoyl moiety
did not occur. This was either because recoverin approached the lipid bilayer
with an unfavorable orientation, interacting with lipid head groups via its posi-
tively charged C-terminus, or because the hydrophobic myristoyl moiety moved
in-between the amino acid side chains and became shielded from the polar wa-
ter environment. This move of the myristoyl group was accompanied by struc-
tural changes in the N-terminal domain, affecting the conformation of the two
N-terminal helices A and B (Fig. 4.7). In particular, the length of helix A changed
as well as the angle between helices A and B, and helix B became shifted towards
the center of the protein, narrowing the binding pocket for rhodopsin. In contrast,
in trajectories featuring myristoyl insertion, a close-to-perpendicular relative ori-
entation of helices A and B kept the myristoyl moiety away from hydrophobic
protein residues and maintained the exposure of the myristoyl anchor to the po-
lar aqueous environment. Thus, the conformation of these two helices has to be
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Figure 4.6: Membrane-anchored recoverin in all-atom simulations. (Top) A
snapshot obtained at the end of a 1 µs trajectory, showing the membrane-
embedded myristoyl group (violet) and five positively charged residues (red) re-
ported by previous NMR measurements (Valentine et al., 2003) to be in contact
with the membrane. (Bottom left) Relative proportions of simulation time that
each of the basic residues of recoverin spent in contact with the membrane, i.e., at
a distance < 0.6 nm. (Bottom right) Membrane orientation of recoverin during
a 1 µs trajectory described in terms of the distances of the two calcium ions from
the membrane.

stable enough to prevent the hydrophobic myristoyl anchor from returning to the
hydrophobic core of recoverin. At the same time, the two helices, forming an im-
portant part of the myristoyl switch, have to be sufficiently flexible to allow for
the motion of the myristoyl moiety out of the protein core during the calcium-
driven conformational transition. Therefore, our simulations indicate that this
subtle balance between stability and flexibility is a critical feature determining
the efficacy of the calcium–myristoyl switch.

Since the binding pocket for rhodopsin kinase is located in the N-terminal do-
main and is partially formed by helix B (Fig. 4.4), the presence of a ligand in this
binding site could enhance the stability of the N-terminus and, in turn, promote
myristoyl exposure. Indeed, our simulation with a 16-residue N-terminal fragment
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Figure 4.7: An example structure showing the tendency of the hydrophobic
myristoyl anchor to move in-between nonpolar side chains. In a number of tra-
jectories, this tendency was accompanied by conformational changes in the N-
terminal domain. The initial structure is shown in gray.

of rhodopsin kinase in the binding pocket exhibited an improved stability of the
N-terminal domain. Consequently, the myristoyl group remained extruded to the
aqueous environment, and it spontaneously became membrane-embedded. This
result suggests that the cytoplasmic pre-binding of rhodopsin kinase accelerates
the subsequent membrane association of the recoverin–rhodopsin kinase complex.
Alternatively, the N-terminal domain could also be transiently stabilized by some
more unstructured conformations of the C-terminus, which was reported to be
disordered in the solution NMR structures (Tanaka et al., 1995; Ames et al.,
1997)

In terms of the orientation of recoverin relative to the membrane, our MD
simulations provided a more dynamic picture than the previous solid-state NMR
measurements (Valentine et al., 2003). While we found that the tilted orientation
of the protein, inferred from the NMR experiments, was indeed prominent (Fig.
4.6); we also observed more parallel orientations of the protein relative to the
bilayer, with both calcium-loaded EF hands interacting with lipid head groups.
Importantly, we confirmed that the positively charged residues K5, K11, K37,
R43, and K84 identified by NMR were in frequent contact with the bilayer during
the simulations (Fig. 4.6) and that the binding site for rhodopsin kinase was not
blocked by the lipids.

Finally, our coarse-grained MD simulations revealed that the orientation of
recoverin toward the membrane markedly depends on the membrane charge (see
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Fig. 4.8). While the orientation of recoverin was found to be rather disordered on
a DOPC-only membrane, with the binding site for rhodopsin kinase often becom-
ing blocked by the lipids, the presence of a negative charge in the bilayer stabilized
a tilted orientation of the protein (Fig. 4.8). Such an orientation, exposing the
binding pocket for rhodopsin kinase, agreed with results obtained from atomistic
simulations (Fig. 4.6) as well as from the previous solid-state NMR experiments
(Valentine et al., 2003). In addition, we occasionally observed an interaction of the
C-terminal part with DOPG molecules (Fig. 4.8) of the highly negatively charged
membrane, but this interaction had only a transient character. This finding sup-
ports the hypothesis that the geometry resulting from interactions mediated by
the positively charged C-terminus represents only a local minimum. Taken to-
gether, the results of our coarse-grained MD simulations indicate an active role
of negatively charged phospholipids in the fine-tuning of the orientation of recov-
erin toward the membrane. Lipid composition thus may play a significant role in
regulating the physiological action of recoverin, i.e., binding of rhodopsin kinase.

Figure 4.8: Membrane orientation of recoverin as a function of the membrane
charge: Probability densities from coarse-grained MD simulations for three differ-
ent lipid compositions, ranging from the neutral DOPC to the highly negatively
charged DOPG. The orientation is expressed in terms of the distances of the two
calcium ions from the membrane. Each plot represents an average of three 5 µs
coarse-grained MD trajectories.
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Chapter 5

Mechanism of the myristoyl
switch in recoverin

Calcium-loaded recoverin binds to ROS disk membranes of photoreceptor cells,
and we examined atomistic details of its membrane binding in the previous chap-
ter. Here we investigate the process that preconditions the membrane association,
i.e., the conformational transition of the myristoyl switch accompanied by calcium
binding. We present unpublished results of our MD simulations that provide in-
sights into the structure of an NMR-detected intermediate state (Xu et al., 2011),
suggested to be the one to which calcium binds during the conformational tran-
sition.

5.1 Conformational transition of recoverin and
the role of calcium binding

The extrusion of the myristoyl moiety from a cavity inside the N-terminal domain
of recoverin is accompanied by a large-scale conformational change and by the
binding of two Ca2+ ions to the EF hands 2 and 3. The initial structure of
recoverin with no Ca2+ bound (called the T state) as well as the final structure
binding two Ca2+ ions (denoted as the R state) have been determined by solution
NMR (Tanaka et al., 1995; Ames et al., 1997) (see Fig. 4.3). These two structures
reveal the main features of the conformational transition, in particular, a ∼45◦

relative rotation of the two domains and structural changes in the N-terminal
domain. The domain rotation, characterized by a swiveling motion along the
interdomain linker, alters the angle between the exiting helix of EF2 (helix E,
see Fig. 5.1 for a definition) and the entering helix of EF3 (helix F), bringing
the two Ca2+-binding loops closer to each other. In the N-terminal domain, the
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Figure 5.1: The helices of recoverin shown for the closed structure (Tanaka
et al., 1995) (left) and for the open state (Ames et al., 1997) (right).

entering helix of EF1 (helix B) becomes more perpendicular to the exiting helix
(helix C). This, together with a shortening of the N-terminal helix (helix A),
promotes the extrusion of of the myristoyl moiety and the formation of a binding
pocket for rhodopsin kinase. Another notable feature is the conformational change
induced in EF2 and EF3 by calcium binding. Namely, the presence of a Ca2+ ion
alters the shape of the EF loop and makes the two helices of the EF hand more
perpendicular relative to each other (Fig. 5.2).

While the two available NMR structures provide important information on the
conformational transition from the closed, myristoyl-sequestering T state to the
open, myristoyl-exposing R state, the actual transition pathway is not known. A
key question is the exact points along the transition path at which the two Ca2+

ions bind to the protein. It was established that EF3 has a higher affinity for
calcium than EF2 (with their dissociation constants being 0.11 µm and 6.9 µm,
respectively) and that Ca2+ binding is cooperative in myristoylated recoverin
(Ames et al., 1995; Baldwin and Ames, 1998; Permyakov et al., 2000). As a result,
it was proposed that a Ca2+ ion first binds to EF3, inducing a conformational
transition which in turn facilitates subsequent Ca2+ binding to EF2 (Permyakov
et al., 2000).

This hypothesis of a structural intermediate was supported by a solution NMR
structure (PDB ID 1LA3) (Ames et al., 2002), which has a mutation in the EF2
loop (glutamate 85 replaced with a glutamine), preventing it from Ca2+ binding.
As a consequence, the NMR structure, obtained at a high concentration of Ca2+,
only contains a single Ca2+ ion, which is bound to EF3. The two domains of this
mutant structure (see Fig. 5.3) are rotated similarly to those of the fully Ca2+-
loaded structure (Fig. 4.3); however, the myristoyl moiety is still hidden inside
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5.1. Conformational transition of recoverin and the role of calcium binding

Figure 5.2: Overlaid structures of EF3 without (red) and with calcium (blue).
The Ca2+-free structure comes from PDB ID 1IKU (structure no. 1) (Tanaka
et al., 1995), and the Ca2+-binding structure originates from PDB ID 1JSA (struc-
ture no. 1) (Ames et al., 1997).

the N-terminal domain, which resembles that of Ca2+-free recoverin. Therefore,
this E85Q mutant loaded with a single Ca2+ ion was suggested to represent a
structural intermediate of the transition pathway (Ames et al., 2002).

More recent measurements of 15N NMR relaxation dispersion (Xu et al., 2011)
revealed that recoverin undergoes millisecond conformational dynamics even in
the absence of Ca2+ in the solution. The relaxation dispersion measurements
pointed to the existence of a minor population of structures (> 1 %) distinct
from the T state and coexisting with T even in a Ca2+-free solution. The sig-
nal from this minor species became stronger when a trace amount of Ca2+ was
added, indicating that the species represents an intermediate state (I) along the
myristoyl-switch pathway. This led Xu et al. (2011) to the formulation of a three-
state model involving states T, I, and R (Fig. 5.4). By considering also the re-
sults of previous NMR experiments and Ca2+-binding assays, Xu et al. (2011)
concluded that the most likely transition pathway starts with a conformational
transition from T to I, which is followed by the binding of two Ca2+ ions to I.
Finally, after these two Ca2+-binding events, recoverin loaded with two Ca2+ ions
proceeds from I to R. Thus, the I state, despite being short-lived, forms a crucial
element of the transition pathway, and the knowledge of its structure is critical
for understanding the mechanism of the Ca2+-induced myristoyl switch.

The exact structure of the I state could not be determined from the NMR
measurements owing to its short-lived nature. Nevertheless, the positioning of
residues undergoing chemical exchange (Fig. 5.5) strongly suggests that the T → I
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Chapter 5. Mechanism of the myristoyl switch in recoverin

Figure 5.3: Structure of the E85Q recoverin mutant containing a single Ca2+

ion (Ames et al., 2002).

transition involves some rotation of the two protein domains. On the other hand,
the myristoyl group in the I state still appears to be hidden inside the N-terminal
domain (Xu et al., 2011). Therefore, the I state may be similar to the E85Q
mutant.

The three-state model of Xu et al. (2011) assumes that Ca2+ binding to T, I,
and R only tilts the relative energetics of those states but does not significantly
perturb their structures. This assumption may be over-simplified, and while the
structure of the E85Q mutant may faithfully represent I1, i.e., the intermediate
state containing one Ca2+ ion, it might not necessarily correspond to the I0 state
with no calcium. Here our goal was to shed more light on the conformation of the
I0 state, which is supposed to co-exist in a fast conformational equilibrium with
T0 and which should be the primary target for calcium binding upon an increase
in the cytoplasmic Ca2+ concentration. To this end, we performed direct MD and
REST2 simulations of a semi-open Ca2+-free structure derived from the E85Q
mutant. For a comparison, we first conducted MD simulations of a semi-open
Ca2+-containing state based on the E85Q structure and of the closed Ca2+-free
state structurally characterized by NMR (Tanaka et al., 1995).
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Figure 5.4: A three-state model of the Ca2+-induced myristoyl switch of recov-
erin, involving the closed T state, the intermediate I state, and the open R state.
The superscript indicates the number of Ca2+ ions bound to the respective state.
According to Xu et al. (2011), Ca2+ binding occurs predominantly in I, which
undergoes millisecond exchange with T even at 0% Ca2+ concentration.

Figure 5.5: Residues of recoverin exhibiting relaxation dispersion at 0% Ca2+

concentration (Xu et al., 2011), shown for the closed structure (Tanaka et al.,
1995) (left) and for the semi-open E85Q mutant (Ames et al., 2002) (right).
Relaxation dispersion is indicative of conformational exchange on the millisecond
time scale, and the positioning of the residues suggests that this exchange involves
domain rotation.
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5.2 Simulation approach

We used a solution NMR structure of the E85Q mutant (PDB ID 1LA3, structure
no. 1) (Ames et al., 2002) after a backmutation as a starting point for our simu-
lations of the semi-open state. The additional simulation of the closed Ca2+-free
state was started from a structure obtained from NMR measurements at zero
Ca2+ concentration (PDB ID 1IKU, structure no. 1) (Tanaka et al., 1995). It
should be noted that neither of these NMR structures contained the C-terminal
segment (residues 190–202) as its conformation was not resolved in the NMR
experiments. However, the absence of the C-terminal segment should not have
any substantial impact on the mechanism of the conformational transition since
the Ca2+-induced myristoyl switch was shown experimentally to be functional
even for a C-terminally truncated recoverin construct (Weiergraber et al., 2006).
Therefore, considering the likely disordered state of the C-terminal segment and
the resulting uncertainty in its position and conformation, we decided to omit
it from the present simulations. We placed each of the protein structures in a
cubic box with a size of ∼8.5 nm, and we filled the box with a 150 mm KCl so-
lution containing ∼18,400 water molecules and including additional K+ ions to
neutralize the system. In total, both systems each contained ∼58,000 atoms.

Analogously to some of our recoverin–membrane simulations, we described
the protein with the AMBER ff99SB-ILDN force field (Lindorff-Larsen et al.,
2010) and water molecules with the TIP3P model (Jorgensen et al., 1983). In the
same way as in the recoverin–membrane simulations, we also treated charges of
all K+, Cl−, and Ca2+ ions via the ECC scheme (Leontyev and Stuchebrukhov,
2011; Kohagen et al., 2014b, 2015).

The MD simulations were performed using the GROMACS 5.1.2 package
(Abraham et al., 2015). Newton’s equations of motion were integrated by em-
ploying the leap-frog algorithm (Hockney et al., 1974) with a time step of 2 fs.
The trajectory frames were recorded every 2 ps. A cutoff of 1.2 nm was applied
to short-range electrostatic interactions while long-range electrostatics was calcu-
lated using the particle mesh Ewald method (Darden et al., 1993). Van der Waals
interactions were truncated at 1.2 nm. Covalent bonds containing hydrogen atoms
were constrained by the LINCS algorithm (Hess et al., 1997), and water molecules
were held rigid by the SETTLE algorithm (Miyamoto and Kollman, 1992). The
temperature of the system was maintained at 310 K by the velocity rescaling ther-
mostat with a stochastic term (Bussi et al., 2007), and the Parrinello–Rahman
barostat (Parrinello and Rahman, 1981) was used with a time constant of 10 ps
to keep the system pressure at 1.01 bar. Before the actual production simulations,
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the maximum forces were decreased below 1000 kJ mol nm−1 using the steepest-
descent algorithm, and a sequence of three relaxation runs was performed: (1) a
100 ps simulation with all heavy atoms of the protein restrained and a time step
of 1 fs, (2) a 1 ns run with all heavy atoms of the protein restrained and with a
2 fs time step, and (3) a 25 ns run with restraints placed on the Cα atoms of the
protein backbone and with a 2 fs time step. In all three relaxation steps, the force
constant of the harmonic restraints was 1000 kJ mol nm−2, and the Berendsen
barostat (Berendsen et al., 1984) with a coupling constant of 1 ps was used. The
first 100 ns of the production trajectories were not used for structure analysis.

Apart from the direct MD simulations, we also conducted a REST2 simu-
lation (Wang et al., 2011) of the semi-open state lacking Ca2+, with the EF3
loop (residues 110–121) forming the solute, i.e., the effectively heated part of the
system. The REST2 simulation was performed in the GROMACS 5.1.4 software
(Abraham et al., 2015) patched with the PLUMED 2.3.0 package (Tribello et al.,
2014). The simulation was started from the same structure as the production run
of the Ca2+-binding semi-open state, but with the Ca2+ cation deleted from EF3.
A total of 13 replicas of the system were simulated at 310 K with effective solute
temperatures ranging from 310 K to 900 K (see Table 5.1) and with exchanges of
replicas being attempted every 2 ps. Results were analyzed for the lowest effective
solute temperature, sampling the statistical ensemble of interest. The first 100 ns
of the production trajectory were not used for the analysis.

T0 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12

310 339 370 405 442 483 528 577 631 689 754 824 900

Table 5.1: Solute temperatures [K] used in the REST2 simulation of recoverin.

5.3 MD of semi-open and closed states

Our microsecond trajectories of the semi-open state binding a Ca2+ ion as well
as of the Ca2+-free closed state revealed no dramatic changes in the overall pro-
tein structure. For both states, the root-mean-square deviation (RMSD) of the
Cα backbone atoms from the initial structure stabilized around 0.4 nm (Fig.
5.6). This somewhat higher value may be due to the rather low quality of the
two starting NMR structures, as determined by the wwPDB validation (Berman
et al., 2003), or due to the absence of the last 13 C-terminal residues, which may
have a stabilizing effect on the protein structure. Nevertheless, in both trajec-
tories, recoverin retained its overall conformation, as was also documented by
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a generally good agreement between calculated and experimentally-determined
chemical shifts (see Figs. B.1 and B.2 in Appendix B).

In both simulations, the N-terminal domain, sequestering the myristoyl group,
appeared less stable than the C-terminal domain. In particular, in the semi-open
state, the N-terminal helix A became significantly shorter in the course of the
trajectory as compared to the initial structure and also in comparison to the closed
state (see Fig. 5.7). While this destabilization may have been partly overestimated
by the particular force-field description, the result clearly demonstrates that the
domain rotation lowers the stability of the N-terminus, facilitating the extrusion
of the myristoyl moiety, as predicted by Ames et al. (2002). In addition, within
tens of nanoseconds after the start of the simulation of the semi-open state, the
flexible interdomain linker changed its conformation, becoming more S-shaped.
Similarly, helix D in the closed-state structure became temporarily destabilized
during the initial 100 ns, and it also moved farther away from the C-terminal
domain. Such a motion of helix D and potentially also its partial unfolding may
accompany the rotation of the two domains and allow this helix to avoid clashing
with helix G of the C-domain (see Fig. 5.1).

Not surprisingly, the two simulations also differed in the conformation of the
EF3 loop, which contained a Ca2+ ion in the semi-open state. The presence of the
cation made the EF3 loop significantly more compact, as expressed by the average
radius of gyration of its atoms, which equaled 0.65 nm (standard deviation = 0.02
nm) for the semi-open state and 0.83 nm (standard deviation = 0.04 nm) for the
Ca2+-free state.

To test the effect of Ca2+ on the conformation of the semi-open state, we
repeated the corresponding simulation after deleting the Ca2+ ion from EF3.
We found that the removal of the cation resulted in a restructuring of the EF3
loop, which translated into a conformational change of the whole EF hand, and
ultimately, into a substantial relative rotation of the two protein domains (see
Figs. 5.8 and 5.9). The domain rotation was mediated by the interaction of the
EF2 and EF3 loops, with the more disordered EF3 loop pushing against the
neighboring EF2 loop. Taken together, this MD trajectory indicates that the
conformation of the EF3 loop, altered by the presence or absence of a Ca2+ ion,
has a considerable effect on the overall structure of the intermediate state.
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Figure 5.6: Cα RMSD from the initial structure during a 1 µs trajectory of the
semi-open state loaded with one Ca2+ ion and during a 1 µs trajectory of the
closed state without Ca2+.

Figure 5.7: The N-terminus becomes destabilized owing to the domain rotation.
A comparison of the root-mean-square fluctuations (RMSF) of Cα atoms in a 1 µs
trajectory of the semi-open state binding one Ca2+ ion and in a 1 µs trajectory
of the closed Ca2+-free state of recoverin. RMSF values for all recoverin residues
can be found in Appendix B (Fig. B.3).
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Figure 5.8: Cα RMSD of the semi-open state after removing the Ca2+ ion bound
in EF3. (Top) Cα RMSD calculated for the whole protein after its alignment to
the starting structure, (bottom) Cα RMSD evaluated for the N-terminal domain
(residues 2–91) after an alignment of the C-terminal domain (more specifically,
residues 122–189) to the initial structure.
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Figure 5.9: Effect of Ca2+ removal on the structure of the semi-open state. A
comparison of a recoverin structure at the end of a 1 µs trajectory with a Ca2+ ion
bound in EF3 (left) and at the end of a 600 ns trajectory without Ca2+ (right).
The C-domain residues 122–189 are superimposed for both structures.
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5.4 REST2 simulation of the semi-open state
without calcium

To further explore the allosteric effect of the EF3 loop on the structure of the
protein, we performed a REST2 simulation selectively heating up the atoms of
the EF3 loop with the goal to enhance the sampling of its conformations. The
average transition probabilities during the 560 ns simulation ranged from 0.21 to
0.36 for the neighboring pairs of effective solute temperatures. Importantly, the
lowest effective solute temperature was frequently visited by replica geometries
that had spent portions of their time in the high temperature range (see Fig.
5.10).

Figure 5.10: Occurrence of replicas at the lowest temperature T0.

We found that the absence of a Ca2+ ion from EF3 expanded the structure of
the EF3 loop, as measured by its radius of gyration, which was equal on average to
0.76 nm with a standard deviation of 0.06 nm. Thus, the average radius of gyration
moved toward values typical of the Ca2+-free closed state of the protein (see
Section 5.3). Moreover, without Ca2+, recoverin displayed significantly increased
structural variation as compared to the simulation with Ca2+. This effect was
particularly pronounced in the region of the EF hands 3 and 2, as well as in the
interdomain linker (see Fig. 5.11).

The increased structural variation of the semi-open state lacking Ca2+ was
also reflected by a significantly extended range of relative orientations of the two
protein domains (Fig. 5.12). While some structures resembled those sampled with
a Ca2+ ion bound in EF3, others featured markedly different conformations of
the EF hand 3 and, in turn, different rotations of the two domains (see Fig. 5.13).
This also affected the position and conformation of the EF2 loop, which became
displaced owing to its interactions with the disordered neighboring EF3 loop.
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Figure 5.11: The REST2 simulation shows increased structural variation in
the semi-open state of recoverin without Ca2+. A comparison of the Cα RMSF
values for the lowest temperature of a 560 ns REST2 simulation and for a 1 µs
trajectory of the semi-open state binding one Ca2+ ion. RMSF values for all
recoverin residues can be found in Appendix B (Fig. B.4).

Thus, the present results, in combination with the available NMR data and the
results of Ca2+ binding assays, offer a more detailed picture of the Ca2+-induced
myristoyl switch: Even at low Ca2+ concentrations, recoverin oscillates between
its closed state and a semi-open state. This state, however, is not structurally
uniform, but rather, it exhibits a relatively broad range of domain orientations
and conformations of the EF hands 3 and 2. Calcium binding to EF3 stabilizes a
compact conformation of EF3, thereby making also the relative orientation of the
two protein domains more stable and allowing the adjacent EF2 loop to adopt a
position and conformation favorable to Ca2+ binding. The binding of this second
Ca2+ ion promotes a conformational change in the N-terminal domain which
ultimately leads to an extrusion of the myristoyl moiety from inside the protein.
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Figure 5.12: The absence of Ca2+ from EF3 translates into domain rotation.
Histograms of Cα RMSD in the REST2 simulation without Ca2+ (top) and in
direct MD with Ca2+ (bottom), calculated for the N-terminal domain (residues
2–91) after an alignment of the C-terminal domain (residues 122–189) to the
initial structure.
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Figure 5.13: Without Ca2+ in EF3, the semi-open state of recoverin samples a
broad range of EF3 hand conformations and domain orientations. 2D histograms
showing the correlation between the Cα RMSD of the EF hand 3 (residues 99–132)
from its initial structure and the Cα RMSD of the N-terminal domain (residues
2–91) after an alignment of the C-terminal domain (residues 122–189) to the
initial structure. A comparison of results from the REST2 simulation without
Ca2+ (top) and from direct MD with Ca2+ (bottom).
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5.5 A side note: Description of calcium binding

A full computational characterization of the calcium-induced myristoyl switch
will require further simulations of the transition pathway and calculations of
the associated free energies. Moreover, accurate calculations of the Ca2+ binding
free energies are needed for an evaluation of how conformational changes in the
protein modulate its affinity for Ca2+. This necessitates a faithful description
of the interaction between calcium and the amino acid residues comprising the
EF loops. In particular, a proper description of the interaction of Ca2+ with the
carboxylic groups of aspartate and glutamate is essential since these negatively
charged residues are especially important for the coordination of Ca2+ in the EF
loop.

Being a divalent cation, Ca2+ can strongly polarize surrounding molecules.
This electronic polarization is not explicitly accounted for in classical nonpolariz-
able MD, which can lead to significant overestimation of Ca2+ binding energies.
As a remedy, the ECC scheme was proposed (Leontyev and Stuchebrukhov, 2011).
This approach consists in rescaling ionic charges by the inverse square-root of the
electronic part of the solvent relative permittivity, i.e., by a factor of approxi-
mately 0.75 for water. For a concentrated aqueous solution of calcium chloride,
a comparison of MD simulations with results of neutron scattering experiments
showed that the ECC scheme correctly describes the structure of the solution, in
stark contrast with the full-charge approach (Kohagen et al., 2014b).

We made a similar comparison of MD simulations and neutron scattering
measurements for a 1 molal solution of calcium acetate, serving as a proxy for
examining the interaction of Ca2+ with the carboxylic groups of aspartate and
glutamate. The simulation box contained 81 calcium ions, 162 acetate ions, and
4581 water molecules. We parameterized the acetate anion using the AMBER
ff99 force field (Wang et al., 2000), with partial charges obtained from a RESP
fit (Wang et al., 2000) to the electrostatic potential of an optimized geometry
of acetate. We employed the Hartree-Fock method with the 6-31G* basis set
(Petersson and Allaham, 1991) in the Gaussian 09 program (Frisch et al., 2009)
for geometry optimization as well as for electrostatic potential calculation. The
resulting RESP charges are listed in Table 5.2. Calcium was described using a
parameter set involving the ECC correction (Kohagen et al., 2014b), and, for a
comparison, also using a full-charge parameterization (Oostenbrink et al., 2004).
Finally, water molecules were described with the SPC/E model (Berendsen et al.,
1987). Newton’s equations of motion were integrated using the leap frog algorithm
(Hockney et al., 1974) with a time step of 1 fs. Bonds with hydrogen atoms of
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acetate molecules were held fixed by the LINCS algorithm (Hess et al., 1997),
while the geometries of water molecules were kept rigid using the SETTLE al-
gorithm (Miyamoto and Kollman, 1992). Short-range electrostatic and van der
Waals interactions were truncated at 12 Å, and long-range electrostatic inter-
actions were calculated by employing the particle mesh Ewald method (Darden
et al., 1993). The system was coupled to a velocity rescaling thermostat with a
stochastic term (Bussi et al., 2007), maintaining a constant temperature of 300
K with a coupling constant of 0.5 ps. After initial energy minimization and a 1
ns pre-equilibration run performed in the NpT ensemble with the pressure kept
at 1 bar by the Berendsen barostat (Berendsen et al., 1984), a 100 ns production
run was performed in the same ensemble and with the same reference pressure
utilizing the Parrinello-Rahman barostat (Parrinello and Rahman, 1981). In both
cases, the coupling constant of the barostat was set to 1 ps. The final 25 ns of
the production trajectory were used for structure analysis.

Atom Atom type RESP charge [e] RESP charge (scaled) [e]

C1 C 0.886 0.665
O1 O2 -0.841 -0.631
O2 O2 -0.841 -0.631
C2 CT -0.222 -0.167
H1 HC 0.006 0.005
H2 HC 0.006 0.005
H3 HC 0.006 0.005

Table 5.2: Partial charges on acetate.

The results of the MD simulations were compared with experimental data ob-
tained, with the assistance of the author of this thesis, from neutron diffraction
with hydrogen/deuterium isotopic substitution. Briefly, scattering patterns were
measured for a total of four structurally-identical 1 molal calcium acetate solu-
tions: Ca(CH3COO)2 in H2O, Ca(CD3COO)2 in H2O, Ca(CH3COO)2 in D2O,
and Ca(CD3COO)2 in D2O. By subtracting first the scattering patterns for each
pair of solutions sharing the same solvent and then calculating the difference of
the two results, a second-order difference ∆∆S(Q) was obtained. This second-
order difference contains information on the correlation between hydrogen atoms
of methyl groups and exchangeable hydrogen atoms of water molecules. Since
the structure of water around an acetate anion is affected by the presence or
absence of Ca2+, ∆∆S(Q) can sensitively report on ion pairing. When Fourier-
transformed to real space as ∆∆G(r), the second-order difference is proportional
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to the pair correlation function gHsubHex(r) of exchangeable and non-exchangeable
hydrogen atoms (i.e., those in water molecules versus those in methyl groups) as
(Neilson et al., 2001)

∆∆G(r) = 43.17 gHsubHex(r) (5.1)

In this way, experimental data from neutron scattering measurements can be
directly compared with results obtained from MD simulations.

Essentially, our comparison of MD simulations with neutron scattering data
revealed that a good agreement with experiments is only obtained upon scaling
charges of both Ca2+ and the acetate anion. Regardless of whether the charge
on Ca2+ was scaled or not, our simulations with full charges on acetate showed
strong clustering of ion pairs, which was not observed in experiments (Fig. 5.14).
Only when the ECC correction was applied to both Ca2+ and acetate did the
pair correlation function gHsubHex(r) match the experimental result (Fig. 5.14).

This finding has important consequences for the modeling of interactions be-
tween Ca2+ and negatively charged amino acid residues. It indicates that, in order
to correctly describe the strength of Ca2+ binding, the partial charges should be
rescaled not only on Ca2+ but also on every charged amino acid residue. This
is particularly relevant to future simulations of Ca2+ binding to EF hands of
recoverin and other neuronal calcium sensors.

Figure 5.14: Scaling of charges on both Ca2+ and acetate is required to cor-
rectly reproduce structural data from neutron scattering measurements. Repre-
sentative snapshots from MD trajectories of a 1 molal aqueous solution of calcium
acetate (top) and a comparison of experimentally-measured second-order differ-
ences (black curves) with those calculated from MD (red curves) (bottom).
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Further results

In the remaining part, we touch on two topics intrinsically connected with plasma
membranes of (not only) mammalian cells: cholesterol and transmembrane volt-
age. We introduce simulations of cholesterol uptake by high-density lipoprotein
(HDL) particles, described in paper III, as well as a comparison between two
commonly used methods of modeling transmembrane voltage in MD simulations,
being the subject of a detailed analysis in paper IV.

6.1 Cholesterol oxidation and HDL particles

Cholesterol is an essential constituent of mammalian plasma membranes, forming
about 25–40 mol % of their lipid content (Ikonen, 2008). The presence of chole-
sterol modulates the fluidity and phase behavior of the plasma membrane, also
making it more mechanically resistant and less permeable to small solutes (Róg
et al., 2009). Moreover, cholesterol participates in the formation of lipid nan-
odomains (Simons and Sampaio, 2011) and regulates the function of numerous
membrane proteins (Epand, 2006).

The amount of cholesterol in cells is regulated. Excess cholesterol is collected
from plasma membranes by HDL particles, transporting it through bloodstream
to the liver, where it is excreted or further metabolized. Mature HDL particles
have about 9–11 nm in diameter and comprise an amphipathic phospholipid en-
velope surrounding a dense hydrophobic core which is rich in cholesteryl esters
and triglycerides (Huang et al., 2011). The shape of the HDL particle is main-
tained by a cage-like structure formed by apolipoproteins, such as the apoA-I
apolipoprotein. By removing cholesterol and other fats from macrophage cells in
artery walls, HDL particles decrease accumulation of atherosclerosis, associated
with the risk of cardiovascular disease (Rye et al., 2009).

Cholesterol is susceptible to oxidation, occurring in vivo via enzymatic reac-
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Figure 6.1: Sterols investigated in this study.

Figure 6.2: HDL particle simulated in this study.

tions or due to reactive oxygen species. Cholesterol oxidation affects the properties
of lipid membranes and is linked to pathological conditions, such as chronic in-
flammation, cancer, or various neurodegenerative diseases (Kulig et al., 2015). No-
tably, increased levels of oxidized cholesterol are found in atherosclerotic plaques
(Brown and W, 1999). In addition, products of cholesterol oxidation participate
in cellular signaling (Schroepfer, 2000).

In paper III we investigated how cholesterol oxidation affects its uptake into
HDL particles. For this purpose, we calculated free-energy profiles associated with
the embedding of cholesterol and one of its commonly occurring oxidized analogs
(7-ketocholesterol, see Fig. 6.1) into a model HDL particle. The HDL particle
consisted of 133 POPC molecules, forming the surface phospholipid monolayer,
106 cholesteryl oleate molecules, comprising the hydrophobic core of the particle,
and four apoA-I apolipoprotein chains in a twisted cage-like arrangement on the
surface (see Fig. 6.2).

Initial umbrella sampling simulations along the center-of-mass distance from
the center of the HDL particle revealed slow convergence of the free-energy pro-
files. Therefore, to accelerate sampling of orthogonal degrees of freedom and thus
improve convergence, we employed the REUS method (see Section 2.8), coupling
neighboring umbrella windows via random exchanges of geometries governed by
the Metropolis criterion (2.26). To this end, we implemented the REUS algorithm
in a customized version of the GROMACS 4.6.5 software (Hess et al., 2008).
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For both cholesterol and 7-ketocholesterol, the use of the REUS method al-
lowed us to achieve converged values of the free energy difference associated
with moving the solute from water to the inside of the HDL particle. We found
that these free-energy differences are similar irrespective of cholesterol oxidation,
equaling −17 kcal mol−1 for cholesterol and −14 kcal mol−1 for 7-ketocholesterol.
Moreover, we discovered that both unoxidized and oxidized cholesterol exhibit a
preferential position in the phospholipid monolayer near the particle surface.

Our results indicate that cholesterol oxidation does not prevent its uptake into
HDL particles. Therefore, if there is a difference between the efflux of cholesterol
and 7-ketocholesterol from cells, it must be due to an additional selective mech-
anism. Moreover, our results suggest that since 7-ketocholesterol is preferentially
located on the surface of the HDL particle, it can participate in signaling while
carried by the HDL.

6.2 Modeling of transmembrane voltage

Most living cells maintain a difference in the electrostatic potential across their
plasma membranes. This transmembrane voltage, ranging typically between −10
and −100 mV, arises mainly from differences in concentrations of ionic species
such as K+, Na+, and Cl− between the inside and the outside of a cell. Changes
in the transmembrane voltage in neurons form the basis of brain activity, and
transmembrane voltage also plays a role in the membrane transport of ions and
various metabolites (Alberts et al., 2002).

An accurate representation of the transmembrane voltage is critical in MD
simulations of diverse membrane-related molecules, such as voltage-gated ion
channels (Delemotte et al., 2015) and fluorescent voltage indicators (Han et al.,
2014), as well as in computational studies of membrane electroporation (Böck-
mann et al., 2008). Currently, two methods of transmembrane voltage modeling
are used in MD simulations: the ion imbalance method (Sachs et al., 2004; Dele-
motte et al., 2008) and the constant electric field approach (Roux, 1997; Tieleman
et al., 2001; Roux, 2008). The former method employs two disconnected compart-
ments with different ion concentrations, giving rise to a voltage drop across a lipid
bilayer placed in-between the two compartments. The latter method consists in
applying a homogeneous external electric field parallel with the membrane nor-
mal to all charges of the system. While the former approach mimics more closely
the actual situation in the cell, it has some practical disadvantages, such as the
need for two separated bulk solutions and the inability to fine-tune the value of
the transmembrane voltage in the size-limited in-silico system.
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Chapter 6. Further results

In paper IV, we conducted a benchmark study of the two methods of trans-
membrane voltage modeling to assess potential differences between them. The
MD simulations used a double-bilayer setup, with two POPC bilayers being im-
mersed in a NaCl or KCl salt solution. We monitored quantities such as the trans-
membrane potential, the electric field intensity, and the charge density across the
simulation box. Furthermore, we examined effects of the transmembrane voltage
on ionic densities as well as on the ordering of water and lipid head group dipoles.
Overall, we found that, within the statistical error, the two methods yielded in-
distinguishable results in terms of all the observed quantities. This allowed us to
conclude that both methods are equivalent, at least for systems containing the
same monovalent ionic species on both sides of the membrane.
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Chapter 7

Conclusion

This thesis deals with computational modeling of molecules associated with bio-
logical membranes. From the enormous variety of natural and synthetic molecu-
lar species binding to membranes of living cells, we chose to focus primarily on
two categories of "sensor" molecules: membrane-embedded synthetic fluorescent
probes and peripherally associated calcium-sensing proteins. By making use of
the detailed spatial and temporal resolution provided by molecular simulations,
we aimed at elucidating important characteristics of these molecules in the mem-
brane environment. Such atomistic insights are essential for the development of
new experimental approaches such as the 2PPM technique as well as for acquiring
a detailed mechanistic understanding of physiological processes in living cells.

In the first part of this thesis, we presented MD simulations and TD-DFT cal-
culations of membrane fluorescent probes performed in concert with fluorescence
microscopy experiments. Our goal was to independently verify by computational
means that FDLD measurements can provide accurate information on the orien-
tational distributions of fluorescent molecules associated with membranes. Such
a comparison between simulations and experiments was already the focus of our
previous work (Timr, 2013; Timr et al., 2014), which, however, was limited to a
single fluorescent probe and which used simplified assumptions on the behavior
of the 2P absorption cross section. Here we extended the comparison to another
structurally different fluorescent probe, and, importantly, we analyzed in detail
the anisotropy of 2P absorption for ensembles of geometries sampled in MD tra-
jectories. For both fluorescent probes, this analysis revealed a tendency of the 2P
absorption cross section to exhibit a directional behavior, allowing for a simplified
vectorial description using the TDM vector. The validity of this approximation
was further supported by a good agreement between computationally-determined
orientational distributions and the results of our analysis of FDLD data, which
were measured on GUVs labeled with the two fluorescent probes. Altogether, our
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results point to a broad applicability of the vectorial description of 2P absorption
cross section, which leads to a simplified analysis of experimental data and allows
for interpreting FDLD measurements in terms of molecular orientations. Thus,
our findings make an important contribution toward turning the 2PPM technique
into a tool of structural biology.

In the second part of this thesis, we investigated the mechanism of reversible
membrane binding of recoverin, a protein which belongs to the family of neuronal
calcium sensors and which possesses a calcium-induced myristoyl switch. Our MD
simulations allowed us to observe the process of a spontaneous membrane inser-
tion of the myristoyl moiety. This enabled us to confirm the role of the myristoyl
group as a membrane anchor penetrating into the hydrophobic core of the mem-
brane, as was suggested previously by measurements of membrane binding affini-
ties and NMR order parameters. At the same time, the simulations pointed to
an inherent tendency of the hydrophobic myristoyl moiety to minimize its expo-
sure to the aqueous environment and to move back in-between hydrophobic side
chains of recoverin. This indicates that even in the calcium-loaded open state of
recoverin, the myristoyl anchor is not permanently available for membrane bind-
ing. We showed that the exposure of the myristoyl group and, therefore, also its
ability to anchor recoverin to the membrane, is preconditioned by sufficient sta-
bility of the N-terminal domain. We propose that the stability of this domain may
be enhanced by binding of rhodopsin kinase and/or possibly by the disordered
C-terminal segment of recoverin, which may also transiently fill the binding site.
Furthermore, we examined the role of electrostatics in the membrane binding of
recoverin. We demonstrated that while the electrostatic interactions of positively
charged protein residues with negatively charged lipids are alone not sufficient to
keep recoverin stably attached to the membrane, they promote such orientations
of the protein that are compatible with its physiological function.

Apart from the process of membrane binding and the subsequent orientation of
recoverin on the membrane, we also examined the mechanism of calcium-induced
myristoyl extrusion, preceding the membrane association. Previous NMR experi-
ments revealed the existence of an intermediate state along the transition pathway
from the closed myristoyl-sequestering state to the open myristoyl-exposing state.
Moreover, the intermediate state was suggested to be the most likely target of
calcium binding. To look into a possible conformation of this hidden intermedi-
ate state and to evaluate how the conformation is altered by calcium binding,
we performed direct MD and REST2 simulations relying on the experimentally
supported assumption that the intermediate state is structurally similar to the
known structure of the E85Q recoverin mutant. Our results indicate that without
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Ca2+, the intermediate state exhibits a relatively broad range of conformations
and domain orientations. Ca2+ binding to the EF hand 3 then stabilizes con-
formations similar to the structure of the E85Q mutant, which are expected to
be more susceptible to binding of another Ca2+ to the EF hand 2, ultimately
inducing myristoyl extrusion. We note that a full computational characterization
of the calcium-induced myristoyl switch will require further extensive simulations
and a careful evaluation of Ca2+ binding affinities for different conformations of
recoverin along the transition path. To this end, we presented our results on the in-
teraction between Ca2+ and carboxyl groups, with MD simulations benchmarked
against neutron scattering experiments. We found that an accurate description of
this interaction requires inclusion of electronic polarization effects via rescaling
the charges on both Ca2+ and the carboxyl group in line with the ECC approach
(Leontyev and Stuchebrukhov, 2011; Kohagen et al., 2014b, 2015).

In addition, our work contributed to clarifying the effect of cholesterol oxida-
tion on its uptake into HDL particles. REUS simulations, the algorithm for which
we implemented in a customized version of the GROMACS software, revealed
that both cholesterol and the oxidized 7-ketocholesterol are readily absorbed by
HDL particles and tend to be positioned near their surfaces, which may have
implications for the participation of 7-ketocholesterol in signaling. Finally, we
also contributed to a computational study comparing two common ways of rep-
resenting transmembrane voltage in MD simulations: the ion imbalance method
and the constant electric field method. We arrived at the conclusion that both
methods provide essentially identical results in terms of all quantities analyzed
in the study.

Taken together, the selected membrane-related topics investigated in this the-
sis illustrate the extraordinary diversity of molecules and processes which can be
associated with biological membranes. Importantly, the work presented in this
thesis demonstrates that classical MD simulations, potentially coupled with ab
initio electronic structure calculations, have the ability to elucidate atomistic de-
tails of various membrane-related processes and that in this way simulations can
also assist in the development of new experimental techniques.
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Appendix A

Structural interpretation of
FDLD data

To derive quantitative information on the orientations of membrane-bound flu-
orescent probes from measurement of the dichroic ratio (3.1), we employed a
geometrical model presented in this appendix. This model assumes that the ab-
sorption anisotropy of the fluorescent probe can be described with a single vector
(see Section 3.2), here denoted as µ. The local orientation of µ with respect to
the membrane surface is expressed in terms of two angles: the tilt angle α of µ

relative to the bilayer normal and the angle ρ, corresponding to the rotation of
the µ around the bilayer normal. The direction of the bilayer normal with respect
to a reference coordinate system is given by angles θ and ϕ. The definition of the
set of angles is illustrated in Figure A.1.

The direction of the vector µ can be expressed in the reference coordinate
system as

µ(α, ρ, θ, ϕ) = R3 (θ) R2(−ϕ) R1(ρ) R2(−α)

⎛⎜⎜⎜⎜⎝
1

0

0

⎞⎟⎟⎟⎟⎠ (A.1)

where R1(τ), R2(τ), and R3(τ) are rotation matrices defined as

R1(τ) =

⎛⎜⎜⎜⎜⎝
1 0 0

0 cos τ − sin τ

0 sin τ cos τ

⎞⎟⎟⎟⎟⎠, R2(τ) =

⎛⎜⎜⎜⎜⎝
cos τ 0 sin τ

0 1 0

− sin τ 0 cos τ

⎞⎟⎟⎟⎟⎠ , (A.2)
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Figure A.1: Geometrical model of the TDM orientation of a fluorescent probe
embedded in a membrane (Timr et al., 2014).

and

R3(τ) =

⎛⎜⎜⎜⎜⎝
cos τ − sin τ 0

sin τ cos τ 0

0 0 1

⎞⎟⎟⎟⎟⎠ (A.3)

We assume that µ adopts a whole range of the angles α, characterized by a
distribution F (α) of the tilts relative to the membrane normal. At the same time,
rotation around the membrane normal can be regarded as isotropic; therefore,
we can integrate over ρ. Upon illumination with light linearly polarized in the
direction e, the expected fluorescence intensity in the case of 1P absorption is
given by

I1P
e (θ, ϕ) = I0

2π

∫ 2π

0
dρ
∫ π/2

0
dα F (α) (µ(α, ρ, θ, ϕ) · e)2 (A.4)

In the case of 2P absorption, the predicted fluorescence intensity is equal to

I2P
e (θ, ϕ) = I ′

0
2π

∫ 2π

0
dρ
∫ π/2

0
dα F (α) (µ(α, ρ, θ, ϕ) · e)4 (A.5)

Since cells or GUVs are typically imaged with the focal plane of the objective
set close to their equatorial planes, we can assume ϕ to be equal to zero, which
greatly simplifies the resulting formulas.

Let us orient the reference coordinate system in such a way that the z axis
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points in the direction of the excitation laser beam, while the x and y axes are
aligned with the two directions of light polarization used for FDLD measure-
ments. The x axis is identified with the polarization that appears horizontal in
GUV images and the y axis with that appearing vertical. Furthermore, let ⟨g(α)⟩
represent the expectation value of a function g(α),

⟨g(α)⟩ =
∫ π/2

0
dα F (α) g(α) (A.6)

By evaluating (A.4), we obtain formulas for the intensities of fluorescence excited
with horizontally and vertically polarized light in the case of 1P absorption:

I1P
h (θ) = I0

(
⟨cos2 α⟩ cos2 θ + 1

2⟨sin2 α⟩ sin2 θ
)

(A.7)

I1P
v (θ) = I0

(
⟨cos2 α⟩ sin2 θ + 1

2⟨sin2 α⟩ cos2 θ
)

(A.8)

Similarly, for 2P absorption we obtain from (A.5):

I2P
h (θ) = I ′

0

(
⟨cos4 α⟩ cos4 θ + 3

16⟨sin2 2α⟩ sin2 2θ + 3
8⟨sin4 α⟩ sin4 θ

)
(A.9)

I2P
v (θ) = I ′

0

(
⟨cos4 α⟩ sin4 θ + 3

16⟨sin2 2α⟩ sin2 2θ + 3
8⟨sin4 α⟩ cos4 θ

)
(A.10)

The ratio of (A.7) and (A.8) and the ratio of (A.9) and (A.10) represent a pre-
diction of the dichroic ratio r for 1P and 2P absorption, respectively, at a spot
along the membrane where the bilayer normal is oriented at an angle θ relative
to the horizontal polarization.

The formulas (A.7)–(A.10) contain only two independent parameters deter-
mining how the 1P or 2P dichroic ratio r depends on θ, namely, ⟨cos2 α⟩ and
⟨cos4 α⟩. The remaining expectation values in (A.7)–(A.10) can be written as a
combination of these two parameters. The values of ⟨cos2 α⟩ and ⟨cos4 α⟩ can be
obtained by fitting the experimentally-determined dependence of r on θ with a
theoretical prediction based on (A.7)–(A.10). Thus, ⟨cos2 α⟩ and ⟨cos4 α⟩ present
the actual information on the distribution function F (α) that can be obtained
from a combination of 1P and 2P FDLD measurements.

The orientational distribution of α can be derived from the knowledge of the
expectation values ⟨cos2 α⟩ and ⟨cos4 α⟩ providing that a functional form of the
distribution function is assumed. The distribution function F (α) can be written
as

F (α) = sin α f(α) (A.11)

where the sin α term reflects the changing density of states with changing α, and
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f(α) is a function satisfying a normalization condition

1 =
∫ π/2

0
dα sin α f(α) (A.12)

In addition, we require that f(α) = f(π − α) for all α in (0, π) since it is not
possible to distinguish between α and π − α on the basis of optical experiments.

The first approximation to the actual f(α) is a Gaussian function with a
peak at α0 and a width determined by σ, modified to comply with the symmetry
condition:

f(α) ≈ fGauss(α) = A

[
exp

(
−(α − α0)2

2σ2

)
+ exp

(
−(π − α − α0)2

2σ2

)]
(A.13)

where A is a normalization factor.
Another approximation of f(α) relies on a truncated expansion of f(α) in the

basis of Legendre polynomials. The function f(α) can be expanded on (0, π) as
(Castanho et al., 2003; Fraňová et al., 2010)

f(α) =
∞∑

L=0

1
2(2L + 1)⟨PL⟩PL(cos α) (A.14)

where
⟨PL⟩ =

∫ π

0
dα sin α f(α) PL(cos α) (A.15)

Legendre polynomials are defined as (Reed and Simon, 1979)

PL(x) = 1
L!

(
d
dt

)L

(1 − 2xt + t2)−1/2
⏐⏐⏐⏐
t=0

(A.16)

and satisfy for all non-negative integers L and M (Reed and Simon, 1979)
∫ 1

−1
dx PL(x) PM(x) = 2

2L + 1δLM (A.17)

As a consequence of the requirement that f(α) = f(π − α) for all α in (0, π),
all terms with an odd L vanish from (A.14), and the integration domain can be
restricted to (0, π/2). After the restriction of the integration domain in (A.15) to
(0, π/2), i.e.,

⟨PL⟩ =
∫ π/2

0
dα sin α f(α) PL(cos α) (A.18)

(A.14) becomes

f(α) =
∞∑

L=0; L even
(2L + 1)⟨PL⟩PL(cos α) (A.19)
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The first term in (A.19) is trivial since P0(cos α) is identically equal to 1, and
⟨P0⟩ = 1 because of the normalization condition (A.12). The second and the third
term can be obtained from 1P and 2P FDLD measurements as ⟨P2⟩ and ⟨P4⟩ can
be expressed using ⟨cos2 α⟩ and ⟨cos4 α⟩,

⟨P2⟩ = 1
2
(
3⟨cos2 α⟩ − 1

)
(A.20)

⟨P4⟩ = 1
8
(
35⟨cos4 α⟩ − 30⟨cos2 α⟩ + 3

)
(A.21)

Therefore, the combination of 1P and 2P LD experiments provides an estimate of
the actual f(α) based on the first three terms of the Legendre expansion (A.19),

f(α) ≈ fLeg(α) = 1 + 5 ⟨P2⟩ P2(cos α) + 9 ⟨P4⟩ P4(cos α) (A.22)

Yet another approach (Castanho et al., 2003) searches f(α) as a function
fS(α) which maximizes the entropy functional

S(fS(α)) =
∫ π/2

0
dα sin α fS(α) ln fS(α) (A.23)

and, at the same time, satisfies the following constraints:

⟨P2⟩ =
∫ π/2

0
dα sin α fS(α) P2(cos α) (A.24)

⟨P4⟩ =
∫ π/2

0
dα sin α fS(α) P4(cos α) (A.25)

This problem can be solved by using the technique of Lagrange multipliers with
a result

fS(α) = exp(λ2P2(cos α) + λ4P4(cos α))∫ π/2
0 dα sin α exp(λ2P2(cos α) + λ4P4(cos α))

(A.26)

Here, λ2 and λ4 are Lagrange multipliers associated with ⟨P2⟩ and ⟨P4⟩, respec-
tively. They are calculated by substituting (A.26) into (A.24) and (A.25) and
solving the resulting system of two nonlinear equations.

Finally, an estimate of the orientational distribution can be obtained from an
expansion of the 2P-induced fluorescence intensity into a Fourier series, without
calculating ⟨cos2 α⟩ and ⟨cos4 α⟩, as proposed by Ferrand et al. (2014):

Ih(θ) ∝ 1 + 2S2

3 cos[2(θ − φ2)] + S4

6 cos[4(θ − φ4)] (A.27)

The resulting four parameters S2, S4, φ2, and φ4 can be inserted into a formula
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for the estimate of f(α):

f(α) = A [1 + S2 cos[2(θ − φ2)] + S4 cos[4(θ − φ4)]] (A.28)

where A is a normalization constant.
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Figure B.1: Secondary chemical shifts of the Ca2+-free closed state of recoverin:
A comparison between the simulation and the experiment. The predicted values
of Cα, Cβ, and C atom 13C chemical shifts were calculated using the SHIFTX
program (Neal et al., 2003) from 1000 snapshots extracted from a 1 µs trajectory.
The experimental data come from (Tanaka et al., 1998). All chemical shifts are
expressed relative to random coil chemical shifts calculated using an online script
(Maltsev, 2017) for the amino acid sequence of recoverin at a temperature of
37 ◦C and at pH = 7.
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Figure B.2: Secondary chemical shifts of a semi-open state of recoverin binding
a single Ca2+ ion: A comparison between the simulation and the experiment. The
predicted values of Cα, Cβ, and C atom 13C chemical shifts were calculated using
the SHIFTX program (Neal et al., 2003) from 1000 snapshots extracted from a
1 µs trajectory (see Section 5.3). The experimental data were measured for the
E85Q recoverin mutant (Ames et al., 2002). All chemical shifts are expressed
relative to random coil chemical shifts calculated using an online script (Maltsev,
2017) for the amino acid sequence of recoverin at a temperature of 37 ◦C and at
pH = 7.
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Figure B.3: A comparison of the Cα RMSF values calculated from a 1 µs tra-
jectory of the closed Ca2+-free state of recoverin and from a 1 µs trajectory of a
semi-open state binding one Ca2+ ion (see Section 5.3). The initial 100 ns of each
trajectory were not used for the analysis.
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Figure B.4: A comparison of the Cα RMSF values calculated from a 1 µs tra-
jectory of a semi-open state binding one Ca2+ ion and from a 560 ns REST2
simulation of a semi-open state without Ca2+ (see Sections 5.3 and 5.4). The
initial 100 ns of each trajectory were not used for the analysis.
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