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values gained when solving the given problem with distinct levels of available information
we obtain (expected) value of partial or perfect information.

In this work we present definitions of various information value types and related values
connected with the problem formulation and we derive their properties (nonnegativity,
bounds). In the last part we introduce their summary classification.

Keywords: optimization, stochastic programming, value of information, value of stochas-
tic solution



1. Introduction to mathematical programming

1.1. Introduction

In various real-life situations, we often deal with optimization problems. Their core is to
find a solution which is the best one from a certain point of view (e.g. the cheapest or
the most profitable one), subject to some conditions and constraints. In mathematical
formulation of the problem, these constraints define a so called feasibility set, and the
property we focus on is incorporated in an objective function. There can be more than
one objective function (e.g. our goal can be to maximize profits and minimize ecological
impact) but we will consider just one objective function problems.

The aim of a decision maker is to find a minimum or maximum (or an infimum or
supremum, respectively) of the objective function subject to given constraints, i.e. his
decisions must be feasible.

In practice, we often need to plan our future doing and then the objective function
and/or the feasibility set are to certain extent uncertain. They can be influenced by a
future development of some quantities about which a full information is not available at
the time of making the decision (e.g. development of prices, interest rates or demand). In
optimization, this uncertainty is modelled by use of random variables, most often with a
known probability distribution.

If the decision maker could postpone his decision to a time when the development of
random parameters is already known, or if he was a clairvoyant knowing the future in
advance, his resulting optimal solution could only be better than that made without this
information on future. Therefore, the information on the future random events is of a
certain value for the decision maker. This value could be interpreted as a price which is
to be paid for putting off the decision, for making a research giving this information, or
as a reward for the clairvoyant who reveals the future in advance.

Given problem can also be formulated in many ways, using various approaches. The
formulations can be more or less sophisticated and computationally demanding, and
they usually lead to various results. For any pair of approaches and relating results the
difference between the resulting optimal objective function values expresses how much
it is worth doing to solve the problem using the “better” approach than the other one.
Having this information, the decision maker can judge whether he shall undergo more
computations in order to gain more favourable result or not.

The aim of this work is to precisely define various “types” of the value of information,
to find relationships between them and to derive their estimates and properties for some
specified classes of problems. In the first part, we give a brief introduction to linear and
stochastic programming. Part two is devoted to various information value types in two-
stage programs. Some of them are generalized in the third part, where we also derive
some new information value types specific for multistage problems. All the information
value types are compared and classified in the last fourth part.

1.2. Linear programming

Linear programs are the simplest problems of mathematical programming. We deal with
a problem with a linear! objective function and with a feasibility set bounded by linear

1 We do not distinguish between linear (f(x) = ax) and affine (f(z) = ax + b) functions.
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functions. The problem reads
n
min CiTs;
=

n

s.t. Zaijszbiv i=1,...,m, (1.1)
j=1
[BjZO,jZl,...,n,

where z;, j = 1,...,n are decision variables; for j = 1,...,n, the ¢; represents (fixed
and real) “unit costs” of the decision xj; a;; for i = 1,...,m, j = 1,...,n and b; for
1 =1,...,m are given real constants which provide the constraints.

The problem (1.1) can be equivalently written in the form

min ¢’z (1.2)
x
s.t. Az > b,
x>0,

where ¢ = (c1,...,¢n)", ¢ = (v1,...,2n)", A = (aj5)i=1,..m, b = (b1,...,bp)" and

=1,...n

the inequations Az > b and = > 0 have the sense that] (Azx); = Z?:l ajjrj > b; for
i=1,...,m and z; > 0 for j = 1,...,n, respectively. The upper indices r stand for
transpositions.

Further on, any inequality of the type u > v used for equally-dimensional real vectors u
and v has the sense that u; > v; for all j.

Note, that any minimization problem can be easily reformulated into an equivalent max-
imization problem, since for any objective function z holds mxin z(x) = — mgx(—z(x)). In

this work, we will formulate all problems as the minimization ones.

Mention that we do not consider as a problem whether the constraints in a mathematical
program are of the type Az = b or Az > b, since these two types can be transformed to
each other using so called slack variables. Also, we are not too interested in the problem
of existence of minima we operate with; in this work we assume that all the employed
minima (or maxima) exist, unless stated otherwise.

For the problem (1.2), we can construct a dual problem

max by
Y

s.t. ATy < ¢, (1.3)
y=>0.

In this context, the problem (1.2) is referred to as a primal problem.

The problems (1.2) and (1.3) have some interesting properties that make them a strongly
joint pair.

The linear problems can be generalized into nonlinear ones. In the problem (1.2), the
linear objective function and linear functions providing the constraints are replaced by
nonlinear functions. Some types of dual problems can also be formulated but they are
not of any use in this work.



1.3. Stochastic programming

1.3.1. Random variables

In this paragraph we will remind a definition of random variables and some related defi-
nitions. We will use the most common notions from probability theory and mathematical
statistics without definitions.

Consider an abstract set {2 (a set of elementary events) and a o-field # of its subsets.
If O = R” for a finite k € N, then we always equip  with the o-field generated by RF,
which is the Borel o-field B(R). Consider a probability measure P on (,.%); the triplet
(Q, F, P) is called a probability space.

An Z-measurable function &: (Q, #, P) — R is called a real random vector (a scalar
real random variable for m = 1). The set of realizations of the random vector £ is
E={{(w):weQ} CR™ and it is called the support of the random vector £. It is clear
that P({w : £(w) € Z}) = 1 which we write as “¢ € = almost surely.”

For an arbitrary random variable ¢ and for any Borel set B, there can be constructed its in-
verse image £ "1(B) = {w € Q: £(w) € B} and a probability measure u(B) = P(¢~1(B)).
This measure p is called the induced measure (induced by &).

A probability distribution of any random variable £ is unambiguously defined by &’s
induced measure or by its cumulative distribution function F¢ which is defined as F¢(z) =
P({w € Q: {(w) < x}), or by its probability density, if it exists. In the case of a random
vector £ we often talk about its probability distribution as the joint distribution of its
components (random variables) &1, ..., &mn.

Eaxpectation of a random variable ¢ is defined as E§ = [ £dF (&) = [ &(w)dP(w). For
an extended real-valued random variable § we define E¢ = E[¢4] — E[(—¢)+], where
¢4 (w) = max{0;¢(w)}, and E¢ is not defined in the case that both E[¢4] and E[(—¢)+]
are 4+00. In this work, unless stated otherwise, whenever we operate with expectations
of random variables (e.g. E€) or their transformations (e.g. Emin ¢ g 2(x,§)), we tacitly
assume that the expectations exist and are finite.

Measurable functions &:(Q,.#,P) — R (or into R™) are referred to as extended real
valued random variables (or m-dimensional vectors). In such cases, the values F¢(+00)
and F¢(—o0) are defined as appropriate limits.

In this work, random variables (both scalar and vector) are denoted by letters of the
Greek alphabet, most often by £ and (. Very often we denote by the same symbol ¢ a
particular realization of the random variable £ = ¢(w) and we also often suppress its
explicit dependence on the elementary events w € 2. We then write P({ < x) instead of
P{w € Q:&(w) < x}) and the like.

Consider a space x of all m-dimensional real random vectors defined on a certain prob-
ability space (Q,.Z, P). A probability functional is a mapping F: x — R (where, most
often, m = m). For £ € x the value F(£) depends on the probability distribution of the
random vector £ (but it cannot depend on any realizations of £ since no elementary events
are considered in F(&)). A typical example of a probability functional is an expected value
functional.

1.3.2. Stochastic problems

In stochastic programs both the objective function and the constraints can depend on
some uncertain quantities which are considered as random variables. The decision maker
has to find a minimum (or an infimum) of an objective function z = 2(z, ), where x is an
n-dimensional vector of decision variables, £ is a real random variable defined on a certain
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probability space and having a support =, and z: R" x Z — R, under a condition that
the decision variable = belongs to a feasibility set K () which depends on a particular
realization of £. Now z(z,€) is a random variable as well, so a probability functional F
is applied there such that F[z(x,&)] € R for all = and it does not depend on a particular
realization of £&. The most general form of the stochastic problem is then

min F[z(z,¢)
s.t. € K(§).

Most often, this functional F is the expectation (denoted as E).

There are two basic assumptions that are tacitly supposed to be satisfied in this work,
unless stated otherwise. Firstly, that the distribution of the random variable £ is known
(by the decision maker) in advance. Secondly, that the distribution of the random variable
¢ does not depend on the decision variable . Note that the second condition is much
more realistic than the first one.

1.3.3. Time periods and stages

Real-life problems often require not only one decision, but a decision process, i.e. a se-
quence of decisions made in certain time points (e.g. management of a firm regularly
assesses on a budget, expansion, volume of production etc.).

Consider a division of the overall time interval into several (possibly infinitely many)
time periods, e.g. years. Consider a fixed ¢-th period. At the beginning of this period,
a first stage, so called initial decision for this period, is made (e.g. manager decides
how many warehouses have to be rented for the next year). Then the decision-maker
alternately observes random events and reacts to them in his decisions, under conditions
which are usually related to the initial decision for this period and of course subject to
some other constraints (e.g. manager decides how much goods and of which type has
to be transported into which warehouse to satisfy the demand, fully use the capacity,
minimize transportation costs etc.). This consequent decisions are called the decisions of
the second stage, third stage et cetera. Numbers of stages in particular periods can differ
(e.g. according to the number of working days in the year).

In this work we divide the problems into two basic classes, to two-stage and multistage
problems. In the two-stage problems the decision-maker makes his initial decision x,
then he observes a random event &, and he reacts to it in his second stage decision
y =y(&) = y(z,€). In the multistage programs, the decision-maker makes an initial de-
cision x1, then he observes the first random event &1, then he makes the second-stage
decision x9 = x9(&1) = x2(x1,£1), then he observes £o, makes the third-stage decision
x3 = x3(x1, &1, 9, &2) et cetera up to the last decision zp = zp(21,&1, ..., 27-1,&7—1)-
For a certain class of the two-stage problems, an extensive theory regarding to their
properties, searching for estimates and the related value of information is worked up. It
is more difficult (and sometimes impossible) to work up a similar theory for the multi-
stage programs. We will therefore inquire into two-stage and multistage programs in two
separate chapters, and at the end we will summarize results gained in both of them.



2. Two-stage problems

2.1. Two-stage problems of linear stochastic programming

Two-stage linear programs are one of the most simple types of stochastic problems.
Generally, the problem is to minimize (expected) costs or outcomes. The decision maker
has to decide in two stages. At first he makes first stage decision. It has to be taken
without full information on some (future) random events, which are modelled with help
of random variables represented by a random vector £. The decision maker only knows
the probability distribution of the random variables. This first stage decision is denoted
as . Then the random events happen and full information on them is received, i.e. the
realization of the random variables is observed. Then a second stage decision y = y(z,§)
is done. It can be considered as a correction of x because of &.
In mathematical terms, the problem with linear objective function and linear constraints
reads _

min E¢z(z,§)

(2.1)
st. Arx=5b, x>0

where
2(z,8) =z + Q(x,€) (2.2)
and

Q(x, &) = myin{Q(é)Ty W)y = h(§) = T()x,y = 0}

This formulation will be used many times in this work, usually without repeating the
following specification: The first stage decision x is a real vector, x € R, the second
stage decision y is a function of x and of (the realization of) &, y = y(z, &) € R almost
surely. ¢ is a random vector defined on some probability space (€2, &/, P) with a support
= C R¥. The objective function z: R"” xZ — R as defined in (2.2), unless stated otherwise,
is always supposed to be continuous and convex? in the variable z. The first stage costs
vector ¢ € R is given (non-random), as well as the matrix A € Rl x R” and the vector
b € R in the first stage constraints. Instead of the constraint Ax = b, z > 0, we will
often write z € K for a convex polyhedral set K C R". The second stage costs vector ¢
is a function of &, so it is a random vector and we suppose that ¢(¢) € R™ for all £ € =.
The so called technological matriz T' = T'(§) depends on & as well and for all £ € E we
suppose that T'(§) € R! x R". The matrix T provides the relationship between z and y
(which reacts to z and &). The matrix W = W (€) € R* x R™ is called a recourse matriz.
At last, h = h(&) is an i-component real random vector. Note that the dimensions are
not important, they only have to be such that the multiplication of vectors and matrices
is well defined.

The constraints © > 0, y > 0 have the sense z; > 0 for all j =1,...,n, and y; > 0 for
all j = 1,...,m, respectively.

The second stage objective function Q(z, &) depends on the random variable and so we
have to compute with F[Q(z, )] instead of Q(z,§), where F is a probability functional
such that the result F[Q(z, )] does not depend on the realization of the random variable
¢ (but it depends on its distribution). The most often and perhaps most natural case of
F is the expectation E as in (2.1) but there are many other possibilities.

The function z is not generally convex. Sufficient conditions for convexity of z are given in the next

theorem; they are not too restrictive.



We always suppose that the following assumptions are satisfied:
Assumption 2.1 The two-stage linear problem has an optimal solution.

Assumption 2.2 There exists a constant L such that ¢’z + Q(z,£) > L for all feasible
x and for all possible realizations of &.

To explain the way how the form of the two-stage problem was found, we can imagine
that the decision maker had to solve a problem

min ¢’z
X

st. Az =b, x>0

at first. When its optimal solution z* is determined, the decision maker finds out that
there is another (latent) constraint of the form

which he did not consider before. The decision maker can compensate the difference
T(&)x — h(€) with help of the second stage decision y satisfying the condition

W&y =T(§)z — h(§) as.,

and the price for this correction is ¢(§)"y, which is added to the first stage costs c’z.
Putting this together and adding the expectation, we obtain the problem (2.1).

The kind of problems we have just introduced is called recourse problem.

When the recourse matrix W is non-random, we speak about problem with fized recourse.
When additionally the (vector) equation Wy = u has a nonnegative solution y for every
ue{T(§)x—h():£ €2, Ar =b,x > 0} we speak about relatively complete recourse,
while the situation when the same equation Wy = u has a nonnegative solution y for
all u € R is called complete recourse. The most special situation, the simple recourse, is

characterised by W = (I1| — I3) and y = (Z;) , where for j = 1,2 the [; is an identity
matrix.

Nonlinear two-stage programs represent just a generalization of the linear ones. Again,
there are decisions to be made in the first and in the second stage, without and with
full information on some random events, respectively. The difference is that some of the
objective and recourse function or constraints are no more linear.

Theorem 2.3 Consider the problem (2.1) with complete recourse, such that the set
{z : Az = b,z > 0} is nonempty, expectation of T" and h exists, W and ¢ are non-random
and W’s rank is ¢ (which is number of W’s rows), and {u: WTu < ¢} # 0.

Then the function z : z(x,&) = ¢’z + myin{qu Wy =h(§) —T(&)x,y > 0} is convex in

x for any fixed &.
Proof. See [6]. O

2.1.1. Nonanticipativity

There is a very important feature of recourse problems (or, more generally, of multiperiod
problems): Any decision must not depend on future realizations of the random variable nor
on future decisions. It can depend only on past decisions and past realizations of random
variables, which are already known, i.e., the decisions are functions of past realizations
and past decisions only, since the decision maker cannot anticipate (presume) future
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events. In fact, there is y = y(z,&) but there is not © = x(§). This feature is called
nonanticipativity.
It is also possible to reformulate the problem with explicit constraints on nonanticipativ-

ity. These constraints make the first stage solution independent on random events, i.e.,
to be the same for all kinds of future environment. In this formulation the problem reads

i Esle” T
eim ) Belea() +a(©)y()]

st. Az(§) =bas., x() >0as
W(E(E) = h(E) - T(ale) a. (2:3)
y(€) >0 as.,
Eel2(€)] — 2(€) = 0 as.

or

. E T T
@’xlél)lg(é)) ele’z(§) +q(€)"y(6)]

st. Az(§) =bas., () >0 as.,
W(€)y(€) = h(€) — T(€)a(€) as.
y(€) >0 as.,
z(§) =7 as.,
T eR".

2.1.2. Scenario representation of two-stage stochastic problems

Our situation is usually much simpler if we know that random variables included in the
problem are of discrete distributions. Then we can represent the future development via
scenarios. Each scenario represents one state of world. The resulting environment can
be the same for distinct scenarios but they differ in the history leading to the resulting
state of world. In mathematical terms, we assume that the support = of £ is finite,
E={¢, s=1,...,5}

Stochastic two-stage problem is then

. T + E 7
min {c T 5Q(x f)} (2.4)
st. Ax =0b, x>0,

where EcQ(z,§) = Zle P& =¢%).Q(x,£%) and for all s =1,...,5 it holds

Qr,£7) = min {a(€)y(€")}
55 W(E)y(E7) = h(E”) = T(E),

y(€%) > 0.

Here every scenario £° determinates all components of g, h, T and W, and for every
scenario £° is found an optimal second stage solution y(£*), while the first stage solution
is same for all scenarios.

In most of real-life situations, we are able to replace all continuous random variables by
their reasonable discrete approximations.



2.2. Basic approaches to two-stage stochastic problems

In this section we will deal with linear stochastic problems of the form (2.1). We will define
some quantities connected with the recourse problem and with different approaches of
solving it. We will also define two basic information value types.

2.1.3. Here-and-now problem

We assume there that z which is given in (2.2) is such that E¢z(z, §) exists for all x and
also that the minimum of E¢z(., §) is attained for some x. We can also assume here that

c# 0.

When the decision maker solves the stochastic problem (2.1) (the nonanticipative one),
he finds a so called here-and-now solution. Let us denote this solution as (z*,y*(£)). The
optimal value of the objective function is then

RP = rrzjin Eez(z,§) (2.5)
st. Ax =b, x>0

1.e.,

RP = 2" + E¢[q(&)y*(9)].

2.1.4. Wait-and-see problem

If the decision maker waits until he has full information on the random events (or if he
is a clairvoyant knowing the future in advance) and then he solves a slightly different

problem

WS = E¢ min z(z, ¢
gmin 2(z.8) (2.6)
st. Ar =b,x >0,

he gets so called wait-and-see solution (z(£),#(&)) for all possible realizations of £, and
the true expectation of the optimal objective function value

WS = Eelc"2(£) + q(§)5(8))-

It should be already seen, that the wait-and-see solution is not worse than the recourse
problem solution, because in the wait-and-see solution even the first stage decision is the
best one for each possible realization of £, because x = z(¢).

2.1.5. Expected value problem

Another related problem is called expected value problem. The decision maker replaces
all random variables by their expected values and solves a simpler deterministic linear
program:

BV = min =(r. ) =min {7 + min {a(BS'y W (EQYy = h(5E) ~ T(E€)e. u > 0}
st. Ax =b, x > 0.

Let (2(EE), y(EE)) be an optimal solution of this problem. It is unpleasant that the
random variable ¢ need not attain the value E£ at all, e.g. for £ with an alternative
distribution. Then, Z(E) may not be useful for the initial problem.
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However, we define EEV as expected costs when using 2(E€) as the first stage decision
and a second stage solution which reacts optimally to 2(E¢) and the actual realization of
&:

EEV = Egz(2(E€), €) = B¢ ["#(E¢) + Q(3(E¢), )] . (2.7)

Remark 2.4 We consider the vectors g and h and the matrices W and T as functions of &.
It is clear that in some cases, especially for ¢ discrete, these functions may not be defined
at the point ES. For instance, if £ has a two-point distribution such that P(§ = 0) =

P =1)= % and the vector ¢ = ¢(§) is defined as ¢(0) = (g) ,q(1) = (_01) then

we cannot even guess how ¢(E) = q(%) should be defined. In addition, in practice, it is
debatable whether we need to deal with ¢(E¢) (costs which are realized with probability
0) or with expected costs Eq(§).

To avoid this problem we can consider only random variable £ such that E¢ belongs to
its support, i.e. P(§ = E¢) > 0, and ¢, h, W and T continuous functions. As a very simple
case we can use ¢(§) = £.g for a non-random vector ¢ and a scalar random variable &.

2.1.6. Expected value of perfect information and value of stochastic solution
Definition 2.5 Ezpected value of perfect information for the problem (2.1) is defined as

EVPI = RP — WS, (2.8)

where the quantities RP, WS are defined in (2.5) and (2.6), respectively.

The expected value of perfect information can be seen as costs of uncertainty in the
problem and also as the value of knowing the future in advance. If the costs for waiting
until & is observed or the costs for gaining information on the future development of &
were equal to EVPI (or larger), then there would be no gain from this waiting or from
gaining the information.

Another information value compares the results of the expected value approach and the
approach of recourse problem.
Definition 2.6 Value of stochastic solution for the problem (2.1) is defined as

VSS = EEV — RP, (2.9)

where the quantities EEV | RP are defined in (2.7) and (2.5), respectively.

This value says how much it is worth doing to solve the stochastic recourse problem rather
then the deterministic expected value problem. So VSS is a value of knowing distribution
of future outcomes and utilizing it. Nonnegativity of V.SS will be shown soon.

Note that solving the wait-and-see problem is unreal, but hypothetically computationally
easy, since it is a deterministic problem. The computational demands are low also in the
case of the FV and EEV problems, while solving the here-and-now problem is much
more demanding.

Let us go back to scenario-based problem (2.4) for a while. A related problem for one
particular scenario £° reads

T T y(£°)
st.xe K={xeR": Az =0, z > 0}.

min z(z,{”) =min {ch+ min {q(£°)"y(&7) - W(E)y(&") = h(&®) =T (&")x,y(&°) = 0}}

(2.10)



Denote the first stage optimal solution to the problem (2.10) as #({®) and the optimal
objective function value as z(Z(£%),£%). The wait-and-see value is then

S
WS = B¢ |mip 2(2,6)] = 3 P& =€) (€. €.

s=1

_ S

Formulating the EV problem goes in a similar way: Define £ = > P(§ = £7).£%, the
_ s=1

first stage expected value problem solution z(§) is an optimal solution of the problem

mi}% z(x, ). This optimal solution is used to compute the EEV value:
xe

S
EEV =Eez (2 (£).&) = ) P(E=¢%)2(2(S).£%).

s=1

Values of EVPI and VSS are computed as in (2.8) and (2.9), respectively.

2.2. Basic inequalities

In this section some relations between the FV, FEV, WS and RP values will be derived,
according to [4] and [2]. We will also show that these inequalities lead to very simple
bounds on EVPI. Much more about bounding and estimating EFVPI and VSS can be
found in chapters 2.3.-2.6.

Theorem 2.7 For any two-stage stochastic problem of the form (2.1) and related values
WS and EEV defined in (2.6) and (2.7), respectively, it holds

WS < RP < EEV.

Proof. The proof can be found in [4]. O

In the following theorem, we use a quite strong premise of non-randomness of ¢, 1" and
W. This means that the only variable which is allowed to be random is A and so we could
separate the randomness to the right hand side of the equation delimitating the second
stage feasibility set, and also that the the objective function z is convex in &, which is a
very strong condition.

Theorem 2.8 For any two stage stochastic problem of the form (2.1) with non-random
vector ¢ and non-random matrices 7" and W it holds

EV < WS.

Proof. The proof can be found in [4]. O

Remark 2.9 In our opinion, the claim EV < WS of this theorem is a little unexpected,
since the intuition is that the wait-and-see problem gives the “best” (i.e. the lowest)
optimal objective function value. In our opinion, this discordance with the intuition is
justified by the fact that the assumptions of the theorem define quite a special situation.
It is not difficult to find examples that give evidence that the assumption of fixed vector
q and fixed matrices 7" and W which implies convexity of z in £ cannot be weaken.
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Remark 2.10 If ¢, 7" and W are deterministic, the only stochastic variable is h = h(§)
and we can write h = h(§) = £. Hence, the problem reads

RP = min {ch + E min {qu Wy=¢6—-Tx, y> 0}}
T Y
st. Ar =b, x>0
which is equivalent to
RP = min {CTI + E min qu}
€ Y
st. Ax =b, x >0, (2.11)
y € K(x,§) Va, ¢,
where K(z,&) ={y: Wy=¢ —Tz, y> 0}.
Assume now, moreover, that W is square and regular, i.e. that the inversion WL exists.
Then we have
y=y(@, =W -Te) =W e -W Tz (2.12)
which is an explicit and unambiguous dependence of y on x and . This means that only
one y satisfying (2.12) exists for a given first stage decision = and realization ¢ € Z. If

this y is nonnegative then the set K (x,&) is a singleton; otherwise, it is an empty set. We

can therefore omit the “min” in the objective function of (2.11).
Y

Thus, assuming that W1 exists the problem (2.11) can be written in the form

RP = mxin cr + [qTW_lEf — W lTz (2.13)
st. Ar =b, x >0,
Wl —Tz)>0ve e (2.14)

The constraint (2.14) implies that W ~Y(E¢ — T'z) > 0 (but the reverse implication does
not hold). This further implies that for all z and & holds K (z,{) C K(z,Ef). Keeping in
mind that the form (2.13) of the objective function is the same for the recourse problem
and for the expected value problem, we obtain that RP > EV. When K (z,¢) = K(z, Ef)
for all x and for all £ € = then RP = EV and so RP = WS = EV according to the
theorem 2.8. The other situation K (z,¢) C K(x, E€) for some x would mean that K (z, ¢)
is empty for this z and for a certain £ € = (since K(z,E¢) is a singleton or an empty
set) which would mean that there exists a pair z, ¢ satisfying Ar = b,z > 0 and £ € =
such that there does not exists any feasible second stage solution y(x,&) corresponding
to this pair. This is impossible to happen in the case of a relatively complete recourse.
Therefore, for a two-stage stochastic problem with non-random ¢,7" and W such that
W~ exists and with relatively complete recourse it holds K (z, &) = K (z, E) Vz, € and
so RP= WS =EV.

Theorem 2.11 For the problem (2.1) with non-random ¢, ¢, T and W holds
EV < WS < RP < EEV.

and so
EFVPI = RP—- WS <RP-FEV (2.15)

Proof. This follows immediately from theorems 2.7 and 2.8. U
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Remark 2.12 We can mention another approach leading to the same upper bound on

EVPI as in the equation (2.15). Let’s have RP = mxin E¢z(z,§) and WS = E¢ mxin 2(x,€)

subject to usual constraints, and suppose that z is convex in x and £. Now we define

(&) = min z(z, §) and suppose that this minimum exists for all £ € =Z. Then ¥ is convex
€T

(by Iglehart’s lemma) and we have for any point £ 0 from 1’s domain that
Emin 2(z, £) > min 2(z, &%) + V(¢?)(EE - &)

where the symbol V stands for a gradient (if it exists) or a subgradient. Then

EVPI = H}Ein Ez(z, &) — mein z(z, €)

: : 0 O\T 0 0, = (2.16)
< min Bz(, ) — (min 2(z, %) + Vo (€0) (B - €)) v € 2.
This upper bound on EVPI can be constructed for all possible & 0 and a natural question
is, for which €0 this bound is the tightest. As is shown in [2], the best possible bound of
the type (2.16) is obtained by choosing £0 = E¢.

If we set €0 = E¢ in the equation (2.16), we obtain

EVPI < mxin Ez(z,§) — mxin z(z,E¢) = RP — EV. (2.17)

We now denote z(£9) = argmin z(z, £9). Then for any £° we have mgn Ez(z, &) <Ez(x(£9),€)
T

and combining this with the inequality (2.17), we obtain
EVPI < Ez(x(€%), €) — min z(z, E€),
X

which is a bound on EVPI that is quite easy to evaluate.

Theorem 2.13 For any stochastic program of the form (2.1) it holds
(a) EVPI > 0 and VSS > 0.
(b) If the vectors ¢, ¢ and the matrices T, W are fixed, then EVPI < EEV — EV and

VS8S < EEV — EV.
Proof. It is an easy consequence of theorems 2.7 and 2.8. ([l

Remark 2.14 Part (a) of this theorem ensures us that it is worth doing to ask a clair-
voyant about future or postpone making our decisions until realization of ¢ is observed,
and also to solve the stochastic program rather than its deterministic expected value
simplification.

Remark 2.15 Theorem 2.13 allows us to bound EVPI and VSS by EEV — EV which
can be easily computed (without solving the stochastic problem). We can also see that if
EEV = EV then VSS = EVPI = 0. A sufficient (but quite extreme) condition for this
to happen is that the optimal wait-and-see solution #({) does not depend on . It means
that the optimal solution does not react to the realization of ¢ and so it is redundant
to solve the recourse problem — solving the problem for one fixed £ from the support is
enough.

No inequalities hold in general between EVPI and VSS, i.e. it is not true generally that
EVPI < VSS or vice versa, as could be proven via counterexamples. Some examples
illustrating a situation where FVPI = 0 and VS§S > 0, and vice versa, can be found in
[4], page 142.
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It could also seem that both VSS and EVPI are the larger, the more “randomness” is
in the problem, and the “randomness” is naturally represented by the variance var¢.
Sometimes it is true and sometimes not. For examples, see [4], pages 144-145.

2.3. Bounds on the value of information

We will introduce some interesting bounds on the values of information, as well as some
new types of the value of information. They are based on convexity of the objective
function z and on the Jensen’s inequality. We follow the results presented in [10] and [11]
and we add some new results and proofs as well.

2.3.1. Information structures
Consider a stochastic problem
min Egz(z,€)
z ¢ (2.18)
s.t.x € K,

—

where K C R" is a convex polyhedral set, £:2 — Z C R is a scalar random variable
with known probability distribution and a support =. Denote as F'(£) the cumulative
distribution function of £&. The function z: K x = — R is convex in x and ¢ and the value
z(z, €) has the meaning of net costs of the decision maker when he applies his decision
and the random variable is observed to be £. Recourse, if any, is included in z(z,§).
Let us denote

Ip = min E¢z(z,§) = RP

an optimal objective function value of the recourse problem; the subscript n stands for
“no information.” Similarly,

Zp = E¢ mi &) = WS

p = g mimz (x,€)

will be the optimal objective function value under perfect information, and we define
EVPI = Zy, — Zy.

Definition 2.16 7 is an information structure, if it consists of a discrete set Y = {y;,i € I'}
of signal values of a discrete signal random variable y such that when y; € Y is observed
then F'(§) changes to F'(¢|y;), and defining a partition of = into pairly disjoint nonempty
subsets E;, i € I covering =, such that P(§ € E;ly = y;) = 1.

Definition 2.17 Information structure 772 is finer then n! if the partition generated by
772 is finer then that generated by 771, i.e., for every subset Elz from the partition of =

—_
—

related to n? there exists a subset u} from the partition of = related to n! such that

=2 - =l
=S =

If an information structure 7 is available, the stochastic problem (2.18) changes into the
stochastic problem

where
o0

anz(x,f) = Eg[z(x,§)|y] = / z(z, §)dF (]y)

—00
is the conditional expectation of { given y, and E; is expectation with respect to the
possible signals of 7.
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If £ is discrete and £ and y (relating to ) are perfectly correlated then Z; = Z,.
Theorem 2.18 an < an for every objective function z and every distribution of & if

and only if n? is at least as fine as n'.

Proof. See [10] for references. O
This theorem ensures us again that EVPI > 0, since the perfect information structure is
finer then the no information structure.

Now we can use the partial information structures to construct some bounds on the
expected value of partial information.

Theorem 2.19 (Conditional Jensen’s inequality bounds on EVPI)

Consider a stochastic problem (2.18). Suppose that z is convex in (z,£) on K x Z and
an information structure 7 is available. Then

EVPI < min Be2(2(y), ) - Ey2(2(y),€(y)),

where Z(y) is an optimal solution to mi}% 2(x,&(y)) and £(y) = E[¢]y] = ffooo EAF (&|y).
xe
Proof. There is

EVPI = min E = E E/E i
xHél}Ié ¢2(z,8) — JI;%I}I% 2(x,€) = mm ¢2(z,§) — By ¢ly ml}% 2(x,€)

< min E¢z(z, §) — Ey min 2(, £(y)) by Iglehart’s lemma and Jensen’s inequality
reK K

= min E¢z(x, &) — Byz(Z(y), £(y)) by definition of z(y)
reK

< min Be2(2(y), €) — Eyz(2(y), € &(y)) by feasibility of Z(y), y € Y.
ye

O
Remark 2.20 The convexity of z in (z,§) is a very strong condition. The function z as
given in (2.2) is convex in z under (quite mild) conditions of the theorem 2.3, but for
convexity of z in &, non-random ¢, 7" and W are necessary, so we deal with a problem
with random right hand side only.

2.3.2. Generalized Jensen and Emundson-Madansky bounds
In this paragraph we will partially follow [10] and [11]. We will again deal with the
optimization problem (2.18).

Suppose that £ is a random variable with distribution function F'(£) and support (a, b) C R,
consider a function f({) convex on the closed interval (a,b). Then Jensen’s inequality gives
us Ef(§) > f(E€) = f(§) and we will denote f(&) = JO. We can define a function S(ab) -

S<a,b>(§) = <%> Sla) + <§:—Z> (D).
Function f is convex and so f(£) < s, () for all £ € (a,b) and

b

b
P <BfQ) = [ 1OaF© < [ supl©ar©
fa)+

/
/ab K%) fla) + (i:—Z) .f(b)] dF(§)
_ (2 :5

14

)1+ (522) 0 = s @



We denote s, 5 (&) = MY,

Let us generalize the idea of JO and MO :
For a while we can assume for simplicity
that ay = P(€ € (a.8)) = P € (€.8)) =
ag = 3.

Then we can define J! = %f(él) + %f(?)

where we have €1 = (a)™! faf EdF(€) and
€2 = (ag)~! fg EdF(€). Analogically, we
can define M1 as qull + oz2]\/[21 where
Mll and M21 are the points found in the

same way as M O on the intervals (a, &)
and (&, b), respectively. The meaning of ¢&——"—2%——+—"¢—

these definitions is clear from the figure ! 3 ¢ & ’
2.21. Figure 2.21.
Then
1 - 1 -
0= f(B) < J' = SF(E) + 5F(€) <Ef(E)
1[e-¢ f—a 1 18 . &&-¢
<3 [+ S0+ 5 [0+ e
1 - 1 - 1 1 _
= §5<a,5>(51) + §3<g,b>(52) = §M11 +t3 3 =M <516 = M°.

Even more general and more precise definitions and notation are introduced in the fol-
lowing theorem.

Theorem 2.22 Suppose that (a, b) is an interval subdivided at arbitrary points dy, . . ., dp,
n € N, where a = dy < dy < ... <d, =b. Let f(£) be a continuous convex function of
a scalar random variable £ on its support (a,b), let I’ be the distribution function of .
Define

d; 1 d;
ai::/d dF(t) > 0, ﬁi::—/d tdF(t), i=1,...,n,

Qi Jd;q
dit1 — Bit1
diy1 —d;
o) = apt1 =Py = Ppt+1 =d—1:=0.
Let J" and M™ denote the generalized Jensen and Emundson-Madansky (GJEM) bounds
of the n-th order, respectively, defined as:

, 1 =0,...,n,

J"=) i f(B), M™M= 6 f(d;), n=1,2,...
1=1 =0

Then
(a) TP <Ef() <MY, n=12....

(b) If the partition of (a, b) corresponding to k+1 is at least as fine as that corresponding
tok for k=1,...,n—1, then

JL<2<  <JV<BfE)<M'<... <M.
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(c) If in addition each subinterval becomes arbitrarily small as n — oo, then

lim J" =Ef(¢) = lim M".

n—oo n—oo

Proof. See [10] and a reference given there. O
These bounds can naturally be used to compute bounds on EVPI.

Theorem 2.23 Suppose that z(x,&) is a continuous function convex in (z,&) on the
convex set K x = where = = (a, b) is the support of £ and K is a convex and compact
set. For n € N define

l

z
= Z%’Z(%ﬁz’% U(z) = diz(w,dy), 1=1,....n,

1=0

J! = L;(min z) Zal mlfréz z,0;), M'=U)(minz) Z(S IIllIlZ x,d;), | = .M,

where d;, o, 3;,0; for e = 0,...,n+ 1 and d_1 are defined as in theorem 2.22. Then it
holds

(a) min 7;(z) < min Egz(x €) = Zy < min Uj(2),
reK reK reK
(b) Ly(minz) = J! < E¢ ml}% 2x,8) = Zp < M' = Uj(min z),
(c) max{0; min L;(z) — Uj(min 2)} < EVPI < min Uj(z) — L;(min z).
reK reK

(d) If the partition corresponding to [ + 1 is finer then that corresponding to [, then the
bounds for [ + 1 are at least as sharp as those for [.
(e) If each subinterval becomes arbitrarily small as { — oo, then

lim [min L;(z) — Uj(min z)] = EVPI = lim [mln Uj(z) — Lj(min z)].
l—oozeK l—oozeK
Proof. Parts (a) and (b) are easy consequences of the theorem 2.22. Part (c) is a direct

consequence of (a) and (b), (d) follows from monotonicity of J! and M’ in [, (e) follows
from (a)—(d) and the theorem 2.22 (c). O

This theorem can be generalized for the case of vector random variable £ with independent
components; this generalization can be found in [10].

2.3.3. Convex negative-utility function

In general, we can incorporate a negative-utility or, say, badness function b:R — R
which expresses our opinion to varying costs z(z, £). The most usual situation is that b is
nondecreasing (large costs are worse than low ones) and convex (increase of small costs
by 1 unit is felt worse than same increase of large costs). If the negative-utility function
b is linear then it can be omitted.

Everything above holds true for a linear negative-utility function which can be omitted.
Now we will suppose that the negative-utility function is a convex nondecreasing function
of costs which expresses the subjective decision maker’s feeling of the overall costs and
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can therefore be considered as a counterpart of the well known utility function which
is used in maximization problems. It is natural that higher costs are felt as worse than
lower costs and that the decision maker minimizes his negative-utility (“badness”) and
therefore he minimizes costs.

The decision maker tries to minimize his negative utility function b: R — R, where
b(z(x,&)) is the badness of the costs z(z,&) and z is a continuous and convex func-
tion. It is clear that the function b brings nonlinearity into the problem, but in addition
we can consider a general convex cost function z now (not only the function z defined in

(2.2)).

The here-and-now problem now reads
min Egb=(r, )]

2.19
s.t. x € K, ( )

where K is a convex set. The following definition gives a relevant counterpart of the
expected value of perfect information.

Definition 2.24 Value of information V relating to the problem (2.19) is a solution of
the equation

E¢ xIIél}Ié blz(v, &) + V] = xHéIII} E¢b[z(, §)]. (2.20)

Remark 2.25 If b is a linear function given as b(t) = st 4 r then

E¢ argrél[% blz(z, &) + V] = E¢ gg}%[&z(x’ O +sV +r

and it has to be equal to

fg}% Eg[s.z(x,é) +r] = 3{%1}% Eg[s.z(x,é)] +r

and so V = EVPI.

We will derive some bounds on the value of information V now.
Theorem 2.26 Suppose that b is convex strictly increasing on R, z is convex in (z,§)
on a convex set K x =. Then

V < b7 [Bebl2(z,6)]] - 2(,6),

where Z is an optimal solution to mi}ré 2(z,€), € =E¢, and V is defined in (2.20).
HAS
Proof. There is - -
. < _
min Beblz(z, £)] < Bebl2(2, )] (2.21)

since z € K, and

E¢ gleif% bz(x, &) + V] =E¢h(£) where h(¢) = arjréilr} blz(z, &) + V]

> h(E) by Jensen’s inequality; h is convex by Iglehart’s lemma
= min bz(x, &) + V] = b[min z(z, £) + V] since b is strictly increasing
reK reK

= b[2(%, €) 4+ V] by definition of Z.
(2.22)
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Inequalities (2.21) and (2.22) give together:

b[(z,€) + V] < Ecbl=(z, €)]
which implies that

V <b 1t [Eeb[2(z,6)]] - 2(z.6).

O
Theorem 2.27 Suppose that b is convex strictly increasing on R, z is convex in (z,§)
on a convex set K X =, an information structure n (with relating signal variable y) is
available. Then

V < b | min Ecb[2(2(y), )] | — Ey min z(z, (),

where Z(y) is an optimal solution to mi}ré z(x,&(y)) and £(y) = E[¢ly] = f EdF(&|y) i
HAS

a conditional expectation of & given y and V is defined as a solution of (2.20).
Proof. The idea of the proof is the same as the previous one. See [10] for details. O

As is shown in [10], generalization of all of these results for a vector random variable
" = (&, ...,&) with independent components is possible. It can be used to derive an
upper bound on V which is similar to that introduced in the theorem 2.26 with E¢bl2(Z,§)]
and 2(Z, € ) replaced by their iterative upper and lower bounds, respectively, as introduced
in theorem 2.23. As is mentioned in the cited articles, this method does not lead to a
similar lower bound on V' (unlike in a problem with a linear or negative-utility function).
We now introduce a new lower bound on V for a problem with a convex negative-utility
function.

To get a lower bound on V, we can use convexity of the negative-utility function b.
According to the equation (2.20) and thanks to convexity, for any pair p,q € (0,1) such
that p + ¢ = 1, we can write

féi}l% Eerb[z(2,€")] :Egr min blz(z, ) + V]

1 1 1~
=E¢rb ")+ V<.Erb +q.b |-V
¢ {p xrrélfrépZ(:r &) +q. ] A LrglfrépZ(x '3 )] q {q ]
and further operations imply that

1- 1
. - > 1 T r - . T 1 - r
q.b [QV] 2 min Berblz(2,{7)] — p.Bgrd erélfrépztr,f )} :

_ [t P 1
V>qb {5 min, E¢rblz(z,€")] — _Efrb Lnélf% pz(x gr)H

— (1—p).b! {ﬁ min Berblz(r,£")] - 1—E,grb { min z(z, 67")H

P zeK

The function b is supposed to be strictly increasing and so b1 is strictly increasing
as well. Hence, we can substitute mi}} E¢rb[z(z,£")] with any its lower bound L and
re
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E¢rb L% mifré 2(z, fr)] with any its upper bound U(p) and the last inequality will hold a
xe

fortiori. Hence, it holds

V>1-p)bt Lipi— 1fpl7(p)} vp € (0,1)

and so

~ . 1 = P~
V > sup 1—p.b1{ L — Up]
p€(071)( ) Tt T, (p)

Lower bound of the same type could naturally be used in the case of scalar random
variable £. Unfortunately, these bounds are quite sophisticated and we can guess that
they are generally not too sharp. They are the sharper, the less the function b differs
from a linear function.

Much simpler lower bound on V' can also be found under an assumption that b is suba-
ditive, i.e., b(z +y) < b(z) + b(y) for all z, y. Then we have

;;Iéil% Eerb[z(2,£")] = Eerd LI:I;I% 2(z,&") + f/} < Egrd LI;%I[I% 2(z, fr)] + b[V]

which implies that

Vot [min Egrblz(x,£7)] — Egrb {min 2(z, 67")”

K K
=p 1 Ll;réllré Egrb[2(w,£")] — Egr argrél[% b[z(x,fr)]} (2.23)
— b Y[RP — WS,

where the RP and WS are now related to the problems with a compound objective
function b(2).

Again, min E¢rb[z(z,¢")] and Egrb [min 2(z, fr)} in the expression (2.23) can be substi-
reK reK

tuted with their lower and upper bounds, respectively.

Under special distributional assumptions, another lower bound on V for the case of a
vector random variable £" was derived in [11].
Theorem 2.28 Suppose that
(1) b is convex strictly increasing on R,
(2) * = 2*(¢") solves min z(z,£") and % solves min Egb[z(x,ér)],
zeK rzeK

(3) z(z*, &), z(2,£") have distributions from the same family with two parameters that
are independent functions of mean and variance, i.e. if z(z*, ") ~ G(y;aq,b;) and

2(%,&") ~ H(z;ag,by) then y\;%l = Z\;% implies that G(y) = H(z) (where aj,as are

finite and by, by are finite and positive). Then

(a) V> Eer[2(2,€") — 2(2*,&")] & var 2(2*,£") > var 2(2,£").

(b) For any function z convex in (z,£") and any b convex and strictly increasing negative-
utility function, there is

var z(z*,€") > var 2(&,£") = V > EVPI, (2.24)
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where V is the value of perfect information for b convex negative-utility function which
is defined a solution of (2.20), and EVPI is the expected value of perfect information for
the same two-stage stochastic problem without the negative-utility function b.

Proof.

(a) By definition, there is 2(z*,£") = min z(z, ") and E¢rb[2(Z,£")] = min E¢rb[z(x, "))
reK reK
The function b is strictly increasing and so

Ber min bfz(z, ")+ V] = Egrd Lnéifl} z(x,£") + V} :

The value of information V is defined by (2.20). This is equivalent to

Eerb Lnéifré 2(a, g?‘)ﬂ/} =Egrb [z(a:*, 57”)+f/] =Eerb[2(2,£")]
= E¢rb [2(2, &) —{2(z", &) —2(2,£")}] .

Let us denote g(¢") = 2(2%,§") — Egr{2(z*,£") — 2(2,£")}. Then g(§") and 2(2,£")
have distributions belonging to the same family described by two parameters that are
independent functions of mean and variance with equal means. Then according to [§]

Berblg(€7)] < Berble(h, £7)]  var g(€7) > var 2(3,€7)
for any nondecreasing function b. Then
Efrb[z(flf*, &) — Egr{Z(l’*, &) —2(2,EN}H < Eerbl2(, &) & varg(¢") > var 2(,&")
and E¢rb[2(2,£")] = Egrb[z(2*,£") + V]. Hence,
—Egr{2(2",&") — 2(2,£")} < V < varg(€") > var z(&, &),
that is
Eer{2(2,£") — 2(2,€")} < V < varg(€") > var z(&, £").

It is clear that var g(£{") = var z(z*,£") and so finally
Eer{2(,£") — 2(2,€")} < V < var z(z*,€") > var 2(#, £").

(b) We know that E¢rz(2,£") > mifr% E¢rz(z,€"). Hence,
HAS

Eer{2(2,£") — 2(2",¢")} = Bgr2(2,¢") — Egr min 2(z, ")
reK
> min E¢r ") — E¢r mi " 2.25
2 min Berz(z, £7) — Bgr min #(z,¢7) (2.25)
= RP — WS = EVPI.
Then thanks to (a) it holds
var z(2*,€") > var 2(2,£") = V > Egr {2(2,£") — 2(z*, ")}

The last expression E¢r{2(2,8") — 2(2%,&")} is greater or equal to EVPI according to
(2.25).
O
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Remark 2.29 The authors of [11] stated that an equivalence holds in (2.24) but they do
not give a correct proof of the second implication

V > EVPI = var z(z*,£") > var 2(3,£").

Remark 2.30 The conditions that are required to hold for the family of distributions are
not too strange. They come from problems of portfolio mean-variance optimization. The
described family of distributions includes normal (not lognormal), uniform and two-point
equally-likely distributions.

2.3.4. Partial information

Linear negative-utility function
We have already introduced Z; = Ey mi}ré E¢yz(x,§) where 2 is defined in (2.2). Ezpected
HAS

value of partial information (given by the information structure) 7 is defined as

Vip="2n—Zy = gljrél[% E¢z(z,8) — Ey ?éll% E¢y2(z,€). (2.26)

If n1,n? are two information structures then

VeV = (Zn=2,0)—(Zn—2Z,0) = Zn—Z,p =E mln E£| 12(2,§)—E 2 Héllré E£|y22(w, £).

At first, there are two quite easy but quite important inequalities:

Theorem 2.31

(a) There is Vi > 0 for any information structure n.

(b) If ', n? are two information structures, n! is at least as fine as 52, then Vir = Ve
Proof.

(a) Viy = Zn — Zy > 0 according to theorem 2.18 since 7 is at least as fine as the non-
information structure (denoted by the subscript n).

(b) V771 — V772 = an — Z771 > 0 because an > an. O

We will develop some bounds on V 2 — V 1, which is a value of adding, increasing infor-
mation or a value of better partial information.
Theorem 2.32 Suppose that z is a convex function of £ for all fixed x € K. Then

By [Bgy2(2(5), )|~ B 2352, €6) 2 Vip = Vi = Zyn — 7
> B2(2(y"), &) — B2 [ B 2225, €)|

where Z(y") is an optimal solution to min z(z, £(y%)) and £(y') = E[¢|y’] = e EAF (E]yh),

rzeK
fori=1,2.
Proof. For ¢+ = 1,2 holds true:

an = E mm E§| iz(x, &) > E ; QI,«%I[I} 2(x, f( )) = Eyzz(f(yl)>g(yz))

by conditional Jensen’s inequality applied to f(£) = z(z,§) for fixed x; we assume that
this function is convex for all x € K.
Also,

Z,i =By {mm E€|yzz(x f)] [E§|yz‘2(f(yi)>f)
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since Z(y’) € K. Now we can use that

upper(an) - lower(an) > Zyn—Zyp =V =V > lower(an) - upper(an)

where upper(Zni), lower(Zni) is any upper, lower bound on Zni, respectively. O

Convex negative-utility function
Having used a convex strictly increasing negative-utility function b, value of partial in-
formation (given by an information structure) 7 is V;, which is defined as a solution of

the equation

By min Bgj, bz (e, &) + V] = min Bebfz(z, ). (2.27)

(We have added the tilde to distinguish the value of partial information for a linear and
convex negative-utility function.)

Again, there are two quite important inequalities:

Theorem 2.33 Suppose that z is a convex function of ¢ for all fixed z € K, and b is
convex and strictly increasing. Then

(a) for any information structure 7, there is V, > 0.

(b) Let n! and 12 be two information structures. If nl is at least as fine as n2, then
an > V772'

Proof.

(a) For any convex function g and a random variable y, we have

E, mi < min E .
y i (2, y) < min Byg(z,y)
Now let us have g(z,y) = E¢,b[2(z, {)]. We then obtain that

Ey min [Eg, blz(e,€)]] < min By [Bgyble(e,€)]] = min Bble(a, )]

The function b is strictly increasing and V;, is a solution of the equation (2.27) and so
Vi > 0.

(b) For i = 1, 2, let us denote as y ' the signal random Varlable relative to the information
structure 7', and z = b[z]. For n! at least as fine as 7% we know that

Zy =B xnélf% E¢1blz(z,§)] < By ;Iélfr(l' E¢p,2blz(z,§)] = an
and from definition of Vn"’ i=1,2, it holds

B, min Egp1b[z(z, &) + Vya] = min Beb[=(z, €)] = B2 min B, 2bl2(w,€) +Vl (2.28)
Let us suppose for contradiction, that an < f/nz, without loss of generality ‘77}1 =0 and
V2 > 0. Then

E 3131%1]1% anlb[z(x,f) + an] =E,; arsnell% E£|y1b[ 2(z, )]

<Ep mln E£|y2b[ 2(,§)] <Ep mln E£|y2b[ 2, 8) + V2 V o],
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since b is strictly increasing. So we have obtained a contradiction with (2.28). O
Remark 2.34 It is clear that for any 7 is f/n <V = f/p.

2.4. Pairs subproblem

Inspired by the approach introduced in [3], we will deal with pairs and groups subproblems
and true expectations of some objective function values related to them. We will also
define a modification of VSS and finally we will derive new bounds on VSS which are
very interesting and quite computationally demanding.

Throughout this chapter, we will consider a slightly simplified version of a two stage
stochastic program with random right hand side only. The problem reads

min Egz(z, £) = min {ch + B zr%igr)l{qu(f) :Wy(€) =€ —Tx,y(§) > 0}} (2.29)

st. Az =0, >0

under assumptions that & = h(&) is the only random variable, support of ¢ is a set =
which is finite with K possible realizations of ¢, ie. = = {£ 1, . ,fK }. The scenarios

& L ,fK come with probabilities p!, ..., pK , respectively, and Zle p"j =1.

Consider a reference scenario £ (e.g. €% = € or £“ is the worst-case scenario), denote
p* = P(§ = &Y); it is possible that £* ¢ = and then p* = 0. We formulate the pairs
subproblem of € and €% € Z as

: P u cky _ : T U (T (el 1 — p%) o7 k
ety = i ) + 0= D)
st. Arxr=0b, >0,
Wy(E") =¢* — Tux, (2.30)
Wy(eF) = ¢F — T,
y > 0.

Optimal solution of this problem is denoted as (Z"F, (&%), 4(¢)) and the optimal ob-
jective function value is zP(ﬁU“’k, g}(fu), g}(fk)).

There are two special cases:

(1) If we have ¢k = ¢v then the objective function is zP(x,fu,ﬁu) = z(z,£") and we
have a deterministic problem for the reference scenario.

(2) If & & = then p* = 0 and we solve a deterministic problem for the scenario £ k since
for p* = 0 is 20 (x, €Y, &%) = 2(z, €F).

Define expectation of optimized pairs subproblems with fixed reference scenario £* (which
will be denoted as EOPSY) as

K
1
EOPS" — P . min 2P(x, €% ¢F)
1 —p" kz:; (2,y(€9),y(€X))
ghaeu

P

where for every k we minimize the function 2z~ under the same constraints as in (2.30).
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Note that for £" & = there is

K
1
EOPS" = -0 Z pk.minz(x,ﬁk) = Z pk.minz(x,ﬁk) = E¢ min z(z,§) = WS.
N k=1 {kE:
ghaeu N

Theorem 2.35 For the two stage stochastic program of the form (2.29) and for any
reference scenario £ it holds

WS < EOPS" < RP.

Proof. The proof can be found in [3]. O

Let us generalize the definition of the value of stochastic solution (VSS) for a while. Let
z" be an optimal solution of the deterministic problem for the reference scenario £

min z(z, ") = min {CTfr + n(ﬂfin){qu(é’“) cWy(€") =€ = T, y(&") > 0}}
X X y u

st. Ax =b, x > 0.
Define EVRS" = E¢2(z%, ) and
VSSY = EVRS" — RP. (2.31)

If there is % = &€ = E¢, then EVRSY = EEV and nothing has changed. The nonnegativity
of VSS is still kept: If % is a first stage feasible solution of the here-and-now problem
then EVRSY > RP, and if " is infeasible then FVRSY = +o0, so still V§§% > 0.
Define finally minimized expected objective function value of pairs subproblems with fixed
reference scenario (MEPSY) as

MEPS" = i Ecz(2% ¢),
(o Ry P

where %" is an optimal first stage solution of the pairs subproblem of £% and &F.

Relationships between the new characteristics are derived in the following theorems.
Theorem 2.36 For the stochastic problem (2.29), for any reference scenario ", there is

RP < MEPS" < EVRS".

Proof. RP, MEPS" and EVRS" are optimal values of objective function in the problem
min E¢z(z, ). When computing RP, we minimize over all x € Fy where F] is a set
x

of all feasible solutions of (2.29). When computing MEPSY, we consider as feasible all
reFh=FnN {:?:“’1, . B z%U}, and when computing EVRSY, we have a feasibility
set F3 = Fo N {z"} = Fp N {2""}, since % = 3"".

The feasibility sets for RP, MEPS" and FVRS" are smaller and smaller, i.e. it holds
F3 C F5 C F} and thus RP < MEPS" < EVRS". O

We can obtain bounds on the value of stochastic solution from these new variables:
Theorem 2.37 For a stochastic program of the form (2.29), for any reference scenario
&%, there is

0 < EVRS" — MEPS" < VS§§" < EVRS" — EOPS" < FEVRS" — WS.
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Proof. It follows immediately from theorems 2.35 and 2.36. O
Remark 2.38 It is obvious that a sufficient condition for EVPI = 0 is the existence of
2* and y*(€%) such that for every particular scenario &' the pair (z*,3*(¢%)) is an optimal
solution of the problem mgn 2(z, €% (i.e. first stage decision of the wait-and-see solution

is identical for all scenarios).
To obtain a sufficient condition for VSS™ = 0, consider a pairs subproblem of % and &*
for k€ {1,...,K}. If (z*,y*(¢")) is an optimal solution of the problem

min z(z, ") = min {CTI +min{q'y : Wy =&% — T,y > 0}}
T T Yy

st. Ax=5b, x>0

(2.32)

and for all k = 1,..., K there exists some y*(¢¥) such that (z* = 2™F y*(£v), y*(€F))
solves the pairs subproblem of £* and fk , then x* is the first stage optimal solution of
the recourse problem (2.29). Then

EVRS" = E¢z(3"",¢) Vk
= E¢z(2%,¢)

and
RP = mxin Eez(r,§) = Egz(2",€).

Hence, FEVRS"Y = RP and VSS% = EVRS"Y — RP = 0.
We have already mentioned that VSS = VSSY for £% = E&, which can be used to find a
sufficient condition for VSS = 0 as a special case of VSS" = 0.

2.5. Group subproblem

We can generalize the idea of pairs subproblems, MEPS" and EOPS". Using larger groups
of scenarios instead of pairs, we can obtain tighter bounds on the value of stochastic
solution.

Consider the problem (2.29), where & = h(§) is the only random variable, the support =
of £ is finite, 2 = {1, ... &} and for k = 1,..., K we denote pF = P(¢ = ¢F). Consider
a reference scenario £" with P(£%) = p". Define

Z Z Z p“pZ?...p”.minzl(x,fu,f“,...,f”),

i1=1  ig>iy UESIES|
1460 €240 gl yeu

EOGS™ (1) = ﬁpu)l

where 2l(z, €%, €0, .. €)= Tz + pUgTy(€") + 30 (1 — p")¢"y(£™) is an objective
el
function of the group(l) subproblem
min . ZZ(I, 5’“’7 52.17‘ i 7521)
(@,y(£%)y(€1),-,y(£"))
st. Ar=0b, © >0,

Wy(") =" — Tz, (2.33)
Wy(Eh) =¢h —Tx, h=1,...,1,
y(€"),y(Em) >0, h=1,....1,
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where L; is the set of distinct indices among i1, ...,1;.

In the definition of EOGSY(I) we sum up over all bags® with I elements chosen from the
set {61, ... €81\ {€%}. Tt could seem that we sum up over all nondecreasing sequences
with elements in {¢1, ... €5} \ {£¥}, but it does not depend on ordering of the elements.
So we can’t assume that all the indices among i1, ...,7; are distinct since we compute
the min 2! (z, €1, ... &) for all bags, not sets, of scenarios.

Define minimized expectation of the objective function value with fixed optimal solution
of group(l) subproblems (MEGS® (1)) with fixed reference scenario &%: If Z:(&%, &1, ... £")
is an optimal solution of the group(/) subproblem (2.33), then

K
MEGS"(l) = min Eel2(2(6"€",...,€7),8)] = min Y pFa(@(.¢,... &1),¢b).

(il,...,il) (il,...,ll) k=1

According to the definition of MEGS"(l) we consider every group(l) subproblem with one
fixed reference scenario £, find its optimal solution Z(£“, g ... gh ) and compute the
true expectation (over all scenarios) of the objective function value z(&(£%, €1, ... £W),€).
Finally, we minimize this over all bags with [ elements.

Theorem 2.39 For the two stage stochastic program of the form (2.29) and for any fixed
&% it holds

WS < EOPS™ = EOGS™(1) < EOGS™(2) < ... < EOGS"(K—2) < EOGS"(K—1) < RP.

Proof. EOGS"(1) = EOPS" according to their definitions.

Let (Z,75(€%), 7(€),...,7(€%)) be an optimal solution of the group(g) subproblem with
the reference scenario £“.

Let (z*/ta+1=7 y*liq1=i (cuy y*liqr1=i (¢in) . y*lia+1=7 (¢la)) be an optimal solution (with-
out the last component) of group(q + 1) subproblem with the reference scenario £ under
condition that i1 = j for j € {1,..., K},

Now we will define a vector of vectors:

(&, 9(€"), 9(ED), ..., j(g)) =
= 1 Zp] <x>’<|iq—|—1:j7 y*|iq+1:j (&), y*|iq+1:j (51’1)7 o 7y*|iq+1=j (flq)) (2.34)

in the sense that

K

. 1 i *ligr1=i

& = o Z pja:l q
Pt

€l peu
for all components #; of #, and similarly for the other vectors (%), §(£1), ..., i(&%).

Since (7,y(£"), y(en), . ,7(€%)) is an optimal solution of the group(q) subproblem and
(&, 9(E"), 9(€M), ..., 7(£")) is feasible for the same problem, we have

Bag is a system of elements in which we do not care for the ordering of elements (similarly in a set) and
elements in a bag need not be distinct (unlike in a set). E.g. [1,1,2, 2] is the same bag as [1,2, 1, 2] but

we cannot write it as [1,1,2] or [1,2,2] or [1,2].
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min 2! (z, €%, €1, ... ¢la) =
=T+ p g PE") + Y (1= p")qmE™) < a4+ p g (") + D (1 —p")gTHE™).
ZhEL ZhEL

Adding probabilities and nested sums, we obtain

K K

S DD PP [P mE + D (1—p)dTgE™n) | <
i1=1 iq>ig_1 1h€Lq

graen glageu

K K
Z o Z pzl - .plq T _i_pun@(éUJ) + Z (1 . pu)qT@(élh)
i1=1 ig>ig—1 tpE€Lg
gAes lagen
Dividing by (1 — p")? and then rewriting vectors according to equation (2.34) we obtain

EOGS"(q) =

K K i

1 , . B 3 o
= A=y Z e Z p"oople T+ plqTy(EY) + Z (1 —p")qy(&™)
i1=1 iq>ig—1 | ih€Lg i

gL clazeu

1 K K , . [ | T
a2 o 2o P TRt E) S (i)
=1 igZig I in€Lq ]

1 ; o
1 ¢ *|igr1=]
1—p9) Do >, ptp ! +
i1=1 ig>ig_1 j=
€1 dqeu i €7 #€u

*|zq+1 =j fzh)

Tpt Z ply*liat1=d (g +Z 1-p

ZhEL
537&5” 537&5”

T DD DR R e At

11 1 zq>zq 1 ] 1
g1 zeu &g 7€ g £eu

+ Y =gyt
th€Lg11
—EOGS%(q+1).

Comments: z*lia+1=7 y*ligr1=J ("), y*lig+1=J (. y*lig+1=J (£4) are relevant com-
ponents of the optimal solution of the group(q + 1) subproblem with glatl = ¢J. We
have summed up over this last scenario as well, so the last (¢ + 1)-fold sum includes
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all sequences of the length (¢ + 1) created with numbers from the set {1,..., K} \ {u}.
First ¢ components of this sequences create nondecreasing sequences and the (g + 1)-th
component is added after it. But in fact we do not care about ordering of the elements
in these sequences, because according to the definition of FOGS"(q + 1) we have to sum
up over all bags of (¢ + 1) numbers chosen from the set {1,..., K} \ {u}, and we really
do so. So the last expression is really FOGS"(q + 1) according to its definition.

Also, components of any feasible solution of the whole recourse problem will form a
feasible solution of group(K — 1) subproblem. Hence, FOGS"(K — 1) < RP. O

Theorem 2.40 For the stochastic program of the form (2.29) and for any fixed reference
scenario &% it holds

RP < MEGS™(K—1)< MEGS"(K—2)<...< MEGS"(2) < MEGS"(1)= MEPS"< EEV |

Proof. MEGS"(1) = MEPS" by definitions. For any [ = 2,..., K, any solution con-
sidered in MEGS"(l — 1) is also considered in MEGS"(l). Hence, MEGS"(l) cannot be
worse (i.e. greater) than MEGSY(l — 1), i.e. MEGS"(l) < MEGS"(l — 1). Also, any first
stage solution of group(K — 1) subproblem can be completed to the feasible solution of
the whole recourse problem and so we obtain MEGS"(K — 1) > RP.

The inequality MEPS" < EEV holds according to theorem 2.36 thanks to the fact that
EVRS" = EEV for reference scenario £ = E£. O

Theorem 2.41 For a stochastic program of the form (2.29), for any fixed £", there is

0 < EEV — MEPS" = EEV — MEGS"(1) < EEV — MEGS%(2) < ... <
< EEV — MEGS"(K —1) < V8S < EEV — EOGS“(K —1) < EEV — EOGS"(K —2) <
... < EEV — EOGS"(2) < EEV — EOGS"(1) = EEV — EOPS" < EEV — WS.

Proof. It follows immediately from theorems 2.39 and 2.40. O

However, computing MEGSY(l) and EOGS"(l) for larger groups may be more difficult
than computing the here-and-now solution. Solving the recourse problem is of equivalent
size as solving a group(K — 1) subproblem. Therefore, the bounds shown in theorem 2.41
are worth only if they bring information to the problem without being too computation-
ally demanding. For this reason, the group subproblems have not become too popular.

2.6. Modified wait-and-see approach

This approach, slightly different from the wait-and-see approach, has been established
in [7]. It emphasises on computational efficiency and usefulness in particular real-life
applications. We will follow the approach presented in [7] and then we will generalize
it. We will also show that the original approach can be seen as incorrect from a little
different point of view.

Let us have a standard two-stage decision problem

min Bgs(e.€) = nin {7 + Bgmin{q (€ W(©y = M) ~ (O, 2 0} }
st. Av=b, >0

(2.35)

K

and suppose that the support Z of € is finite, scenarios &1, ..., &% can realize. Denote

again p* = P(€ =¢F) for k=1,... K.
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According to [7], from an application viewpoint, the here-and-now solution is seen as
maybe a little doubtful. Any first stage wait-and-see solution z(£®) obtained as a solution
of (2.10) is optimal for at least one scenario (the £*), but no such optimality is guaranteed
for the here-and-now solution x*. So an analysis of alternatives and their consequent
objective function values is suggested to be done with help of so called modified wait-
and-see solutions.

For:=1,..., K we denote as x?i} an optimal first stage solution of the problem for the
scenario §i

min 2(z,€") = min { +min{a (€  W(Ey = h(E) — Ty > o}} (
st. Ar =b, x>0,

2.36)

and suppose (or consider only such i) that —oo < z(x?i}, k) < 400 fork =1,..., K. This

means that the second stage solution found as minimizing with the first stage decision
fixed as x?i} and after realization & k is feasible and leads to a bounded objective function

value.
We define the modified wait-and-see value related to the i-th scenario as

MWS,; = Egz(xi'fi}, £) (2.37)
K
= Ty + l;p’f. min {q(¢")7y: W(e")y = (") — 7(¢M)afy.v 2 0}

The wait-and-see objective function value for realization £ is z(x?i},fi) and it is clear
that z(av{z},f ) < z(a:{k},f Jforallk=1,... K

We have defined the optimal objective function value of the here-and-now problem as
RP =minE¢2(r,§) and so RP < MWS; for alli =1,..., K. Hence, there is
x

U:= min MWS; >RP>WS=:L (2.38)
{i:¢e=}

and we can define expected value of perfect information for the modified wait-and-see
approach as
MEVPI=U — L= min MWS;, — WS.
{i:gteE}
It is clear that MEVPI > EVPI according to the definition of U and L and so we have a
new (easily evaluable) upper bound on EVPI. An upper bound for the cost of uncertainty
for each x?i} is MWS,; — WS, which is nonnegative.

According to [7], modified wait-and-see analysis suggested for applications is as follows:
1. Find a:i'{‘z.} for (not necessarily) alli =1,..., K.

2. Compute z(xifi},gk), k=1,..., K for all distinct x?i}s.

3. Compare these solutions to decide, which x?i}s are good, acceptable, risky or totally
bad. This step is discussed more in the next paragraph.

Let us discuss advantages of the modified wait-and-see (MWS) approach as compared to
the here-and-now approach.
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The first advantage of the modified wait-and-see approach is an easy detection of the
source of infeasibility. When infeasibility appears in a here-and-now problem, it is not
easy to find the scenarios which cause it. This situation can arise when solving a problem
with incomplete recourse. When applying the MWS analysis it is clear that if there is no
feasible solution for a scenario &%, then any here-and-now model which includes £¢ would
be problematic. It is also easy to find which constraints are violated. The “state of the
world” causing the problem is obvious, since only one state of the world is involved in
the given MWS problem.

In the suggested MWS “what-if analysis”, we compute z(xi'{‘i}, £ k) for all pairs (£°, ¢ k) of

scenarios. Hence, we can see which results can be expected for which realizations & k when
using x?i} as the first stage decision. This decision is naturally optimal in the case that

§i really happens, but it may be much worse when some of the other scenarios realize.
There can exist a scenario &/ € = such that z(x?i}, ¢7) is extremely large. Intuitively, if

the probability p/ = P(¢ = ¢7) is small and the decision :L‘?i} gives “good results” for

the other scenarios (except for ¢l ), it can happen that the optimal first stage here-and-
now solution is z* = wi'{‘i}. This minimizes the expected objective function value, but it

also leads to the extremely large costs z(m?i}, €7 with probability p/. Sometimes we do

not want to undergo such risk and we find better to choose another first stage decision,
which is not optimal for the here-and-now problem, but which is safer for all scenarios
(especially for 7).

Via MWS approach, we can decide (before solving the here-and-now problem) which
solutions among x*i , t=1,..., K are good and which of them should be rejected even

though they were optimal for the here-and-now problem. Moreover, the MWS approach
generates complete probability distribution of the objective function values (costs) for
the various decision alternatives a:?i}, 1 =1,..., K, so we can rank the alternatives by

expected objective function values and we can see which first stage decisions would be
good for all scenarios, which would be good for most of them and risky for the others,
and which would be bad with unacceptably large probability.

For comparison, in a common scenario analysis, we compute z(w*,fk), kEk=1,...,K,
for * an optimal first-stage RP solution, which also leads to revealing the scenarios
that would bring too large costs. However, the scenario analysis does not offer any other
alternative if we decide to reject z*.

Note also that computational demand for MWS; for all i is about K-times less than that
required to obtain the here-and-now solution.

2.6.1. Generalized modified wait-and-see approach

A straightforward generalization of the MWS approach leads to computing the optimal
first-stage solution of the problem for some subset of possible scenarios, while keeping
proportions of their a priori probabilities. Using larger and larger subsets we gain better
approximation of the true distribution of the random variable &, so a chain of inequalities
between optimal objective function values (of the problems with particular subsets of
scenarios) could be expected. However, we will show that in general no such inequalities
work.

Consider the original problem (2.35) again. The support = of ¢ is finite, = = {£1,.. ., ¢K }
and P(") =pF for k=1,... K.
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Now, we obtain a (partial) information that one of two scenarios ¢%, &/ will happen (but
we do not know which one of them). We then solve the problem for the two scenarios
only:

i

min {ch +

T

Ry min{g(§")y : W(E)y = h(¢") = T(¢)e, y > 0}

St HEH{Q(fJ) y: W(Ey = h(e) =Tz, y > 0}}
st. Ar =0, x > 0.

Denote x? j) an optimal first stage decision of this problem. Suppose for simplicity that

for all pairs (i, 7) the value z( iqp ¢F) is finite for all k = 1,..., K.
Let us define

K
= CT‘I?@'J} + l;lpk’, myin {q(fk)Ty : W(ék‘)y = h(gk) - T(fk)xii{ﬁi,j}’ y > 0} ,

ie. MWS {ij) denotes expected costs when x?z it is used as the first stage solution.

Define
{i,5}C{1,....,K} ;
i)
The wi'{‘z i) is feasible for the original problem (2.35) which implies that M WS {i.j) > RP

for all (é,j) and so

min MWS{--}ERPZ WS =: L
{u}C{l )

which implies that

Uy— L= min MWS{i h - WS = MEVPI, > RP — WS = EVPI.
{i.j}C{1,... K} J
i#]
Now we can introduce the generalization for N-tuples, N < K. In the following, we will
deal with finite sets S only and we will denote as #.5 the number of elements of the set S.
The problem for scenarios with indices in the selected subset S C {1,..., K}, #S = N,
reads:

'

min { ¢’z +
X

o ies? min {g(§")"y : W(E")y = h(") = T(")z, y = 0}

st. Ax =b, x >0,

and the optimal first stage solution is denoted as :U*S
We fix this xfg as the first stage solution and we compute the actual expectation of the
optimal objective function value (i.e. expected costs):

MWSg = Egz(as, €) —ca:5+2p min {g(¢")7y : W (€")y = he") - T(e")el, v 2 0}.
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The 7 is feasible for the original problem (2.35), and so MWSg > RP for every set
S C{1,..., K} such that #S = N. Hence,
Uy:= min MWSg>RP>WS=:1
SC{l,..K}
#S=N
which implies that

Uy—-L= ; minK MWSgqg— WS = MEVPINy > RP — WS = EVPI,
c{1,..,
_#{S:N}
where we defined

MEVPIN = ScminK MWSg— WS.
1.,
,#{S:N }

For two sets S C {1,..., K} and Z C {1,..., K} such that #S = N and #Z = N + 1,
we would like to know whether any inequality works between MWS g and MWS z, or
mSin MWS g and mZin MWS 5. 1t is quite easy to see that no such inequality can hold true

in general. There are two (quite instructive) counterexamples.

Example 2.42 At first, the problem is solved for scenarios £", n € S. So the decision
maker hedges against N = #.5S5 scenarios only. When solving the problem for the subset
Z, #7Z = N +1, he hedges against NV 4 1 scenarios, which seems to be better. So we can
expect MWS 7z < MWS g, which, however, need not be true.

As an example, suppose K = 3 (number of scenarios), #S = 1, #Z = 2, probability of
each scenario is %, the only randomness is in the second stage costs:

1000 1 1 10
q(eh) = ( 1 >,q(€2)= (1000) Lq(&) = ( 1 );CZ (10).
1 1 1000 10

The form of the recourse problem is as follows:

10\" 1 1000\ "
min 10 | z + - min 1 y:y>1l—z;, 1=1,2,35» +
z 10 3y 1
1 Ly 1 Ly
—|—§min 1000 |y : y;>21—2;,0=1,2,3 +§min 1 iy >21—2;,1=1,2,3
Y 1 Yy 1000

st.0<z; <1, :=1,2,3.
Now we will compute MWS e

10\’ 1000\ "
min 10 | x4 min 1 yry; > 1—w;, 1=1,23
z 10 y 1

st.0<az; <1, i=1,23,

which gives an optimal first stage solution :1:?1} =(1,0,0)".

10\"/1\ 1 1000\ .
MWS{l}: %8 8 —i-gmyln % y:yi21—x{1}i,z:1,2,3 +

T T
1 (1 | 1 (1 |
+§ my1n{<10100> Y yi21—x?1}i, 1= 1,2,3}—1—5 m3/m{<10100> Y yi21—x}i1}i, 221,273}

1 1 1
=10+ 5(1+1) + (1000 + 1) + (1 + 1000) = 67.
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Thanks to the total symmetry of the problem, we have
Now we will compute MWS q oy :

10\" 1 1000\ "
min 10 | z+ - min 1 yry; =>21l—x;, 1=1,2,3 7+
T 10 2y 1
1 L |
+ —min 1000 | y:y; > 1—x;, 1=1,2,3
2y 1

st.0<z;<1,i=1,23

and the optimal first stage solution is x?l 2) = (1,1,0)".

10\" /1 1 1000\
MWS =1 10 1 | + = min 1 Y > 1 — o, 1 =1,2,3 5+

T T
1 (1 . 1 ] .
+ gmyln{<10100) Yy > 1_x{1,2}i> 1=1,2, 3}—1—51113}11{(10100) Yy > 1_5’5{1,2}1‘7 1=1,2,3

1 1 1
=10+ 10 + - + = + =.1000 = 354.
104 2+ 2+ 3

Again, because of the symmetry of the problem, there is
MWS{L?} == MWS{LS} == MWS{ZS} == 354
In this example, we obtained the expected result

i M : i M .
{1}3111,12,3} W5 > fgCs) W5 i)
i#]

Example 2.43 The result changes when the price of hedging in the first stage is so high
that the second stage recourse cannot compensate it and it is better not to hedge against
some scenarios. This situation results in MWS g < MWS 7.

As an example, suppose K = 3 (number of all possible scenarios), #S = 1 and #7 = 2,
q = q(&) is the only random element and there is

—9000 1 1 1000
q(¢h) = ( 1 ) , q(&?) = <—4004>, q(&?) = < 1 ); c= (1000),
1 1 —4004 1000

and the constraints are of the form 0 < z; < 2M; for i = 1,2,3 (M; large positive, e.g.
M; = 1000000 for i = 1,2,3) in the first stage, and 0 < y; < %x for + = 1,2,3 in the
second stage. Probability of each scenario is % The recourse problem is then

1000\ 1 —9000 \"
min | ( 1000 |z + < min 1 Yo+
z 1\ 1000 3 0<y<iz 1
1 LN Y)Y 1 Ly
+ - min —4004 |y p + = min 1 Y
30<y<la 1 3o<y<lz |\ —4004

st. 0< o <2M
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for M = (My, Ma, M3)". For simplicity of writing, we shall not write the constraints, they

are kept in the same fixed shape as above.
Now we will compute MWS (1} The first problem reads

1000\ " —9000\ "
min || 1000 | x + min 1 Y
z 1000 Y 1

which results in the first stage optimal solution x?l = (2M7,0,0)". Then

1000\" /204
s (1) (8)+ 5

Y

1 1

1
= 20000 + 5(~9000My) = ~1000M;

Now we will compute MWS q oy :

1 —9000\" 1 1\
— min 1 y+§ min (—4004 | y+ - min
y

1000\ " ¢ —9000\" 1 1\’
min [ 1000 | z + < min 1 y+ —min [ —4004 | .
z\ 1000 2y 1 2y 1

The first stage optimal solution is :L”ELQ} = (2M1,2M>,0)".

1000\ / 2M;
’ 1000 0

1

Y

1 —9000Y 1 1Y 3
— min 1 y+ — min (—4004 |y + - min
3y 3y 1 3

()]

(

(2.39)

1
1
—4004

1 1
=2000M7 + 20000z + 5 (~9000M; — 4004Mz) = ~1000My + 6655 M.

Now we will compute MWS (1.3} At first, we solve

1000\ " ¢ —9000\" 1 1\’
min 1000 | z + - min 1 Y + —min 1 Y
v 1000 2y 1 2°Y \ —4004

which results in the first stage optimal solution x?l 3} = (2M71,0,2M3)". Then

1000\ / 2M;
s~ (18] (2,1

Y Y

1 1

1 —9000Y 1 1Y
— min 1 y+§ min (—4004 y—i-gmin

Y

[

)]

(2.40)

1
1
—4004

1 1
= 20000 + 2000M; + 5 (~9000M; — 4004Ms) = 10000y -+ 6655 Ms.

In the end, we will compute MWS{2’3} :

1000\ " 4 1 \" 1\
min | 1000 | =+ = min [ —4004 | y 4+ = min 1 Y
=\ 1000 2y 1 2 Y\ —4004
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gives optimal first stage solution a:?Q 3) = (0,2My, 2M3)". Finally,

1000Y/ 0 1 —9000Y 1 1Y 4 1Y
MWS{2 3= 1000 | 2Ms9 |+ |z min 1 y+— min (—4004 |y+ - min 1 Y
’ 3y 1 3y 1 3 v\ —4004

1000/ \ 205
1 1 1
=2000Mz + 20000 + 5 (—4004My — 4004Ms) = 6655 M3 + 6655 Ms.

To summarize our results, we obtained
1
MWS{l} = —1000M7, MWS{l’z} = —1000M71 + 665§M2,

1 1 1
MWS (1 3y = —1000M; +665-Ms,  MWS 33, = 6652 My + 6652 Ms.

Therefore, we have

min  MWSy < MWSv < min - MWSy, .
{i1C{1,.2,3} {ir = W™ gpches i.g}
7]
Let us analyse in short why the result is just this. When solving the first problem for
any couple of 7, j, we have the probabilities of each scenario equal to %, but in computing

the second problem for the same couple of 7, j, the recourse is added with weights of 31’)—
So, when solving the first problem (e.g. problem (2.39)), it is worth doing to “prepare
ourselves” for the second stage (e.g., %.(—4004) is less then the costs needed in the first
stage), but when computing the second problem (e.g. problem (2.40)) with all three
scenarios, it is not worth doing any more (e.g., %( —4004) is larger then the costs needed
in the first stage). In fact, when solving the problem for two scenarios for the first time,
the costs in the first stage are computed with different weights then in the second stage.
This distortion is caused by norming.

2.6.2. Redefinition of MWS and generalized MWS approach

It seems logical to redefine the notion of the MWSg in the sense which follows from
the discussion of the previous example. Here, when solving the problem for a subset of
scenarios, the costs in the first stage are computed with different weights then the costs
in the second stage. We can change the norming in the following way.

Firstly, we will consider a case when #S = 1. We solve the problem for one scenario &
at first:

Irgn {plicTI + %myln {Q(fi)Ty : W(gl)y _ h(fl) . T(fi)x, y > O}}
st. Ar =0b, x > 0.

Now we have normed the probability of the second stage again, but we have also normed
the first stage costs, so they are computed with weights relevant to the second stage
costs. This problem replaces now the problem (2.36). It is clear that ]% can be factored
out before the first minimization and so we have to solve

-~ min {x +piemin {a(€)Ty s W(Ey = h(E) ~ T(E)z, y 2 o}}
st. Ax =b, x >0,

(2.41)
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which is equivalent to solving

min { +piemin {a(€)Ty s W(Ehy = h(E) ~ T(E)z, y 2 o}}
st. Ax =b, x > 0.

(2.42)

The optimal solutions of the problems (2.41) and (2.42) are identical and the optimal
objective function value is not of interest now.
Let us denote .ZE>{kZ.} the optimal first stage solution of the last problem. We again define

K
MWS{i}=Egz<x@},5>=ch§i}+;pk.mym{q<s’f>Ty WPy =h(eh) T (Mt p =0},

This definition is the same as that in (2.37) but we have obtained x?i} in a different way
than before.
Again, avi'{‘z.} is feasible for the recourse problem (2.35) and so MWS (i} = RP. Hence,

min MWS{Z-} >RP>WS=1L
{Z}C{la »e

which implies that

Uy - L= min MWS{Z}— WS = MEVPI; > EVPI = RP — WS,
({1, K}
which defines MEVPI;.

Secondly, consider a subset S of the set {1,..., K}, S having N elements. We solve the
problem for scenarios from the set S at first:

cx—f-z

les?' opay’ Zzesp
st. Ar=b, x > 0.

min
xr

 min {a(€")Ty - W(E")y = h(E™) = T(E"), y =0}

Optimal first stage solution of this problem is the same as an optimal first stage solution
of the problem

min §cle+ Yy p" min {¢(€")y : W(E")y = h(€") =T ")z, y = 0}
nes
st. Ax =b, x>0,

and we denote this optimal solution as zg. Now we define MWS g again:

K
MWSs=Egz(a§.€) =y + Y ppomin {a(e")y : W(eFy=h(e") ~T(e"ak,y =0},
k=1

g is feasible for the recourse problem (2.35) and so MWSg > RP and

Uy:= min MWSg>RP>WS =1L
SC{l,.. K}
#S=N
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which implies that

Uyv—-L= ; 1{rnin }MWSS— WS = MEVPINy > EVPI = RP — WS,
c{l,..K
#S=N

which redefines MEVPIy;.
We would like to decide whether scI{an MWSg > min  MWS  or vice versa.

Again, there are two examples showing that none of the inequalities holds in general.

Example 2.44 When solving the problem for scenarios from the smaller set S, the
decision maker hedges against N scenarios, while when solving the problem for the larger
set Z, he hedges against N + 1 scenarios, which, intuitively, should be better.

As an example, suppose the problem of K = 3 scenarios, probability of each scenario is
%, #S =1, #7Z = 2, the only randomness is in the second stage costs:

1000 1 1 10
g(ehy ={ 100 |, ¢(€?) = 1000 |, q(¢?) = [ —3000 |;c= | 10 |.
1 1 1 10
Recourse problem is formulated as follows:
10\" 1 1000\ "
min 10 | x4+ = min 100 yry=1—w;, 1=1,23% +
& 10 3y 1
1 Ly 1 Ly
+—min< (1000 |y : y;=1—x;, 1=1,2,3p4+ - min< | —3000 |y : y;=1—2;, i1=1,2,3
3y 1 3y 1

st.0<z;<1,i=123.

To compute MWS 1), we solve the problem

10\" 4 1000\ "
min 10 | 4 = min 100 yry;=1—x;, 1 =123
& 10 3y 1

st.0<z;<1,i=123,

whose first stage optimal solution is :Lffl} =(1,1,0)".

10\ /1 1 1000
MWS{l}: %8 (1) +§rr§/1n 1(1)0 yry; =1 Ty @ 1,23 +
! 10100 ' 1 1,23
+§Ir2n 1 YLy, = x{l}l’ =1, 4 +
1 T

—i——mym{(—i%{)OO) yry; =1 x{1}2,1—1,2,3}

1 1 1

=10+10+ =+ =+ = = 21.
+10+ 2+ 2+



Now we will compute MWS (2} The problem

10\ " 1 1\’
min 10 | z+ -min 1000 | y:y;=1—x;, 1 =1,2,3
v 10 3y 1

st.0<x; <1, 1=1,2,3,

has an optimal first stage solution x?z} =(0,1,0)". We then have

10\" /0 1
MWS{2}= %8 (1) +§H§}n
1

1
=10+ 5(1000 +1)+

The first problem to be solved when computing MWS (3} reads

10\’ 1 1 ’
min 10 | z+ - min -3000 | yry;=1—2;, 1 =1,2,3
z 10 3 1

st.0<z; <1, i=123,

and its optimal first stage solution is z 1 = (0,0,0)". Then

10\ 1000
MWS{3}: %8 + mm 100 y:yizl—x?S}i, 1=1,2,3 7 +
+ = m1n{<1000> yry; =1-— ?3}1., i:1,2,3}+
1 ’ 2 .
+ - IIllIl 3{)0 y:y; =1— T(3)p L= 1,2,3
1 (1
3

1 1 1
=0+ 3(1000 + 100 + 1) + 1000 + 1 3(1 —3000+1) = —2985.

Now we will compute MWS (1,2}

10 1000
min 10 x—i— mln 100 y:yizl—xi,i:1,2,3 +
r 10
+ = mm{( ) y:yizl—xi,i:1,2,3}
3,

st.0<x; <1, 1=1,2,
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results in an optimal first stage solution JEE 2y = (1,1,0)" and

10\ /1 1 1000\ " . .
MWS{l’z}z 18 (1) +§H§/1n 1(1)0 y:yizl—x{lg}i, 1=1,2,3+
1 LA’ .
+ - min 1000 Yy =1—x L1 =1,2,3 >+
3y ) Y- Y {1,2}i
1 I .
+ — min —3000 y;=1—x 1 =1,2,3
3y N Y- Y {1,2}i

11
=10+10+ 5 + - + - =21

1
3733

For computing M WS 1,3h the first problem to be solved is

10\" 4 1000\ "
min 10 | £+ = min 100 y:y=1—x;, 1=1,2,3» +
T 10 3 vy 1
1 L' |
+ — min —3000 | y:y;=1—2;, 1=1,2,3
3y 1

st.0<z;<1,i=123,

and its optimal first stage solution is x?l’z} = (1,0,0)".

10\ /1 1 1000\ 7
s =|(§) (8) rsm () vt s-ra)
1 LA’ .
+§H2n{<10100> y:yizl—x{1’3}i,z:1,2,3}+
1 Ly’
+ gmyin{<—3{)00> y:yizl—x}ilﬁ}i, i:1,2,3}

1 1 1 1
=10+ 5(100+ 1) + (1000 + 1) + (3000 + 1) = 6225

Finally, we will compute M WS 2.3}

10
min [(10) T+ = mm{(lOOO) y:y; =1—ua, i:1,2,3}+
v 10
+ - mm{( 3000) y:yizl—xi,i:1,2,3}]
3,

st.0<2; <1, 1=1,2,

39



has an optimal first stage solution :1:?2 5} = (0,0,0)" and

10\" /0\ 1 1000\ 7 .
MWS =1 10 0 | + = mi 100 cy=1— L i=1,2,3%+
{2.3} w0/ \o) T3 L) “23) !

1 T
T . * :
+§n2n{<10100> y.yi—l—x{2’3}i,2—1,2,3}+

.
1 : .
+ gnbm{<—3{)00> y:yi:1—$’f273}i, 2:1,2,3}

1 1 1
= 0+ 5(1000 + 100 + 1) + (1 +1000 + 1) + 5 (1 — 3000 + 1) = ~208 .

Wl =

Let’s summarize our results. We obtained that

1
MWS qy =21, MWS 19y = 345, MWS 3y = —~298,
1 1

Thus we have the expected result

i M - i M C .
{1}3111,12,3} W5 > fglCT.3) W5i5)
i#j

Example 2.45 It would be quite good to prove that the opposite inequality cannot work,
but there is a counterexample again.

We have a problem with K = 4 scenarios, #5 = 2 and #7 = 3. Probability of each
scenario is % and the only randomness enters in the second stage costs:

1 13
1000 10100 0 - —2497¢
1 0 o (| [0 1000 _o40l3
q(§)=1] 1000 |, ¢(¢%)= ;g€ =1 0 |, q€)=] 0 [;5c= 13
0 0 1000 1000 —24975
_1 _1 _1 1 13
3 3 3 —3 —24915
Constraints in the first stage are 0 < z; < 1 for ¢ =1,...,4 and constraints in the second
4
stage are y; = x; fori=1,...,4, and y5 = ) z;. For simplicity of writing, we denote
1=1

4
M(w):{y€R5:yi:xi, 1=1,...,4, y5:.21xi}‘
1=
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The full recourse problem reads

—24913\ 7 1000\ " ) (/1000\ " )
_94013 1 0 1
min 249%% x+- min < | 1000 | 3 % + -~ min m y p+
S dyeM(@) || o dyeM(@) || o
—24913 -3 -3
16 \ 3 / \ 3 /
(/0 N7 ) ([ 1\
+ ! min 10000 Y+ 1 min f88% y
4 4 0
yeM (x) 19()10 yeM (x) 10010
N 3 7 \\ T3 J

st.0<mz; <1,i=1,... 4.

At first, we will compute MWS (1.3}

—24913\ " 1000\ " 0\’
—24913 1 U 1 1000
min 8] z+-> min 1000 | y p + — min 0 Yy
z —24917 4 yeM(z) 0 4 yeM(z) 1000
94013 _1 _1

st.0<mz; <1,i=1,...4,

gives an optimal first stage solution x?1,3} =(0,0,0,0)" which results in MWS{L?)} =0.

Now we will compute MWS (12,3} At first we solve the problem

94913\ 1000\ 1000\" 0V
Copgld | 4 0 1 T 1 1000
min %g T -+— min 1000 |y p+- min 1188% ye+ - min 0 |y
x _249E 4 yeM (x) 01 4 yeM (x) 0 4 yeM (x) 1()010

—2493 o —3 ~3
st.0<z;<1,i=1,...,4.
Its optimal first stage solution is x?l 5) = (0,1,0,1)" and

13\ 1 2y 1/ 1 2\ 1 2
—9 [ —249=° - _z | —_Z — 11000+ 1000 — =
S0 -2 (2022 (0-2) 2 (12022 (om0 2) «

1 2
= {1000+ 1000 — =
+ 5 {1000+ 1000-5)
=499, 71.

To compute MWS{LQA}’ we solve

24913\ 1000°\" 1000\" BERY
24913 | 1 0 1 0m 1 1000

min }—g r+— min 1000 |y » +-= min 1000 yp+— min 0 |y
z || —2493 4 ye M (z) 0, 4 yeM(x) 0, 4yeM() || 1000
—249% -3 -3 —%

st.0<mz <1, i=1,...,4,
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which gives an optimal first stage solution 33?1 5 = (0,1,0,1)". Then

13\ 1 2\ 1/ 1 2\ 1 2
M —2 (2492 ) 4= (0=2) 4= ——2) +=(1000+1000—=
WS(12.4) ( 916)+4( 3)+4(1000 3)+4( ! 3)+
1 2
= (1000 +1000— =
+4( " 3)
= 499,71,

The problem to be solved when computing MWS q 3 4y reads

T T T 1
_249%_3 1000 0
_2491_g 1 0 1 1000 1 1188?)
min 18 lz+- min 1000 |y » +- min 0 |yp+- min 0 |y
z || -24943 4 yeM(z) 0, 4 yeM (x) 1000 4yeM(x) || 1000
—24913 —3 ~3 =

st.0<m; <1,i=1,... 4.

The first stage optimal solution is x% =(1,0,1,0)" and
{1,3}

13\ 1 2N\ 1 5

MWS 3.4y =2 (—2491—6) +7 (1000 + 1000 — 5) +7 (1000 + 1000 — g) n
IEYAEANE VR U
4 3) " 4\1000 3

= 499, 71.

Finally, we will compute M WS (2,34}

24913\ 1000\ 0\ RV

_oa9l3 | g e ) 1000 . 1000
min %g r+- min f88% y¢+- min 0 |yp+- min 0 ly
T | dveM@ || o yeM(a) || 1000 4 yeM(x) 1000

—24913 —3 ~3 —3

st.0<z;<1,i=1,...,4,

results in mi'{‘l 3y = (1,0,1,0)" and

13\ 1 N 1 5
MWS 334 =2. (—2491—6) + (1000 + 1000 — g) +7 (1000 + 1000 — g) i

(g 2y 1L 2
4 3) " 4\1000 3
= 499, 71.

To summarize this, we obtained MWS§ (1.3} = 0 and so . }r&lln 4 MWS {ij} <0, while
g ¥ {1,mmns 2
i#]

{i,j,k?&i{? """ 4}MWS{Z,j7/€} = MWS{1a273} = MWS{172’4} = MWS{L?)A} = MWS{273’4} =499.71.
(G kalival)
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It is very easy to see that in fact only two scenarios are in this example, since the first
scenario is almost the same as the second scenario and the same holds true for the third
and fourth one. So this example is quite artificial and can serve just as a mathematical
counterexample showing that the relevant inequality does not hold true. The idea of this
example is that this (in fact, two-point with equal probabilities) distribution is very well
represented by a pair of scenarios {1,3} or {1,4} or {2,3} or {2, 4}, but it is very distorted
when any triplet of scenarios is taken into account.

Via counterexamples, we have just shown that no chain of inequalities works between
néinMWSsl, r%inMWng, e ,rginMWSSK with #57 < #S59 < ... < #S. As a direct
2 K

1
consequence, there is either no chain of inequalities between MEVPIy,... MEVPI.

2.7. Sample information

In this section we will deal with a little more complicated problem presented in [13]. We
consider a stochastic problem with a random variable &, but the distribution of £ is not
known exactly. It depends on a parameter § € © which is also a random variable for us.
We can obtain some information on the true value of # by sampling. Then we can hedge
against the future development of ¢ more precisely, which leads to a “better” expected
optimal objective function value. Therefore, we can derive value of sample information,
which is not value of knowing the future development of &, but value of knowing (more)
exactly the distribution of &.

Consider a two-stage stochastic recourse problem with right hand side only:

. — : T 3 T : = >
mx]n Efz(x,f) Inxln {C T+ Ef IIllel{q y:Te+Wy=§y> 0}} (2.43)

s.t. v e K,

where K is a closed convex polyhedron, £ is an r-component real random vector (r € N)
defined on a probability space (€2, o7, P) with a convex support = and a finite expectation.
Vector ¢ and matrices 7" and W are now non-random and h = £. We assume an existence
of all densities which are needed in this chapter.

Deterministic equivalent to the stochastic problem (2.43) reads

mgn E¢z(z,8) = mxin {cTz+ E¢Q(, &)}
st. e K (2.44)
where

Qx,8) = myin{qu :Toe+Wy=¢&y>0} forall (z,) € K x E.

Suppose that F(t,0) = P(§ < t|6) is a distribution function of £, depending on a pa-
rameter 6. This 6 is a k-component vector of unknown parameters, § € © C RF. A prior
distribution function of the random variable 6 is denoted as G(.) and G(.|¢) is a posterior
distribution function of # given &.

Let S be an m-component vector of sufficient statistics for the family {F'(,0),0 € ©}.
For any given value 6 of 6, the independent identically distributed random variables
¢l ..., € form a random sample of size n from the distribution F(t,8), and S, (€1, ..., €")
is the corresponding sufficient statistics; the dimension m of S (or Sy,) is fixed for all n
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and the subscript n denotes the size of the sample used for computing the value of Sy,.
Denote as wp(s|f) the conditional density of Sy, (.) given 6 = 6.

The posterior distribution function of # given S, (£1,... ") = s is
J o wn(s]0)G(d0)
Gn(u|s) = P(0 <u|Sp(ch, ..., ") = s) = 1=

Note that in both of these integrals we integrate over k-dimensional sets. The first one is
(—oo;u1) X ... x (—o0;uy) and the second one is R¥. In this chapter, in all the integrals
without bounds explicitly written, we integrate over the whole space of an appropriate
dimension (r or k).

Let Hy(t]s) = P(§ < t|Sp = s) = [ F(t,0)Gp(df|s) be a predictive distribution function
of ¢ given S, (€1,...,€6") = s. We write Hy(t) = P(€ < t) in the case of no sampling.
As is shown in [5], there exists a family I' of distributions G with the property that if
the prior (no sample) distribution G of 6 belongs to I', then for all n € N and for all
Sn(€l, ..., €™) = s, the posterior (conditional) distribution G(.|s) belongs to I' as well.
The decision problem without observations (with prior distribution G(.) of §) then reads

algl% E¢zo(z,€|G) = min {ch + /Q(x,t)Ho(dt)}

zeK

= min {ch + // Q(x,t)F(dt,e)G(de)} : 4

reK

The only purpose of the subscript 0 in zg is to emphasize that we deal with a problem
with no sampling; in fact, there is zg = 2.

Denote as R(G) the optimal objective function value of the problem (2.45) and as xy; its
optimal solution. So there is

R(G) = min Eezo(z, £|G) = E¢zo(zp, €|G)

which represents the risk (created by the uncertain future realization of ¢ and by its
unknown distribution) for the case of no observations.

Suppose that the assumptions 2.1 and 2.2 are satisfied. Then a general theorem can be

formulated as a standard result of the duality theory:
Theorem 2.46 For the problem (2.44) it holds

Q(z,&) = max{(§ —Tz) u: Wu < q'}.
! O
Theorem 2.47 Suppose that I' is a convex set. Then R(G) is concave in G on I'.
Proof. If G1,G? € T and a € (0,1) then aG' 4 (1 — @)G? € T represents the compound
of the two distributions G and G2 with probabilities o and 1 — o, respectively. Function
20: 20(7, G) = E¢zo(z,€|G) is linear in G, since integral is a linear functional. Hence,

R(aG' + (1 —a)G?) = min 3y(z, oG + (1 — a)G?) = min <a20(x, G+ (1—a)3(z, Gz))

rzeK rzeK
> o min 29 (z, G1) + (1 — @) min %(z, G?) = aR(GY) + (1 — ) R(G?).
zeK reK =
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Theorem 2.48 If the assumptions 2.1 and 2.2 hold, then the decision problem (2.45)

without observations is a convex program.

Proof. The problem reads mi}ré c'r + E¢Q(7,§). The first stage part ¢’z is linear in z,
xe

so it is enough to show that EfQ(x, €) is convex in x. Since the expectation E is a linear
functional, it is sufficient to prove that Q(x,&) is convex in z. According to the theorem
2.46, we have that

Q(z,&) = mla}x{(ﬁ —Tz)u:Whu<q'}= max fe(u, z),

where we have denoted f¢(u,x) = ({ —Tx)"u and U = {u: W'u < ¢'}. U is a convex set

and f¢ is linear in x for all u € U. Hence, for every o € (0,1) and for every ol 2 e K it
holds

Qlaz! + (1 —a)z?,¢) = max fe(u, azt 4+ (1—a)z?) = max (ozfg(u, e+ (1- ) fe(u, x2))

< 1 1_ 2
< amax fe(u,a) + (1 - 0) max fe(u,2?)

uelU
=aQ(x',&) + (1 - a)Q(a?,€). O
Given a sample (51, ..., &™) of size n with S, (€1, ..., €") = s, the deterministic equivalent

of the original problem (2.43) is
i By (o, G (19) = min { o + [ @0l |

= min {ch + //Q(x,t)F(dt,e)Gn(deys)} :

zeK

If x} (s) is an optimal solution of this problem, then the posterior risk is
2n(Gn(.1)) := min Bgjo2n (2, €|Gn(.5)) = Bgjs2n(27(5), €| Gn(-]5)),

so x,(s) is a decision function (of s) for the distribution G, (.|s) for n =1,2,...

We can formulate another linear problem, corresponding to an expected value problem

given Sp(€l,... ") =s:
min Z,(z,yls) = ¢’z + ¢y
Y

s.t.xr e K,
Tz + Wy = un(s),
y =0,

where 1,(s) = E(§|Sp, = s) = [ tHp(dt|s) is a conditional expectation of & given Sy, = s.
Denote the optimal objective function value of this problem as z (s). Then the following
holds:
Theorem 2.49 Given a sample of size n, Sp(£L,...,&") = s, then
(a) there is 2 (Gn(.]s)) > z5(s),
(b) z5(Gn(.|s)) is concave in Gy, on I
Proof. The proof can be found in [13]. O
Remark 2.50 The inequality in (a) corresponds to inequality which can be intuitively
written as

(RP given Sy, = s) > (EV given Sy, = s).
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Define
Rn(G) = Es[2;,(Gn(]5))]

the expected value (w.r.t. s) of the posterior risk given a sample of size n, such that
Sn(€l,...,€") = 5. Then R, (G) has the following properties:

Theorem 2.51

(a) Ry(G) is concave in G on I

(b) R, (G) is a monotonic nonincreasing function of n.

Proof. The proof can be found in [13]. O

Now we can define expected value of sample information (of sample of size n) as
EVSIy, = Egzo(x, §|G) — Es[z,(Gn(]s))] = R(G) — Rn(G). (2.46)

Theorem 2.52

(a) EVSI,, is a monotonic nondecreasing and nonnegative function of the size n of a
sample.

(b) EVSIy < Eezo(rg, €|G) — Esz;,(s), ie. EVSI, < R(G) — Esz;,(s).

Proof.

(a) Follows immediately from the theorem 2.51 (b).

(b) Follows immediately from definitions and theorem 2.49 (a). O

Assume that we have the possibility to increase the sample size n up to infinity. Then we
can define the limiting posterior distribution function of  given Sso(€1,€2,...) = s. It is
assumed to be a one-point distribution of the form

Oifu<é
Goo(u):{lifUZQ,

which represents full knowledge of the true value of . The posterior risk with a such an
infinite sampling is

Roo(G) = / min [J:H / Q(x,t)F(dw)] G(do)

zeK

and Ry, (G) \, Rso(G) as n — oo, since Ry, (G) is a monotonous nonincreasing function
of n. Expected value of infinite sample information is then defined as

EVSIs = R(G) — Rao(G)

and it is easy to see that EVSI, / EVSIy as n — oo.

Note that EVSI is not the value of knowing future realizations of £, but the value of
knowing the distribution of ¢ precisely and having the possibility to solve the standard
stochastic problem.

2.8. Chance-constrained problems

We will touch the problem of chance-constrained programs only in brief because they are
at the edge of the family of stochastic programs we are interested in.
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2.8.1. Value of information in chance-constrained programming

Consider a simple chance-constrained problem of the form

RP = mﬂ}n z(z)
st.z € K CR,
Plx>¢) > a, (2.47)

where z is a real convex function bounded on K, K is an interval, £ is a real scalar random
variable with known distribution, and « € (0; 1) is a given real constant. The meaning of
this problem is that we have to make a decision x which is greater or equal to £ with a
given probability . We can consider (2.47) as a partially relaxed constraint x > £ a.s.
Of course, no realization of £ is observed in the time of making the decision.

Denote L = {x : P(x > &) > a}. We will assume that the set K N L is nonempty and

closed and that min z(x) exists (finite).
r€KNL

We can equivalently reformulate our problem as

= (xr(%l)nx) [Z(x(é)) +1 [P(2(£)=€)=a] (56(5))]

s.t. z(§) € K as.,

z(§) =7 a.s.

(2.48)

where the penalization function I is defined as

7 (z) = { 0 when the statement A(x) is true for the argument x
[A()] +00  otherwise.

The objective function in (2.48) is deterministic almost surely and so an expectation E¢
is not needed.
The related wait-and-see problem is formulated analogically, only the nonanticipativity
constraints are relaxed so that the optimal solution is a function of ¢, and the expectation
E¢ is needed:
WS = Bemin [2(2(6)) +Tip(ageyzg)20)(+(6)
s.t. z(§) € K as.

Generalization for several probabilistic constraints or for joint chance-constraints or com-
bination of those is obvious. In both (2.48) and (2.49) the statement A(x) which stands
as a parameter of the penalization function I would change only.

(2.49)

Remark 2.53 We are aware of the unpleasant fact that I is an extended real-valued
function. We assume that —oo < z(z) < +oo for all + € K, so the value of the
objective function z + I is bounded (when the value of I is 0) or it is +oco. It holds
{z: j[P(ng)Za] () =0} = L # 0 and so the minimizing function z(§) in (2.49) will be
such that z(€) € L for all realizations £ of £. This assures that the expectation in (2.49)
exists.

Theorem 2.54 Consider the chance-constrained program (2.48) and its wait-and-see
modification (2.49). Define value of prefect information for the chance-constrained prob-
lem (2.48) as

EVPIY = RP — WS.
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Then EVPIC is nonnegative.

Proof. It is obvious that WS = E¢g(¢) for g(§) = (gm)inK 2(z(§)) + j[P(x(£)>§)>a] (x(f))]
z(§)&e T

and g(§) < RP a.s., which implies that WS < RP. O
Remark 2.55 A notion of value of partial information for a special case of a chance-
constrained problem can be found in [14]. The authors, however, introduced a definition
of value of partial information which we do not consider as absolutely correct, and they
have also shown that “their” value of partial information can be negative.

2.8.2. Sample information in chance-constrained programming

In this part, we return to the problem introduced in chapter 2.7. and we employ a very
similar notation. We deal with a problem with a simple linear objective function and
probability constraints. The constraints depend on a realization of a random variable &
which is not known in the time of making the decision, and in addition the distribution of
this random variable is not known exactly—it is considered as a function of a parameter
f which is seen as another random variable. Its true value can be detected by sampling to
some extent. The question is, what is the worth of information gained by the sampling.
We will deal with problems with multiple and joint probabilistic constraints. We will omit
some proofs and details; they can be found in [13].

Consider a simple problem with a linear deterministic objective function and probability
constraint of the form

min 2(z) = c'z
reK

s.t. P (fl < Z] awxj) < (&7 1= 1, e, T (250)
This constraint is equivalent with

Fi (Zj aijxjagi) <, i=1,...,r, for any true value of 0;,

where F;(t,0;) = P(&§ < t]0;). Now, 0; = (0;1,...,0;y,) is an m;-component vector of
unknown parameters and for every i, #; has a prior (no sample) distribution function
G;(.). We consider fixed values aq, ..., ap.

Let (52-1, ...,&") be random sample of size n from the distribution F;(.,0;), 0; € ©;,
and consider a sufficient statistics Sn(fil, .., &) for the family F;(.,0;), 0; € ©;, for
i=1,...,7. Denote H;,(t, si), ¢t = 1,...,r, the posterior distribution function of ¢;
given Sn(é‘il, &) = s'. Again, H; o = H; o(t) corresponds to the case of no sampling.
Naturally, we could generalize this problem for samples of various sizes ny, ..., n,, but it
would not be too interesting while complications in writing would be great.

Denote F' = (Fy,...,Fp), let b = b(z, Fy,...,Fr) = b(z, F) be a badness or negative
utility function, continuous and monotonic increasing in (2, F') € R x (0,1)". Define
minimum of expected negative-utility of costs in the case of no sampling as

@(G) == ;Iél}f(l_ E@b (ch7 Fl (Zj aljxj, 91) g ,Fr (Zj arjxj, Hr)) (2.51)

where G is a prior distribution function of 6 = (61, ..., 6,). (Now, 6 is a vector of vectors.)
Thanks to the negative-utility function b we can penalise violating of any probability
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constraints, putting e.g. b(c'x, Fl(Zj aljxj,el),...,Fr(Zj apjj,0p)) = +oo if there
exists ¢ € {1,..., K'} such that F;(3_; ajjzj,0;) > a; for all w € K.

We can define a problem which is analogical to (2.51) but is constructed after samples of
size n are made:

: T
P (Gn(\s)) = gél}% Ean (C Z, F1 (Z] aljxj, «91) yeeey Fr (Zj arjxj, Hr))
where E¢, is a symbolical denotation for Eg|s with s = (s!,...,s"), s = Sn(fll, &),
1=1,...,7

We can define expected value of sample information of the sample of size n for the problem
(2.51) as

EVSIS = &(G) — Es®(Gn(.|s)) (2.52)
where s = (s1,...,s"), s' = Sn(fil, .., &"), i=1,...,r. (The upper index C stands for
Chance-constraint. )

Some properties analogical to those for EVSI,, can be derived: EVSI g > 0 for all distri-

butions G, for all n € N, and it is a nondecreasing function of n > 1.

For an increasing n, limit posterior distribution of #; given Soo(éil,fg, ) = s for

i=1,...,rand s = (s1,...,s"), is Giool.)- It is assumed to be a one-point distribu-

tion of the form .

i,oolti Vif >0, i=1,...,n
Denote Goo = (G100 - - -» Gr,00). Analogically as in (2.52), we can define EVSIS, such
that EVSIS / EVSIS for n — co.

Consider a problem similar to (2.50) but now the probability constraints have to be
satisfied for all ¢« =1, ..., r simultaneously:

min ¢’z
rzeK

s.t.P(gigzjaijxj, izl,...,r) <«

for a given a € (0,1). Let F(t,0) = P(§ < t;, i = 1,...,7|6) be the joint distribution
function of € = (£1,...,& ) depending on 6 € ©.

Let again b = b(c’x, F') be a negative-utility function continuous and monotonic increasing
in (c'z,F) € R x (0,1). We can define negative utility of the costs in the case of no
observation as

/(@) = géifI(l'Eeb (ch, F (Z] a1, ..., Zj iy, 9)) .

Having observed &1, ..., ™, we can define

(2.53)

EVSI;© = @7€(G) - Es®7C (Gn(]s)),

where G, (.]s) is a joint posterior distribution function of 8 given S, (£%,... &) = s and
where the expectation is taken w.r.t. the value s of the sufficient statistics Sy. Then
again, FVSI ;{C > 0 for all distribution functions G' and for all n € N, and EVSI ;{C is a
monotonic nondecreasing function of n > 1.
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Assume again that an infinite sampling 1, €2, ... is available. Then we can compute the
posterior distribution function of £ given 6 (which is given by the sampling) and define
EVSIZE in an obvious way. Then again EVSI;/¢ » EVSIIC for n — .

2.9. Value of perfect information as a risk measure.

In some applications, the notion of a risk measure is used for a functional with some
properties. In [1], a definition and some interesting properties of coherent risk measures
are introduced. For us, risk measure will be a functional defined on some space of random
variables with values on the real line. We will show, following there partly the approach
presented in [15] and in [16], that in some cases, value of information can be used as a
risk measure. We will also compare properties of the value of information with properties
of coherent risk measures given in [1].

2.9.1. Special case with a piecewise linear objective function

Let’s have a probability space (Q,.%, P) and a random variable & Q — R which repre-
sents outcomes. We will again deal with an optimization problem related to this random
variable. The decision maker has to decide about an income x which has to be available
after the realization of the random outcome or consumption & is observed (but the deci-
sion is done before the realization of ). The goal is to get just the outcome as precisely as
possible; any possible surplus will be discounted by d € (0;1), as the surplus is less satis-
factory than consumption; any shortfall will bring additional costs so that shortfall total
costs are ¢ per unit, ¢ > 1 (d, q given). For any o-field # C % denote as ./ (%,Q,R)
the space of all #-measurable functions f: ) — R.

In this paragraph we consider a problem with a simple special case of the objective
function:

min E (q[§ — 2] —dl¢—2]” + 1:)

x
and we will add some constraints.
Suppose for a while that the decision maker knows the future realization of the ran-
dom variable £&. Then he solves a deterministic optimization problem and his solution is
r = x(¢), that is, x is a function of £, we have that (2(£))(w) = z({(w)), 2:Q — R and
it is an .#-measurable mapping. Hence, the anticipative problem under full information
on the future development of ¢ reads

min E (ql¢ — 2] — d[¢ — 2] + 2)
st. x € M(F,0R).

The optimal objective function value of this problem (the WS value) is denoted as V;,

the optimal solution is z(§) = £ a.s., i.e., x is just the value which is to be realized. The
optimal objective function value is E(q.0 — d.0 + &) = E¢.

Suppose now that the decision maker solves the problem under a partial (imperfect) infor-
mation on the future development of £. His decision variable is now a function x: 2 — R
which is % -measurable for some o-field .# C .%. The larger this o-field is, the better
informed is the decision maker. In this situation we will say that information (represented

by the o-field) % is available. The decision problem is then
min E — 2]t —d[¢ —2]” +ux
in B (gl¢ — 2] — d§ - 2]” + ) (2.5
st.x e M (F,QR)
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and the optimal objective function value is denoted as Vfgz.

Theorem 2.56 For two o-fields .#1, %5 such that .#] C %5, there is Vf@l > V{%.
Proof. If #; C %5, then 71 (A) € #; implies that 7 1(A) € %y for every function
x and every set A € B(R). Hence, the feasibility set for VF% is larger or equal to the

feasibility set for V§~1, and so Vf@l > Vf%. g

The risk contained in the random variable £ and the incomplete information represented
by the o-field # is the difference between the clairvoyant’s minimal costs (computed
with full information .%#) and the human decision-maker’s minimal costs (computed with
incomplete information .#):

Ry =V - VS = V5 —Elg),

which defines a risk value of perfect information R;.
It is clear that Rigz > 0, since V; > Vé.
F

The expected value of partial information given by the o-field F is V;O — V;, where
Fo = 1{0,Q} is the simplest o-field, and it is nonnegative.

Definition 2.57 Let ¢ 1 and 19 2 he two random outcome variables.

We say that first order stochastic dominance holds, if E[f(ﬁl)] < E[f(fQ)] for all nonde-
creasing functions f for which these expected values are finite. We write ¢! < FsD & 2,
We say that second order stochastic dominance holds, if E[f(¢1)] < E[f(€?)] for all
nondecreasing and convex functions f for which these expected values are finite. We
write &1 <9SD 62.

We say that convex dominance holds, if E[f(¢1)] < E[f(¢2)] for all convex functions f
for which these expected values are finite. We write €1 <o €2.

Definition 2.58 If G;, + = 1,..., k are distribution functions and p;, ¢ = 1,...,k are
probabilities such that Z;le p; = 1, then compound distribution of G; with probabilities
pi, t =1,...,k, is defined as

k
G(u) = piGi(u).
i=1

It is the distribution of the compound random variable C' of random variables W1y, ..., W}
with distribution functions G, ..., G}, respectively, with probabilities p1, ..., p;, defined
as

Wiif I =1
Wo if [ =2
C:(K(Wl,...,wk;pl,...,pk): 21
Wit =k
where [ is a random variable, which is independent on Wy, ..., W} and which satisfies

P(I=i)=p;fori=1,... k.
Definition 2.59 The probability functional F is compound convez (concave), if it satisfies
for all GG; and p; from the preceding definition



The probability functional F is compound linear, if equality holds there.

Let us consider the simplest o-field %y = {0, Q2}. Note that x is Fy-measurable, if it is a
(real) constant. Then

E .
VE, = min Elz(s,)]
st. x € M(Fy, QR),
where N B
2(@,€) = ql¢ —a] " + 2 — dl¢ — ]

= qlé —a]t +dE—a2) —dl¢ ]+

=(qg—d)[¢ —2]" + (1 —d)z + d¢.
Function z = z(z, &) is nondecreasing and convex in £ and so £ 1> §2 a.s. implies that
2(x, 51) > z(x, 52) Vz a.s. which further implies that mxin Ez(x, 51) > mgn Ez(z, 52), that

1 2
is V; > VfgZ which means that higher outcomes generate higher costs.

1 2. e 6 £ A 2. ¢! &2
It also holds that {* <ggp £ implies vffo < Vﬁo’ &' <pgp &° implies that foo < vffo

§

2
and ¢! <o €2 implies that Vg < VF%. It can also be derived that €1 <o €2 implies

1

1 2 0
that R;O < R;O : The function z(x, &) is convex in £ for all z and so is z(z, ) — . Hence,
&1 <cc &2 implies by definition that

Elz(z,&) — &) <E[2(z,&) — &) V2 €R
and so

min B[z (z, §1) = &1] = min B[z(z, §)] - E[§1] < min E[z(z, &) — &) = min E[2(z, £)] - E[&]

which means that R?/Ol’o < Ri%o. The same does not hold for F# # %, as is stated in [16].

The reason is obvious: We know that z is a convex function of ¢ for all x € R, but x can
somehow depend on ¢ for z € #(%,Q,R) and the form of this dependence is unknown.
Then it is not sure that z is convex in &.

For every o-field .Z C .Z and for all b € R it holds

VS = minE(gle + b— ] — dlg+b—a]” +2)

F
— min E(ql¢ — (2~ b)) —di§ — (0= D) + (@ — b)) +¢

which means that increasing outcome by a known (constant) amount b leads to an increase

of overall costs by the same amount. It can be simply seen now that R; is translation-

invariant, i.e. Ri;b = R?} for all b real constants.
Also, Vz, R # are positively homogeneous, i.e. for any A > 0 it holds
A6 . B . . £
Ve = min Ez(Ax, \¢) = min EXz(z,€) = )\H}Eln Ez(z,§) = AV,

because
2(Az, M) = [N — Az] T — d[NE — Aa]™ + dx = A(g[€ — 2] T —d[¢ — 2] +2) = \2(g, §).
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RF} is a linear combination of two positively homogeneous functions, so it is also positively
homogeneous.
Note that z = z(x, &) is convex in (xz, ). Let &, ¢ be two random outcome variables defined

n (€,.7, P) (dependence is possible) and V; = Ez(27,¢) and Véz = Ez(23, (). Then
for any fixed constant p € (0, 1) it holds

VETITC — minBa(a, pé + (1 - p)0)
< Ez(pz} + (1 = p)ag, p§ + (1 = p)C)
< E[pz(27, &) + (1 — p)z(x5, ()] since z is convex in (z,&)
= Vs +(1-p)V5.

So Vg is convex in ¢ (and Vj is linear in &, since Vf = E¢) and so R; is also convex

in £. Th1s means that combining two outcomes cannot increase risk.
Consider two random income variables £ and ¢ and let

g — { ¢ with probability p
| ¢ with probability 1 — p,
where p € (0,1). Then for any o-field # C . is

Ez(z,0) = pEz(2,£) + (1 — p)Ez(z,() Vo € A4 (F,QR)
and so
min Ez(z,6) > mxianz(x, €)+ mxin(l —p)Ez(z, ()

which means that Vg > pVg + (1 - p)Vé. Together with the obvious equality
Ve = pr; +(1— )sz this implies that
F F F

R =VG -Vl > [pV} +(1 —p)V}} - [prQ; +(1 _p)v;}
=p [v§ —v;] +(1—p) [Vﬁz —Vﬁj]
= pr + (1 - p)R;m

ie., Ri;g is compound concave.

Define

RS

9 §
J1792 V _V92

for #1 C F9 some o-subfields of .%. Hence, Ri 7 is a difference between the optimal

objective function values of a less (with .#1) and more (with .#3) informed decision maker
and it can be seen as a value of increasing information from %1 to %5. It holds

RS

€ £ £ £y 5 3

Fa,

SO R;l Fy corresponds to a decrease of risk when the available information increases
from #1 to (better) 5. Some trivial properties can be derived: #| C %9 C F3 C ¥

¢ ¢ &b _ pe S ;
RS 7 >Ry g, andbeR= RS, R, o and RS . =R, VI CF.

F1,F2 F T
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An extreme case is the difference between the clairvoyant and the totally uninformed
s S _ ¢ _o=—vs _vé :

decision maker: Rﬁm = R P 0= Vﬁo \%4 P which represents an expected value of

perfect information.

It was argued that V}, R; should be used as risk measures. Properties required to be
satisfied by coherent risk measures are formulated in [1], and we can compare the prop-

erties of V;, R?a} with them. Reformulated a little in an appropriate way, the properties

of a coherent risk measure p are:
(1) Transition equivariance: o(X + o) = o(X) + « for all @ € R, X random variable.

This property is completely satisfied by V; and it is not satisfied by R;.

(2) Subaditivity: o(X1 + X2) < 0(X1) + 0(X2) for all X1, X9 random variables.

We have proven that R; is convex in &, i.e. pr§+(1—p)C < p.R; +(1-— p).Rf;} for all
& Ce (Q,ﬁ,P), p € (0,1). We can write X = %5 and X9 = %C. Then there is

Xi+Xo _ 1pe [ 1oc 1oox, 1o9x,

1 1 .
= 5.2 R;J + 5.2R;2 since Rf?) si positively homogenous

= R+ R

So this property is fully satisfied by R;. Exactly the same is true for Vfgz.

(3) Positive homogeneity: o(tX) = t.o(X) for all t € R™ and X random variable.
This is satisfied for both Vf@ and Rigz.

(4) Monotonicity: for all X, Y € (,.#, P) with X <Y a.s. it holds o(X) < o(Y)).
It is satisfied for V; but it is not satisfied for R;.

(5) Relevance: VX € (Q,Z,P), X >0 a.s., X is not a constant a.s., we have o(X) > 0.
This additional property ensures us that we do not consider a trivial case.

A positive outcome must always imply positive overall costs, hence V; > 0. We have also
proved that R; > 0, but there can exist a o-field .Z C .Z such that any o-field Z D Z

gives an information sufficient for eliminating the risk R; to zero.

F
Our conclusion is that the optimal objective function value V; of the problem (2.54) is
a coherent risk measure in the sense of [1], while Rigz is not. The reasons are translation
equivariance, monotonicity and relevance not being satisfied by Rioz.
Remark 2.60 In economics, the conditional value at risk (CVaR) is often used to judge
a risk brought by an uncertain investment. Relationships between R; and CVaR are
derived in [16].
2.9.2. General objective function
Let ¢ be a random outcome variable defined on some probability space (2, Z, P), x an
amount to be available after the realization of &, but to be decided about before this
realization. The goal of the decision maker is to find

min Fz(x, §),
T
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where F is a probability functional (in the preceding part, we had F = E ), i.e. F is
a mapping from (Q,.Z, P) to R; we will assume that F is monotonic w.r.t. stochastic
dominance of the first and second order and to the concave dominance. This means that
for ¢!, ¢? random variables, ¢l <FSD #? or ¢! <99D $% or P! <cc $? imply that
F(¢') < F(¢?). The function z = z(z, ) is a measurable real-valued objective (outcome)
function of (z,&) which is convex and nondecreasing in £. Again, for a o-field # C ¥ is
M (F,Q,R) the space of all #-measurable functions z: Q2 — R. We assume that all the
employed minima exist.

The nonanticipative optimization problem (analogical to the here-and-now problem) is
then

mxin Fz(xz,€)

st.x e MF,QR),

where again .# represents available information, % C Z. Let us denote the optimal
objective function value of this problem as V;. Again, it is clear that #; C %9 implies

¢ Syt
that V& > V5, .

The anticipative clairvoyant’s problem reads

Irgn Fz(z,€)

st.x € M(F,QR)

and its optimal objective function value is Vf;.

F
The risk contained in the random variable £ and the imperfect information % is again
Rigz :~V; — V; and it also holds true that Rigz > 0, since V; > V; for any o-field
F CZ.
The “expected” value of partial information given by the o-field .Z# is V}O — Vfgz >0,
where Z) = {0,Q} is the simplest o-field, relating to a totally uninformed decision

maker. Now the word “expected” is not used in a mathematical sense because a general
functional F is used instead of E.

The function z is nondecreasing and convex in ¢ and F is monotonic w.r.t. first order

1 2 -
stochastic dominance. Hence, & 1> 52 a.s. implies that Vfgz > Vfgz for all . C . which
means that higher outcome generates higher total costs.

It also holds that &1 <qqp €2 implies Vo, < VS ¢l <pap €2 implies that V& < VS
SSD p Fo = V. FSD p Fo >V 7,
1 2
and & 1 <cc 62 implies that V;o < V;o'
2
It is not generally true now that & 1 <cc & 2 implies R;lo < R;\o’ since R;O = V;O — V;
where V;O is monotonic w.r.t. convex dominance while —V; is not.

Let us now assume that F is a convex functional and that z is convex in (z,&). Let
p € (0,1) be a real constant, let £, ( be two random outcome variables (dependence is

possible) and V; = IlelIlF(Z(l’,f)) = F(2(27,9)), V} = mxlnF(z(x,C)) = F(2(25,()).
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Then
pPer(-p)d _ min F(z(z, p¢ + (1 - p)¢))

< F(z(pa] + (1 = p)as, p€ + (1 = p)())
< F(pz(z],€) + (1 — p)z(z3,¢)) since z is convex in (z,§)
< pF(2(27,€)) + (1 — p).F(2(25,()) since F is convex

SO V;l) is convex in €.

This does not hold in general for RY)

F
It can also be easily derived that for F compound concave also V;\) is compound concave.
If we assume that, in addition, V;) is compound linear, then also Rg
concave.

since this is a difference of two convex functions.

is compound

We can again compare properties of the generalized Vf@ and Rigz with the properties of
coherent risk measures given in [1]. The result is quite poor: The properties are generally

not satisfied by both V; and RS , except for the monotonicity which is satisfied for V;

only. So V; and R; are not coherent risk measures in this generalized case.

At the end, let us define R;l’i% = V}l - V}Z = R;l - RF% for 1 C Py C F
two o-fields. Again, R;l 7, eXpresses a decrease of risk when the available information
becomes %9 instead of #.

It is clear that %] C %9 C Z3 implies Rigzl’ Ty Z
F C .Z. The translation-invariance property does not hold any more.

> R, 5, and RS, _ = RY for all

)

The extreme case is the difference between a totally uninformed decision maker and a

clairvoyant (having full information): R;m §= V;O — V; and this is “expected” value
of perfect information. We cannot call this value expected value of perfect information,

because we use a general probability functional F instead of expectation.

Remark 2.61 In [16] and [15] similar notions are defined for a special multiperiod prob-
lem. We will not return to them in the chapter devoted to multiperiod problems because
they are not too interesting when we focus on various types of value of information.

Remark 2.62 The authors of [17] introduced an approach to the value of information
based on optimization of convex risk measures (i.e. extended real-valued functionals;
they call them risk functions and assume their convexity, monotonicity and translation
equivariance). In their framework, the optimization problem reads

inf o(F(x))

where g is a risk measure and F' is a function which maps the decision x to a random vari-
able £ = F'(x). After employing sophisticated tools based on dual spaces and functional
analysis theorems, the authors show that for certain spaces of decisions x and random
variables £ = F'(z) it holds

g oF(e) 2 o uf F(o))
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where they define

inf F = inf {(F )
(inf, 7)) (@) = it (P
This allows them to define risk value of perfect information (connected with the risk
measure 9) as

RVPI, = xlélﬁ( o(F(z))—o (ajlgﬁ( F(x)) >0

and expected value of perfect information (connected with a probability measure p) as

EVPI, = xlélg( Eu[F(x)] — E, L:lélﬁ( F(a:)] .

It is finally shown that

inf EVPI, < RVPI, < sup FEVPI,
nedz(0) HEA 3 (0)

where @ (0) is a set of all probability measures y such that (u; &) := [ &(w)dp(w) < o(§)
for all random variables £ from the considered space.

This approach can be used to formulate a precise analogy of a so called interchangeability
theorem (commutativity of infimum and expectation in recourse problems is proven un-
der some specific conditions) introduced in [19]. It continues with dualisation of explicit
nonanticipativity constraints which leads to consideration of EVPI as an “information
price system”—the whole amount saved up by being able to find out the realization of
random variable & would be paid for an inquiry necessary for getting this piece of infor-
mation. This fact is derived independently in [19] and in [17] in different symbols but as
a precise parallel. For details, see the above mentioned articles.
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3. Multistage problems

3.1. General formulation of multistage problems

We often need to solve problems covering more then two time periods and more then two
decision points. Formulation of such problems is of interest in the multistage program-
ming.

Assumptions given here represent a natural generalization of the assumptions given for
the two-stage problems. Suppose that the number of time periods is T, T" > 2. Suppose
for simplicity that there is one decision point at the beginning of each time period. (This
need not be true in real situations, because sometimes we have to make a decision for
more then one time period, or make several decisions in one period). Again, randomness
is brought to the problem by a vector of real random variables &1, ..., &7 _1. For every
t=1,...,T—1, & is defined on a probability space (2, %, P). Probability distribution
of all random variables is known with distribution functions F'(§;) which are independent
of the decisions 71, ..., z7. Realization of the component &; is observed in the t-th time
period after making the decision x;.

The order of making decisions and observing realizations of the random variables is
x1,&1,22,&9,...,&7_1, . Sometimes we use for technical purposes a component £ be-
fore x1; this component &y may be considered as random, equal to a given constant with
probability one. We will write ¢ = (¢1,...,&) and 2! = (21,..., 2¢).

The decision process is nonanticipative, which means that a decision z; is allowed to
depend on former decisions x1,...,r;_1 and former realizations &q,...,&_1 which are
already known (observed) in the time of making the decision z¢, but z; has to be inde-
pendent of any future realizations of random variables and future decisions.

Structure of the general T-stage problem is quite unfriendly and it is quite unpleasant to
deal with it. It can be written as T nested problems as follows:

RP = min E¢, fo(z1,61) = min {fro(z1) + Eg, l¢1(21,€1)]}
st f1i(x1) <0, i=1,...,m1, 1 € X3
for ¢1(21,€1) = min {fzo(xz) + Egy ¢, [w2(z1, 22, &1, 62)]}

s.t. foi(r1,22,61) <0, i=1,...,mg, x5 € Xo

for pp-1(21, ., 24-1,€1, -, §-1) =min {fto(It) + Egee-1lpt(zn, oz &1, ,ft)]}

S't' fti(x].7'"7xt7£17"'7§t_1)§077::17"'7mt7
[L’tGXt,

for pp =0,

where for all ¢ and 7 are f; and ¢ real functions, X; C R are nonempty sets and we deal
with conditional expectations. In this form, we have divided the non-random and the
random part of the objective function in each stage to create the best possible analogy
to the two-stage programs. The resulting optimal objective function value is denoted as
RP.
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We will usually write the problem in a simpler form:

min E min E ...E T—2 min 2(x1, . e €1, )
CL']_EX]_ 1 $26X2(x17§1) €2|§1 5T*1|£ xTeXT(JjT_17§T_1) ? Y ) I )

for an objective function z.

Now, the feasibility sets for the second and any further minimization have to be written in
the form showing their dependence on former decisions and realizations, e.g. Xo(x1,&7).
The form of this dependence can be clearly seen in the following linear problem.

If all the objective functions and constraints are linear, we can write the T-stage problem
as follows:

o . T . T . T . T
RP = Hxllln [clxl + E§1 rrallen [cza:Q + E£2|£1 Ha%n cgr3+ ...+ EfT_1|fT_2 %JHTH [CT‘IT} .

s.t. Thx1 = hq,
To(&1)w1 + Wa(&1)wg = ho(&1) as.,
T5(£%)xg + Wa(€2)as = h3(€?) as., (3.1)

Tr(ET  YDap_y + Wl Vap = hp(€T71) as,
li <z <y,
LETY <ap <wg(€7Y) as fort=2,...,T.

We can also rewrite the objective function in (3.1) as

min E¢, min Eglg min.... B, er-2 rngHZ(wL o, €1, 6r-1),
where

2(x1, ..., 2,81, ..,§p_1) = clx1 + chry + ...+ cpap.

In general there is ¢; = ¢;(&771) for t = 2,...,T.

It is much easier to solve the multistage problems when the distribution of the random
variables 1, ...,&p_1 is discrete. This means that for ¢t =1,...,7 — 1 the support of &
is &y = {ftl, o ,§tst}, Sy finite. We then speak about scenario-based problems.

3.2. Various approaches to the multistage problems

We have more possibilities of modelling a given multistage problem than we had for a
two-stage one. In the following parts, we will formulate the problem (3.1) using several
different approaches in order to be able to compare to each other their resulting optimal
objective function values.

3.2.1. Wait-and-see problem

We can formulate the wait-and-see problem in a similar way as for the two-stage programs.
In this case, the decision maker is allowed to postpone all his decisions to the end of the
last time period, that is, until he knows all the realizations of the random variables, or
he is able to reveal future realizations of all random variables at the beginning of the
first time period. Thus all decisions z1, ...,z are functions of §T_1. The wait-and-see
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T'-stage linear problem reads

- . T T-1 T T-1
WS = Eer xl(ngl)r,r.l.l.,I;T(ngl) {clxl &)+ Aepap(é )}

s.t. T1$1(§T_1) =hy as.,
To(&1)a1 (€771 + Wa &)z (6771 = ho(&1) as.,
T5(E%)wa (¢ 1) + Wa(€2)as(¢" 1) = hs(€?) as,,

T oy (€71 + W Dape ™) = hp(e? ™Y as.,
h<a(E <y as,
LETD <o Y <ug(eY as fort=2,..., T,

This decision process is anticipative, since all the decisions can depend on all realizations,
which are supposed to be known in advance.

3.2.2. Expected value problem

Now we replace the random variables &1,...,§7_1 by their expectations & =E&, ...,
ér_1 = E&p_1, respectively. We obtain a deterministic expected value problem

EV = min z(zq,...,270,&1,-.,&7-1)
L1 yeeesXT
s.t. Thx1 = hy,

To(&1)z1 + Wa(&)za = ha(&2),

TpEr Vap_y + WpEl Hap = hp(El 1),
lh <1 <y,

LEEYD <z <w(@ Y, t=2,...,T

Again, this value can be quite different from the here-and-know value and there can
appear the same complication that is mentioned in remark 2.4.

Denote as 71, ..., T the optimal solution of the expected value problem. Similarly as in
the two-stage problem, we now keep them fixed and we compute the true expectation of
the objective function value for these decisions. The resulting value is

EEV = EfT*lz(i‘b cee aETagla .- '7§T—1)‘

3.2.3. Two-stage relaxation

Sometimes, we are not able to solve the given problem as multistage and we use its two-
stage relazation. In principle, we relax the nonanticipativity constraints in the second and

60



other stages and we obtain a two-stage problem for 7" time periods

TP = minEer; min z(v1, 2,61, Er—1)
s.t. Thx1 = hq,

Ty(&1)x1 + Walr)xa = ha(&1) as.,
T5(€%)zg + W3 (€2)as = h3(€?) as.,

TrE" Dap 1 + WpEl ap = hpe? 1) as,
lh <21 <y,

LETYD <ap <wug(€7Y) as fort=2,...,T.

3.2.4. Rolling horizon

We can use another approach to multistage problems, which is based on rolling of time

horizon. The here-and- now problem for time periods 1,...,7T is solved first, giving an

optimal solution le, .. T We use the component xll only, wait until §1 is observed

to be {7 and then we solve the here-and-now problem for time periods 2,...,7T with the
first stage decision fixed as ] 1 and §1 = &, i.e. we solve the problem

m1nE§2|5smin Bep e, 752,£5m1nz<x117$27‘“er?gig?(§2|51:§i§)7“‘7(£T—1‘£1:£f)>

1 x3
s.t. To(€5) a5t + Wa(€5)ze = ha(€)),
T3(€2161 = &5)ag + W3(€2[¢1 = &) = h3 (€26 = &) aus.,

Tr(E" e = &)arq + W€l Y6 = )ar = hp(€T7Ye =€) as.,
12(&7) < z2 < wua(€Y),
(e =€) <o <w(e7Ye =€) as., t=3,...,T.

This problem leads to an optimal solution x§2, e a:*T2. We wait until the realization of

&2 is known to be &5 and then we solve a here-and-now problem for the time periods
3,...,T with an objective function

2=t a3 wg, o, 65,65, (6316 = €5, 60 = €5), ..., (Er_1)é1 = &, &2 = €5)).

This process is repeated with still shorter and shorter time horizon. The last problem
which is solved is a deterministic (and static) problem

1 %2 *T—1 S S

st Tr(es T D wpes T Yap = hp(edT ™,
(ST < ap <up(esTh,

where we denote ¢5T—1 = (&7,---,&7_1)- Then we define

1 2 T
RH = Egs,T—lz(IT S SRTRRRE TS FRRRIN S )
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where Eg&T,l is expectation taken over all possible realizations of ¢ ~1 and the resulting
objective function value is denoted as RH (for rolling horizon). Further on, we will not
write the random variables in the second and next steps explicitly conditionally on the
previous realizations, but we always keep it in mind when dealing with the rolling horizon
approach.

3.2.5. Dynamic formulation

Define state vectors zz € Zy C R™ , for t = 1,...,T, where z is a state of the system
at the beginning of the time period ¢. In other words, z; is the resulting state after
applying the preceding decisions made in periods up to and including the (¢ — 1)-th
one and after observing realizations of £1,...,&_1. The change from the state z; to the
state z;41 under decision x¢ and realization &; is described by so called transition function
Fy: Zy x Xy x B¢ — Zpp1 € R7™+1 in the sense that z¢41 = Fy(z¢, 24, &t). The initial state
z1 1s given.

Denote the expected costs in the ¢-th period as fir = fi(z¢,2¢) = E&ft(zt,xt,ft) where
ft(zt, Tt, ft) expresses the costs in the ¢-th period under the realization & of the random
variable &, for all & in the support Z;. The total costs (or their worth after applying
some negative-utility function) during the whole T-period process are expressed by an
aggregate function ® = ®[fq,..., fr]. We will consider the most common shape of ®
which is ®[fy,..., fr] = Zthl f+ which is a sum of costs in all periods.

The whole dynamic problem then reads
DP = min ®[fi(21,21),..., fr(er, 27)]

TL1yeeeyT
s.t. 21 € Z1, 21 is given,
A Ft(ztwrtaft)? = 1)‘ . ‘)T - 17
e Xy, t=1,...,T.
Problems formulated in this way can be solved recurrently “backwards” as T nested
problems with a parameter z denoting a state of the system.

This solution method uses Bellman’s principle: If (27,...,27) is a sequence of optimal
decisions in the T-stage problem with initial state z1, transition functions £, ..., Fp and
costs functions f1, ..., fp then for any realization &; of &1 is (25,..., xfT) a sequence of op-
timal decisions in the (T — 1)-stage problem with initial state 29 = 29(&1) = Fy (21,27, 1),
transition functions Fb, ..., Fpr and costs functions fo,..., f7.

Denote

e1(215 f1) = min fi(z1,21),
r1€X1

and generally for ¢t = 2,...,7T denote

et(z1; f1, -0 fes F1oe oo i) L Zfr 27, T7)

s.t. xr EXT, T=1,...,¢,
zr41 = 2r41(&7) = Fr(zr, o), 7=1,.. .t = L.
According to the Bellman’s principle, we have that

or(z1; f1o- fsF, . Fmr) =
= mlA])j(lv {fl(Z:l?Il)—i_(pt 1(F1(217x17£1) f27“‘7ft;F27"'7Ft_1)}'

r1€
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The new shape of the given problem is then

DP = o7 (215 f1,- -, fri Fr, - Fr—q)
st.xre Xy, t=1,...,T,
z1 given,
zip1 = z41(8t) = Fr(z,04,6), t=1,...,T = 1.

The problems for ¢4 are problems with parameter z, which is the initial state of the system
for ¢¢. This state z depends on the preceding development of the random variables. In
the backward recursion, at first the problem for o(z; fr) is solved as a problem with
parameter z, so the decision x7.(2) is found. This decision minimizes the costs in the
T-th period when the state of the system at the beginning of this period is z. Then the
problem for @9 (z; fr_1, fr; Fr—_1) is solved, decision x7_,(z) is found as minimizing the
expected costs in the (7" — 1)-th plus T-th period, when the state of the system at the
beginning of the (T'—1)-th period is z and the costs in the T-th period are minimized (by
using the decision :E*T(z) for an appropriate state z). This solution process continues until
the decision in the first period x7(z1) (for the given state z1) is reached. Then x7(21) is
applied, &; observed as £;, so that z9 = F} (21, 2] (21),51) becomes the new state of the
system. Then 25(2) is evaluated at 29, 5(22) is applied, {3 observed, the system transfers
into new state, etc.

3.3. Value of information in multistage programming

In the preceding parts, we have introduced some approaches to solving a multistage
problem: static formulation, two-stage relaxation, rolling horizon and dynamic formula-
tion. We have reformulated the wait-and-see problem and the expected value problem
introduced for two-stage problems. These various approaches result in various optimal
objective function values. The goal of this paragraph is to show inequalities between these
values similar to those presented for the two-stage problems, and consequently to define
some types of value of information.

In [9], we can find a special dynamic formulation of some of the multistage problems
described above (RP, WS and EEV), and basic inequalities (same as the ones presented
in the next theorem) are also introduced there under some specific conditions. Some other
approaches and values of information can be formulated under various assumptions, e.g.
as in [12].

Theorem 3.1 For a T-stage stochastic problem (3.1), there is
WS < RP < EEV.

Proof. The proof would be the same as that for a two-stage problem, based on definition
of feasible and optimal solutions. O
Remark 3.2 The inequality EV < WS also holds here when the only random elements
are right hand sides hsg, ..., hp. The proof would be the same as that for a two-stage
problem.

Theorem 3.3 For a T-stage stochastic problem (3.1), there is

TP < RP.
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Proof. We can write

2 3

RP = rrfyln E¢, {min E¢ e, Ir%in. ) 'EfT—1|€T72 quTn 2(x1, .o &, Er—1)

= qu1n Efl [7“(-7717 fl)]

subject to constraints given in (3.1), and

2. LT

TP = rri}ln E¢, {E&y--wa—l xmin 2(x1, . xp, &1, E121)

= min B¢, (a1, &)

subject to the same constraints, where we have defined the functions r = r(z1,£;) and
w = w(xy,&1) as obvious. It is clear that for all fixed (z1,&1) (where x; is feasible and
£ € E1 is a possible realization) is r(z1,£1) an optimal objective function value of a
(T — 1)-stage here-and-now problem for stages 2, ..., 7T. Similarly, w(x1,&;) is an optimal
objective function value of a wait-and-see problem for stages 2,...,7T. For any fixed
(x1,&1), both of these (T' — 1)-stage problems are solved under the same constraints and
it is clear that w(z1, &) < r(x1,&1), which implies that TP < RP. O

We will show that some other inequalities hold true. They are mentioned in [18] as well,
but for one particular example only and with quite vague proofs.

Theorem 3.4 For a T-stage stochastic problem (3.1), there is
RH < RP.

Proof. In the first step of the rolling horizon (RH) approach, we solve exactly the
same problem as in the static (RP) approach. Hence, the sequence of optimal decisions

xikl, e ac*Tl which we obtain in the first step of the rolling horizon approach is the same
as the sequence of optimal decisions z7,. .., x*T obtained when solving the RP problem.
The decisions t t =2, ...,T obtained in the next steps of the RH approach differ from
the decisions x?l =uxf, t = 2,...,T, only if they lead to a better (i.e., lower) optimal
objective function value than the decisions =} 1 xf, t=2,...,T. Hence, it cannot hold
RH > RP. O

Theorem 3.5 For a T-stage stochastic problem (3.1), there is

(a) WS < DP,

(b) WS < RH.

Proof. When solving the wait-and-see problem, we know all future realizations of the

random variables in advance. Hence, for any possible sequence fT_l = (&1, 8121)

of realizations of £1,...,&p_1, we find a sequence of optimal decisions x}/VS e ,sz S

depending on %T_l and we compute the wait-and-see value as the expectation of the

resulting objective function values over all possible £s. For an arbitrary §T_1, we have
z(a:‘fVS, . ,xZWS, fT_l) = min z(zy,..., 27, fT_l) < z2(Zy,...,77, fT_l) (3.2)

TL1yeeeyT
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for any feasible decisions 1, ..., 2.

(a) Especially, the inequality (3.2) holds for the decisions obtained as the optimal solu-
tions of the dynamic problem. Hence, Efl’m’nglz(xIl/VS, . ,xZWS,gT_l) < DP, that is,
WS < DP.

(b) The inequality (3.2) also holds for z; = wi“l,...,:}éT = x*TT, i.e. for the optimal
solutions gained by the rolling horizon approach. Hence, we have that WS < RH. ([l
Remark 3.6 For a very special case of problem, inequality DP < RH holds as well (see
e.g. [18]). For this to be proven, the problem solved by the dynamic approach must be
exactly the same as the one solved by the method of rolling horizon, which is not a priori
assured because of the significant difference in formulations.

The preceding theorems allow us to complete the chain of inequalities:
WS < RH < RP < EEV.

Thanks to these inequalities, we can compare the results of different models for solving
the same multistage problem. From the differences between the results, we can derive the
value of the various approaches as compared with another ones.

Definition 3.7 Considering multistage problems and notation employed in this chapter,
we define value of stochastic solution as VSS = EEV — RP,

value of rolling horizon as VRH = FEV — RH,

value of perfect information as VPI = EEV — WS.
All these values are nonnegative and they give the comparison of the true expectation of
the objective function value when the optimal solutions of the expected value problem
are used, with some of the other models benefiting from better and better usage of infor-
mation, from the static stochastic model up to the clairvoyant’s wait-and-see problem.

It is clear that the VPI creates an upper bound for the expected value of perfect infor-
mation which is defined as

EVPI = RP — WS. (3.3)

However, in the multistage problems it is quite debatable which one of DP, RH and
RP should be compared to WS to define the expected value of perfect information.
In our opinion this value, according to its name, should express the difference between
expectation of the result of the clairvoyant’s problem (which is WS) and expectation of
the best possible result of the given problem formulated as nonanticipative, which is RH
(or DP when the conditions required for DP < RH are satisfied). Hence, we should define
expected value of perfect information for multistage problems as EVPI 5y = RH — WS (or
EVPI i as EVPI ;; = DP — Ws).

We can finally define value of two-stage relazation as
VIR = RP — TP
which is also nonnegative thanks to the theorem 3.3.

3.4. Bounds on the value of information

In chapter 2.3.,; we have introduced GJEM bounds on value of information. We can
generalize these bounds for multistage programs.

65



Similarly as in [11], we can also consider that a convex negative-utility function b applied
on the expected optimal objective function value. Then we define a value of information
V in the same way as in the two-stage case.

Consider the situation when the decision maker takes a sequence of decisions {x¢} in
periods t = 1,...,T. After the t-th decision is taken, a random variable is observed to be
&, so the process is nonanticipative and the order of making decisions and observing the
random variables is x1,&1,...,&r_1, xp. We assume that &1,...,&p_1 are independent
and for every t the support of & is =¢.

The feasibility sets K7, ..., K7 are now supposed to be fixed.
Net costs from decisions {x¢,t = 1,...,T} and random realizations {&,t=1,..., 7 —1}

is Z(l’l, R fla cee >€T—1) = Z<xT7 gT—l)‘
3.4.1. Linear negative-utility function

If the negative-utility function is linear the no-information problem is of the form
RP=7I= min E;, min ...E —2 min sz, =1 3.4
" r1€K1 ¢ r9€Ko £T71|£T 2 xreEKr ( 6 ) ( )
and the perfect-information problem reads
WS =27l =E,, ...E min ... min sz, =1y,
P &1 §r—1 vieky apeky (@& )
In Zg; and Zg , the upper index T stands for the number of stages, the subscripts n or p
for no information or perfect information, respectively.
Now we can define the expected value of perfect information as

EVPI =zl - 7], (3.5)

which is surely equivalent with the definition in (3.3). We now derive some bounds of the
GJEM type. For simplicity, the next theorem is formulated for the case T' = 2; generaliza-
tion for arbitrary finite 7" is possible. We also do not write explicitly the decision variable
x3 which is of no use here; we can imagine that z(z1,x9,&1,£2) = nal:gn Z(x1, w9, x3,£1,&2)

for an original objective function Z.

Theorem 3.8 Suppose that z = z(22,£2) is a continuous function convex in (22, £2),
where ¢2:22 — (a1,b1) x (ag,ba), I, F5 are marginal distribution functions of {1, &s,
22 € K2 = K| x Ko, K2 is a compact and convex set, and [ = (I1,12) € N x N. Suppose
for k = 1,2 that (ay,by) is subdivided at arbitrary points aj = df < df < ...dfk = by
Define

dk 1 rdb
'k 'k .
= /k ar@). 8= [ Gan@). i= 1,
al Jgk
d Zk ’Lk—l

i1
k k
Eo._ a ﬁ Zk 1 i ozk dik+1 o ﬁik+1 i =0 I
i dk_dk ip+1 dk _dk vtk T Y Y
1—1 1p+1 ik

k k k k k. _
51

Ly (2) =Y o 2(z1,29, 8], &), L1,(2)

Zl—l

Uy, (2) Z o1

11=0

.I’l,.fEQ,d“,fz Ul2
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. : 2 : : .
(a) Ly = xllrrélnl Lll(é“é% L, (2) < Z; < xllrrélnl Ull(xgréan Ul (2)) = Uy,
: 2 :
N < < _.
(b) Ly = Lll(LZZ(xgrémQ z)) < Z, < 1]11(1]12(x£rém22)) =:Up,
(c) max{0; L, ; — Uy} < EVPI <U,;—L,;.

(d) If I > 1 (ie. I; > I;, i = 1,2) and the partition corresponding to [ is at least as fine
as that corresponding to [ then the bounds in (c) corresponding to [ are at least as sharp
as those corresponding to [.

(e) If each subinterval becomes arbitrarily small as [y — oo and l9 — oo (which is
denoted as | — o0), then

lim (Unl — Lp l) = EVPI = lim (Lnl — Up l)'
b) b) l_)oo b) b)

l—o00
Proof. The proof is based on application of theorem 2.23. For details see [11]. O
Theorem 3.9 If z is a continuous function of (z7,¢7 1) € KT x 271 where 271 =
E1x...x2p_qand KT = Ky x...x Kp, Ky C R™ are convex sets forall t = 1,...,T,

and z is convex in 71 for all fixed zI € K7, then

0< EVPI <Egi2(z' ¢ —2(@", ¢, (3.6)

where 771 is an optimal solution to YminT z(wT, ST_l) and ST_l = EfT_l.
rzleK
Proof. All minima and expectations exist and so FVPI > 0. Firstly, there is

=T +T-1 =T +T-1 T
EgT_lz(x ,5 ) = E£1E52|51 .. .E€T71|€T_22(ZL' ,5 ) Z Zn s (37)
because z! is a feasible solution of the problem (3.4). Secondly,
Z' = E,r_1 min = xT, T=1y > min 2 xT,_T_l 3.8
p = Ber-1 min (z°,6 ) = _min (z°,6" ) (3-8)

since TminT Z({BT, §T_1) is a convex function of ¢7~1 and we can use Jensen’s inequality.
zt ek

Using (3.7) and (3.8) in the same time, we obtain the inequality (3.6). O

3.4.2. Convex negative-utility function

Let us suppose that the decision maker solves a T-stage problem with a convex cost
function z = z(z1, €71 and a convex and strictly increasing negative-utility function
b. Now the nonanticipative problem reads

in Ec. min ...E 5 min b[z(2T, TN 3.9
S By Mup - Bep jer-2 Mup [2(z7, &7 7)) (3.9)

Then value of perfect information V is defined as a (unique, since b is strictly increasing)
solution of the equation

: T T-1 T : : : T T-1
EgT,lerrgII;T blz(z*, & ")+ V] = x?éll%l E x?él[l%g . .EfT_1|£T,2xTnéllréT blz(z*,&" 7).
(3.10)
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Analogically as for two-stage problems, the left hand side of (3.10) represents the wait-
and-see problem where V is added to overall costs. This V is the value of knowing
the future in advance, or price of a research made to gain this knowledge, or price for
postponing taking the decisions until realizations of all random variables are observed.

We can generalize the theorems formulated for the two-stage case and derive bounds on
the value of information.
Theorem 3.10 Suppose that b is strictly increasing convex function on R, z = z(z 1, 71
is convex in (z7,6T~1) on the convex set KT x ZT~1 where KT = Ky x ... x K,
K; CR™ | (x4 is a ng-dimensional vector) for every ¢, and =T-1 cRT-1 (& is a scalar
random variable for all t).
Then

0<V <b ! [EBerabz(@", ¢ h)| — 2", ¢,

where 371 is an optimal solution to YminT z(wT, ST_l) and ST_l = EfT_l.
zteK
Proof. The proof is analogical the proof of the theorem 2.26. (]
Theorem 3.11 Suppose that
(1) b is strictly increasing and convex on R and z is convex jointly in all its arguments,

(2) 2*T = 2*T(¢T=1) is an optimal solution of min z(z1,¢7—1) and
2TeKT

N T - - T (T-1
1, 22(61), ..., @7(§" 7)) solves xrlréll%lEgl...EgT*1|§T_2x7{%1I%Tb[Z(x T

ET-1C RS x ... x ROT-1 (i.e. & is an Sy-dimensional real random vector),
(3) z(z*T,¢T=1) and z(2T,¢71) have distributions belonging to the same family with
two parameters that are independent functions of mean and variance, i.e. if z(m*T, 13 T_l) ~

: T T—1y . _ y—a1 _ z—as
G(y;a1,b1) and z(z*,£" ~*) ~ H(z;a9,bs), then G(y) = H(z) whenever N NS

il = (

where a1, a9 are finite and by, by are finite and positive.
Then

(a) V> EfT—l Z(i,TfT—l) _ Z(x*T7§T—1)] o Varz(x*T7§T—l) > var Z(jT7§T—1)’

(b) var 2(2*1 ¢T Y > var 22!, ¢ = V > EVPI,

where V is the value of perfect information for the case of convex negative-utility function
b (defined by (3.10)) and EVPI is the expected value of perfect information for the case
of linear or no negative-utility function (defined by (3.5)).

Proof. The proof is exactly same as the proof of the theorem 2.28. ([l

Remark 3.12 We can also define a value Vj; similar to EVPI,; as a solution of the
equation

: T /T-1 ¥ *
Eer x%Ig[I(I'T blz(z”,& )+ Vgl = 2py (3.11)
where z}"% 7 is the optimal objective function value gained when solving the same problem
by the method of the rolling horizon. If the badness function b is convex and increasing
then Vj; is nonnegative.

When the conditions required for the inequality DP < RH to hold are satisfied, we can
similarly define ‘N/J\Z/ as a solution of the equation

Eero1 xTrréifréT blz(z, 7+ Vil = 2p (3.12)
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where zE p s the optimal objective function value gained when solving the problem in
its dynamic formulation.

3.5. Value of information as a risk measure

In this part we will return to the approach used in chapter 2.9., generalized for a multistage
case. We will again follow the ideas introduced in [16] and [15] to define risk processes
and to show some properties of them.

Consider a random process 1, ...,&{p_1 defined on (2, %, P) adopted to the filtration
{Z,t=1,...,T — 1} (which means that & is Fs-measurable for t =1,..., T — 1), and
Fo=(0,9).

Definition 3.13 A stochastic process {&,t = 1,...,T—1} adapted to {F, t =1,...,T—1}
is called a tree process, if for t = 1,...,T — 1 is .%; the o-field generated by &;.

As is proven in [15], a stochastic process is a tree process if and only if for all pairs s < ¢,
(&s|&¢) which is the conditional distribution of s given &, is a constant almost surely (i.e.
if we know the realization of £ at the time ¢, we know all realizations of £ up to time t).

Let z = 2(x1,&1,...,&_1, ) be a measurable real-valued objective (costs) function of
e, t=1,....,Tand &, t =1,...,T — 1. The x4s are decision variables and the &s are
uncertain costs in time periods 1,...,7. We can again consider & for technical reasons

as a known constant almost surely. The distribution of all random variables is supposed
to be known, and the decision process is nonanticipative. We now write the arguments of
the function z in the order which reflects nonanticipativity of the process.

The multistage nonanticipative optimization problem (a problem of a common human
decision maker who does not know the future random outcomes) can be written as

VELo8T-1 = min F 2(x1,&1,...,&7_1,x
min Fla(ey, &, 6r—1,27)] (3.13)

st.axr € M(F—1, QR), t=1,...,T

where F is a probability functional monotonic w.r.t. the first order stochastic dominance.
Remind that for any o-field ., #(.%,Q,R) is a space of all #-measurable functions
from Q to R. The nonanticipativity constraint then has the meaning that z; = x4(&_1)
can depend on the past realizations and past decisions only.
As expected, the anticipative (clairvoyant’s) problem reads
YTl - i F [2(x1,&1, -, Ep—1, 27)]
C 21,0 TT T ST=1T

st.axp € M Fr_1,4R), t=1,...,T.

The risk involved in not having the full information (i.e. in the random income and the
filtration { %, t =1,...,T — 1}) is defined as

RSL-€r—1 — €181 _ Vélv"’gT*l‘

RSL»++8T-1 g nonnegative, since the solution under full information gives an optimal
objective function value which is lower or equal to the optimal objective function value
gained by the nonanticipative solution, because the feasibility sets .#(Fp_1,Q,R) in
the anticipative problem are larger or equal to the feasibility sets .#(#;_1,,R) in the
nonanticipative one.
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If the function z is nondecreasing in variables £1, ..., &p_1 then RS1++$7-1 is monotonic in
&1, .., &r—1. This means that for two outcome streams {£1,...,{r_1}and {1, ..., (r—1}
such that & < ¢ a.s. forall t = 1,...,T — 1 it holds RS1:$T-1 < RCL-0T—1,

Consider the same tree process {§;,t =1,...,7 —1}. For s < t we can view g as the pro-

jection of & to the time ¢, i.e, s = prg(&;). For s > t we denote conditional distribution of

&s given & as £5|&¢. The future process {&s[&, s =t+1,...,T—1} is a tree process as well.

Full conditional process given & is pry(§¢), pra(&t), - - -, pre—1(&e), &, &ev1lée, - Er—1le-
Denote z7, 75 = 15(£1), - ., ¥ = 27p(§7—1) the (assume that unique) optimal solution of

the nonanticipative problem (3.13). Now we can define so called costs process: Suppose

that the value of & at time ¢ is known and it is &, the decisions x7,...,z} up to time ¢

were made in an optimal way; then the nonanticipative subproblem conditional at time

tis

Ur=U (&) ZxHIfl.i.I.leF 225, pr1 (&), -, pre—1(&)s F, &y wpat, v € - T_1, §T—1|5t)]

st w1 = 2e01(&), - o = ap(r_1)&).

(We can interpret this that a non-clairvoyant human being makes decisions at the time
point ¢, when he already knows the realization &.) Now {Uy, t = 1,...,T — 1} create a
costs process.

Clairvoyant’s anticipative problem in the same situation reads

Uct=Uc(&) :xtffl.i.r.leF 22, pr1 (&), - pre—1 (&), F, &y wpat, S|ty - o, E71]ER)

st w1 = 2ei1(Er1l&), o = o (Er_1|&).

(Before realization of £ a common human decision maker solves the problem and then
he turns to be a clairvoyant.) Again, we consider {Uqy, t =1,...,T — 1} as a process.
In each time period, feasibility set of the clairvoyant is a subset of the feasibility set of
the common human decision maker and so Uy < Uy for all ¢; so it makes sense to define
(VPI)-process as a process of value of perfect information (from the time ¢ up to the end
of the horizon) as {Ry, t =1,...,T — 1}, where for t =1,..., T — 1 is

Ry =U; —Ugy > 0.

We thus obtained a new and interesting information value type, or to be precise, a process
of information values. Although it can be defined only for the multistage problems, we
did not go too far from the results presented for the two-stage problems.
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4. Conclusions

4.1. Information value types

We could see many times in this work that, in general, solving a stochastic problem in a
situation when an information about future development of included random variables is
available results in “better” optimal objective function value than solving the same prob-
lem without this information. It is also obvious that, even when the same information is
available, we can choose among several approaches to the same problem and using differ-
ent approaches, the (same) information is utilized to distinct extent. Different approaches
thus result in generally distinct optimal solutions and in distinct optimal values of the
objective function. Some inequalities were proven among the optimal objective function
values. Differences (in the mathematical sense) between these values can be interpreted
as a value of having a certain piece of information in the moment of solving the problem,
or they express how much better is one method of solving the problem (or approaching
to it) than another method (or approach) with the same level of available information.
It seems to be quite logical that “the best” approaches resulting to the lowest (for mini-
mization problems) optimal objective function value are usually of the highest computa-
tional demands.

Especially for the multiperiod stochastic problems, we have shown many ways of ap-
proaching to the available information and of utilizing the increase of information in
time. Again, knowledge of the future development of random variables included in the
problem enables us to gain better results. Some differences between optimal objective
function values resulting from different approaches to the problem are also obvious.

4.1.1. Classification of different types of value of information

In our opinion, the above mentioned types of information can be divided into two classes
and one of them can be further divided into two subclasses, as is shown in the chart:

A
All types of value of information { B { gl
2
Below we present characterisation of the three classes and a list of information values
which we categorise into each of the classes. Although we will deal with quantities that
were already defined in previous chapters, we add their short characterisations to remind
their definitions and meanings.

Values in the group A can be identified as differences (in the mathematical sense) be-
tween distinct optimal objective function values gained when using different approaches
to a given stochastic problem with the same level of available information in all of the
approaches. To be exact, these values do not represent a value of information. Rather,
they can be interpreted as values of “better approach” to the given problem and of bet-
ter ability to take advantage of the available information. Class A contains the following
values:

Value of stochastic solution (chapter 2.1.6.) is defined as VSS = EEV — RP. The RP is
the optimal objective function value of recourse problem (the nonanticipative one), while
EEV is the true expectation of the objective function value gained when the first stage

decision x = z(&) is fixed as an optimal solution of the expected value problem, i.e. the
problem where the random elements are replaced by their expectations. High values of
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VSS signalise that it is much better to solve the (stochastic) recourse problem than the
(deterministic) expected value problem, although the former one is more computationally
demanding.

A redefinition of VSS (chap. 2.4.) is given as VSS" = EVRS" — RP, where EVRS" =
E¢2(z%,§) with 2% an optimal solution of a related deterministic problem with fixed
reference scenario £%. For £% = ¢ it holds that EVRSY = EEV and VSSY = VSS. The
notion of VS5 is useful for comparison to some other values related to pairs subproblems.

For multistage problems, we have defined some specific information values regarding the
approach to the problem and utilisation of the available information (chap. 3.3.).

Value of rolling horizon VRH = FEEV — RH expresses how much we can save when
using the rolling horizon approach instead of solving the (deterministic) expected value
problem and using its solution in a real multistage stochastic problem.

Some other values expressing comparison of different approaches to the same multistage
problem can be defined as RP — RH or as RH — DP which can only be defined under
conditions which assure that exactly the same problem is formulated in the rolling horizon
approach and in the dynamic approach.

Class B covers all types of values which are indeed values of information. Each of them is
calculated as a difference between two optimal objective function values, from which the
first one (the greater) is the resulting optimal objective function value gained without
a piece of information and the second one (the lower) is obtained when computing the
same problem when this piece of information is available. The optimal objective function
value obtained without an information on future development of some random variables
is a function of their concrete realization, and so it is necessary to add the expected value
operator E or an other functional F. Hence, we speak about different types of expected
value of information.

The class B can be further divided into subclasses By and Bs.

The subclass By covers expected values of information that has to do with future devel-
opment of random variables included in the given problem. They are represented by the
following values:

Ezpected value of perfect information (chap. 2.1.6.) is defined as EVPI = RP— WS, where
RP is the optimal objective function value of the recourse problem obtained when solving
it as a nonanticipative problem, and WS is the expected optimal objective function value
of the same problem solved with full information on the future development of random
variables included in the problem. High values of EVPI signalise that it could be worth
doing to find out as much as possible about the development of the random variables.
EVPI is one of the most often referred characteristics.

We have defined expected value of perfect information for chance-constrained problem

(chap. 2.8.1.) as EVPI® = RP — WS, where RP and WS are defined by (2.48) and
(2.49), respectively. The intuition about EVPI C is the same as the one about EVPI.

Having full information on the future development of all random variables leads to an
anticipative wait-and-see formulation of the (two-stage or multistage) approach. We can
then define value of perfect information (chap. 3.3.) as VPI = EEV — WS. In fact, this
information value belongs to the class B as well as to the class A because it compares
the result of the wait-and-see approach to the optimal objective function value gained by
the simplest and least computationally demanding EEV approach.
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Definition 2.16 gives a mathematical precision to an intuitive feeling of what is an infor-
mation structure (chap. 2.3.1.). An information structure n provides a partial (or full)
information under which a decision maker gains an optimal objective function value Z;, of
the given two-stage program. This Z), is lower or equal to the optimal objective function
value Z;,, = RP gained without any such information. Value of partial information (given
by n) is then defined as V, = Z;, — Z,,. Its properties are quite natural, they are connected
with features of conditional distributions and expectations.

Immediately, value of increasing partial information (from 771 to finer 772 ) is defined as
VTII — VTI2'

If the “badness” given by costs z(x, ) is not equal to the costs, we use a negative-utility
function b (chap. 2.3.3.). The negative-utility of costs z(z,§) is then b[z(z,&)] which is
also minimized. Instead of EVPI, we define value of information V as a solution of the
equation E¢ min b[z(z, §) +V] = min E¢bl2(w,§)]. High values of V signalise that the value
of full information on the realization on ¢ is high, and vice versa.

VTI is value of partial information (given by an information structure n) in a problem
with a strictly increasing convex negative-utility function b (chap. 2.3.4.). The notion
of 1777 connects logically the value of partial information V), (defined for problems with
a linear negative-utility function) and value of full information V (defined for problems
with convex negative-utility function b).

In the modified wait-and-see approach (chap. 2.6.), we set MWS; = E¢z(z7,¢), where

x7 is an optimal first stage solution of the related deterministic problem for one fixed

scenario &', Expected value of perfect information in the modified wait-and-see approach
is then defined as MEVPI = min, ;.= MWS,; — WS. It creates an upper bound on EVPI

and its value shows worth of havi;ig ?qul information on the realization of £ as compared to
the situation when we do not have this information and we also do not solve the problem
as a stochastic one.

MEVPIN (N = 1,..., K where K is the number of possible scenarios) is a generaliza-
tion of MEVPI. 1t is defined as MEVPIy = mmSg{l,...,K},#S:N MWS g — WS, where
MWS g = E¢z(xg,§), g is an optimal first stage decision for the subset S of the set of

all possible scenarios. MEVPIp has a similar interpretation as MEVPI.

When representing the available information via o-fields (chap. 2.9.), we can define ez-
pected value of partial information given by a o-field ¥ as V;O — V;, where Fy = {0, Q}

is the simplest o-field. Now, V;O is an optimal objective function value of a problem

solved under no information % (so that the optimal solution z is .#y-measurable). V;
is an optimal objective function value of the same problem solved when a partial in-
formation represented by the o-field % is available (so that the optimal solution z is
Z-measurable).

An information value which is complementary to the last mentioned one is risk value of
the information represented by the o-field % . It is defined as R; = V} — V;, where Z
is the largest o-field representing the full information.

A generalization of expected and risk value of perfect information (EVPI,, RVPI,) is
outlined in a remark 2.62.

For multistage problems (chap. 3.3.), special value of perfect information for multistage
problems is defined as EVPI j; = RH— WS. It compares optimal objective function values
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resulting from the (anticipative) wait-and-see approach and from the “best” nonanticipa-
tive approach which we have formulated. If the conditions assuring that exactly the same
problem is solved using the dynamic approach and the static approach (which leads to
RP) then we also define its analogy EVPI 37 as EVPI ;= DP— WS. Of course, common
expected value of prefect information is defined for the multistage problems as well.
Analogically as in the case of two-stage problems, expected value of perfect information
EVPI can be also defined as EVPI = Zg — ZpT , where the superscripts 7' denotes the
number of stages of the problem, and the subscripts n and p stand for no-information
structure and perfect information structure, respectively (chap. 3.4.1.).

Value of two-stage relazation (chap. 3.3.) which is defined as VTR = RP — TP is a value
of information which allows us to relax the nonanticipativity constraints in the second
and other stages of the multistage problem in order to formulate the problem as a two-
stage one.

When we generalize the multistage problem by usage of a convex negative-utility function b
(chap. 3.4.2.), we can define value of perfect information V as a solution of the equation
(3.10), where the left side of the equation represents the WS approach with additional
costs V, and the right side represents the RP approach.

In the same situation, an analogy to EVPI s is Vj; which is defined as a solution of the
equation (3.11). The left side of the equation again represents the WS approach with

additional costs VM, and the right side represents the RH approach.

When we use the approach to multistage problems as in chapter 3.5., we can define

risk involved in not having full information as R&L8T-1 = Y/&187-1 — Vél""’fT’l

where V1471 is an optimal objective function value of a nonanticipative problem

§1,-6r—1

min  F[z(71,81,...,§r—1, 27)], while V5 is an optimal objective function value
TL1yeeey

of the same problem with fully anticipative constraints. The idea of this information
value is analogical to the idea of EVPI, but now E is replaced by a functional F and
nonanticipativity is expressed via measurability w.r.t. o-fields.

For the same problem, we have defined a VPI-process {Ry, t =1,...,T — 1} which is a
sequence of nonnegative elements Ry = Uy — Uqy. Here, Uy and Ugy is a nonanticipative
and anticipative optimal objective function value, respectively, both conditionally to the
realization of & in time ¢.

Let us focus on subclass Bo now. This subclass covers expected values of information
about a distribution of some random variables. This kind of problem is not in a focus
of the main interest in this work and it is modelled in the way that in fact it could also
belong to By1. Distribution functions of some random variables depend on an unknown
parameter which is again considered as a random variable. Having the information about a
future development of this random parameter, we know exactly the distribution functions
of the random variables in the “first level.” The distribution of these variables is not
known entirely without this information and, intuitively said, the extent of uncertainty
having its source in the “first level” variables is multiplied by the uncertainty arising from
randomness of the parameter. In scenario-based problems this increases the number of
scenarios we have to hedge against. Then, in average, the optimal solution fits worse to
all particular scenarios. It is therefore useful to know completely the distribution of all
random variables (which is usually assumed). The values belonging to the subclass Bo
are as follows:
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EVSI,, is an ezpected value of sample information of a sample of size n (chap. 2.7.).
This information value is defined as a difference between two optimal objective function
values: at first, given problem is solved without full knowledge on the distribution of
the random variable &; secondly, the same problem is solved when a supportive sample
of size n from the ¢’s distribution is available. The sample gives a (partial) information
on the true distribution of £. Larger samples give more valuable information. When the
sample size n tends to infinity and the limiting sample provides perfect information on
the distribution of &, then EVSI is defined as expected value of sample information of
the infinite sample.

For chance-constrained problems with the same complication (i.e., the distribution of &
is not fully known and some information on it can be gained by sampling), EVSI g and
EVSI go are defined analogically, as well as EVST ;{C and EVSI goc for problems with joint
chance-constraints (chap. 2.8.2.).

4.1.2. Common features of individual types of value of information

In this work, we have defined many different types of information values. Some of them
can be seen simply as a generalization of some other ones, but another ones are totally
different. In this section, we intend to focus on common features of all of the information
values, or at least most of them.

The first (and for us, the most important) feature which we have proven for all the defined
information values is nonnegativity. This is in accordance with an intuitive feeling that
we are able to solve a given stochastic problem when (full or partial) information is
available at least as well as without this information, no matter whether we speak about
information on distribution of random variables included in the problem or information
on future development of the random variables.

An intuitive interpretability is also very useful property. Usually, it is quite clear from
definition what is the meaning of the defined information value. This is quite important
when deciding what indicates high, low or zero value of the information value. Low values
signalise that it is not worth doing to gain the information (for information value types
from class B), or that it is not worth doing to use the more sophisticated approach to
solving the problem (for information value types from class A).

The information value types which we have categorised into class A are defined as a
difference of two optimal objective function values: the greater one is gained when using
an approach which poorly utilises the available information, while the lower one results
from usage of an approach which utilises the information more effectively. This “better”
approach is usually more computationally demanding. To compute the information value,
we would have to solve the problem with help of the both of the approaches, which is not
reasonable. The information value types from class B are also defined as a difference of two
optimal objective function values: the greater one belongs to a nonanticipative problem
(the decision maker does not use any information which is not available in the time of
making the decision), while the lower one is gained when solving the anticipative problem
(we say that “the decision maker is a clairvoyant” as he uses some information which
cannot be available in the time of making the decision). To compute this information
value, we would have to solve both of the problems again. It is often quite computationally
demanding.

For the reasons given in the preceding paragraph, it is quite useful that we can often found
a lower or/and upper bounds on the information value, which do not require computation
of both the values from the definition of the given information value.
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The last property we would like to point out is that different information values are not
generally comparable. Their meanings can be very different (e.g. EVPI and VSS) and
hardly any inequalities work between information values from different classes. Therefore,
high (or low) information value of one type usually does not imply high information value
of another type.

In general, we can conclude that the resulting optimal objective function value depends
on formulation of a given problem, which results in existence of information value types
in the class A. It also depends on information that is available in the time of making the
decision, which results in existence of information value types in the class B.

However, it is useful to keep in mind that our results were gained under certain conditions
on the structure of problems—we usually considered linear problems only, sometimes with
additional properties which were to various extent restrictive.

76



References

[1] Artzner P., Delbaen F., Eber J.-M., Heath D. (1999): Coherent measures of risk.
Mathematical Finance 9, 203-228.

2] Avriel M., Williams A. C. (1970): The Value of Information and Stochastic Program-
ming. Operations Research 18, 947-954.

[3] Birge J. R. (1982): The value of the stochastic solution in stochastic linear programs
with fixed recourse. Mathematical Programming 24, 314-325.

[4] Birge J. R., Louveaux F. (1997): Introduction to Stochastic Programming. Springer-
Verlag, New York.

[5] DeGroot M. H. (1970): Optimal Statistical Decisions. McGraw Hill, New York.
(6] Dupacové, J. (1986): Stochastické programovani. MSMT, Praha.

[7] Gunderson H. S., Morris J. G., Thompson H. E. (1978): Stochastic programming
with recourse: A modification from an applications viewpoint. Journal of the Operational
Research Society 29/8, 769-778.

[8] Hanoch G., Levy H. (1969): The efficiency analysis of choices involving risk. The
Review of Economic Studies 36, 335-346.

[9] Hartley R. (1980): Inequalities for a Class of Sequential Stochastic Decision Processes.
In: Stochastic Programming. M. A. H. Dempster (Ed.), Academic Press, London, 109-123.

[10] Hausch D. B., Ziemba W. T. (1983): Bounds on the value of information in uncertain
decision problems II. Stochastics 10, 181-217

[11] Huang C. C., Vertinsky I., Ziemba W. T. (1977): Sharp bounds on the value of perfect
information. Operations Research 25, 128-139.

[12] Huang K., Ahmed S. (2005): The value of multi-stage stochastic programming in
capacity planning under uncertainty. SPEPS 2005/15.

[13] Jagannathan R. (1985): Use of sample information in stochastic recourse and chance-
constrained programming models. Management Science 31, 96—-108.

[14] Lavalle I. H. (1986): On information-augmented chance-constrained programs. Op-
eration Research Letters 5, 225-230.

[15] Pflug G. Ch.(2004): The value of perfect information as a risk measure. In: Dynamic
Stochastic Optimization. K. Marti, Y. Ermoliev, G. Pflug (Eds.), Springer-Verlag, Berlin,
2004, 275-292.

[16] Pflug G. Ch., Ruszczynski A. (2005): Measuring risk for income streams. Computa-
tional Optimization and Applications 32, 161-178.

[17] Ruszczynski A., Shapiro A. (2004): Optimization of convex risk functions. Optimiza-
tion Online, to appear in Mathematics of Operations Research.

[18] Wagner, J. M., Berman O. (1995): Models for planning capacity expansion of conve-
nience stores under uncertain demand and the value of information. Annals of Operations
Research 59, 19-44.

[19] Wets R. J.-B. (2000): Stochastic programming models: Wait-and-see versus here-and-
now. Stochastic Programming Resources.

7



Corrigendum

Correction of chapter 2.8.1. Value of information in chance-constrained
programming of the diploma thesis ” Ocekavana hodnota informace ve
stochastickém programovani.”

Chapter 2.8.1. is devoted to formulation of here-and-now (RP) and wait-and-see (WS)
chance-constrained problems and also to derivation of expected value of perfect infor-
mation (EVPI) and proof of its nonnegatvity. As there are some mistakes (mainly due
to unsuitable transcriptions), the purpose of this Annex is to correct these mistakes and
to give formulation of the RH and WS problems and EVPI in the chance-constrained
programming in a proper way. For the sake of transparency, the problems will be written
in a more detailed way and the penalization function used in the diploma thesis will be
avoided.

In spite of the incorrect transcriptions, the idea used in the diploma thesis is correct and
all the presented general conclusions are true. Also, Remark 2.55 still holds.

To explain our motivation, consider a simple problem
RP = min z(z)
x
st.x € K, (A1)
xr>& as.,
where z is a real convex function bounded on K, K is an interval in R and ¢ is a real
scalar random variable with known distribution and support =. The second contraint in
(A.1) gives us that z > ¢ a.s., that is P(z > &) = 1. If we partly relax this constraint,
we obtain a chance-constrained here-and-now problem
RP = min z(z)
x
st.r € K, (A.2)
P(x>¢&) >a
for some a € (0;1) given. Now the constraint has the meaning that x > ¢ ”sufficiently

often” — at least with probability . For o = 1, problems (A.1) and (A.2) are equivalent.
Consider the chance-constrained problem (A.2), now with ¢ with discrete distribution

with P(€ = €5) = p%, s =1,...,5, 39 p® = 1 and p* > 0 Vs. The problem can be
equivalently written as
RP = min z(z)
X
st.rx e K,

Y o

s:x>E8

(A.3)

Using the idea of explicite nonanticipativity constraints, we can rewrite (A.3) as

RP = i 5 2(2"
A min'.SZp z(x?)



As 2% = & Vs, no expectation is in fact needed there.
Related wait-and-see problem is then obtained by relaxation of the nonanticipativity
constraint and by placing the expectation in front of the minimum:

S
WS = g p®.  min  z(a”)
xS
s=1

:s=1,...,8
st.r’e K, s=1,...,5, (A.5)
> rra
s:xS>E8

More generally, problems (A.4) and (A.5) can be formulated for £ random variable with
a distribution function F' as

RP = ‘
ot~

st.ze € K as.,

/ dF (&) > a,
{§e >}

Te =1 as., r€K.

(A.6)

Now the decision x¢ depends on £, but the nonanticipativity constraint makes it non-
random again. The related wait-and-see problem is then

WSsS =E i
¢, min +(ve)

st.xg € K as, (A7)

/ dF(€) > a.
{&we>E}

Theorem A.1 Consider the chance-constraint problem (A.6) and its wait-and-see mo-
dification (A.7). Define ezpected value of perfect information for these problems as

EVPI®¢ = RP — WS.

Then EVPIC is nonnegative.
Proof. Let 2™ be an optimal decision of problem (A.6). Constant function r¢ = z* a.s.
is a feasible solution of (A.7) and so the optimal solution :)32 of (A.7) (for any particular

realization of §) differs from z* only if z(xz) < z(z*). Hence, WS < RP. O

It is easy to find an example for WS < RP: consider z(z) =z, K = R « = 0,8 and
¢ with a uniform distribution on (0;1). Then RP = 0,8. Function x¢ = § is a feasible

solution of the related wait-and-see problem since | (ewe>€) dF'(§) =1 > 0,8 for this
function x¢. Hence, WS <E{ =0,5<0,8 = RP.

Note that a formulation with help of a penalisation function (similar to the one introduced
in the diploma thesis) is not difficult and is usually very useful when solving numerically
a particlar example, not only in the chance-constraint programming.

Prague, 24.11.2006



