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for proof-reading parts of my thesis.

Special thanks to my dear parents, to my brother Milan, and to my beloved
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Introduction

The main topic of this thesis is the measurement of the differential cross section
of the top-antitop pair production at the ATLAS experiment at center-of-mass
energy of 8 TeV. The measurement is done in the decay channel containing one
charged lepton and the cross section is measured as a function of the top quark
transverse momentum above 300 GeV. Jet substructure techniques are used to
identify hadronically decaying top quarks with large transverse momentum. The
measured spectra are compared to Standard Model predictions.

This thesis deals with other two topics connected with the top quarks: the
identification of jets originating from b-quark fragmentation and the mitigation of
effects on jets originating from additional proton-proton collisions (pileup). The
identification of jets originating from b-quark is crucial for the reconstruction of
top-antitop pairs and for the suppression of background events. The pileup has
negative effect on the reconstruction of jets, and it lowers the ability to identify
top quarks with large energy. Therefore, methods mitigating the pileup effects
are important for most of the analyses performed at the LHC.

The thesis structure and the author’s contributions to publications are out-
lined as follows. In Sec. 1, the overview of the Standard Model is summarized,
focusing on the top quark. The ATLAS detector and the reconstruction of physics
objects with the ATLAS detector are described in Sec. 2. The Sec. 3 describes
the methods for mitigation of pileup effects. The author tested one such method
on data from the ATLAS experiment (Sec. 3.3), which was published as a public
ATLAS Note in [1]. The author proposed a novel method called Constituent Sub-
traction (Sec. 3.4) and is the main author of the publication [2] describing this
method. The author contributed to the Flavor Tagging Combined Performance
Group of the ATLAS collaboration by evaluating the Monte Carlo efficiencies of
the jet flavor identification. This work is summarized in Sec. 4, and the author
made few contributions to the refereed ATLAS publication [3] and the public
ATLAS Note [4]. The author made significant contribution to the measurement
of the differential cross section for top-antitop pair production at the ATLAS
experiment which is presented in Sec. 5, and which was published in the refereed
ATLAS publication [5].

The author presented results at three conference talks. Two conference con-
tributions about the Constituent Subtraction pileup mitigation method were pre-
sented at the Workshop on Boosted Object Phenomenology on 21-Aug-2014, and
at the Workshop on Mitigation of pileup effects at the LHC on 16-May-2014.
The third conference contribution about the jet and missing transverse energy
reconstruction at the ATLAS experiment was presented on behalf of the AT-
LAS Collaboration at the International Conference on High Energy Physics on
3-Jul-2014. The content of this talk is published as a conference proceeding in
[6].

The reader is encouraged to read the App. A-C where the basic conventions,
the jet clustering algorithms, and the jet shape observables are introduced, and
which are commonly used at the LHC experiments.
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1. Top Quark

The top quark is the heaviest elementary particle within the Standard Model
(SM) of elementary particles and their interactions. The top quark is the only
quark that does not form bound states due to its extremely short lifetime. The
measurement of the top-antitop (tt̄) pair production probes our understanding of
the strong interactions and predictions of perturbative quantum chromodynamics,
while the decay of the top quark and the production of single top quark examine
the electroweak interactions. The measurements of the differential cross section
of the tt̄ pair production are therefore important to confirm the SM predictions
or to search for new physics beyond the SM.

The top quark was experimentally discovered in 1995 at the Tevatron proton-
antiproton (pp̄) collider in FNAL, Chicago. The discovery was confirmed indepen-
dently at two experiments, CDF and D0. The only place where the top quarks
are produced and detected nowadays is the Large Hadron Collider (LHC) at
CERN, Geneva. Two multipurpose detectors, ATLAS and CMS, at this proton-
proton (pp) collider make measurements in top quark physics. The LHC operates
since 2010, and until the end of 2012 more than ∼6 · 106 top quark events were
produced per experiment that was approximately 100-times more than at the
Tevatron collider.

This section summarizes the basic properties of the top quark, and gives an
overview of the SM predictions and the measurements of the differential cross
section of tt̄ production.

1.1 Top Quark in the Standard Model

The SM classifies all known elementary particles. It describes the electromagnetic,
weak and strong interactions and the generation of masses of gauge bosons and
fermions. A detailed overview of the SM can be found in [7]. A brief summary is
given in the following. The elementary particles of the SM are depicted in Fig. 1.1.
The strong interactions of quarks with gluons are described by the Quantum
Chromodynamics (QCD) which is a quantum field theory based on the gauge
group SU(3)C. The QCD predicts the confinement of quarks in hadrons which
makes it impossible to observe free quarks. Another property of the QCD is the
asymptotic freedom which allows to assume the hadron constituents, quarks and
gluons, as free particles in high-energy hadron collisions. The electromagnetic and
weak interactions of quarks and leptons with bosons γ, W , and Z are described
by the Electroweak Theory (EWT) which unifies the electromagnetic and weak
interactions through the gauge group SU(2)L × U(1)Y .

The masses of gauge bosons, W and Z, in the SM are generated by the
spontaneous symmetry breaking of SU(2)L × U(1)Y which is called the Brout-
Englert-Higgs mechanism. This mechanism predicts a new particle, called Higgs
boson, which was experimentally discovered in 2012 [8, 9]. The masses of fermions
are generated from Yukawa interaction of fermions with the Higgs boson.
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Figure 1.1: Elementary particles of the SM: the 12 fundamental fermions and 5
fundamental bosons. Brown loops indicate which bosons (red) couple to which
fermions (purple and green). The electric charge is given in units of electric charge
of proton. [10]

1.1.1 Mass of the Top Quark

The mass of the top quark, mtop, is a free parameter in the SM. The world
combination of several measurements gives the valuemtop

meas = (173.34±0.76) GeV,
[11]. It is important to define which theoretical framework is used when referring
to quark masses, see [12, p. 725]. The mtop is renormalization scheme dependent,
e.g. in the pole mass scheme, the top quark mass, mtop

pole, corresponds to the real
part of the pole in the top quark propagator. The measured value of mtop from
certain analysis corresponds with the top quark mass defined in the Monte Carlo
(MC) generator used for calibration in that particular analysis. The MC mass
definition can differ between two MC generators. It is non-trivial to match a MC
mass definition with the pole mass definition. It is expected that the difference
between top masses in certain MC mass definition and the pole mass definition
is up to the order of 1 GeV [13].

The top quark has a special position in the SM due to its extremely large mass.
It is at least 11 orders of magnitude heavier than the lightest elementary fermion
and the top quark is the only fermion which is heavier than the gauge bosons W
and Z and the Higgs boson. The SM cannot explain this mass hierarchy.

1.1.2 Production of Top Quarks in Hadron Collisions

In the parton model, the hadrons are composed of partons (quarks, antiquarks
and gluons) which act as free particles in high-energy hadron collisions due to the
asymptotic freedom in QCD. This property is used in calculations of observables
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in high-energy hadron collisions using the QCD factorization theorem [14] which
divides the hadron collision into two components by introducing a factorization
scheme with a factorization scale, µF , in the calculation. These two components
are long-distance phenomena and short-distance phenomena. The long-distance
phenomena are universal for each process and they result in a phenomenological
description of hadrons. A certain type of parton a carries fraction xa of the 4-
momentum of hadron h. The momentum fraction xa is described by the parton
distribution function fa/h(xa, µF ) (PDF) where the quantity fa/h(xa,0, µF )dxa is
the probability that the parton a carries fraction of 4-momentum of hadron with-
in infinitesimal interval [xa,0, xa,0 + dxa]. The short-distance phenomena define
observables from interaction of partons, i.e. the building blocks of the SM, and
therefore they are calculable in perturbative expansion. This calculation can be
usually done to certain fixed order by introducing a renormalization scheme with
renormalization scale, µR.

There are two ways to create top quarks from colliding partons, via top-
antitop (tt̄) pair production or single top production. The main contribution to
the tt̄ pair production comes from the QCD (gluon-gluon fusion gg → tt̄ or quark-
antiquark annihilation qq̄ → tt̄). The EWT gives the main contribution to the
cross section in s-channel and t-channel single top production which is represented
by LO QCD partonic processes q1q̄2 → tb̄ and q1b → q2t, respectively. The
single top production can be associated with a W boson in QCD+EWT process
(gb→ tW−). The tt̄ production cross section is approximately twice higher than
the single top production cross section in pp collisions at

√
s = 8 TeV. This thesis

focuses on the tt̄ pair production while the single top production is assumed as a
possible background when selecting tt̄ events.

The total cross section of tt̄ production in pp collisions at center-of-mass en-
ergy,

√
s, can be calculated using the QCD factorization theorem:

σpp→tt̄X
(√

s, µR, µF
)

=
∑
p1

∑
p2

∫ ∫
σp1p2→tt̄Y

(√
s, µR, µF , x1, x2

)
fp1/p (x1, µF ) fp2/p (x2, µF ) dx1dx2,

(1.1)

where X and Y represents any additional particles, and the two sums runs over
all proton constituents. In leading-order (LO) QCD, there are only two partonic
cross sections which contribute: σgg→tt̄ and σqq̄→tt̄, see the Feynman diagrams
in Fig. 1.2. The Fig. 1.2a represents the LO QCD contribution to the quark-
antiquark annihilation, and the interference of diagrams in Fig. 1.2b, 1.2c and 1.2d
represents the LO QCD contribution to the gluon-gluon fusion. Contributions
from quark-quark parton pair (e.g. p1 = u and p2 = d) in Eq. 1.1 are also possible,
although they are two orders below the gluon-gluon fusion in the perturbation
expansion in QCD.

A physical quantity like the cross section of tt̄ production must be independent
on scales µR and µF . Although, the calculation in Eq. 1.1 depends on scales µR
and µF which is given by the ability to compute the partonic cross section or
the PDFs to certain fixed order. This dependence on scales µR and µF brings
uncertainty in the theoretical prediction. If the calculation in Eq. 1.1 is done
to all orders of the perturbation theory, the result would be independent of the
scales µR and µF .
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Figure 1.2: Leading order Feynman diagrams in QCD for tt̄ production.

The Fig. 1.3 shows the theoretical predictions of total cross section of tt̄ pro-
ductions in pp and pp̄ collisions compared to the measurement from LHC and
Tevatron, respectively. The predictions are computed at next-to-next-to-leading
order (NNLO) QCD complemented with soft-gluon resummation with next-to-
next-to-leading logarithmic (NNLL) accuracy [15]. The NNLO+NNLL QCD pre-
diction is in very good agreement with all measurements, including preliminary
measurements at

√
s = 13 TeV.

The total cross section of tt̄ production depends on the top pole mass. Us-
ing the measured world average of the top mass mtop

pole = 173.3 GeV, the cross

section of tt̄ production in pp collisions at
√
s = 8 TeV in NNLO+NNLL QCD

is σ = 245.8+6.2+6.2
−8.4−6.4 pb [15]. The uncertainties come from the uncertainties of

PDFs and the dependence on scales µR and µF . The theoretical prediction is in
good agreement with the measured total cross section at the ATLAS experiment
σmeas = (242.4± 1.7± 5.5± 7.5± 4.2) pb where the four uncertainties arise from
data statistics, experimental and theoretical systematic effects, the knowledge of
the integrated luminosity and of the LHC beam energy, [16].

1.1.3 Top Quark Decay

The top quark has three decay modes (t → W+d, t → W+s and t → W+b) in
the SM with branching ratios related to the elements of the CKM matrix Vtd,
Vts and Vtb, see [12, p. 214]. The global fit of available measurements on the
CKM matrix elements gives Vtb > 0.999 which implies that the decay channel
t → W+b is dominant, with branching ratio almost 100%. The antitop quark t̄
decays accordingly to the charge conjugation: t̄→ W−b̄.

The decay width of the top quark, Γtop, at next-to-leading order (NLO) QCD
was calculated more than 25 years ago: Γtop

NLO = 1.33 GeV for mtop
pole = 172.5 GeV,

[18]. From then on, a more precise prediction was obtained with NNLO QCD,
NLO EWT corrections, finite bottom quark mass and W boson width effects, for
details see [19]. The decay width was measured at the D0 experiment: Γtop

meas =
2.00+0.47

−0.43 GeV, [20], which is the most precise measurement of the top decay width
by now, although this measurement is model-dependent. A model-independent
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Figure 1.3: Summary of LHC and Tevatron measurements of the tt̄ production
cross-section as a function of the centre-of-mass energy compared to the NN-
LO QCD calculation complemented with NNLL resummation (top++2.0). The
theory band represents uncertainties due to scales µR and µF , PDFs and the
strong coupling. The measurements and the theory calculation are quoted at
mtop = 172.5 GeV. Measurements made at the same center-of-mass energy are
slightly offset for clarity. [17]

measurement was performed by the CDF experiment leading to 1.10 GeV <
Γtop

meas < 4.05 GeV at 68% confidence level for mtop
pole = 172.5 GeV [21]. All the

measurements of the top width are in agreement with the SM prediction.

Based on the theoretical decay width Γtop
NLO, the mean lifetime of the top quark

is only ∼0.15 fm, therefore the top quark is expected to decay instead of forming
hadrons containing top quark, for details see [22].

Any measurement involving identification of tt̄ pairs must define its selection
criteria, which depend on the signature of their decay products. There are more
possibilities for the tt̄ signature in a LHC detector which is overviewed in the
following. The b-quark from the top quark fragments to a b-jet. The W boson
has very large decay width of (2.085± 0.042) GeV [12, p. 562], and therefore, it
almost immediately decays. The tt̄ pair signature in a detector depends on the
decay mode of the two W bosons from the decay tt̄→ W−bW+b̄. The W boson
decay channels are listed in Tab. 1.1. The W can decay hadronically which usually
leads to signature of two jets in a detector. The signature of leptonic decay of W
boson depends on the lepton type. The electron is stable particle which can be
detected. The muon has mean lifetime of ∼660 m which is large enough to not
decay in a detector. The τ lepton has mean lifetime of ∼90 µm which means that
it decays before entering a detector or in its first detection layers. The τ lepton
decays leptonically or hadronically, see Tab. 1.2. In case of leptonic decay, the
identification of τ lepton is practically impossible, and its signature is one charged
lepton and missing transverse energy. Therefore, the signature of a W boson
decaying to leptonic τ is similar to the signature of a W boson decaying to electron
or muon. The identification of a hadronic τ is possible, although other objects
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can be misidentified as hadronic τ , which makes this identification challenging.
Overall, there are three main decay channels of tt̄ pairs: all-hadronic, single
lepton and dilepton channels. The exact definitions of these channels depend
on the classification of decay chains containing τ lepton - this is a choice for
particular measurement. One possible classification of the tt̄ decay channels is
presented in Tab. 1.3, in which the definition of the single lepton channel is the
same as in the measurement presented in Sec. 5. The single lepton channel has
relatively unique signature with one charged lepton, missing energy due to one or
more neutrinos, and four jets from which at least two jets originates from b-quark,
while the branching ratio is relatively high. The all-hadronic channel has even
higher branching ratio, but its signature is not so unique due to large background
from QCD multijet production. The dilepton channel has also relatively unique
signature with two charged leptons, but its branching ratio is lower than for single
lepton channel. The decay channels containing hadronic τ can be also used in
measurements, although these measurements are usually less precise with respect
to the measurements in other decay channels.

In the next, hadronic top quark means a top quark which decays to hadroni-
cally decaying W boson, and leptonic top quark means a top quark decaying to
leptonically decaying W boson.

Table 1.1: Main decay channels of the W+ boson with branching ratios (BR).
The W− boson decays according to the charge conjugation. [12, p. 563]

W+ decay BR [%]

hadrons 67.41± 0.27
e+νe 10.71± 0.16
µ+νµ 10.63± 0.15
τ+ντ 11.38± 0.21

Table 1.2: Main decay channels of τ− lepton with branching ratios (BR). The
branching ratio for decay to hadrons is estimated as the difference between unity
and branching ratios for decay to electron and muon. The τ+ lepton decays
according to the charge conjugation. [12, p. 659]

τ− decay BR [%]

e−ν̄eντ 17.83± 0.04
µ−ν̄µντ 17.41± 0.04

hadrons ντ 64.76

1.1.3.1 Resolved vs Boosted Top Quark

The signature of a hadronic top quark in a detector is several jets. One commonly
used jet algorithm1 is the anti-kt R = 0.4. Given that a hadronic top quark results
in three quarks at lowest tree level of QCD, the number of anti-kt R = 0.4 jets is
usually three. This number can be larger than three as predicted by higher order

1See App. B for more information about jet algorithms.
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Table 1.3: Decay channels of the tt̄ pair dependent on the decays of the two
W bosons from the tt̄ pair decay. Branching ratios (BR) and typical detector
signatures are listed. The symbol ` represents electron or muon. No distinction
between particles and antiparticles is done. MET is the missing transverse energy.

Channel one W the other W BR [%] tt̄ signature

all-hadronic hadrons hadrons 45.7 6 jets

single lepton
hadrons `ν` 28.8

e or µ, MET, 4 jets
hadrons τντ → `ν`ν̄τντ 5.4

dilepton
and tauonic
channels

`ν` `ν` 4.5
ee or eµ or µµ, MET, 2 jets`ν` τντ → `ν`ν̄τντ 1.7

τντ → `ν`ν̄τντ τντ → `ν`ν̄τντ 0.2
hadrons τντ → hadr. ν̄τντ 9.8 4 jets, hadr. τ , MET
`ν` τντ → hadr. ν̄τντ 3.1 2 jets, 2 hadr. τ , MET

τντ → hadr. ν̄τντ τντ → hadr. ν̄τντ 0.5 2 jets, 2 hadr. τ , MET

QCD description of the decay. On the other hand, this number can be lower than
three, if the three quarks are close to each other in terms of the distance ∆R
which is used in the anti-kt algorithm. This closeness of quarks is the subject of
this subsection which leads to classification of top quarks as resolved or boosted.

The closeness of the three quarks from hadronic top quark can lead to finding
less than three jets or to finding three jets from which one jet contains only part
of particles originating from one quark (the remaining part is contained in the
other two jets). The fraction of such events increases with the top quark pT by
a Lorentz boost, see Fig. 1.4. A resolved top quark has signature of three well-
separated jets, and each jet contains large fraction of particles originating from
one of the three quarks. A boosted top quark has signature of three or less jets
which may share the particles among each other from the original three quarks.
There is no clear boundary in definition of resolved and boosted top quarks.

Figure 1.4: Illustration of the difference between resolved and boosted hadronic
top quarks. The signature of resolved hadronic top quark is three well-separated
jets. A boosted hadronic top quark has higher energy which can lead to overlap
of the particles from the original three quarks in the resulting jets.

In case the top quark is resolved, the reconstruction technique of the top quark
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takes into account the kinematics: invariant mass of certain two jets should be
close to the W boson mass, and the invariant mass of certain three jets should
be close to the top quark mass. For example, in case of tt̄ events in lepton+jets
channel, a kinematic likelihood fit can be used as is described in [23].

With increasing pT, the jets start to overlap, and the efficiency to recon-
struct the top quark with resolved reconstruction techniques is getting lower.
The Fig. 1.5 shows the distribution of distance ∆R between the W boson and
b-quarks from the top decay vs ptop

T for a sample of top quarks. The mean value of
the distance ∆R for top quarks with ptop

T ∼ 300 GeV is ∼0.8, and it is decreasing
with increasing ptop

T . This roughly means that for ptop
T & 300 GeV, the resolved

reconstruction techniques using anti-kt R = 0.4 jets may be inefficient, and other
(boosted) techniques are needed. The idea of these boosted techniques is to use
jet clustering algorithm with large distance parameter, e.g. anti-kt R = 1.0 or
C/A R = 1.2 which ensures that large fraction of the boosted top quark decay
products are clustered into one such jet. Using the jet mass and the inner struc-
ture (substructure) of this jet, one can discriminate between jets originating from
a top quark or from other partons. There are several boosted top quark identifi-
cation techniques, and they were tested at the ATLAS experiment as described
in [24].
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Figure 1.5: The angular separation between the W boson and the b-quark in top
decays, t→ Wb, as a function of the top quark pT in simulated Pythia Z ′ → tt̄
(mZ′ = 1.6 TeV) events. The distribution is at the generator level and does not
include effects due to initial and final-state radiation, or the underlying event.
[25]

1.2 Differential Cross Sections for tt̄ Production

The measurement of the differential cross section of tt̄ production is the main topic
of this thesis (Sec. 5). The differential cross section, dσ/dv, can be expressed
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as a function of a kinematic variable, v. From theoretical point of view, the
most interesting variables are: transverse momentum (pT) of the top quark2,
dσ/dptop

T , rapidity of the top quark, dσ/dytop, transverse momentum of the tt̄ pair,
dσ/dptt̄T, and invariant mass of the tt̄ pair, dσ/dmtt̄. These differential cross
sections are also called as ptop

T distribution, ytop distribution, ptt̄T distribution and
mtt̄ distribution, respectively.

The measurements of these differential cross sections are important for many
reasons. They provide test of the SM predictive power. Also, new physics theories
beyond the SM can modify the predictions for these spectra. These new theo-
ries can be rejected after comparing their predictions with measurements. The
deviation between prediction and measurement can occur mainly for the high-
er ptop

T range or in the mtt̄ distribution. A bump in the mtt̄ distribution would
indicate a new resonance decaying to tt̄ pairs, an example candidate can be a
hypothetical boson Z ′ [26]. The measurements can be included in the PDF fits
or in the estimation of optimal MC generator parameters. Especially, the high
ptop

T region can make the gluon PDF fit more precise for high fraction of proton
4-momentum (x), since currently there is low number of available experimental
data to constrain the high x region for gluon PDF.

The state-of-the-art SM predictions and measurements of the tt̄ differential
cross section are presented in the following. The terms parton level and particle
level are explained as well. The focus is given to the ptop

T distribution since this
distribution is measured in the presented thesis.

1.2.1 Standard Model Predictions

In order to make any conclusion from a measurement, one needs to have the SM
prediction with its uncertainties. The basis for any SM prediction of the tt̄ dif-
ferential cross section is the QCD factorization theorem which leads to equation
similar to the one for the total cross section in Eq. 1.1. To compute the differ-
ential cross section, two main parts are needed: the knowledge of PDFs and the
knowledge of partonic differential cross section. The partonic differential cross
section can be computed in perturbative expansion in QCD and EWT leading
to a fixed order calculation. This calculation can be supplemented by approx-
imate calculations. In this way, one can obtain numerical prediction of certain
distributions.

Besides numerical predictions, there are also predictions from MC simulations.
Using MC techniques, events can be generated randomly according to the PDFs
and certain fixed order prediction of partonic differential cross sections. With
large statistics of MC events, the obtained distributions should correspond to the
ones got numerically using the same theory. To obtain more precise prediction,
each MC event can go through parton showering which is an approximation of
the missing radiation from higher orders of the perturbative expansion. To obtain

2No distinction between particle (top) and antiparticle (antitop) is done here. Although, the
NLO QCD predicts that the pT distribution of top quark is different from the pT distribution of
antitop quark. When referring to the ptopT distribution, the average between the top distribution
and the antitop distribution is assumed for both, theoretical predictions and measurements,
throughout this thesis, unless indicated to the contrary. This is motivated by the fact that the
measurements usually do not distinguish between top and antitop quarks.
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predictions at particle level with stable particles, additional MC simulation mod-
els can be used in each event. The hadronization models simulate the transition
of hadronic final state from partons, and further the decays of unstable particles
are simulated. A detailed overview of the MC event generators for hadron col-
lisions can be found in [27, 28], and the most relevant points concerning the tt̄
production are summarized in this section.

Any SM prediction is affected by uncertainties. The main uncertainties are
related to the PDF, to the scales µR and µF , and to the strong coupling constant.
There are several groups which construct PDF sets with different techniques.
Each PDF set has its own uncertainties. When making a SM prediction, one
can use one particular PDF set, and use the others to estimate the PDF related
uncertainty or make the SM prediction for each PDF set separately. The fixed
order calculation depends on unphysical scales µR and µF which brings uncer-
tainty to the prediction. Another uncertainty which has impact on both PDF
and partonic cross section is the uncertainty on the strong coupling constant, αS.
There are also several smaller factors which can introduce uncertainties to the
tt̄ differential cross section such as the top quark mass, the electroweak coupling
constant, αEW, and the parton shower and the hadronization modeling in case of
stable particle predictions.

1.2.1.1 Fixed Order Calculation

The main contribution to the SM prediction of tt̄ production comes from QCD,
although the EWT also contributes, and it is non-negligible in certain regions
of the phase space. The total cross section has been known to the order NNLO
QCD since 2013 but the prediction of the differential cross section was more
challenging. The NLO QCD differential cross section had been computed already
in year 1991 [29], and it took next 25 years to compute the differential prediction
at NNLO QCD [30, 31]. Nowadays, the NNLO QCD prediction is available for
the ptop

T distribution up to 400 GeV. The comparison of LO, NLO, NNLO QCD
predictions of the ptop

T distribution is shown in Fig. 1.6. The NLO QCD prediction
is significantly higher with respect to the LO QCD prediction, although it lies
within the scale uncertainty of the LO QCD prediction. Similarly, the addition
of next order to the NLO prediction (resulting to NNLO QCD) changes the
normalization and the shape of the ptop

T distribution. For low ptop
T , the NNLO

QCD prediction is ∼10% higher than the NLO QCD prediction - this is also
observed for the total tt̄ cross section according to [32]. For ptop

T & 300 GeV up to
the available ptop

T = 400 GeV, the NNLO QCD prediction is slightly lower than
the NLO QCD prediction (the cross section belonging to this phase space region
is ∼3% from the total cross section).

The NNLO QCD prediction involves terms with QCD coupling constant, αS,
of orders: α2

S, α3
S, and α4

S. There are computations of EWT corrections to the
QCD prediction which involve the electroweak coupling constant, αEW, at orders:
α2

EW, αSαEW, and α2
SαEW. As shown in [33], the terms at order α2

EW and αSαEW

are negligible with respect to the LO QCD prediction, and the term at order
α2

SαEW contributes significantly in certain regions of the phase space. The QED
and purely weak corrections can be treated separately. The weak correction is
significant mainly for high ptop

T , see Fig. 1.7 in which only the prediction for Higss
mass of 126 GeV is relevant. The weak correction adds negative contribution up
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Figure 1.6: Top pT distribution in LO, NLO and NNLO QCD at LHC at
√
s =

8 TeV. Error bands from scale variation only. [30]

to ∼15% to the LO QCD prediction in ptop
T range [0, 1200] GeV. The QED correc-

tions contribute to three partonic processes: gluon-gluon fusion, quark-antiquark
annihilation, and photon induced tt̄ production (gγ → tt̄X) [34]. The total effect
of the QED correction to gluon-gluon fusion and quark-antiquark annihilation
varies from positive contribution of ∼1% to negative contribution of ∼2% to LO
QCD in ptop

T range [0, 1200] GeV. The photon induced tt̄ production can give
non-negligible positive contribution which can cancel the weak corrections, al-
though its uncertainty is large due to the large uncertainty of the photon PDF of
proton [35].

1.2.1.2 Approximate Calculation

Before the full NNLO QCD prediction was available, improvements to the NLO
QCD results were achieved by computing approximate NNLO corrections. One
way is using soft-gluon threshold resummation methods in which the logarithmic
contributions associated to the emission of soft gluons from the initial state can
be added at next-to-next-to-leading logarithmic (NNLL) order, [36].
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Figure 1.7: Relative weak corrections to the LO QCD for the invariant ptop
T dis-

tribution for LHC at
√
s = 8 TeV for Higgs masses of 126 GeV and 1 TeV.

[33]

1.2.1.3 Off-Shell and Interference Effects

All the calculations mentioned in Sec. 1.2.1.1 and 1.2.1.2 treat the top quark as
a stable on-shell particle. Simulation of the top decays can be attached in the
narrow width approximation, and the spin correlations between the produced top
quark and the same decaying top quark can be included, as it is described in [37].
In this way, the tt̄ production is treated as a separate physics process. This is the
approach in most applications, such as the MC tt̄ event generation, nowadays.

The decoupling of the top quark production and its decay is only an approxi-
mation. More correctly, the physics process involving particular set of final state
particles (e.g. pp→ e−ν̄eµ

+νµbb̄X) should be computed in which the top quark is
treated as an off-shell particle, and the interference between amplitudes with and
without top quark propagator is allowed. Fig. 1.8 shows selection of Feynman
diagrams contributing to the partonic process gg → e−ν̄eµ

+νµbb̄. The diagram in
Fig. 1.8a represents the gg → tt̄ production with top quark and W boson decays.
The diagram in Fig. 1.8b can be assumed as the single top production associated
with a W boson at NLO QCD. The diagram in Fig. 1.8c does not contain any top
quark propagator. The interference of these diagrams with other diagrams for
the process gg → e−ν̄eµ

+νµbb̄X should be taken into account. The computation
of the process pp → e−ν̄eµ

+νµbb̄X is available at NLO order (i.e. terms α2
Sα

4
EW

and α3
Sα

4
EW) in [38].

These off-shell and interference effects are usually neglected, and the tt̄ events
with stable top quarks are treated as a separate physics process. Similarly, the
single top production associated with a W boson is treated as a separate physics
process. This neglecting is motivated by using measurement selection criteria,
which aim to select events with on-shell top quarks, e.g. by requiring the invariant
mass of certain combination of jets to be close to the top quark mass. The
separation of the two processes, the tt̄ production and the single top production
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associated with a W boson, is discussed in detail in [39].

(a) (b) (c)

Figure 1.8: Representative set of Feynman diagrams contributing to the process
gg → e−ν̄eµ

+νµbb̄ at leading order α2
Sα

4
EW. The top quark propagator is indicated

with green color. [38]

1.2.1.4 Parton Shower and Hadronization

The parton shower (PS) is used in MC generators to approximately simulate
the gluon radiation or gluon splitting coming from the higher order terms of
the perturbation expansion which are beyond the fixed order prediction. The
parton shower can be applied to the initial state partons or to the final state
partons, which is called initial state radiation (ISR) and final state radiation
(FSR), respectively. The PS models are built on soft and collinear approximations
to the full cross sections while they cannot describe the wide-angle emissions and
multi-jet final states reliably. There are several PS models, see [28].

Most MC generators generating tt̄ events use fixed order prediction at NLO
QCD which is then supplemented by PS. This matching of fixed order calcula-
tion and PS needs to be done carefully to avoid double-counting of phase-space
configurations. For example, the PS applied only on the LO QCD part (Fig. 1.2)
gives contribution to the next order of QCD. There are several approaches how
to match PS with fixed order calculation, see [28].

The parton shower cannot give any approximate estimate on the total cross
section from the missing higher order terms of the perturbation expansion. There-
fore, the usual procedure of the simulation of tt̄ events is to use MC generator at
NLO QCD supplemented by PS, and normalize the distributions to the available
prediction of higher order tt̄ total cross section (nowadays NNLO+NNLL QCD).

Hadronization converts the partons into the observed hadrons. The process
of hadronization is not explained by first-principles theory, and there are several
phenomenological models for it. The two basic models are the string model
used in the Pythia8 generator [40] and the cluster model used in the Herwig
generator [41].

1.2.2 Particle vs Parton level

The predictions summarized in Sec. 1.2.1.1 are at parton level. It means that
the prediction is done for the top quark as a stable particle. However, the top
quark is not stable, and only the top quark’s decay products after the hadroniza-
tion process are detectable. Moreover, the parton level is defined using quarks
and gluons, which may depend on the technical details of the MC generators.
A measurement unfolded to parton level can be compared with a parton level
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prediction. However, the parton level measurements have usually large physics
modeling uncertainties.

Another approach to compare a measurement with a theoretical model is
to construct prediction from final-state particles which is called as particle level
prediction. The particle level should define observables in a theoretically safe
and unambiguous way, and its definitions should be maximally independent of
the technical details of MC generators. The particle level is defined from stable
particles detectable by the detector. The particle level is usually defined in a
fiducial phase space by certain event selection criteria at particle level objects.
The fiducial phase space is a phase space, which can be used to compare theory
with measurements or to compare two measurements. It is advantageous to define
similar particle level selection criteria to the detector level selection criteria - this
minimizes extrapolation uncertainties from the detector level to the particle level.
For the above reasons, it makes more sense to compare certain measurement
with certain theoretical model at particle level in contrast with the comparison
at parton level.

In case of a certain particle level measurement, the corresponding particle
level prediction from a theoretical model should be obtained from MC generators
which contain PS, hadronization, and decays to stable particles. Then each event
should be passed through the particle level definition of objects and selection
criteria, which were used in the measurement. This step can be done using the
Rivet project (Robust Independent Validation of Experiment and Theory) [42].
The Rivet project contains a convenient infrastructure to add the particle level
definition used in the measurement. Then this definition can be used on a set of
particles from the theoretical model, and the final comparison of the measurement
and prediction at particle level is possible.

The exact definition of the particle level in certain measurement can be ar-
bitrary. It usually aims to reduce the extrapolation uncertainties from detector
level to particle level. An effort has started to unify the particle level definitions
for tt̄ measurements at the ATLAS and CMS experiments [43]. This would allow
to compare the same particle level measurements between the two experiments
or to combine the two measurements.

1.2.3 Overview of Measurements

The differential cross sections for tt̄ production were measured at Tevatron at√
s = 1.96 TeV and LHC colliders at

√
s = 7 TeV and

√
s = 8 TeV. The

measurements with different colliding particles and at different energies are not
comparable among each other. However, they all can be compared to the same
approach of theory calculation which can give different predictions for different√
s values. And due to the QCD factorization theorem, the same approach of

theory calculation can be used for both, pp and pp̄, collisions, just the PDF sets
are different.

Measurements were performed at both Tevatron experiments, CDF and D0.
The D0 experiment measured the ptop

T , mtt̄, and ytop distributions at parton level
[44]. All recorded data at the D0 experiment were used which corresponds to
the integrated luminosity of 9.7 fb−1. The measurements used events from the
lepton+jets decay channel. The measured ptop

T spectrum up to 400 GeV is shown
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in Fig. 1.9. The CDF experiment measured the mtt̄ distribution at parton level
using an integrated luminosity of 2.7 fb−1 [45]. All observed differential cross
sections at Tevatron are consistent with the QCD predictions.

Figure 1.9: (a) Measured differential cross section as a function of ptop
T for data

compared to several QCD predictions. The inner error bars correspond to the
statistical uncertainties and the outer error bars to the total uncertainties. (b)
Ratio of data, Alpgen (dashed line) and MC@NLO cross sections (dash-dotted
line) to the QCD prediction at approximate NNLO [36]. MC simulations and
QCD predictions use a top quark mass of 172.5 GeV unless indicated differently.
Note that the correlated overall normalization uncertainty on the differential data
points is about ±6.6%. [44]

Two LHC experiments, ATLAS and CMS, measured the tt̄ differential cross
sections. At

√
s = 7 TeV, both experiments measured only the normalized dis-

tributions at parton level for variables ptop
T , mtt̄, ptt̄T, and ytt̄ [46, 47]. The CMS

experiment additionally measured the distribution of ytop and several kinematic
distributions of leptons and b-jets. The Fig. 1.11 shows the measured normalized
ptop

T distribution at the ATLAS experiment compared to several predictions from
MC generators. Statistical test showed that the measured distributions are in
agreement with these predictions. The ATLAS experiment made a measurement
at
√
s = 7 TeV at particle level [48] which was a novel approach to measure the tt̄

differential cross sections leading to reduced model dependence. At
√
s = 8 TeV,

similar set of measurements is provided from both experiments. The ATLAS
experiment measured distributions of ptop

T , ptt̄T, mtt̄, and several other variables at
particle and parton level [49]. The CMS experiment measured normalized dis-
tributions for kinematic variables connected with top quark, leptons, and b-jets
[50].

All the above presented measurements used tt̄ pair reconstruction techniques
assuming resolved top quarks. This gives a limitation on the maximum measur-
able ptop

T . Using boosted techniques for the identification of hadronically decaying
top quarks, one can explore the tail of the ptop

T spectrum. This is performed at
both LHC experiments at

√
s = 8 TeV. The ATLAS experiment published final

measurement of the ptop
T distribution for boosted top quarks [5] which is presented

in Sec. 5. The CMS experiment published preliminary results [51], see Fig. 1.10.
However, the measured ptop

T distributions are consistent within uncertainties
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Figure 1.10: Normalized differential cross section of ptop
T measured at the CMS

experiment, including all systematic uncertainties. The experimental and theo-
retical uncertainties are shown separately. [51]

with NLO+PS predictions for both LHC experiments and both values of
√
s in

each measurement, there is a common feature. There is a slope for the ratio
between central values of measurement and central values of NLO+PS prediction
as a function of ptop

T as in Fig. 1.11. This slope depends on the used MC generator
or PDF set but it is positive almost in all cases. A possible explanation for this
feature was given in year 2015 by evaluating the NNLO+QCD prediction as shown
in Sec. 1.2.1.1. The Fig. 1.12 shows the comparison of one ptop

T measurement from
the CMS experiment with NLO QCD and NNLO QCD predictions. One can see
that the NNLO QCD predicts this measurement much better than the NLO QCD
prediction.
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Figure 1.12: Top pT distribution vs. CMS data [50]. All distributions are nor-
malized. NNLO error band from scale variation only. [30]
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2. The ATLAS Experiment

The ATLAS (A Toroidal LHC ApparatuS) experiment [52] is one of the two
general purpose experiments at the LHC [53]. The LHC is the world’s largest
and highest-energy particle accelerator located ∼100 m underground at CERN.
It is a circular collider with circumference of ∼27 km which collides protons or
lead ions. The protons in colliding beams had energy of 3.5 TeV in year 2011,
and energy of 4 TeV in year 2012 resulting in center-of-mass energies

√
s = 7 TeV

and
√
s = 8 TeV, respectively.

The ATLAS detector is about 44 meters long, more than 25 meters high, and
weighs about 7000 tons. The detector has subdetectors arranged symmetrically
in layers around the interaction point and the beam pipe, therefore, the detector
covers almost the entire solid angle around the interaction point.

The individual subdetectors of the ATLAS detector are briefly described in
this section. Further, the overview of pileup, physics object reconstruction, and
Monte Carlo (MC) simulation are presented. The author of this thesis presented
results about jet and missing transverse energy reconstruction at the ATLAS ex-
periment at a conference talk on behalf of the ATLAS Collaboration. The content
of the talk is published as a conference proceeding in [6], and it is summarized
in Sec. 2.3.2 and 2.3.3. The jets and the missing transverse energy are important
physics objects used in measurements of the tt̄ pair production.

2.1 Subdetectors

The ATLAS detector is divided into three main parts: the inner detector, calorime-
ters, and muon spectrometer. These parts consist of complex detector systems
which are shown in Fig. 2.1, and are outlined in the following.

The ATLAS Inner Detector [55] is the closest subdetector system to the in-
teraction point. It consists of three different tracking technologies symmetrically
distributed around the beam pipe: the Pixel Detector, the Semiconductor Track-
er (SCT) and the Transition Radiation Tracker (TRT). The acceptance of the
Inner Detector in pseudorapidity is |η| < 2.5 for any azimuthal angle φ. The
Inner Detector detects the tracks of charged particles. Using these tracks, the
positions of the pp interaction points (primary vertexes) can be estimated. Then
for each pair of track and primary vertex, the impact parameter can be defined
as a distance between the primary vertex and the point of closest approach of
the track. The Inner Detector is placed in a solenoidal magnetic field of 2 T
which bends the tracks of charged particles, and hence their momentum can
be determined. The detector has been designed to provide a pT resolution of
σ(pT)/pT = 0.0005 ·pT[GeV]⊕0.01 and a transverse impact parameter resolution
of 10 µm for high momentum particles in the central η region.

The next layers of ATLAS subdetectors are the calorimeters. The calorime-
ters measure the direction and the energy of charged and neutral particles. The
calorimeters consist of two materials: absorber and active material. The ab-
sorbers are used to induce an electromagnetic or hadronic shower by the entering
particle. The part of the deposited energy from these showers is measured in the
active material. The electromagnetic shower is induced by a high-energetic elec-
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Figure 2.1: The ATLAS detector with indicated subdetectors and magnets. For
scale demonstration, there are two people depicted just behind the first muon
chamber on the left. [54]

tron or photon, while the hadronic shower is induced by a high-energetic hadron.
The energy resolution of a calorimeter is generally parametrized by the equation

σ(E)

E
=

a√
E[GeV]

⊕ b

E[GeV]
⊕ c, (2.1)

where a is the stochastic term, b is the noise term and c is the constant term.
There are two main technologies used for the calorimeters in the ATLAS detec-
tor resulting in two calorimeters: the ATLAS Liquid Argon (LAr) Calorimeters
[56] and the ATLAS Tile Calorimeter (TileCal) [57]. The LAr Calorimeters are
composited of four calorimeters: electromagnetic barrel calorimeter (EMB), elec-
tromagnetic endcap calorimeter (EMEC), hadronic endcap calorimeter (HEC)
and forward calorimeter (FCal). The basic properties of all the ATLAS calorime-
ters are summarized in Tab. 2.1. They detect the electromagnetic and hadronic
showers up to pseudorapidity of 4.8.

The most distant subdetector system from the beam axis is the ATLAS Muon
Spectrometer [58] that detects muons which are the only detectable particles pass-
ing through the calorimeters. The muon spectrometer measures the muon tracks
in the magnetic field, from which the muon pT is determined. The magnetic field
is provided by toroidal magnets and is non-uniform. The designed pT resolution
σpT/pT is 4% for muons with pT ∈ [3, 100] GeV and it is increasing up to 10%
for muons with pT = 1 TeV.
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Table 2.1: Calorimeters of the ATLAS detector with their properties: type (elec-
tromagnetic or hadronic), active material, absorber, |η| coverage, and resolution
terms. [56, 57]

Type
Active
material

Absorber |η| coverage Resolution terms

EMB elmag. LAr lead [0, 1.475]
a = 10%, b = 30%
c = 0.7%

EMEC elmag. LAr lead [1.375, 3.2]
a = 10%, b = 30%
c = 0.7%

TileCal hadr.
plastic
scintillator

steel [0, 1.7] a = 50%, c = 3%

HEC hadr. LAr copper [1.5, 3.2] a = 50%, c = 3%

FCal
elmag.
and hadr.

LAr
copper and
tungsten

[3.2, 4.8] a = 100%, c = 10%

2.2 Pileup

Each hard scattering event (the event of interest) at LHC can be influenced by
multiple uncorrelated pp interactions (pileup). There are two types of pileup:
in-time pileup and out-of-time pileup. The in-time pileup are pp interactions
occurring in the same bunch crossing while the out-of-time pileup refers to pp
interactions from successive bunch crossings. Both types of pileup have impact
on the reconstruction of the hard scattering event. The impact of the out-of-
time pileup is caused by the fact that the bunch spacing can be smaller than the
read-out response of many of the ATLAS subdetectors. The smaller the bunch
spacing, the higher the effect of the out-of-time pileup. There are two measur-
able quantities which characterize the pileup in experiments: the average number
of interactions per bunch crossing, µ, and the number of reconstructed primary
vertexes, NPV. The µ characterizes the magnitude of the out-of-time pileup on
average. It depends on the instantaneous luminosity which is measured as de-
scribed in [59]. The instantaneous luminosity is measured independently with a
variety of detectors and using several different algorithms. One such detector is
the LUCID detector, which measures the interaction rate in the pseudorapidity
range 5.6 < |η| < 6.0 ceaselessly during the data taking. This measurement is
calibrated to the instantaneous luminosity using calibration parameters which
were obtained from several van der Meer scans. The NPV is a measure of the
in-time pileup. The primary vertexes are reconstructed using the tracks from the
Inner Detector as described in [60]. In case a certain bunch crossing contains
hard scattering pp event, the number of pileup events nPU = NPV − 1 assuming
perfect primary vertex reconstruction.

In year 2012, the LHC collided bunches of protons with bunch spacing 50 ns
with instantaneous luminosities up to ∼8 ·1033 cm−2 s−1 [61]. The Fig. 2.2 shows
the distribution of µ in years 2011 and 2012. In year 2012, the LHC had in
average 21 pp interactions per bunch crossing which had not been experienced in
previous hadron colliders.

Pileup has negative effects in measurements involving jets. It randomly adds
energy deposits to calorimeter cells, and hence it degrades the reconstruction of
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Figure 2.2: The distributions of µ in years 2011 and 2012. [61]

the jets from the hard scattering event. Each tt̄ pair event consists of several
jets, and thereby the tt̄ pair events are highly affected by pileup. Mitigation of
pileup effects is necessary to obtain better response and resolution for the jet
4-momentum using a pileup subtraction method. Moreover, the identification
of boosted top quarks is based on jet substructure techniques, therefore pileup
correction of the jet substructure is necessary as well. The Sec. 3 is devoted to
pileup subtraction techniques for jets and jet substructure.

Another negative effect of pileup is the occurrence of additional jets (pileup
jets) in the event, i.e. jets not originating from the hard scattering event, but
mainly from pileup. These pileup jets can be mitigated using techniques described
in Sec. 3 or using the methods developed at the ATLAS experiment as described
in Sec. 2.3.2.3.

2.3 Physics Object Reconstruction

The particles from a pp collision leave typical characteristics in the complex sub-
detector system of the ATLAS experiment, which are referred to as the physics
objects, such as electron, photon, muon, hadronic tau and jet candidates. The
neutrinos cannot be detected, although they can be partially reconstructed using
the event observable called missing transverse energy, Emiss

T . The Emiss
T is recon-

structed based on the momentum conservation in the transverse plane, and it
represents the vector sum of pT of all non-detectable particles such as neutrinos
in each event.

A summary of the reconstruction of physics objects relevant for this thesis is
presented in the following.
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2.3.1 Electrons and Muons

An electron candidate in the pseudorapidity region |η| < 2.5 is reconstructed as a
track in the Inner Detector associated with energy deposits in the electromagnetic
calorimeters. The electron candidate energy is determined from the measured
energy deposits in the electromagnetic calorimeters. It is corrected for the effects
of lateral and longitudinal leakage and for the energy loss in the material in front
of the electromagnetic calorimeters. The electron candidate spatial coordinates,
η and φ, are taken from the spatial coordinates of the matched track. The sign of
the electron charge can be determined from the curvature of the matched track.
Each electron candidate must satisfy identification criteria based on the shower
shape in the electromagnetic calorimeters, on track quality, and on the transition
radiation observed in the TRT detector. A detailed description of the electron
reconstruction, calibration and performance can be found in [62].

To find the muon candidates, the tracks are reconstructed independently in
the Inner Detector and in the Muon Spectrometer. The muon candidates are
found by matching tracks from the Muon Spectrometer with the tracks in the
Inner Detector. The muon candidate momentum is determined through a global
fit of hits from both subdetectors, and this determination takes into account the
energy loss in the calorimeters. A detailed description of the muon reconstruction,
calibration and performance can be found in [63].

2.3.2 Jets

Jets are key objects for many ATLAS measurements and searches. The jet re-
construction, the jet calibration, the jet energy resolution, and the suppression
of pileup jets is overviewed in this section.

2.3.2.1 Reconstruction and Calibration of Jets

The highly segmented calorimeters of the ATLAS detector enable to reconstruct
jets with high precision. The jet reconstruction consist of several steps which are
explained in this section: topo-cluster finding, jet clustering, pileup correction,
jet origin correction, jet calibration, and residual in situ calibration.

The calorimeter cells are grouped to 3-dimensional clusters of topologically
connected cells called topo-clusters. The topo-cluster finding is optimized to
noise and pileup suppression [64]. The first step is the identification of seeds
which are cells with energy deposits E > 4σ where σ is the noise defined as a
sum in quadrature of electronic and pileup noise. The second step is the iterative
adjunction of neighboring cells with E > 2σ to the seeds. In the third step,
an extra layer of cells with E > 0 on the perimeter of the clustered cells are
added. Splitting algorithm separates the resulting topo-clusters based on local
energy maxima. There are two options to calibrate topo-clusters: calibration to
the electromagnetic scale (EM topo-clusters) and local calibration weighting [65]
(LCW topo-clusters). In both cases, the invariant mass of the topo-clusters is
set to zero. The EM topo-clusters are calibrated to the response from electrons
while the LCW topo-clusters are classified as electromagnetic or hadronic and
then a weighting scheme corrects for the different electron-to-pion response in

27



|
det

ηJet |

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

Je
t r

es
po

ns
e 

at
 E

M
 s

ca
le

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

E = 30 GeV
E = 60 GeV
E = 110 GeV

E = 400 GeV
E = 2000 GeV

FCalHEC-FCal
TransitionHECBarrel-endcap

TransitionBarrel

 = 0.4, EM+JESR t: Anti-k2011 JES

ATLAS
Simulation

Figure 2.3: Average response of simulated EM jets as a function of jet pseudora-
pidity for several truth-jet energies. Also indicated are the different calorimeter
regions. [67]

the calorimeters. Dead material correction and out-of-cluster correction is used
for the LCW topo-clusters.

The App. B summarizes the jet finding algorithms used in this thesis. The
standard jet finding algorithm at ATLAS experiment is the anti-kt clustering
algorithm with distance parameters R = 0.4 and R = 0.6. The input to the jet
finding algorithm are EM and LCW topo-clusters resulting in EM and LCW jets,
respectively. Additionally, clustering algorithms with large distance parameters
(large-R) have been commissioned and are used, such as anti-kt algorithm with
R = 1.0 and C/A algorithm with R = 1.2.

The topo-cluster finding suppresses the effect of pileup but applying a further
pileup correction on the jets is necessary. The jet area-based correction (see
Sec. 3.2.1) was used followed by residual offset correction [66].

The jet origin correction [67] makes the jet pointing back to the primary event
vertex instead of the nominal center of the ATLAS detector.

The jet energy and pseudorapidity are calibrated using the relation between
reconstructed and truth-jets in MC simulated QCD events [67]. The jet energy
calibration (Jet Energy Scale) is a multiplication by the inverse of average jet
energy response. The Fig. 2.3 shows the dependence of the jet energy response
on pseudorapidity. After applying the jet energy scale (JES), the EM jets and
LCW jets are called EM+JES and LCW+JES jets, respectively. The jet pseudo-
rapidity calibration corrects for a bias due to poorly instrumented regions of the
calorimeter. Average difference between pseudorapidities of reconstructed and
truth-jets in MC is added as a correction factor to the jet pseudorapidity.

Differences between data and MC simulation lead to miscalibration of jet
energy which is removed by a residual in situ calibration applied to the data only.
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It corrects the jet pT by multiplying by the response ratio of MC to data

ResponseMC

ResponseData

=

〈
pjet

T /pref
T

〉
MC〈

pjet
T /pref

T

〉
Data

, (2.2)

where the response is obtained from transverse momentum balance between jet
and a reference object. To cover large kinematic phase space, different refer-
ence objects are used in the following methods: dijets η-intercalibration, γ+jet
balance, Z+jet balance and multijet balance.

2.3.2.2 Jet Energy Resolution

The jet energy resolution (JER) is measured in data with two in situ techniques:
dijet balance and bisector method, [68]. The Fig. 2.4 shows the JER obtained
with the bisector method for both type of calibration of jets. The LCW+JES
jets exhibit better energy resolution than EM+JES jets. The JER decreases with
increasing jet pT, which is expected from Eq. 2.1.

2.3.2.3 Suppression of pileup jets

To suppress pileup jets against jets from the hard scattering event, information
from tracks matched to each jet is used. Several methods were commissioned
at the ATLAS experiments named as Jet Vertex Fraction (JVF), corrJVF, RpT,
and Jet Vertex Tagger (JVT), and they are explained in detail in [70]. In each
method, a discriminating variable is constructed to distinguish between pileup
jets and hard scattering jets. The JVF method is used for most of analyses using
2011 and 2012 data, including the measurement presented in Sec. 5. The JVF
variable is defined as the fraction of momenta of tracks matched to the jet which
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are associated with the hard scattering vertex. The RpT and corrJVF are other
two variables with discriminating power, and they are used to construct the JVT
variable which is a multivariate combination of these two variables. The Fig. 2.5
shows the comparison of the dependence of the rejection rate for pileup jets on
the efficiency for hard scattering jets for the four pileup jet suppression methods.
This comparison is prepared for MC events for jets with pT ∈ [20, 50] GeV and
|η| < 2.4. The JVT method has much better performance than the JVF method.
For example, the widely used JVF working point, which selects jets with JVF
> 0.5 has hard scattering jet efficiency of ∼92% and fake rate of ∼2.5%, while the
JVT working point with the same hard scattering jet efficiency has much lower
fake rate (∼1%). Another advantage of the JVT method with respect to the
JVF method is that its performance has much lower dependence on the pileup
conditions as discussed in [70]. These two advantages are the reason for switching
to the JVT method in analyses using 2015 data.

2.3.3 Missing Transverse Energy

The Emiss
T is an important signature for many physics processes such as the tt̄

production in the single lepton channel. It is an event quantity calculated based
on momentum conservation in the transverse plane [71]:

Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2,

Emiss
x(y) = −

(
Ejets
x(y) + Ee

x(y) + Eγ
x(y) + Eτ

x(y) + Eµ
x(y) + EST

x(y)

) (2.3)
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where Ejets
x(y), E

e
x(y), E

γ
x(y), E

τ
x(y), and Eµ

x(y) are the sum of x(y)-component of the
momenta of all jets, electrons, photons, taus and muons in the event, respectively.
All objects are corrected for the pileup and calibrated. The anti-ktR = 0.4 jets
calibrated with LCW+JES scheme with pT > 20 GeV are used to calculate Ejets

x(y).
Suppression of pileup jets is done by rejecting jets fulfilling conditions JVF = 0,
pT < 50 GeV and |η| < 2.4. The Emiss

T Soft Term, EST
x(y), is defined as the sum of

x(y)-component of the momenta of all topo-clusters and tracks not associated to
the above physics objects with double counting avoided.

The pileup has significant effect on the performance of Emiss
T reconstruction.

There are several pileup correction methods for Emiss
T , see [72]. All methods

correct the Emiss
T Soft Term. The first method called Soft-Term Vertex-Fraction

(STVF) corrects the Emiss
T Soft Term by a multiplication factor constructed from

all tracks in the event. This factor is the fraction of momenta of tracks matched
to the primary vertex from hard scattering event. Further possibilities are to use
jet-area-based methods. The basic idea in these methods is that the soft term
constituents from calorimeters are clustered to jets which are corrected with jet-
area-based pileup correction method. Optionally, JVF based selection can be
applied.

The Fig. 2.6 shows the pileup dependence of the reconstructed average value of
Emiss

T for several pileup correction methods from data events. The event selection
consists of criteria to select events containing two opposite sing muons from the Z
boson. These events do not contain non-interacting particles, such as neutrinos,
i.e. the Emiss

T should be zero in case of perfect detection of all particles. The
average value of Emiss

T is biased by the incomplete capture of the hadronic recoil
balancing the pT of the Z boson. This leads to average value of Emiss

T of ∼10 GeV
for no additional pileup interactions. With increasing pileup, the average value
of Emiss

T increases due to increasing fluctuations in the calorimeter response. All
the applied pileup correction methods enhance the reconstructed Emiss

T , and the
STVF method has the best performance. The STVF method is used also for the
Emiss

T pileup correction in the analysis presented in Sec. 5.

2.4 Monte Carlo Simulation

The real pp collision events detected by the ATLAS detector are referred to as the
data events in this thesis. These events can be simulated using MC simulations,
which are extremely important for any measurement at the ATLAS experiment.
The measured objects are influenced by detector response, and the corresponding
observables are referred to as measured at the detector level. The detector level
cannot be compared to any theory prediction or measurements from other exper-
iments. On the other hand, the MC simulation of events provides three levels of
information: parton, particle and detector level. The Fig. 2.7 shows the sketch
of a pp collision with a jet at these three levels. The parton and particle level are
discussed in Sec. 1.2.2. The detector level is defined from objects reconstructed
in the detector. The exact definitions of these levels depend on the particular
analysis. The availability of these three levels from MC simulations allows to
extrapolate the measured observable in data from detector level to particle level
or to parton level.
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Figure 2.7: Sketch of a pp collision and resulting jet at parton level, particle level
and detector level. [73]
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The MC simulation of events at the ATLAS experiment consists of two main
steps: the simulation of certain physics process and the simulation of the response
of various detectors and triggers. The simulation of certain physics process in-
volves simulation of the matrix element, parton shower, hadronization and decays
of unstable particles. This give access to the parton and particle levels. Then the
particles from the particle level are passed through the full Geant4 [74] detector
simulation. A detailed description of the ATLAS simulation chain can be found
in [75]. After the MC events are simulated, the same trigger, event, quality, track,
and physics object selection criteria used in the data analyses are applied to the
MC simulation.

Each event can have a certain event weight. This event weight must be used
when analyzing data, e.g. when filling histograms. In contrary to data events,
which always have unit event weight, the events from a MC simulation can have
non-unit event weight. There are two main reasons for using non-unit event
weights for some MC simulations: to achieve better statistics in phase space
regions with low cross section or to avoid double counting when matching the
NLO QCD calculation with parton shower MC simulation. For example, the
generation of events with MC@NLO generator uses event weights of −1 and
1 as explained in [76]. Further, additional multiplicative factors to the event
weights can be applied to correct the non-perfect detector simulation as explained
in Sec. 2.4.1.

2.4.1 Corrections of the Monte Carlo Simulation

The detector and physics simulation are not perfect. This leads to differences
between the performance in MC simulation and data. These differences are cor-
rected in MC using inputs from various calibration measurements. There are
three main types of MC corrections: efficiency correction, 4-momentum correc-
tion, and resolution correction. The efficiency correction is done using an event
scale factor which is a multiplicative factor to the total event weight. By applying
such correction factor to the total event weight for each event, the reconstruction,
identification and trigger efficiencies of various objects can be corrected. With an
event scale factor, also the b-tagging performance can be corrected as it is in de-
tail described in Sec. 4.3. The second type of the corrections is the 4-momentum
correction. It corrects the 4-momenta of various physics objects, such as jets,
muons, electrons. Also the Emiss

T can be corrected. The third type of corrections
is the resolution correction. It is applied to obtain the same pT resolution of
physics objects in MC as in data. Usually, the resolution in data is worse than
or identical with the resolution in MC simulation. For this reason, a random
smearing of the pT of physics objects in MC is applied. Similarly, the angular
resolution can be corrected in MC. After all the corrections, the performance in
MC should be more similar to the performance in data.

Each MC correction has its associated uncertainties. According to the clas-
sification of the corrections, the corresponding uncertainties are referred to as
efficiency, 4-momentum, and resolution uncertainties. These uncertainties need
to be propagated to the final physics results, since they are derived using inputs
from MC simulations (e.g. efficiency of selection criteria). The way how the MC
correction uncertainties are propagated depends on the particular analysis.
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2.4.2 Pileup Simulation

Pileup is simulated by overlaying additional soft pp onto the hard scattering event.
A soft pp interaction is generated with Pythia 8.160 [77, 40] using MSTW2008LO
PDF set [78] with ATLAS A2 tune [79]. The number of these soft pp interactions
was generated randomly according to the expected µ distribution in future data.
After the µ distribution is measured from all data recorded in year 2012, the
simulated events are reweighted such that the MC distribution of µ agrees with
the data. The pileup simulation takes into account the contribution from out-of-
time pileup using time shifts between bunches to model the bunch structure of
the LHC beam.
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3. Pileup Subtraction for Jets

The pileup has large effect on the jet reconstruction as it is discussed in Sec. 2.2,
therefore it is very important to mitigate the pileup effects. Only pp collisions
are considered in the next, although most of the methods can be used or ex-
tended for underlying event subtraction in heavy-ion collisions, in which the jet
reconstruction is challenging due to the sizable underlying event [80, 81].

There are several approaches of how to mitigate the pileup effects, and they
are overviewed in this section. The main focus is given on the pileup pT density
methods, from which the shape-expansion pileup correction technique was tested
by the author of this thesis on data from the ATLAS experiment. This perfor-
mance work is published in the ATLAS note [1] and the author of this thesis
was a co-editor of this publication. Further, a novel approach called Constituent
Subtraction is described in this section. The author of this thesis developed this
approach and is the main author of the publication [2]. Most of the figures in this
section (Fig. 3.4–3.9 and Fig. 3.11–3.14) are results of the work of the author of
this thesis.

3.1 Overview of Pileup Subtraction Methods

The currently available pileup subtraction methods can be categorized as follows:

� Offset correction - simple correction of the measured jet pT. The pT offset
used for the subtraction is proportional to the number of observed pileup
events. This method was used for analyzing

√
s = 7 TeV data at the

ATLAS experiment [82].

� Pileup pT density methods (also called area-based subtraction) - there are
several methods for the correction of jet 4-momentum or jet shapes. The
area 4-vector method [83] corrects the jet 4-momentum, and it is extended
to account for hadron masses in [84]. The shape-expansion method [84]
provides general approach to correct jet shapes. An extension of these two
methods is the Constituent Subtraction method. Detailed description of
these methods can be found in the Sec. 3.2–3.4.

� Methods using tracking information - the tracking information can identify
charged particles originating from pileup interactions. These charged pileup
particles can be further used to subtract pileup at the calorimeter level. One
of these methods is the charged hadron subtraction (CHS) [85] used at the
CMS experiment. The CHS method takes an advantage of the Particle-
flow event reconstruction at CMS [86]. It removes the identified charged
pileup particles, which corresponds roughly to the half of the pileup pT

offset to jets in the tracker-covered region. Another example is the jet
cleansing method [87]. Jet cleansing attempts to correct the 4-momenta of
constituents in each subjet within a jet. This correction is based on the
energy levels of charged and neutral particles in each subjet.
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� Pileup per particle identification (PUPPI) [88] - an event-level subtraction
procedure which corrects the particle 4-momenta based on the collinear
versus soft diffuse structure in the neighborhood of the particle.

� Soft Killer method [89] - an event-level subtraction procedure which re-
moves the softest particles in an event, up to a pT threshold that is deter-
mined dynamically on an event-by-event basis.

� Grooming techniques - methods which enhance the identification of boosted
objects such as top quarks, W , Z or Higgs bosons using large-R jets. Any
grooming technique yields to different jet definition than that which was
used to find the jet prior to grooming. The aim of such a new jet definition
is to be less susceptible to pileup, multiple parton interactions (MPI), and
initial-state radiation (ISR) while incorporating as much as possible parti-
cles from the hard scatter event. The particles from pileup, MPI, and ISR
are often much softer than the particles from hard-scatter event which is
used in several grooming techniques. Here is a list of example grooming
techniques with brief description:

– trimming [90] - the jet constituents are clustered with the kt clustering
algorithm with distance parameter R = Rsub. Any subjets with pT <
pjet

T · fcut are removed, where pjet
T is the pT of the initial jet, see Fig. 3.1

for an illustration. This algorithm has two free parameters: Rsub and
fcut.

– pruning [91] - the jet constituents are clustered with the kt or Cam-
bridge/Aachen (C/A) clustering algorithm with large enough distance
parameter to cluster all jet constituents. At each recombination step,
the two constituents are recombined only if p2

T/p
1+2
T > zcut or ∆R1,2 <

2Rcutm
jet/pjet

T where p2
T < p1

T are the pT of the two constituents, p1+2
T

is the pT of the recombined constituent, and ∆R1,2 is the ∆R distance
between the two constituents. This algorithm has two free parameters:
zcut and Rcut.

– splitting and filtering [92] - grooming technique optimized to identify
boosted Higgs bosons decaying to two b-quarks using large-R C/A jets.

Figure 3.1: A cartoon depicting the jet trimming procedure. [25]

The above pileup subtraction methods are mainly meant to correct individual
jets after jet clustering. However, some of them (Soft Killer, PUPPI) corrects
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the whole event prior the jet clustering. In this way, the jet clustering is not
biased by the presence of pileup particles, which is called as back-reaction, and
it is discussed in [93]. Moreover, the whole event correction can also provide
corrected event variables, such as Emiss

T .

3.2 Pileup pT Density Methods

The concept of pileup pT density was first introduced in [83]. The pileup pT

density, ρ(y, φ), is defined as the amount of pT originating from pileup per unit
area in the rapidity-azimuth (y − φ) space for a certain event. It can depend on
the position (y, φ). This continuous approximation of pileup particles (which are
point-like) can be done due to their large density in the (y − φ) space. Similarly
to the pileup pT density, the pileup mass density, ρm(y, φ), can be introduced as
the density of variable mδ

mδ =
√
m2 + p2

T − pT (3.1)

in the y−φ space, as done in [84]. Then the expected pileup deposition in certain
direction (y, φ) is expressed by the 4-momentum

Ppileup = [ρ cosφ, ρ sinφ, (ρ+ ρm) sinh y, (ρ+ ρm) cosh y] ·∆y∆φ, (3.2)

where ∆y∆φ is a small region in the y−φ space. There are approximations to ob-
tain the functions ρ(y, φ) and ρm(y, φ) in events containing both pileup and hard
scattering contributions. These approximations are based on the assumption that
the particles from the hard scattering event are collimated in certain directions
while the particles from pileup are randomly distributed in the y − φ space, and
they are much softer than the particles from the hard scattering event.

An example for the estimation of pileup densities is described in the following.
This example neglects the dependence on y and φ. The event is divided by
rectangular grid in y−φ space into patches. The patch area, Apatch, is defined as
the area of rectangles in the y − φ space. The pT and mδ of each patch, pTpatch

and mδpatch, is determined by summing over all particles within that patch:

pTpatch =
∑

i∈patch

pTi, mδpatch =
∑

i∈patch

(√
m2
i + p2

Ti − pTi

)
, (3.3)

where pTi and mi are the pT and mass of particle i. The final pileup pT and mass
densities are estimated as the median of pT and mδ densities from the set of all
patches

ρ = median

{
pTpatch

Apatch

}
, ρm = median

{
mδpatch

Apatch

}
. (3.4)

Several modifications exist to estimate the pileup densities as described in
[94], e.g. apply selection criteria on patches or use position-dependent ρ and
ρm estimations. An alternative method to obtain the patches can be used by
defining the patches as jets reconstructed using the kt algorithm with certain
distance parameter, e.g. R = 0.5. In this case, the patch area is equal to the
jet area. The concept of the jet area is discussed in detail in [93]. There are
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several possibilities how to define the jet area. One of these definitions is called
the scalar active area definition, which is explained in detail in Sec. 3.2.1. Using
jets as patches brings ambiguity in the definition of the patch area in contrary
to the example above, in which the patch area is clearly defined as the area of
rectangle in the y − φ space.

The Fig. 3.2 serves to illustrate the extraction of pileup pT density. It shows
the densities pTpatch/Apatch for an example pp dijet event overlaid with 22 pileup
events. The densities pTpatch/Apatch are clustered around the ρ determined by
Eq. 3.4, except few patches containing hard jets. The dependence on rapidity is
weak. In this example, the estimated constant ρ is a reasonable approximation
of the pileup contamination.

Figure 3.2: The density pTpatch/Apatch as a function of the patch rapidity for an
pp dijet event overlaid with 22 pileup events. The patches are obtained as jets
clustered with kt R = 0.5 algorithm. The black line is constant function of ρ
determined by Eq. 3.4. [83]

3.2.1 Area 4-vector Method

The area 4-vector method uses the active area definition for the jet area, [93],
which is explained in the following. Before the jet algorithm is used, massless
particles with very low momentum (ghosts) are incorporated into the event such
that they uniformly cover the y − φ space with high density. An example uni-
form distribution of ghosts in rapidity region [−ygmax, y

g
max] can be obtained by

constructing 4-momenta

P g = [pgT cosφg, pgT sinφg, pgT sinh yg, pgT cosh yg], (3.5)

where the pT of the ghost, pgT, is a free parameter and it is set to very low positive
value, and the kinematic variables yg and φg are acquiring values

yg ∈ {−ygmax,−ygmax + δy,−ygmax + 2 · δy, . . . , ygmax}, where δy = 2ygmax/n (3.6)

φg ∈ {0,∆φ, 2 ·∆φ, . . . , (m− 1) ·∆φ}, where ∆φ = 2π/m (3.7)

where n and m are large integer numbers defining the density of ghosts. Each
ghost covers a certain fixed area, Ag, in the y − φ space. In the above example
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of ghosts distribution, the total number of ghosts is n ·m, and the ghost area for
each ghost is Ag = 4π · ygmax/n/m.

After adding ghosts into the event, the jet clustering algorithm is used on all
real particles and ghosts in that event. The final jets contain ghosts with real
particles. Only infrared safe jet algorithms can be used since the infrared safety
ensures that the addition of ghosts does not change the real particle composition
of the final jets. The ghosts clustered into a certain jet J are used to evaluate the
area 4-vector for that jet:

[Ax, Ay, Az, AE] =
Ag

pgT

∑
i∈ghosts

in J

P g
i (3.8)

Assuming that the pileup particles are soft and distributed uniformly in the
y − φ space similarly as ghosts, one can think of ghosts as particles which mimic
the pileup particles during the running of the jet clustering algorithm. Using this
assumption, the area 4-vector method corrects the jet 4-momentum [px, py, pz, E]
in the following way:

P corr = [px − ρAx, py − ρAy, pz − (ρ+ ρm)Az, E − (ρ+ ρm)AE]. (3.9)

where the pileup densities are taken at point (y, φ) corresponding to the original
jet.

Alternatively, one can correct only the jet pT using the scalar active area, Ajet:

pcorr
T = pT − ρ · Ajet (3.10)

The scalar active area can be defined as the transverse component of the area
4-vector defined in Eq. 3.8:

Ajet ≡
√
A2
x + A2

y (3.11)

There is an alternative definition for the scalar jet area:

Ajet ≡ N · Ag (3.12)

where N is the number of ghosts clustered into the jet. The two definitions of the
scalar active area give approximately the same result, but they are not identical
since vector sum of ghosts transverse components is used in Eq. 3.8 leading to
Eq. 3.11, while the scalar sum of transverse components in Eq. 3.8 would lead
to Eq. 3.12. The jet area in Eq. 3.10 can be also estimated differently using the
Voronoi area definition [93], which does not require adding ghosts.

The area 4-vector method in Eq. 3.9 leads to similarly corrected jet pT as the
correction in Eq. 3.10 using various jet scalar area definitions. It can be shown
that the corrected pT using Eq. 3.9 is greater than or equal to the corrected pT

using Eq. 3.10 with definition Eq. 3.11 which is greater than or equal to the
corrected pT using Eq. 3.10 with definition Eq. 3.12.

The pT correction using Eq. 3.10 is actively used at the ATLAS experiment for√
s = 8 TeV data before the calibration process as is explained in Sec. 2.3.2. The

scalar jet area definition in Eq. 3.12 is used and anti-kt R = 0.4 jets are used as
patches in Eq. 3.4. The performance of this correction is shown in Fig. 3.3 as the
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root mean square (RMS) of the
(
preco

T − ptruth
T

)
distribution, where the preco

T is the
pT of detector level jet angularly matched to a particle level jet with pT = ptruth

T .
Dijet MC simulation is used, and particle level jets with ptruth

T ∈ [20, 30] GeV
are selected. The RMS is shown without any pileup correction, with the offset
correction [82] used for

√
s = 7 TeV data, and with the pT correction using

Eq. 3.10 which is referred to as the area-based correction. One can see that
the RMS is ∼5 GeV for low µ values. This uncertainty is mainly given by the
stochastic term of the calorimeters resolution. With increasing pileup conditions,
the RMS increases significantly up to ∼10 GeV for µ = 35. The offset correction
results in better jet pT resolution, and the area-based correction has even better
performance than the simple offset correction (it reduces the RMS by ∼20%).
The main reason of this observation is the fact that the area-based correction
acts on each jet individually depending on its area in each event, while the offset
correction applies the jet pT correction on jets on average in each event. Also the
variable ρ gives better description of the pileup contamination in each event than
the variables NPV and µ used in the offset correction. The better performance of
the area-based correction was the reason to switch to the area-based method as
the main pileup correction method for jet reconstruction from the

√
s = 8 TeV

data. This correction is supplemented by offset correction to remove the residual
dependence on pileup for JES as it is described in [95].

3.2.2 Shape-expansion Method

The shape-expansion method is an extension of the area 4-vector method. Besides
correcting the jet 4-momentum, it corrects also any jet shape. The jet shape, S, is
a function of the jet components. Few example jet shapes are described in App. C.
The procedure of the correction is similar to the area 4-vector method: ghosts are
added to the whole event, after which a certain jet clustering algorithm is applied
leading to jets containing ghosts - these ghosts represent the susceptibility to
contamination from pileup, and can be used for the correction. The pileup mass
density is neglected in the following in order to make clear the main idea of
the shape-expansion method, which is illustrated in Fig. 3.4. One can assume
the jet shape, S(pgT), as a function of pgT of clustered ghosts from Eq. 3.5. The
value S(pgT = 0) = Sreco corresponds to the reconstructed jet shape influenced
by pileup. The point pgT = 0 is basically the initial value for ghosts when added
into the event. After the final jets are obtained from jet clustering, the pgT can be
set to arbitrary value. By setting pgT to certain value pg,pos

T > 0, one artificially
adds more pileup with pileup pT density ρ = ppos

T /Ag. Similarly, one can set the
pgT to value pg,neg

T < 0 which should artificially remove pileup. In particular at
point pgT = −ρAg, the pileup contribution should be removed in case the ρ was
estimated precisely. One can extrapolate to the point pgT = −ρAg by using the
Taylor expansion of the function S(pgT) at point pgT = 0. Then the corrected jet
shape is

Scorr =
∞∑
k=0

(−ρAg)k · ∂
kS(pgT)

∂pgT
k

∣∣∣∣
pgT=0

. (3.13)

In practice, the derivatives can be estimated numerically from the values of func-
tion S(pgT) for several low positive pgT points. This pileup correction method is
implemented in [96] where only the first three terms in this expansion are used
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Figure 3.3: RMS of the
(
preco

T − ptruth
T

)
distribution versus µ for reconstruct-

ed LCW anti-kt R = 0.6 jets matched to truth-particle jets satisfying pT ∈
[20, 30] GeV, in simulated dijet events. Three types of reconstructed jets are
shown: without pileup correction (black circles), with the offset correction [82]
(red squares), and with the area-based correction using Eq. 3.12 (blue triangles).
The symbol 〈µ〉 in the plot corresponds with the variable µ used in this thesis.
[95]

for practical reasons - it was shown that the next term does not change the result
significantly for most jet shapes, [84]. The pgT is identical for all ghosts in the
jet when evaluating the derivatives in the original shape-expansion method. Al-
though the method can be extended to use position (y−φ) dependence of relative
magnitude of pgT for ghosts in the jet. The extension of Eq. 3.13 to account for
the pileup mass density is straightforward as discussed in [84].

The Eq. 3.13 gives a generic approach to correct any jet shape. The addition
of 4-momenta from Eq. 3.5 with pgT = −ρAg may be done explicitly for some jet
shapes without using Eq. 3.13. This is shown for two jet shapes in the following:
jet energy and energy correlation double ratio.

The jet energy can be also taken as a jet shape as function of pgT:

E(pgT) =
Npart∑
i=1

Ei +
Nghosts∑
j=1

pgT cosh ygj (3.14)

where the sums run over all particles and ghosts clustered into the jet, respec-
tively. The number of clustered ghosts is Nghosts, and the number of particles
is Npart. By substituting pgT = −ρAg, the formula for the energy correction is
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Figure 3.4: Cartoon to illustrate the shape-expansion method. The plot shows an
example dependence of certain jet shape, S, on the pgT for ghosts clustered into the
jet. The value Sreco is the value of jet shape before pileup correction. The point
pgT = −ρAg for corresponds to the opposite of the expected pileup deposition,
and hence to the corrected jet shape, Scorr. The values of S for low positive pgT
(red points) can be used to numerically obtain the derivatives in Eq. 3.13.

obtained:

Ecorr =
Npart∑
i=1

Ei −
Nghosts∑
j=1

ρAg cosh ygj (3.15)

which is identical with the corrected energy using the area 4-vector method in
Eq. 3.9. One can also notice, that using the expansion Eq. 3.13 for jet shape in
Eq. 3.14, the obtained corrected energy is identical with Eq. 3.15, and then also
identical with corrected energy in the area 4-vector method. This can be shown
also for other components of jet 4-momentum which then proves that the area
4-vector method corrects the jet 4-momentum and any function of it (e.g. jet
mass, jet pT) identically as the shape-expansion method.

The energy correlation double ratio C
(β)
1 (see App. C.3) can be as well ex-

pressed explicitly as a function of pgT:

C
(β)
1 (pgT) =

Npart∑
i=1

Npart∑
j=i+1

pTipTj∆R
β
i,j +

Npart∑
i=1

Nghost∑
j=1

pTip
g
T∆Rβ

i,j +
Nghost∑
i=1

Nghost∑
j=i+1

pgTp
g
T∆Rβ

i,j(
Npart∑
k=1

pTk +
Nghost∑
i=1

pgT

)2 .

(3.16)

Consequently the formula for corrected C
(β)
1 is

C
(β)
1,corr =

Npart∑
i=1

Npart∑
j=i+1

pTipTj∆R
β
i,j − ρ0A

g
Npart∑
i=1

Nghost∑
j=1

pTi∆R
β
i,j + ρ2

0A
g2
Nghost∑
i=1

Nghost∑
j=i+1

∆Rβ
i,j(

Npart∑
k=1

pTk −
Nghost∑
i=1

ρ0Ag

)2 .

(3.17)
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There are several disadvantages of the shape-expansion method, which can
give non-perfect correction. The estimated pileup density may be imprecise at
the position of the jet due to fluctuations in pileup. Also the distribution of pileup
particles can be non-uniform in the y − φ space. To be able to use the Taylor
expansion in Eq. 3.13, the function S(pgT) must have continuous derivatives, e.g.
the jet shape subjettiness can have discontinuous derivatives for certain particle
configurations, although it was found that this effect can be neglected for this
particular jet shape [84]. Another disadvantage of the shape-expansion method is
that the corrected value for certain jet shapes can acquire non-physical values, e.g.
the jet width is non-negative by definition, but the shape-expansion correction
can lead to negative corrected jet width. In such case, the corrected jet shape
can be set to the closest physical value.

3.3 Performance of the Shape-expansion Pileup

Correction at the ATLAS Experiment

In this section, the shape-expansion method presented in Sec. 3.2.2 was tested
on data recorded by the ATLAS detector, and compared to the performance in
MC simulation. The results were published in the ATLAS note [1] - the author
of this thesis made significant contribution to this publication, and he was the
contact editor for this publication. The results from this note were included in
the ATLAS publication [95].

The performance work uses the data from the LHC pp run at
√
s = 8 TeV in

year 2012. The integrated luminosity after the data quality criteria is estimated
to L = (20.28 ± 0.57) fb−1 using techniques similar to those described in [59].
The bunch spacing is 50 ns and the average number of pp interactions per bunch
crossing is ∼21. The events are required to have a primary vertex reconstructed
from at least two tracks with pT > 400 MeV. This requirement should reject
non-collision backgrounds. Unprescaled trigger was used requiring at least one
anti-kt R = 1.0 jet with pT > 450 GeV and |η| < 2.5. No other event selection
criteria were applied. The MC simulation of hard scattering events and pileup
follows the description provided in Sec. 2.4. Two MC simulations of the inclusive
jet events using LO QCD were used for comparison to data:

� Herwig++: fixed order calculation, PS, and hadronization simulated with
Herwig++ 2.5.2 [97] using CTEQ6L [98] PDF set. The parameters of this
MC simulation are optimized to reproduce underlying event data from the
LHC experiments in the UE7-2 tune [99].

� Pythia8: fixed order calculation, PS, and hadronization simulated with
Pythia 8.160 [77, 40] using CT10 [100] PDF set. The parameters of this
MC simulation are optimized to reproduce underlying event data at

√
s =

7 TeV from the LHC experiments in the AU2 tune [79].

The same trigger requirement is used for MC events as for events in data. The
number of MC events is normalized to the number of data events. The correction
was tested on anti-kt R = 1.0 jets at detector level fulfilling |η| < 2.5 in several jet
pT ranges. The corrected detector level distributions were compared to particle
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level anti-kt R = 1.0 jet distributions referred to as truth-particle jets. The
truth-particle jets are obtained from clustering all stable particles (with mean
lifetime greater than 1 cm) from MC simulation except neutrinos and muons.
The truth-particle jets contain the effect of underlying event which is removed
for the corrected detector level jets on average, since the estimated ρ in Eq. 3.4
is influenced by underlying event. This makes the comparison between truth-
particle and corrected detector distributions less interpretive, although the effect
of underlying event is small, and it can be neglected for this comparison (the effect
of underlying event roughly corresponds to the effect of three pileup events). The
matching between detector and truth-particle jets is performed by requiring their
distance ∆R to be less than 0.75.

The inputs to the shape-expansion pileup correction are the LCW topo-
clusters (see Sec. 2.3.2). These inputs have zero mass, and therefore there is
no need to use the pileup mass density term in the correction. The pileup pT

density was estimated using Eq. 3.4 where the patches were constructed as jets
clustered with kt R = 0.4 algorithm, and the jet area is defined as Voronoi area
[93]. Only jets with |y| < 2.0 were used to estimate ρ. The estimated pileup pT

density is shown in Fig. 3.5 for data and the two MC generators. The two sim-
ulations use the same pileup simulation, and hence the different ρ distribution
is caused by different modeling of the soft jet spectrum and underlying event.
The agreement between data and MC simulation for the ρ distribution is slight-
ly better for Herwig++ than Pythia8. Also for majority of observables the
agreement is better for Herwig++ which is the reason why the Herwig++
simulation is used for comparison to data in the next.
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Figure 3.5: Distribution of the estimated ρ in inclusive jet events for data and
two independent MC simulation samples (Herwig++ and Pythia8). Both MC
generators use the same pileup simulation model. [1]

The performance of the correction on the jet shape called splitting scale,
√
d12,

(see App. C.2) for anti-kt R = 1.0 jets is discussed in the following. Fig. 3.6a
shows the distribution of

√
d12 for three µ ranges without any pileup correction for

data. The distribution of
√
d12 differs significantly from the corresponding truth-
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particle jet distribution, and it depends on µ. The
√
d12 distribution is shifted

to higher values with increasing µ. After the shape-expansion correction shown
in Fig. 3.6b, the corrected distribution are very similar for the three µ ranges,
and they are more consistent with the truth-particle jets than the uncorrected
distributions.

The Fig. 3.7 shows the comparison between MC prediction and data before
and after the pileup correction. There is a reasonable agreement between the
MC prediction and data before the pileup correction. The small differences are
caused by imperfect detector simulation and physics modeling. Similar reason-
able agreement between MC prediction and data after the pileup correction can
be observed. It means that the performance of shape-expansion correction is well-
modeled in MC which is a key figure of merit. The corrected MC distributions of√
d12 more accurately reflects that expected from the truth-particle jet distribu-

tions. The small difference between truth-particle jet distribution and corrected
MC distributions are caused by the detector effects, the imperfect calibration
of topo-clusters, the presence of underlying event in truth-particle jets and the
imperfect pileup correction.

The performance of the shape-expansion method was tested also on anti-kt
R = 1.0 jets originating from boosted top quarks. To simulate boosted top quarks,
a Z ′ → tt̄ sample was produced with Pythia 8.160 using MSTW2008LO PDF set
[78] with AU2 tune and a Z ′ mass of mZ′ = 1.75 TeV. The dependence of mean√
d12 on µ is shown in Fig. 3.8 for jets from the Z ′ → tt̄ and dijet MC samples

before and after pileup correction. The correction removes the dependence on
pileup in both MC samples. The significant discrimination power between the
two type of jets is preserved after the correction is applied.

3.4 Constituent Subtraction

The area 4-vector method and the shape-expansion method assume that the
pileup particles are uniformly distributed in y−φ space with momenta determined
from the ρ estimation. Of course, fluctuations can occur in positions and pT

magnitude of the pileup particles. An improvement is achieved in the Constituent
Subtraction method, which accounts for these fluctuations in positions. The
author of this thesis developed this novel pileup subtraction method, and he
made significant contribution to the publication [2].

The output of the Constituent Subtraction method is a jet with corrected
constituents, therefore one can evaluate besides the corrected jet 4-momentum,
also any jet shape, or perform any other operation with jet constituents. The
Constituent Subtraction can be applied also on the whole event prior the jet
clustering as discussed in Sec. 3.4.2. In the following, only the correction of
individual jets is assumed.

The basic ingredient of the Constituent Subtraction is the pileup pT density
which is summarized in Sec. 3.2. Similarly as in the area 4-vector and shape-
expansion methods, ghosts are uniformly added to the event before running the
jet clustering algorithm. Then the jet clustering algorithm runs over all particles
and ghosts delivering the same jets as in the case without the ghosts. The jets
contain except the real particles also ghosts which are used to correct for pileup

45



 [GeV]12d
0 20 40 60 80 100 120 140

A
rb

itr
ar

y 
N

or
m

al
iz

at
io

n

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

Truth-particle jets

Uncorrected Data
  9≤ 〉µ〈 ≤4 
  17≤ 〉µ〈 ≤12 
  31≤ 〉µ〈 ≤24 

ATLAS   Preliminary -1
 L dt = 20.3 fb∫=8 TeV, s

dijets (Herwig++)
 LCW jets with R=1.0tanti-k

 < 600 GeV
jet

T
 p≤500 

(a) uncorrected

 [GeV]12d
0 20 40 60 80 100 120 140

A
rb

itr
ar

y 
N

or
m

al
iz

at
io

n

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

Truth-particle jets

Corrected Data
  9≤ 〉µ〈 ≤4 
  17≤ 〉µ〈 ≤12 
  31≤ 〉µ〈 ≤24 

ATLAS   Preliminary -1
 L dt = 20.3 fb∫=8 TeV, s

dijets (Herwig++)
 LCW jets with R=1.0tanti-k

 < 600 GeV
jet

T
 p≤500 

(b) corrected

Figure 3.6: Distribution of
√
d12 for three µ ranges for anti-kt R = 1.0 jets with

pT ∈ [500, 600] GeV for data. The distribution of
√
d12 is shown uncorrected (left)

and after the shape-expansion correction (right). The Herwig++ prediction of√
d12 using stable truth particles (green) without pileup is also shown. The symbol
〈µ〉 in the plot corresponds with the variable µ used in this thesis. [1]
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√
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R = 1.0 jets with pT ∈ [600, 800] GeV. The distribution of
√
d12 computed using

stable truth particles (green) is also shown. [1]

in the Constituent Subtraction differently as for the area 4-vector and shape-
expansion methods.

Eq. 3.2 is translated into the 4-momentum of each ghost by identifying the
pgT and mg

δ with the amount of pileup within ghost area Ag:

pgT = Ag · ρ(y, φ),

mg
δ = Ag · ρm(y, φ).

(3.18)

An iterative procedure is used to define the scheme for calculating the specified
amount of pT and mass mδ to subtract from each jet constituent. For each pair
of particle i and ghost k, a matching scheme is implemented using the distance
measure, ∆i,k, defined as

∆i,k = pαTi ·
√

(yi − ygk)
2 + (φi − φgk)

2, (3.19)

where α is a free parameter. The set of all distance measures, {∆i,k}, is sorted
from the lowest to the highest values. The pileup removal proceeds iteratively,
starting from the particle-ghost pair with the lowest ∆i,k. At each step, the
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momentum pT and mass mδ of each particle i and ghost k are modified as follows.

If pTi ≥ pgTk : pTi −→ pTi − pgTk,
pgTk −→ 0;

otherwise: pTi −→ 0,

pgTk −→ pgTk − pTi.

If mδi ≥ mg
δk : mδi −→ mδi −mg

δk,

mg
δk −→ 0;

otherwise: mδi −→ 0,

mg
δk −→ mg

δk −mδi.

(3.20)

The azimuth and rapidity of the particles and ghosts remain unchanged. The
iterative process is terminated when the end of the sorted list is reached. A
threshold ∆Rmax can be introduced to forbid subtraction between too distant
pairs of particle and ghost where the distance is measured as in Eq. A.12. This
leads to restriction: ghost-particle pairs with ∆Ri,k > ∆Rmax are not used in the
subtraction. Particles with zero pT after the iterative process are discarded. It
can happen that after the subtraction no real particle remains. This may be a
signal that such a jet originates from pileup.

The Constituent Subtraction procedure is illustrated in Fig. 3.9 showing an
example anti-kt R = 0.7 jet from Pythia 8.180 dijet simulation at particle lev-
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el. The event is overlaid with 25 pileup events, and ghosts are added into the
event with Ag = 0.01. The resulting jet obtained by clustering only hard scat-
tering particles is in Fig. 3.9a. The corresponding jet obtained when clustering
hard scattering interaction and pileup particles is in Fig. 3.9b. Fig. 3.9c shows
the ghosts which were clustered into that jet. The jet from Fig. 3.9b after the
Constituent Subtraction is shown in Fig. 3.9d. One can observe that few pileup
particles remained in the corrected jet, and also few hard scattering interaction
particles are removed. However, there is significantly lower number of pileup par-
ticles in the corrected jet. More quantitative evaluation of the performance of
the Constituent Subtraction is shown in Sec. 3.4.1.
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(a) Truth particle-level jet
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(b) Reconstructed jet with pileup
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(d) Jet after Constituent Subtraction

Figure 3.9: Illustration of the Constituent Subtraction method on an example
anti-kt R = 0.7 jet from Pythia8 dijet simulation at particle level when overlaid
with 25 pileup events. The pT of the jet constituents in the y− φ space is shown
for (a) jet without pileup, (b) jet with pileup, (c) ghosts clustered into the jet,
and (d) corrected jet.

The Constituent Subtraction works equally well when applied directly to
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Monte Carlo truth particles from simulation as when applied to a coarse pseudo-
detector grid, over which the energy from the truth particles is distributed, to
simulate calorimeter objects (the quantitative performance is done in Sec. 3.4.1).
An important feature of the algorithm is that it preserves longitudinal invariance
– an arbitrary jet after the correction and a subsequent boost in the direction
of the colliding beams has the same constituents as the same jet which is first
boosted and then corrected.

An important advantage of the Constituent Subtraction is the speed – it can
be as much as twenty times faster compared to the shape-expansion method, de-
pending on the type of the jet shape and the nominal jet radius. Furthermore,
the shape-expansion correction must be determined for each jet shape in consid-
eration, whereas the Constituent Subtraction approach provides a corrected set
of constituents, from which any jet shape may be determined. Corrected con-
stituents may also be used as inputs to jet grooming and tagging algorithms, e.g.
the top-quark tagging using the shower deconstruction method [101]. In com-
parison to the jet cleansing method or CHS used by the CMS experiment, the
Constituent Subtraction does not require any knowledge about the connection
of each charged particle with the signal vertex or pileup vertexes, though such
a knowledge might in principle be used to further enhance capabilities of the
algorithm.

The Constituent Subtraction procedure has the following free parameters: Ag,
∆Rmax, and α. The basic recommended settings are: Ag = 0.01, ∆Rmax → ∞,
and α = 0. The smaller the area Ag, the higher the density of the ghosts, which
can lead to better performance of the Constituent Subtraction. On the other
hand, too small Ag requires more CPU time, while the enhancement in perfor-
mance can be negligible. The parameter ∆Rmax can prevent the combination of
distant particle-ghost pairs. For configuration with α = 0, the distance ∆i,k is
equivalent with the standard distance in y − φ space from Eq. A.12. The config-
uration with α > 0 prefers to subtract the lower pT constituents first, which may
be beneficial since lower pT constituents more often originate from pileup.

The software for the Constituent Subtraction is implemented as a part of the
FastJet Contrib project [96].

3.4.1 Performance of the Constituent Subtraction

The performance of the Constituent Subtraction is evaluated for correction of jet
pT, jet mass, jet position and several jet shape variables, and it was compared to
the area 4-vector method and to the shape-expansion method.

The studies presented are performed using pp events at
√
s = 8 TeV generated

with Pythia 8.180, tune 4C [77, 40] at particle level. The effect of additional
pp collisions is simulated by using soft events overlaid to the hard scattering
interaction, which are also generated with Pythia 8.180. The CTEQ 5L, LO
PDF set [102], configured to simulate the LHC conditions at

√
s = 8 TeV, are

used for all event generation. Two processes are simulated without underlying
event: dijet events covering the pT range of [10, 800] GeV and events with boosted
top quarks from decay Z ′ → tt̄ of hypothetical boson Z ′ with mass of 1.5 TeV.
The performance of the subtraction is tested using jets clustered with the anti-kt
algorithm with the distance parameter R = 0.7 and R = 1.0 and jets clustered
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with C/A algorithm with R = 1.2. The number of pileup events, nPU, has a
Poisson distribution with a mean 〈nPU〉. Two pileup conditions are simulated,
〈nPU〉 = 30 and 〈nPU〉 = 100. These pileup configurations represent realistic
conditions for the LHC Run I, and for the LHC Run II. On average, the pileup
contribution to the hard scattering event can be described through mean value
of the pileup pT densities, 〈ρ〉, and pileup fluctuations characterized by standard
deviation, σ[ρ]. For the used configuration 〈nPU〉 = 100, these quantities are
〈ρ〉 ≈ 75 GeV and σ[ρ] ≈ 13 GeV.

All the jet finding and background estimation is performed using FastJet

3.0.6 [94, 103]. The shape-expansion correction is performed using the tool called
GenericSubtractor from the project FastJet Contrib 1.003 [96]. The patches
in Eq. 3.4 are obtained by clustering particles with the kt algorithm with distance
parameter R = 0.4. The active area definition is used in Eq. 3.4. The non-
negligible dependence of the pileup densities ρ and ρm on rapidity impacts each
of the correction methods discussed below. Consequently, in order to focus the
comparisons and performance evaluations, only patches with rapidity |y| < 2.0
are used in Eq. 3.4 and jets are required to be fairly central, with |η| < 2.0.
The free parameters of the Constituent Subtraction are set to values: Ag = 0.01,
∆Rmax →∞, and α = 0.

The ability of the subtraction to correctly recover the kinematics of the jet
can be characterized in terms of the following quantities: jet pT response, jet
pT resolution, jet position resolution, and jet finding efficiency. These quantities
are commonly used to evaluate the performance of the jet reconstruction, see
e.g. [104, 105].

The jet pT response can be defined as 〈∆pT〉/porig
T = 〈pdet

T − p
orig
T 〉/p

orig
T where

porig
T is the original jet pT with no pileup and the pdet

T is either the pileup corrected
jet pT or the pT of the uncorrected jet that is jet clustered in the presence of pileup
without subtraction. This quantity is also often referred to as the jet energy scale
(JES). In the optimal situation, the jet pT response should be zero which means
that, on average, the algorithm can reconstruct the same pT as with no pileup.
The Fig. 3.10a shows the jet pT response as a function of the number of pileup
collisions, nPU. The jet pT response of subtracted jets differs from zero by less
than 1%. The jet pT response of subtracted jets is stable with respect to the
pileup which is a crucial condition for the jet reconstruction. Without satisfying
this condition any cut applied on the jet pT would lead to a choice of different
subset of jets depending on the size of the pileup. The small deviation from zero
of the jet pT response is resulting from ignoring the rapidity dependence of the
pileup density ρ and ρm and from a small average bias of the pileup pT density
by a presence of the hard scattering event. Such small deviation can be easily
corrected after the jet reconstruction by multiplying the jet pT by a correction
factor. The Constituent Subtraction performs equally well as the area 4-vector
subtraction.

The small deviation of the jet pT response from zero for corrected jets can
be contrasted with the jet pT response of uncorrected jets – in the case of low
pileup scenario the pT response is 10-20%, in the case of high pileup scenario the
jet pT response is around 40%. This means that in the high pileup case, there is
on average approximately 40 GeV of the pileup background underneath each jet
leading to a reconstruction of a typical 100 GeV jet as a 140 GeV jet if performing
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Figure 3.10: Jet pT response (left). Jet pT resolution (upper right) and jet finding
efficiency (lower right). Jets prior the subtraction denoted as pileup (square
markers) are compared to jets corrected by the Constituent Subtraction (full
circles) and jets corrected by the area 4-vector method (open circles referred to
as area-based). The dashed line in the left panel shows a constant at −0.8% to
guide the eye. Curve in the upper middle panel represents a fit of the jet pT

resolution by c/pT resulting c ≈ 25 GeV. [2]

no pileup subtraction.

The second quantity characterizing the basic performance of the subtraction
is the jet pT resolution defined as σ[∆pT]/porig

T = σ[pdet
T − p

orig
T ]/porig

T where σ[...]
denotes the standard deviation. The jet pT resolution is dictated by the presence
of fluctuations in the underlying pileup background leading to pT dependence
σ[∆pT]/porig

T = c/porig
T where c is a constant. The jet pT resolution is shown in

the upper panel of Fig. 3.10b. The fit of the jet pT resolution of uncorrected jets
by c/porig

T leads to c ≈ 25 GeV which results from the magnitude of σ[ρ] and
pileup fluctuations in y − φ space within each particular event. The Constituent
Subtraction and area 4-vector method have similar jet pT resolution while both
methods significantly improve it.

The jet finding efficiency is defined as the number of original jets having a
matching corrected (or uncorrected) jet divided by the number of original jets.
The matching criterion is the distance in the η − φ plane between the original
jet and corrected (or uncorrected) jet satisfying the condition ∆Rη < 0.2. This
quantity is plotted in the lower panel of Fig. 3.10b. It shows that in the case of
high pileup events it is difficult in principle to reconstruct the jets with porig

T <
50 GeV due to the presence of sizable fluctuating background. The jet efficiency
for jet pT < 100 GeV is better for the Constituent Subtraction than for the area
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4-vector subtraction.

The jet position resolution characterizes the ability to recover the original jet
axis in η or φ. It was found that the jets corrected with the area 4-vector method
have slightly worse jet position resolution than jets corrected by the Constituent
Subtraction.

The ability of the Constituent Subtraction method to recover the internal
structure of jet has been tested by evaluating two jet shape variables: kt split-
ting scale and N -subjettiness, see App. C for their definitions. The jet mass is
also included in these tests, although it can be evaluated simply from the jet
4-momentum. All these variables are useful for identifying hadronic decays of
boosted objects or quark/gluon tagging [106, 107, 108]. The Constituent Sub-
traction method is tested on various combinations of signal samples, pileup con-
ditions, clustering algorithms, and jet shapes. The Constituent Subtraction can
recover the original jet shape with a good accuracy in all evaluated combinations
as it is shown in the following.
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Figure 3.11: Performance of the Constituent Subtraction for jets clustered with
the anti-kt algorithm for (a) the jet mass in dijet events and (b) the

√
d12 variable

in Z ′ → tt̄ events. Red triangles show distribution without pileup, blue squares
show the uncorrected distribution with pileup, open and closed circles show distri-
butions corrected by the shape-expansion and Constituent Subtraction method,
respectively. The nPU dependence of mean and standard deviation are shown in
the lower panel. [2]

A representative subset of performance plots for the anti-kt algorithm is shown
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in Fig. 3.11 for various jet pT intervals1 Four distributions of jet shapes are
plotted in each figure: the original distribution without pileup, the distribu-
tion with pileup, the distributions corrected by the Constituent Subtraction and
the shape-expansion2 methods. To quantify precisely the performance of the
correction, two quantities have been evaluated for the differences between jet
shape x and its original value without pileup xorig: the mean value of these
differences 〈∆x〉 = 〈x − xorig〉 and the standard deviation of these differences
σ[∆x] = σ[x − xorig] which represents the resolution. For each combination of
configurations, the uncorrected distributions differ significantly from the corre-
sponding original distribution, and have a significant dependence on nPU. A
substantial improvement is achieved by the Constituent Subtraction. The mean
difference 〈∆x〉 does not exhibit the nPU dependence and it is always centered
near zero after the subtraction. The resolution σ[∆x] is improved as well. The
Constituent Subtraction method performs similarly or better when compared to
the shape-expansion method.

For any of the studied jet shapes, the shape-expansion method can lead to
negative corrected jet shapes that are unphysical. To better visualize the contri-
bution of such values, the first bin with negative jet shape in plots of Figs. 3.11-
3.13 is set to the fraction of negatively corrected jet shapes3. Unphysical values
can also occur in the case of the area 4-vector correction of the jet mass when the
corrected energy is smaller than the corrected momentum. Again, the negative
bin represents the fraction of such jets. The fraction of unphysical jet shapes
obtained from the shape-expansion method reaches up to ∼ 12% depending on
the pT interval and the type of the jet shape.

The Constituent Subtraction method has been tested also on the jets clus-
tered with C/A algorithm which is often employed in various studies of the jet
substructure and boosted objects [106]. The clustering in the C/A algorithm is
based mainly on the geometry and thus it leads to jet with a different jet area
compared to the anti-kt algorithm [93]. The performance of the Constituent Sub-
traction method for C/A algorithm with distance parameter R = 1.2 is shown
in Fig. 3.12. For this configuration, the impact of the pileup on jet shapes is
much stronger compared to the configuration with the anti-kt algorithm. The
Constituent Subtraction can recover the original distributions and it exhibits sig-
nificantly better ability to subtract the pileup compared to the shape-expansion
method.

Further, the Constituent Subtraction method has been tested on jets recon-
structed in events run through a simple simulation of a segmented detector. In
this simulation, the η − φ plane is divided into cells of size 0.1 × 0.1. Particles
pointing to the same cell are combined into one new effective particle by summing
their energies. The mass of the cell is set to zero and its η − φ position is set

1The pT of the jets without pileup is used to define the pT intervals. The jets with pileup
and the corrected jets are matched to the original jets without pileup.

2For the jet mass, the area 4-vector method using Eq. 3.9 is used which is identical to the
shape-expansion method.

3For the shape-expansion correction of ratios τ21 or τ32, the numerator and denominator are
corrected individually. When at least one of these corrected variables is negative, the corrected
τ21 or τ32 is counted as negative. For the calculation of the mean and resolution of τ21 or τ32,
the negative values are not used. For any other jet shapes, the negative values are set to zero
which is the closest allowed physical value for all used jet shapes.
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Figure 3.12: Performance of the Constituent Subtraction for jets clustered with
the C/A algorithm for (a) the jet mass and (b) the τ3 variable in Z ′ → tt̄ events.
Red triangles show distribution without pileup, blue squares show the uncorrected
distribution with pileup, open and closed circles show distributions corrected by
the shape-expansion and Constituent Subtraction method, respectively. The nPU

dependence of mean and standard deviation are shown in the lower panel. [2]

to the center of the cell. These new effective particles have the same properties
as the calorimeter clusters or towers used in real experiments and they are a
combination of the pileup and signal. The jet finding algorithm runs over these
events delivering jets that are corrected in the same way as for events composed
of standard particles. A typical example of the performance of the subtraction
methods in case of this simulation is shown in Fig. 3.13.

The Constituent Subtraction exhibits very similar performance as without the
detector simulation which also applies for the shape-expansion method while the
Constituent Subtraction again outperforms the shape-expansion method. Degra-
dation of the performance of jet mass reconstruction is seen for all methods in
the configuration of jet reconstruction with large distance parameter. This is a
consequence of a sensitivity of jet mass to variations in the constituent trans-
verse momenta of constituents that are at large angles with respect to the jet
axis. While other variables are less sensitive to such variations, the jet mass can
change significantly by adding a soft particle to the jet periphery.

An important test is to evaluate the identification of jets originating from
boosted top quarks with respect to background jets. The splitting scale,

√
d12,

can be used to identify boosted top quarks from the Z ′ decay reconstructed with
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Figure 3.13: Performance of the Constituent Subtraction in events simulating a
segmented detector. Red triangles show distribution without pileup, blue squares
show the uncorrected distribution with pileup, open and closed circles show distri-
butions corrected by the shape-expansion and Constituent Subtraction method,
respectively. The nPU dependence of mean 〈∆x〉 and standard deviation σ[∆x]
are shown in the lower panel for each jet shape. [2]

the anti-kt R = 1.0 algorithm, which are referred to as signal jets. The tagging
cut
√
d12 > 50 GeV is tested. The tagging efficiency for signal jets is compared

with the tagging efficiency for jets from the dijet sample, which are referred to
as the background jets. The nPU dependence of the tagging efficiencies for high
nPU values is shown in Fig. 3.14. Without pileup, the applied tagging cut has
good discrimination between signal and background jets (the tagging efficiency
for signal jets is ∼75% and the tagging efficiency for background jets is only
∼20%). The pileup shifts the

√
d12 distribution to higher values for both, signal

and background events. With pileup, the discrimination power between signal
and background events is lower. By applying the Constituent Subtraction or the
shape-expansion method, the tagging efficiencies are well restored. The tagging
efficiency for signal jets is slightly lower when using the shape-expansion method,
while the Constituent Subtraction restores this efficiency perfectly.

The performance of the Constituent Subtraction is tested also with different
settings of parameters Ag and α. The above results are evaluated with settings
Ag = 0.01 and α = 0. It was found that the Constituent Subtraction is stable
with respect to varying Ag. The variation of Ag by a factor of two does not lead
to a change in any of the studied quantities that would be significant with respect
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Figure 3.14: Top-tagging efficiencies for (a) background and (b) signal samples
using tagging cut

√
d12 > 50 GeV in events simulating a segmented detector.

Red triangles show the tagging efficiency for jets without pileup. Blue squares
show the tagging efficiency for jets with pileup, open and closed circles show tag-
ging efficiency for jets corrected by the shape-expansion method and Constituent
Subtraction method, respectively. [2]

to the statistical uncertainty shown on plots in this section. The performance was
tested with parameter α = 1, and it was not found any significant difference with
respect to the performance with α = 0.

3.4.2 Summary of the Constituent Subtraction

The above presented results demonstrate the stability and good performance of
the Constituent Subtraction method. It has a solid ability to recover the orig-
inal jet kinematics even in the presence of a sizable pileup. The Constituent
Subtraction has generally similar performance as the area 4-vector method when
correcting jet 4-momenta. A slightly better performance of the Constituent Sub-
traction in terms of jet position resolution and jet efficiency may be attributed to
the correction of the jet internal structure. Further, the good ability to recover
the jet internal structure is demonstrated by correcting several jet shape observ-
ables. In most cases, the performance of the Constituent Subtraction is much
better than the performance of the shape-expansion method. The performance
observed in the simulated events should be vetted and tested thoroughly within
the LHC experiments using full detector simulation and data events.

Several improvements can enhance the Constituent Subtraction method, which
is left for future work. Since the jet algorithm in the Constituent Subtraction pro-
cedure has only the role of adding expected pileup particles (ghosts), a novel ap-
plication of the Constituent Subtraction approach would be to correct the whole
event prior to the jet finding. In such case, the input to the Constituent Sub-
traction are not jet constituents with clustered ghosts, but the particles from the
whole event with added ghosts. The ghosts should again mimic pileup and hence
they should be distributed with the same detector acceptance criteria as the real
particles. Then the ghosts can be rescaled using Eq. 3.18, and the same procedure
can be applied as in case of Constituent Subtraction on individual jets. The jet
finding algorithm can be applied after the subtraction on the subtracted event.
Such correction have potential to avoid back-reaction or to improve the determi-
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nation of event observables such as the missing transverse energy. Introducing a
finite ∆Rmax may improve the performance and the speed of the correction when
running over the whole event. The whole event subtraction can benefit from sub-
tracting low pT particles first with setting α > 0. Another improvement can be
achieved by including tracking information into the subtraction procedure. The
tracks originating from charged pileup particles can serve as additional proxies
besides ghosts to remove the pileup contribution in calorimeter.
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4. Flavor Tagging of Jets

The flavor tagging of jets refers to the identification of jets from the fragmentation
of a quark of certain flavor. In analyses at the ATLAS experiment, identification
of b-jets and c-jets is possible due to the specific properties of B-hadrons and D-
hadrons, respectively. The identification of b-jets is extremely useful for analyses
with tt̄ events since the tt̄ events contain two b-quarks. Using b-tagging for tt̄
events, the background events can be rejected, and also the reconstruction of the
tt̄ events is enhanced mainly for resolved topologies in all-hadronic and single
lepton decay channels which contain many jets. The b-tagging is used in the
measurement of tt̄ production presented in Sec. 5.

The author of this thesis contributed to the Flavor Tagging Combined Perfor-
mance Group of the ATLAS collaboration by evaluating the MC flavor tagging
efficiencies. These MC efficiencies are used to correct the flavor tagging calibra-
tions, and they are also used to preserve the normalization and the shape of the
jet pT vs. |η| distribution after applying the flavor tagging calibrations, as de-
scribed in Sec. 4.3. The author contributed to the ATLAS publication [3] and to
the ATLAS Note [4]. Most of the figures in this section (Fig. 4.2, 4.3, 4.4 and
4.5) has been produced by the author.

4.1 Flavor tagging algorithms

There are algorithms for identification of b-jets and c-jets at the ATLAS exper-
iment. At detector level in MC, the b-jets and c-jets are defined as calorimeter
anti-kt R = 0.4 jets which have within distance ∆R = 0.3 at least one truth
B-hadron and D-hadron, respectively. The light-flavor jets are the remaining
calorimeter anti-kt R = 0.4 jets. The identification of b-jets (b-tagging) is en-
hanced with respect to the identification of c-jets (c-tagging) due to more specific
properties of the B-hadrons. Only b-tagging is discussed in the following, which
is described in details in [3]. The details about c-tagging can be found in [109].
The b-tagging algorithm should identify as much as possible b-jets, while keeping
the rate of the misidentified c-jets and light-flavor jets low. Also small fraction
of jets originating from hadronic decay of a τ lepton can be misidentified by a
b-tagging algorithm, which is not discussed in the following.

The b-quark fragments mostly to B−, B̄0, or B̄0
s meson or Λb baryon (the anti-

b-quark fragments mostly to the corresponding antiparticles). These B-hadrons
are distinct from other hadrons in the following properties: they have relatively
high masses (above 5 GeV), decay multiplicity and specific mean lifetimes (in
range [0.4, 0.5] mm). The B-hadron mean lifetimes allow to travel specific dis-
tances which are distinguishable by the ATLAS Inner Detector. The traveled
distance is a random variable and depends also on the pT of the B-hadron. A
typical example is given using Eq. A.15 as follows. A B− meson with pT of 50 GeV
travels mean distance of ∼4.7 mm in the transverse plane. Such large distance
between the pp primary vertex and the B-hadron decay vertex (secondary ver-
tex) can be measured using tracks. There are several approaches of how to use
this distance or the other specific properties of the B-hadrons to identify b-jets.
Each of these approaches leads to one discriminating variable which expresses the
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Figure 4.1: Distribution of the tagging weight wMV1 obtained with the MV1
algorithm, for three different flavors of jets from MC tt̄ simulation. [3]

probability that a given jet originates from a b-quark, as outlined in the following.

The b-tagging is performed using the subset of tracks in the event that are
associated with the calorimeter jet. There are two main algorithms used for the
b-tagging: vertex-based and impact parameter-based algorithms. The most dis-
criminating vertex-based method at the ATLAS experiment is the SV1 algorithm.
It uses an algorithm to reconstruct the secondary vertex, and the discrimination
is based on the distance between the secondary and primary vertexes. The invari-
ant mass of all tracks associated with the secondary vertex is exploited as well in
the SV1 algorithm. The most discriminating impact parameter-based algorithm
at the ATLAS experiment is the IP3D algorithm, which is based on the impact
parameters of the tracks with respect to the main primary vertex. The SV1 and
IP3D algorithms have good discrimination power between b-jets and light-flavor
jets. The discrimination between b-jets and c-jets is much weaker, since the ra-
tio between mass and mean lifetime are similar for B-hadrons and D-hadrons
(this leads to similar mean distance in Eq. A.15). To enhance the discrimina-
tion between b-jets and c-jets, another algorithm was developed at the ATLAS
experiment called the JetFitter algorithm. It exploits the topological structure
of B-hadron decay, and the subsequent decays of B-hadron decay products. The
JetFitter algorithm uses six input nodes in an artificial neural network. Another
algorithm was commissioned, called the IP3D+JetFitter, which is similar to the
JetFitter algorithm. This algorithm uses the IP3D variable as an additional input
node for the JetFitter algorithm.

To achieve the best performance, the variables SV1, IP3D, and IP3D+JetFitter
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are combined in an artificial neural network leading to two algorithms, MV1 and
MV1c. The MV1 algorithm is optimized to suppress mostly light-flavor jets, while
the MV1c algorithm is optimized to suppress mostly c-jets. The MV1 algorithm
is used to identify b-jets in the measurement presented in Sec. 5, and only this
algorithm is discussed in the following.

The MV1 algorithm outputs one discriminating variable called the MV1 weight,
wMV1. The normalized distribution of wMV1 for different jet flavors from tt̄ simu-
lation is shown in Fig. 4.1. The bump around the point wMV1 = 0.15 corresponds
mostly to jets for which no secondary vertex was found within the SV1 algo-
rithm. There is no clear boundary among different flavors, although the MV1
weight distributions for b-jets is shifted to higher values when compared to c-jets
and light-flavor jets which gives certain discriminating power for this observable.
The most common practical usage of this discriminating power is described in the
following. A weight cut, wcut, is chosen. Then jets with wMV1 > wcut are called as
b-tagged jets, and the other jets are called non-b-tagged. The b-tagged jets can be
used for a selection criterion in certain analyses, e.g. by requesting one or more
b-tagged jets. The performance of b-tagging is expressed in b-tagging efficiencies
for b-jets, c-jets and light-flavor jets (εb, εc and εlight), or rejection rates for c-jets
and light-flavor jets (RRc and RRlight). The εb is defined as the ratio between
number of b-jets with wMV1 > wcut and the total number of b-jets. The εc and
εlight are defined similarly. The rejection rates RRc and RRlight are defined as
the inverse of the efficiency εc and εlight, respectively. An illustrative example is
given in the following. The choice of wcut = 0.7892 gives benchmarks εb ≈ 70%,
RRc ≈ 5, and RRlight ≈ 140 for anti-kt R = 0.4 jets from Powheg+Pythia6
simulation1. An analysis focusing on tt̄ events can require one or more b-tagged
jets. Since there are two b-quarks in each tt̄ event, only 1− (1− εb)2 ≈ 9% of tt̄
events is rejected. But since only every ∼140th light-flavor jet is b-tagged, large
fraction of background events can be rejected and overall, the tt̄ purity of the
selected sample of events can be enhanced.

The choice of the cut value wcut depends on the strategy in particular analysis.
The Fig. 4.2 shows the dependence of the rejection rate RRlight on the efficiency εb.
Each point corresponds to a unique wcut which can be obtained from distributions
in Fig. 4.1. Going from lower wcut to higher wcut, there is a trade-off between large
b-jet efficiencies with low rejection rates and large rejection rates with low b-jet
efficiency. The analyses which require large sample of events can use selection
based on smaller wcut values. The analysis which require large signal purity can
use selection based on higher wcut values.

Another point, which needs to be taken into account in analyses, is the pT

dependence of the b-tagging performance, see Fig. 4.3. The discrimination power
between b-jets and light-flavor jets increases with increasing jet pT until the point
∼100 GeV, at which it starts to decrease. A qualitative explanation is given
as follows. The impact of the jet pT on the MV1 algorithm is small since the
track impact parameter is approximately boost invariant. The observed jet pT

dependence is explained by track reconstruction effects. The impact parameter
from a track with very low pT has high uncertainty due to multiple scattering in
the Inner Detector material. The impact parameter uncertainty due to multiple
scattering decreases with increasing pT leading to better discrimination between

1These benchmarks are only for illustration. They depend on MC generator, jet pT, jet η.
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Figure 4.2: Light-flavor jet rejection rate versus b-jet efficiency using the MV1
b-tagging algorithm, as evaluated for jets with pT > 20 GeV and |η|< 2.5 in a
sample of simulated tt̄ events. [4]

b-jets and light-jets as it is observed. With pT > 100 GeV, another effect starts
to have impact. The tracks from a high pT jet are more collimated, and hence
the hits in the Inner detector are more close to each other, which is referred to as
the dense environment in the core of the jet. This causes lower performance of
the track reconstruction algorithm leading to worse b-tagging performance. The
track reconstruction algorithm can be improved in dense environment as it is
described in [110]. It is shown that by using the improved track reconstruction
algorithm, the light-jet rejection increases significantly for fixed b-jet efficiency
for jets with pT > 100 GeV. There is another effect which limits the b-tagging
performance for high pT jets: with increasing pT, larger fraction of B-hadrons
decay beyond the first layer of the Pixel Detector.
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Figure 4.3: Efficiency of the MV1 tagger to select b, c, and light-flavour jets, as
a function of jet pT. The weight cut selection on the MV1 weight is chosen to be
70% efficient for b-jets with pT > 20 GeV and |η|< 2.5, as evaluated on a sample
of simulated tt̄ events. [4]
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4.2 MC Dependence of the b-tagging Efficien-

cies

There are several MC generators which uses different models to simulate the
parton shower and the hadronization. Moreover, each MC generator can use
different models for the decay of hadrons. These differences can lead to different
b-tagging performance.

The Fig. 4.4 and 4.5 show the b-tagging efficiency for b-jets for several MC
generators. The fixed order NLO QCD calculation was simulated using Powheg
[111, 112, 113] in all cases, and just the parton shower and hadronization is
modeled with different MC generators: Pythia6 [77], Pythia8 [77, 40], Herwig
[41], and Herwig++ [97]. The decay of the heavy-flavor hadrons, B-hadrons and
D-hadrons, can be simulated using the same generator as used for hadronization
(Fig. 4.4) or using EvtGen generator, [114], (Fig. 4.5) which simulates the decays
of heavy-flavor hadrons more precisely in complex sequential decays. One can
see that the differences of b-tagging efficiencies among the MC generators using
purely Pythia6, Pythia8, Herwig, and Herwig++ for heavy-flavor decays
are larger than among the MC generators using EvtGen for heavy-flavor decays.
This suggests that the modeling of the heavy-flavor decay has large impact on the
b-tagging efficiency of b-jets, and the different parton shower and hadronization
model has no such large impact.
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parton shower and hadronization.
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Figure 4.5: Dependence of b-tagging efficiency for b-jets on jet pT for four MC gen-
erators using EvtGen for heavy flavor decays. The matrix element is simulated
with Powheg in all cases.

4.3 Calibration of the Flavor Tagging Perfor-

mance

The detector and physics simulation in MC are not perfect. For this reason, the
b-tagging performance in MC simulated events can be different than in real data
events, and hence a correction for the MC simulation is necessary which is called
as flavor tagging calibration. The procedure of this correction is explained in this
section.

Firstly, a calibration measurement determines the b-tagging efficiencies for
certain flavor of jets in MC and in data. Several methods have been developed
to measure the efficiencies εb, εc, and εlight, and they are described in detail
in [3]. For example, the εb can be measured using the prel

T method. In this
method, the b-tagging efficiency is obtained from jets with a muon inside using
the variable called prel

T which is defined as the momentum of the muon transverse
to the jet axis. Templates of prel

T in simulated events are constructed for b-jets,
c-jets and light-flavor jets separately, and these are fitted to the prel

T distribution
to obtain the fraction of b-jets before and after requiring b-tagging. This fit is
done separately in MC and in data leading to the efficiencies shown in Fig. 4.6
as a function of jet pT. One can see that the b-tagging efficiencies for b-jets are
larger in MC than in data in this calibration measurement. Similarly, there are
calibration measurements for εc and εlight in which these efficiencies are again
different between MC and data. Therefore, a correction of the MC is needed to
remove this difference in each analysis which uses b-tagging.

The flavor tagging calibration is done by multiplying the event weight for each
MC event by a scale factor, SFevent, as was explained in Sec. 2.4. This should
ensure that the overall b-tagging performance will be the same in MC as in data.
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Efficiency scale factor is defined from the calibration measurement as

SFcal
ef =

εcal
Data

εcal
MC,cal

(4.1)

where εcal
Data and εcal

MC,cal are the b-tagging efficiencies for certain jet flavor obtained
from the calibration measurement for data and MC, respectively. An example
of these efficiencies is shown in Fig. 4.6, from which the efficiency scale factor
as a function of jet pT is obtained. Each jet flavor has its specific calibration
measurement, and hence its own scale factors. The MC generator used in a
certain analysis can be different than the MC generator which was used in the
calibration measurement. Since the b-tagging performance depends on the MC
generator, the efficiency scale factor is corrected for this effect by introducing the
corrected jet scale factor

SFef = SFcal
ef · SFMC/MC, (4.2)

where the MC-to-MC scale factor, SFMC/MC, is defined as

SFMC/MC =
εMC,cal

εMC,ana

(4.3)

where εMC,cal is the b-tagging efficiency in the MC generator used for the cali-
bration measurement and εMC,ana is the b-tagging efficiency in the MC generator
used in the analysis. In Eq. 4.2, the efficiencies εMC,cal and εMC,ana and the SFcal

ef

are derived for the same flavor. The efficiencies εMC,cal and εcal
MC,cal may be dif-

ferent because any calibration measurement uses a specific event selection while
the efficiency εMC,cal used for SFMC/MC is derived without any event selection. In
the calibration process, another scale factor is used which is the inefficiency scale
factor defined as

SFinef =
1− εMC,ana · SFef

1− εMC,ana

. (4.4)
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The final scale factor used as multiplicative factor for the event weight is defined
as

SFevent = SFb-jets · SFc-jets · SFlight-jets (4.5)

where the scale factors SFb-jets, SFc-jets and SFlight-jets are the scale factors con-
structed from all b-jets, c-jets and light-jets, respectively. The SFb-jets is defined
as

SFb-jets =
∏

i∈b-tag
b-jets

SFief ·
∏

j∈non-b-tag
b-jets

SFjinef · (4.6)

where the SFief is the efficiency scale factor corresponding to i-th b-tagged b-jet
and the SFjinef is the inefficiency scale factor corresponding to j-th non-b-tagged
b-jets. Similarly are defined the scale factors SFc-jets and SFlight-jets for which the
two products runs over c-jets and light-jets, respectively.

By using the b-tagging event scale factors SFevent in certain analysis, the
b-tagging performance in MC will by much more similar to the performance in
data. The presence of the inefficiency scale factors SFinef ensures that the over-
all normalization of the sample is conserved, since the fraction of b-tagged b-jets
changes from εMC,ana to εMC,ana · SFef , and the fraction of non-b-tagged b-jets
changes from (1 − εMC,ana) to (1 − εMC,ana) · SFinef after applying the flavor tag-
ging calibration. The sum of these fractions before calibration is unity, and the
same holds for the sum of fractions after the calibration, i.e. the normalization
for b-jets is preserved. Similarly, the normalization is preserved for c-jets and
light-jets. Moreover, the analyses can use εMC,ana as function of jet pT and jet η
in Eq. 4.4 which also ensures that the shape of the jet pT vs jet η distribution
remains the same after the flavor tagging calibration.

The scale factors SFMC/MC from Eq. 4.3 can be deduced from Fig. 4.4. The
Pythia6 MC generator was used for the calibration measurement for b-jets at√
s = 8 TeV. In case, a user uses in his analysis the Herwig++ MC generator,

the SFMC/MC changes between ∼1.03 and ∼1.05 depending on the jet pT. One
can also observe that in case of using the EvtGen generator, the corresponding
scale factors SFMC/MC are closer to unity, see Fig. 4.5. This is the reason for using
the EvtGen generator for the MC samples in the

√
s = 13 TeV analyses.

The scale factor in Eq. 4.1 has associated uncertainties resulting from the
calibration measurement. These uncertainties are propagated to the final event
weight in Eq. 4.5, and then also to a certain measurement. The uncertainties
of the individual factors for the b-jets scale factor in Eq. 4.6 are fully correlated
between each other. Similarly for the other flavors. Each flavor has its own
calibration measurement, and therefore the uncertainties of the individual terms
SFb-jets, SFc-jets, and SFlight-jets are not correlated.
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5. Measurement of the
Differential Cross Section of tt̄
pair production

This section summarizes the measurement of the ptop
T distribution of tt̄ pair pro-

duction at the ATLAS experiment at
√
s = 8 TeV. The measurement focuses

on events from single lepton decay channel of the tt̄ pair in the boosted topolo-
gy. The single lepton channel is defined in Tab. 1.3. The ptop

T distribution from
hadronic top is measured. The results are unfolded to particle and parton level.
Systematic uncertainties from all kind of sources are evaluated, and they are used
to derive the covariance matrix to express the bin-to-bin correlations of statistical
and systematic uncertainties. The measurement is compared to SM predictions
using a statistical test.

The author of this thesis significantly contributed to this measurement which
is published in [5]. The author worked in an analysis team of 20 members, and
he disposed with full analysis chain and performed various studies. His main
contributions are the evaluation of the PDF uncertainty, the evaluation of the
bin-to-bin correlations of the statistical and all the systematic uncertainties, and
the derivation of the NLO QCD prediction with all the theoretical uncertainties
using the MCFM generator. The Fig. 5.1, 5.5 and 5.8 and the Tab. 5.4-5.10 has
been produced by the author.

5.1 Signal Modeling and Background Estima-

tion

MC simulation is used to model the tt̄ events in the single lepton channel, which
are referred to as tt̄ single lepton events or signal events. The background esti-
mation relies on several physics processes. These processes are estimated using
MC simulation or using data-driven methods. The MC signal sample is used
to characterize the detector response and efficiency of the event selection. The
background estimate is subtracted from the measured data after event selection.
The signal and background predictions are also needed to estimate the systematic
uncertainties of the measurement. For each MC simulation, the top quark mass
is set to mtop = 172.5 GeV.

Several MC signal samples are used in this measurement and they are referred
to as:

� Powheg+Pythia6 - sample generated with the NLO QCD fixed order
generator Powheg-hvq patch4 [111, 112, 113] interfaced with parton show-
er and hadronization generator Pythia 6.425 using the Perugia 2011 tune
[115] and the CT10 PDF set [100]. The parameter hdamp, which controls the
emission with highest pT in Powheg, is set to value hdamp = mtop (more
details about hdamp parameter can be found in [116]).
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� Powheg+Pythia6 hdamp = ∞ - same as the first Powheg+Pythia6
sample except different hdamp parameter, which is set to hdamp =∞.

� Powheg+Pythia6+EWT - same as the Powheg+Pythia6 sample
with added electroweak corrections which are applied as a multiplicative
factor to the event weight. These EWT corrections were extracted with
cross section calculator Hathor 2.1 [117], implementing the theoretical
calculations from [33].

� Powheg+Herwig - sample generated with the NLO QCD fixed or-
der generator Powheg-hvq patch4 interfaced with the parton shower and
hadronization generator Herwig 6.520 [41] using the CT10 PDF set. The
Powheg hdamp parameter is set to hdamp =∞. The generator Jimmy 4.31
[118] is used for the modeling of MPI.

� MC@NLO+Herwig - sample generated with the NLO QCD fixed order
generator MC@NLO 4.01 [76, 119] interfaced with Herwig 6.520 with
Jimmy 4.31, using the CT10 PDF set.

� Alpgen+Herwig - sample generated with the LO QCD fixed order gen-
erator Alpgen 2.13 [120] with up to four additional partons. The Alpgen
generator is interfaced with Herwig, for which the MLM matching scheme
[121] is employed. The CTEQ6L1 [98] PDF set is used.

� AcerMC+Pythia6 - two samples generated with the LO QCD gener-
ator AcerMC 3.8 [122] interfaced with Pythia6. Two variations of the
Pythia6 parton shower parameters are used to generate these two samples:
one with increased and the other with decreased ISR and FSR.

All the signal samples are normalized to the NNLO+NNLL total cross section
prediction (see Sec. 1.1.2), which for mtop = 172.5 GeV corresponds to value
of 253 pb. The Powheg+Pythia6+EWT signal sample is used for the event
selection correction, unfolding correction and the data/MC comparison. This
sample is referred to as the reference signal sample. The other signal samples
are used to derive the signal modeling uncertainties or are used as predictions to
compare with the final measured data.

There are several background processes, which can have similar signature as
the tt̄ events in the single lepton channel. They are referred to as:

� tt̄ Dilepton - tt̄ events from other decay channels than all-hadronic and
single lepton according to the classification Tab. 1.3, i.e. the decay chan-
nel with two charged leptons, e or µ, and the decay channels contain-
ing one or two τ leptons. The tt̄ Dilepton background is simulated us-
ing the same generators, EWT correction, and normalization as reference
Powheg+Pythia6+EWT signal sample.

� Single top - the t-channel is simulated using the NLO QCD generator Ac-
erMC 3.8, the s-channel and the production of a top quark in association
with a W boson are modeled with Powheg [123, 124]. Both generators
are interfaced with Pythia6 using the CTEQ6L1 PDF set and the Perugia
2011 tune. The three channels are normalized to the NLO+NNLL QCD
total cross section predictions [125, 126, 127].
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� W +jets and Z+jets - production of leptonically decaying vector boson,
W or Z, in association with several jets. These backgrounds are modeled
using generator Alpgen 2.13, with which LO QCD and EWT vector boson
production were simulated with up to five additional partons. The Z+jets
sample contains the full Drell-Yan contribution also from gamma except the
Z boson, and the interference between Z and gamma is taken into account.
The generator Pythia6 is used for PS and hadronization. The normal-
ization and heavy-flavor fraction of the W+jets background is determined
from data by exploiting the expected charge asymmetry in the production
of W+ and W− bosons at a pp collider, for more details see [128].

� Diboson - processes pp→ WWX, pp→ WZX, and pp→ ZZX, where X
represents any other particles. The diboson background is modeled using
generator Sherpa [129] with the CT10 PDF set. It is normalized to the
NLO QCD total cross section prediction [130].

� Multijet - processes different from the processes listed above. This includes
mainly multijet production and tt̄ production in the all-hadronic decay
channel, which is estimated using the data-driven matrix method described
in [131].

All MC samples are scaled to the integrated luminosity, L, corresponding to
the data used in this measurement. The integrated luminosity after the data
quality criteria is estimated to L = (20.28 ± 0.57) fb−1 using techniques similar
to those described in [59].

5.2 Event Selection

Thorough event selection is necessary to select the events of interest from all the
pp collisions. The event selection exploits the tt̄ single lepton channel signature in
the boosted topology. Moreover, the events selection must take into account the
detector acceptance. The object definition and event selection follow closely the
ones used in the search for tt̄ resonances in [132]. There are two sets of selection
requirements: one focusing on tt̄ events with one electron and the second focusing
on tt̄ events with one muon. These selection requirements are called e+ jets and
µ + jets selections, respectively. The selection is applied at two stages: during
data taking (on-line) and at the analysis stage (off-line).

The on-line event selection uses sophisticated trigger requirements to record
as much as possible signal events since it is technically not possible to detect
and record each pp collision. The e+ jets selection contains trigger requiring any
electron with pT > 60 GeV or an isolated electron with pT > 24 GeV [133]. The
µ + jets selection contains trigger requiring any muon with pT > 36 GeV or an
isolated muon with pT > 24 GeV [134].

The off-line event selection contains requirements relying on the non-zero
Emiss

T , the presence of one lepton, one boosted hadronic top quark and b-jets.
The definitions of lepton candidates, jets, and Emiss

T are discussed in Sec. 2.3. To
identify the hadronic top quark decay products, the LCW+JES anti-kt R = 1.0
jets are used. The hadronic top is identified using jet substructure techniques,
such as the trimming algorithm (see Sec. 3.1) and the jet shape variable splitting
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scale,
√
d12. The trimming algorithm uses parameters Rsub = 0.3 and fcut = 0.05.

The LCW+JES anti-kt R = 0.4 jets are used for finding the jet on the leptonic
side. Suppression of pileup jets is done using the requirement JVT > 0.5 for
anti-kt R = 0.4 jets with pT < 50 GeV and |η| < 2.4. A b-tagged jet is an
LCW+JES anti-kt R = 0.4 jet for which the MV1 weight is larger than the cut
value wcut = 0.7892 (for more details see Sec. 4.1). These are the detailed event
requirements for e+ jets and µ+ jets selections:

1. At least one primary vertex with five or more associated tracks with pT >
0.4 GeV. The primary vertex with the highest

∑
p2

T of the associated tracks
is called as the signal vertex.

2. Exactly one lepton candidate. The µ + jets selection requires exactly one
muon candidate with pT > 25 GeV and |η| < 2.5. The e + jets selection
requires exactly one electron candidate with pT > 25 GeV, |η| < 2.47,
and 1.37 < |η| < 1.52. The associated track to the lepton candidate must
be close to the signal vertex, which is imposed by requiring |z0|< 2 mm,
where |z0| is the longitudinal impact parameter of the associated track (z-
coordinate of the perigee point). The lepton candidates are required to be
isolated to suppress background leptons originating from jets as described
in [132]. To avoid double counting of leptons and jets, electron-overlap and
muon-overlap removal is used as described in [132].

3. Missing transverse energy Emiss
T > 20 GeV and requirement for the W boson

transverse mass mW
T >

(
60 GeV − Emiss

T

)
. The W boson transverse mass is

defined as mW
T =

√
2plepton

T Emiss
T (1− cos ∆φ), where the plepton

T is the pT of

the lepton, and ∆φ is the azimuthal angle between the lepton and Emiss
T .

4. At least one anti-kt R = 0.4 jet with pT > 25 GeV within distance ∆R < 1.5
from the lepton. The highest pT jet fulfilling these conditions is referred to
as the leptonic jet. The separation condition ∆R < 1.5 is based on the fact
that the decay products from a leptonic top are more collimated.

5. At least one anti-kt R = 1.0 trimmed jet with pT > 300 GeV, |η| < 2,
m > 100 GeV, and

√
d12 > 40 GeV. The highest pT jet fulfilling these

conditions is referred to as the hadronic top-jet candidate.

6. Separation between hadronic top-jet candidate and the decay products from
the leptonic top in the boosted regime. This is imposed by requiring dis-
tance ∆R > 1.5 between the hadronic top-jet candidate and the leptonic
jet and by requiring distance ∆φ > 2.3 between the lepton and hadronic
top-jet candidate.

7. At least one b-tagged jet with pT > 25 GeV and |η| < 2.5 fulfilling one of
the two following conditions. It must be the same as the leptonic jet from
Point 4 or another jet which is within distance ∆R < 1 from the hadronic
top-jet candidate.

70



5.3 Detector Level MC/Data Comparison

The data and the prediction are compared at the detector level after the event
selection. The Tab. 5.1 gives the number of events for each background process
and signal in both selection channels. Their sum gives the prediction, which is
compared to the observed number of events in data. The uncertainties include the
uncertainties on the background estimates, objects’ energy scales and reconstruc-
tion efficiencies, and MC statistics. The observed yields in data are compatible
with the prediction within uncertainties.

The e + jets and µ + jets selections are combined into a common sample of
events. The final unfolded results were obtained from this combination of events.
As a cross-check, the extraction of final unfolded results were done individually
in each selection channel, e+ jets and µ+ jets. The final results are found to be
consistent between e+ jets and µ+ jets selections, and also with the final result
obtained using the combination of e+jets and µ+jets channels. In the following,
only the combination of the two selection channels is used. The combination of
the two selections gives ∼7700 observed data events, from which ∼85% are signal
events according to the prediction.

e+jets µ+jets
tt̄ Single lepton 3880 ± 430 3420 ± 380
tt̄ Dilepton 199 ± 27 169 ± 24
W+jets 235 ± 54 226 ± 50
Single top 133 ± 22 134 ± 29
Multijet 91 ± 17 3 ± 1
Z+jets 34 ± 18 14 ± 8
Dibosons 22 ± 12 18 ± 10
Prediction 4600 ± 470 3980 ± 410
Data 4145 3603

Table 5.1: Observed and expected number of events for the e+ jets and µ+ jets
selections. The systematic uncertainties include the background estimation tech-
niques, objects’ energy scales and reconstruction efficiencies, and MC statistics.
[5]

The Fig. 5.1 shows the comparison of observed distributions of hadronic top-
jet candidate mass and pT with the prediction. The systematic uncertainties
on the objects’ energy scales and reconstruction efficiencies, on the background
estimates, luminosity and MC statistics are shown for the prediction. The sta-
tistical uncertainty is shown for the observed distributions for data. The mass
distribution is peaked around of the top quark mass as expected. The observed
distributions with data are consistent with the predictions within uncertainties,
which are summarized in Sec. 5.7. The distribution of the hadronic top-jet can-
didate pT is the input to the unfolding procedure.
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Figure 5.1: Distributions of (a) mass and (b) pT of the hadronic top-jet candidate.
The tt̄ prediction is obtained using the nominal Powheg+Pythia6 sample. The
ratio of the MC prediction to the data is shown in the insets below the histograms.
The hashed area includes all the object-related uncertainties (on the jet, lepton,
and Emiss

T ), and the uncertainties from the background estimation, luminosity,
and MC statistics. The vertical lines indicate the data statistical uncertainty. [5]
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5.4 Particle Level Definition of the tt̄ Single Lep-

ton Events

The usefulness of measurements at particle level is discussed in Sec. 1.2.2. The
definition of the particle level used for this measurement is provided in the Rivet
Routine in [135], and it is outlined in this section. It consists of the definition
of physics objects at particle level and a fiducial phase space. The definition
of physics objects at particle level is based on stable particles detectable by the
detector. In this measurement, the fiducial region is defined by very similar
particle level selection criteria as were used for the detector level selection. Such
a choice may be advantageous to minimize the uncertainties of the efficiencies of
detector and particle level selections, which are used for the unfolding procedure
from the detector level to the particle level.

The definition of physics objects at particle level is outlined in the following.
Electron and muon at particle level are defined as an electron and muon orig-
inating not from hadron decays. The electrons and muons are dressed, which
means that the 4-momenta of photons within a cone of ∆R = 0.1 around the
electron or muon direction are added to those of the leptons. The anti-kt R = 0.4
and anti-kt R = 1.0 jet algorithms are used to cluster jets followed by the same
trimming procedure as was applied at detector level. The jets are clustered from
all stable particles with mean lifetime greater than 1 cm except neutrinos and
dressed electrons and muons. Also all B-hadrons are added to the set of input
particles to the clustering algorithm. The pT of these B-hadrons is changed to
be infinitesimally small, i.e. the presence of the B-hadrons does not change the
clustering algorithm. This addition of infinitesimally small B-hadrons is useful
for the identification of b-jets. An anti-kt R = 0.4 jet is considered as b-tagged at
particle level if there is at least one B-hadron with pT > 5 GeV clustered in this
jet. The Emiss

T at particle level is defined as the magnitude of the vector sum of
the pT of neutrinos not resulting from hadron decays.

The fiducial region for particle level is defined using physics objects at the
particle level as follows. The requirement for leptons at particle level is simplified
with respect to the detector level. Exactly one lepton, electron or muon, with
pT > 25 GeV and |η| < 2.5 is required. Further, exactly the same event selection
criteria as for the detector level are used as it is summarized in Points 3–7 in
Sec. 5.2.

5.5 Result at Particle Level

The Fig. 5.1b shows the top-jet candidate pT at detector level for data after
detector level selection criteria expressed as the number of observed events, Di,
in bin i. This distribution is corrected for background contribution, unfolded to
the particle level defined in Sec. 5.4, and corrected for the event selection criteria.
The same binning is used for the top-jet candidate pT at particle level, pptcl

T , as
for the detector level. It contains eight non-equidistant bins from 300 GeV up to
1200 GeV.

The background is subtracted from the data in two steps. In the first step,
all background except tt̄ dilepton are subtracted. The sum of these backgrounds,
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B, is defined as the predicted Single top, W+jets, Z+jets, Diboson, and Multijet
backgrounds from Sec. 5.1. The resulting distribution should contain only the
tt̄ events (in single lepton and dilepton channels). In the second step, the tt̄
dilepton background is subtracted using a multiplication factor fDilepton defined
as the ratio between two distributions: the tt̄ single lepton prediction and the
sum of the tt̄ dilepton and tt̄ single lepton predictions.

After the background subtraction, the detector effects are removed and a
correction is performed due to differences between the detector and particle event
selection criteria. The detector effects are removed by unfolding from detector
level to particle level using migration matrix in Fig. 5.2. The migration matrix
is constructed from MC reference signal sample using events which passed both,
detector and particle, level selection criteria. To be able to perform the unfolding
on data after background subtraction, they must be corrected for the missing
particle level selection criteria using a multiplication factor ε(ptcl|det). It is
defined as the efficiency of particle level selection on the sample of events after
detector level selection1. This correction factor is obtained from MC reference
signal sample and it is shown in Fig. 5.3a. The unfolding is performed using
the RooUnfold package [136], from which the singular value decomposition
(SVD) [137] method is used. The unfolding regularization parameter of the SVD
method is chosen to be k = 6. After unfolding to particle level, the distribution
is still influenced by the detector level selection criteria and it is necessary to
correct for this effect. This is done by dividing the unfolded distribution by
factor εi(det|ptcl), which is the efficiency of the detector level selection criteria
in the sample of events after particle level selection criteria. After this step, the
obtained distribution is only after particle level selection criteria as a function
of pptcl

T . It is divided by the integrated luminosity and the bin width, ∆pptcl
T , in

order to obtain the differential cross section.

Overall, the extraction of the final result at particle level from the detector
level distribution can be expressed by the equation

dσ/dpptcl
T

(
pptcl

Ti

)
=

Dptcl
i

∆pptcl
Ti · L

=

(
U
[
Iptcl

])
i

∆pptcl
Ti · L · εi(det|ptcl)

(5.1)

where the symbol U
[
Iptcl

]
assigns the unfolded distribution obtained from the

distribution

Iptcl
i = εi(ptcl|det) · fDilepton

i · (Di −Bi) , (5.2)

which is corrected in bin-by-bin correction for background contribution and for
the missing particle level selection criteria. The index i represents the bin number
of a given histogram in both equations.

The final particle level results for the tt̄ production in the single lepton decay
channel are summarized in Tab. 5.2. The uncertainty evaluation is explained in
Sec. 5.7.

1Another particle level selection criterion is added for the evaluation of this efficiency: top-
jet candidate pT < 1200 GeV. This is important since the migration matrix does not go above
1200 GeV.
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Figure 5.2: Migration matrix between the particle and detector level top-jet can-
didate pT. The unit of the matrix elements is the probability (expressed in per-
centage) for an event generated at a given particle level value to be reconstructed
at certain detector level value (each row adds up to 100%). [5]

pptcl
T [GeV] dσ/dpptcl

T [ fb/GeV] Stat. [%] Syst. [%]
300 – 350 4.97 ±2.7 ±15
350 – 400 3.09 ±3.5 ±13
400 – 450 1.73 ±4.2 ±13
450 – 500 1.08 ±4.4 ±14
500 – 550 0.56 ±6.1 ±14
550 – 650 0.27 ±6.0 ±16
650 – 750 0.097 ±8.1 ±20
750 – 1200 0.012 ±15 ±24

Table 5.2: Particle level pptcl
T distribution with statistical and systematic uncer-

tainties. [5]

5.6 Result at Parton Level

Besides the particle level result, the measurement is unfolded also to the parton
level for variable pT of the hadronically decaying top quark, pparton

T . The top
quark at parton level is defined as the top quark right before its decay to W
and b-quark. This observable can be obtained theoretically in a fixed-order cal-
culation or using MC simulation of fixed-order prediction interfaced with parton
shower. The distribution at parton level has the same binning as the detector
level distribution, which means eight non-equidistant bins from 300 GeV up to
1200 GeV.

There are two possibilities how to obtain the result at parton level. The
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Figure 5.3: (a) Correction factor ε(ptcl|det) as a function of top-jet candidate pT

at detector level. It represents the ratio of the number of events after detector
and particle level selection requirements to the number of events after detector
level selection requirements. (b) Correction factor ε(det|ptcl) as a function of
top-jet candidate pT at particle level. It represents the ratio of the number of
events after detector and particle level selection requirements to the number of
events after particle level selection requirements. [5]

particle level result of Sec. 5.5 can be unfolded to the parton level or the detector
level distribution can be directly unfolded to the parton level. Both approaches
were performed in this measurement, and they are consistent. Only the unfolding
from particle to parton level is considered in the following. The parton level result
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is obtained with similar equations as the particle level result

dσ/dpparton
T

(
pparton

Ti

)
=

(U [Iparton])i
B ·∆pparton

Ti · L · εi(ptcl|parton)
, (5.3)

Iparton
i = εi(parton|ptcl) ·Dptcl

i . (5.4)

The index i represents the bin number of a given histogram in both equations.
The result extraction starts with the particle level spectrum, Dptcl, defined in
Eq. 5.1. The spectrum is corrected with factor ε(parton|ptcl) which is defined
as the efficiency of parton selection criteria pparton

T > 300 GeV and pparton
T <

1200 GeV in the sample of events after particle level selection criteria. In this way,
the obtained distribution can be unfolded using migration matrix in the range
pparton

T ∈ [300, 1200] GeV shown in Fig. 5.4. The same unfolding method is used as
for the unfolding from detector to particle level: SVD method with regularization
parameter k = 6. The unfolded spectrum denoted as U [Iparton] is corrected for
the particle level selection criteria using correction factor ε(ptcl|parton) defined
as the efficiency of particle level selection criteria in the sample of events without
any selection criteria. The migration matrix and the efficiencies ε(parton|ptcl)
and ε(ptcl|parton) are derived using the MC reference signal sample defined in
Sec. 5.1. The result is divided by the luminosity and bin width ∆pparton

T to get the
differential cross section that is further corrected by the branching ratio, B, of
the tt̄ single lepton channel. In this way, the obtained result for the tt̄ production
is independent of the W boson decays from the tt̄ pair.

The final parton level results for the tt̄ production are summarized in Tab. 5.3.
The uncertainty evaluation is explained in Sec. 5.7.

pparton
T [GeV] dσ/dpparton

T [ fb/GeV] Stat. [%] Syst. [%]
300 – 350 60.1 ±3.2 ±16
350 – 400 26.2 ±3.4 ±15
400 – 450 11.8 ±4.2 ±20
450 – 500 6.27 ±4.5 ±21
500 – 550 3.06 ±6.1 ±27
550 – 650 1.21 ±6.3 ±26
650 – 750 0.375 ±9.6 ±31
750 – 1200 0.043 ±17 ±38

Table 5.3: Parton level pparton
T distribution with statistical and systematic uncer-

tainties. [5]

5.7 Uncertainties

The measurement is influenced by both statistical and systematic uncertainties.
All the uncertainties are propagated from the detector level through the unfolding
procedure to the final results at particle and parton levels. Moreover, the ingre-
dients used to extract the final results (background estimate, migration matrix,
efficiencies) suffer from additional systematic uncertainties which should be taken
into account as well.
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Figure 5.4: Migration matrix between the parton level top quark pT and particle
level top-jet candidate pT. The unit of the matrix elements is the probability
(expressed in percentage) for an event generated at a given parton level value to
be reconstructed at certain particle level value (each row adds up to 100%). [5]

5.7.1 Statistical Uncertainty

The statistical uncertainty of the measurement originates from the statistical
uncertainty of the D distribution from Eq. 5.2. This distribution contains 3227
events in the first bin and lower number of events in the next bins down to 64
events in the last bin, which corresponds to relative statistical uncertainties from
∼1.8% to ∼12.5%. The uncertainty of this distribution is propagated through
Eq. 5.1–5.4 to the final results at particle and parton level.

To obtain the final statistical uncertainty, an ensemble of 2 · 105 pseudo-
experiments is prepared. Each pseudo-experiment is constructed from the D
distribution as follows. A random number from the Poisson distribution with
mean Di is assigned to the bin i of a pseudo-experiment. The Poisson distribu-
tion in a certain bin is independent from the Poisson distribution in another bin.
The extraction of the result is performed on each pseudo-experiment individually
using the same procedure as for the main result. The statistical uncertainty of the
particle level measurement is the RMS of the obtained particle level results for the
ensemble of pseudo-experiment evaluated bin-by-bin. The same holds for the par-
ton level. The relative statistical uncertainties are shown in Tab. 5.2-5.3. These
statistical uncertainties are greater than the statistical uncertainties of the input
distribution at detector level. The reason for this is the background subtraction
using distribution B and the unfolding procedure. Moreover, the unfolding intro-
duces correlation of the statistical uncertainties between bins. The corresponding
correlation matrix is evaluated using the sample of pseudo-experiments. The ob-
tained correlation matrices at particle and parton level are shown in Tab. 5.4-5.5.
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bin 1 2 3 4 5 6 7 8
1 1.00 -0.38 -0.11 0.08 0.02 -0.01 -0.01 0.00
2 -0.38 1.00 -0.09 -0.23 0.00 0.04 0.01 -0.00
3 -0.11 -0.09 1.00 0.09 -0.28 -0.05 0.04 0.02
4 0.08 -0.23 0.09 1.00 0.33 -0.20 -0.10 0.01
5 0.02 0.00 -0.28 0.33 1.00 0.31 -0.16 -0.14
6 -0.01 0.04 -0.05 -0.20 0.31 1.00 0.39 -0.04
7 -0.01 0.01 0.04 -0.10 -0.16 0.39 1.00 0.68
8 0.00 -0.00 0.02 0.01 -0.14 -0.04 0.68 1.00

Table 5.4: Correlation matrix between the bins of the particle level differential
cross section as a function of pptcl

T assuming only statistical uncertainties. [5]

bin 1 2 3 4 5 6 7 8
1 1.00 -0.44 -0.27 0.09 0.07 -0.01 -0.02 -0.01
2 -0.44 1.00 0.08 -0.34 -0.10 0.05 0.03 0.00
3 -0.27 0.08 1.00 0.23 -0.33 -0.19 0.02 0.04
4 0.09 -0.34 0.23 1.00 0.47 -0.17 -0.20 -0.09
5 0.07 -0.10 -0.33 0.47 1.00 0.47 -0.17 -0.27
6 -0.01 0.05 -0.19 -0.17 0.47 1.00 0.49 0.12
7 -0.02 0.03 0.02 -0.20 -0.17 0.49 1.00 0.89
8 -0.01 0.00 0.04 -0.09 -0.27 0.12 0.89 1.00

Table 5.5: Correlation matrix between the bins of the parton level differential
cross section as a function of pparton

T assuming only statistical uncertainties. [5]

The uncertainty in the first two bins are anti-correlated for both results, while the
correlation factor increases for the uncertainties between next neighboring bins.
The correlations between distant bin pairs are negligible.

5.7.2 Systematic Uncertainties

The total systematic uncertainty of the measurement consists of various system-
atic uncertainty components which are thoroughly estimated. These uncertainties
originate from imperfect detector modeling, physics modeling, luminosity mea-
surement, or limited statistics used to derive various corrections. They affect
directly the input data distribution D at detector level or the individual ingre-
dients used to extract the particle and parton level results in Eq. 5.1–5.4. The
individual components of systematic uncertainty and the evaluation of their effect
on the final result are described in this section.

5.7.2.1 Object Modeling Uncertainties

The MC modeling of physics objects is associated with uncertainties for various
MC correction factors as described in Sec. 2.4.1. In this measurement, uncer-
tainties from detection of several objects contribute, such as electrons, muons,
anti-kt R = 0.4 jets, anti-kt R = 1.0 jets, and Emiss

T .
The detection of electrons and muons are influenced each by five uncertainty

components: identification efficiency, reconstruction efficiency, trigger efficiency,
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energy scale, and energy resolution, which are in detail described in [62, 138, 63].
The anti-kt R = 0.4 jets uncertainties have in total 25 components: jet recon-

struction efficiency, JER, and 23 JES components such as the in situ calibration
uncertainties, pileup uncertainty, flavor composition and flavor response uncer-
tainty. Detailed overview of the anti-kt R = 0.4 uncertainties evaluation can be
found in [67], and the total systematic uncertainty for

√
s = 8 TeV can be found

in [139].
The b-tagging of anti-kt R = 0.4 jets is associated with three uncertainty

components: b-jets, c-jets, and light-jets as it is explained in Sec. 4.3. Additional
extrapolation uncertainty is added for b-jets in range [300, 1200] GeV, which
ranges from 10% to 30%.

The anti-kt R = 1.0 jets uncertainties have in total 20 components: JER,
jet mass scale (JMS), jet mass resolution (JMR),

√
d12 scale, and 16 JES com-

ponents from which the three main components are called JES topology, JES
Data/MC, and JES statistics. The JES topology uncertainty reflects the fact
that the JES may differ between jets originating from a quark or a gluon and
jets originating from a vector boson or a top quark. The next two significant
uncertainties originate from the in situ calibration uncertainties using pT bal-
ance in gamma+jet events. The components JES Data/MC and JES statistics
are, respectively, the systematic and statistical uncertainties associated with this
gamma+jet calibration. The JMS, JMR, and

√
d12 scale uncertainties are eval-

uated using comparison of calorimeter jets and track jets between data and MC
simulation as described in [140]. The total systematic uncertainty for

√
s = 8 TeV

can be found in [141]. It varies between 2% and 4%.
The Emiss

T has uncertainties associated with energy scale of physics objects
used to calculate the Emiss

T and the Emiss
T Soft Term as it is described in [71].

Propagation to the Final Result

The above uncertainties can be classified in three categories as it is discussed
in Sec. 2.4.1: efficiency, 4-momentum, and resolution uncertainties. The uncer-
tainties for lepton reconstruction, identification and trigger efficiencies, jet recon-
struction efficiency and b-tagging belong to the efficiency uncertainties category.
The uncertainty components JES, JMS, electron, muon and Emiss

T energy scales
belongs to the 4-momentum uncertainties. The resolution uncertainties are JER,
JMR, muon and electron energy resolution uncertainties. The propagation of
the resolution uncertainties to the final result is done in slightly different way
than the propagation of the efficiency and 4-momentum uncertainties. First, the
propagation of the efficiency and 4-momentum uncertainties is outlined.

At the beginning, it is found how the individual uncertainty components al-
ter the hadronic top-jet candidate prediction at detector level from Fig. 5.1b,
which is derived using the central values of the MC correction factors. This dis-
tribution is referred to as the nominal distribution, P nom. For the efficiency and
4-momentum uncertainties, the lower and upper bounds of the uncertainties as-
sociated with the MC correction factors are derived in calibration measurements.
These bounds corresponds to one standard deviation from the central value. For
each uncertainty component k, the corresponding correction factor is shifted up
and down by one standard deviation, after which the up and down predicted
detector level top-jet candidate pT is obtained, P k,up and P k,down, respectively.
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The shifted predictions are used to derive the relative up and down shifts, sk,up

and sk,down, of the uncertainty component k. They are defined in bin i as

sk,up
i =

P k,up
i − P nom

i

P nom
i

, (5.5)

sk,down
i =

P k,down
i − P nom

i

P nom
i

. (5.6)

These shifts are used to derive the lower and upper bounds, εP k,+ and εP k,+,
of the relative systematic uncertainty component k of the top-jet candidate pT

distribution at detector level before background subtraction. They are defined as

εP k,±
i = max

(
0,±sk,up

i ,±sk,down
i

)
. (5.7)

The relative uncertainties at particle and parton level are estimated in similar
way after the individual uncertainty components are propagated further to the
final result using the predictions P nom, P k,up and P k,down instead of D in Eq. 5.1–
5.4 leading to final results σ (P nom), σ

(
P k,up

)
, and σ

(
P k,down

)
, respectively (not

differentiating between particle and parton level). These results are used to derive
the lower and upper bounds, εσk,+ and εσk,−, of the relative uncertainties of the
final result

εσk,±i = max

(
0,±

σi
(
P k,up

)
− σi (P nom)

σi (P nom)
,±

σi
(
P k,down

)
− σi (P nom)

σi (P nom)

)
. (5.8)

As mentioned in Sec. 5.1, data-driven approaches are used to estimate the nor-
malization and heavy-flavor content for W +jets background prediction. These
approaches are also associated with object modeling uncertainties. The deriva-
tion of P k,up and P k,down is correlated with this effect for the most dominant
uncertainty components.

The propagation of the third category of uncertainties (resolution uncertain-
ties) is performed differently due to the different application of a resolution cor-
rection. For example, the JES or b-tagging correction applies a multiplicative
factor to scale the pT or the event weight, while the muon resolution correction is
performed by randomly smearing the energy of muons in MC to get in total the
same muon energy resolution in MC as in data. For the propagation of the reso-
lution uncertainty k, the up shift P k,up is obtained by applying random smearing
of the corresponding variable, which leads to degradation of the total resolution
by one standard deviation. The opposite process (resolution improvement) is not
possible in practice. Therefore, the down shift is not available, and to account
for possible over-smearing, symmetrization is done as explained in the following.
The lower and upper bounds for uncertainties are derived using Eq. 5.7 and 5.8
without the down shift term. After this procedure, one of the two bounds is equal
to zero, and the other is non-zero. The bound, which is equal to zero, is changed
to the opposite value of the non-zero bound.

Besides the approach described above, there are other possibilities how to
propagate the object modeling uncertainties to the final results. These uncertain-
ties directly affect the ingredients used to extract the final results in Eq. 5.1–5.4
(background estimates, selection efficiencies, migration matrices), and therefore
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one can shift the MC correction factors by one standard deviation up or down
when evaluating these ingredients. The difference between the final result ob-
tained using the non-shifted and shifted ingredients can be used to define the
uncertainties of the final result. In this approach, there are two options for the
input detector level distribution: the data or the prediction. Both options should
in principle result in similar relative uncertainties, although using data as input
may be more correct since data are used for the extraction of the final results.
This approach is different from the approach used in this measurement. However,
both approaches should lead to similar uncertainties, which is given by the fact
that the uncertainties on the MC objects can be transfered to the data objects
in case the lower and upper bounds are symmetric (which is the case for most of
the object uncertainty components). For example, the lower bound of the JES
uncertainty in MC can be eliminated and assigned as the upper bound of the
JES uncertainty in data. This is not possible to perform for all the object uncer-
tainties in practice, e.g. the b-tagging uncertainties cannot be transferred from
MC to data since they are evaluated based on the truth jet flavor in MC. And
therefore, it is not possible to perform the shifts in data, and MC is used instead
of data as it is outlined in this section. The cross-check of the equivalence of the
two approaches was not performed for this measurement.

5.7.2.2 Background Modeling Uncertainties

The estimate for each background process is associated with various uncertainties.
They can affect only the overall normalization or also the shape of the top-jet
candidate pT distribution.

The shape of the W+jets background is estimated from varying the renormal-
ization and factorization scales and the matching parameter between the fixed-
order calculation and the parton shower.

The uncertainty of the multijet background originates from the inputs to
the data-driven estimation. It is found by varying the definition of loose leptons,
changing the selection used to form the control region, propagating the statistical
uncertainty of the efficiencies, and propagating object modeling uncertainties like
JES. The resulting uncertainties on the normalization are 19.4% in the e + jets
selection and 18.9% in the µ+ jets selection.

The normalization of the three single top background samples is associated
with uncertainty from theory calculations [125, 126, 127]. Two additional uncer-
tainties are assumed for the shape of the single top associated production with
a W boson. The first uncertainty is associated with the used MC generator and
the second uncertainty with the interference with tt̄ process as explained in [142].

The diboson and Z+ jets backgrounds are less dominant, and no detailed
studies are performed to obtain their uncertainties. Therefore, a conservative
uncertainty of 50% is applied to the normalization of these backgrounds.

All the MC background estimates are influenced by the luminosity uncertainty,
which is discussed in Sec. 5.7.2.4. All the MC background estimates are influenced
by limited number of generated MC events, which is treated as another systematic
component called MC background statistical uncertainty.
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Propagation to the Final Result

The background modeling uncertainty is associated with the B distribution in
Eq. 5.2. One option, how to propagate a certain background uncertainty compo-
nent, is to directly shift this distribution and derive the uncertainty of the final
results from the difference of the non-shifted and shifted background estimates.
Different approach is used similarly as for the object modeling uncertainties in
Sec. 5.7.2.1.

5.7.2.3 MC Signal Modeling Uncertainties

The MC signal modeling affects the migration matrices and efficiencies in Eq. 5.1–
5.4, and therefore uncertainties are associated to it. There are several components
of the MC signal modeling uncertainties: PDF, tt̄ generator, Parton Shower (PS)
and Hadronization, ISR and FSR.

PDF

The PDF related uncertainty of this measurement is derived using the PDF4LHC
recommendations [143]. According to them, PDF fits from three PDF groups are
used: CT10, MSTW2008NLO [78], and NNPDF23 nlo [144]. Each PDF fit con-
tains one central PDF set and several uncertainty PDF sets, which are used to
obtain the intra-PDF uncertainty by following the PDF group’s prescription. Us-
ing the intra-PDF uncertainties and the central PDF values, the PDF uncertainty
is evaluated as an envelope. The PDF uncertainty is obtained using PDF sets
derived for the strong coupling constant αS = 0.118 for renormalization scale
equal to the mass of the Z boson.

The MC@NLO+Herwig sample is used which is generated using the central
CT10 PDF set. The samples for other PDF sets are obtained from this sample
using an event reweighting scheme. The migration matrices and the efficiency
corrections are obtained for each central and uncertainty PDF set. These varied
unfolding inputs are used to derive the final results with Eq. 5.1–5.4 using the
detector level distribution from the central CT10 PDF set as the input instead
of the D distribution, and not applying background subtraction.

The PDF uncertainty of the particle level result ranges from 0.2% to 1.2%
increasing with pptcl

T . The PDF uncertainty of the parton level result ranges
from 0.3% to 2.2%. The upper bounds of the intra-PDF uncertainties and the
PDF uncertainty of the parton level result are shown in Fig. 5.5. The lower
bounds are identical or slightly different with the upper bounds (only the MSTW
intra-PDF prescription can lead to non-symmetric uncertainties). The intra-PDF
uncertainty for CT10 PDF fit is the highest among the three PDF fits. Using an
envelope on the central values with uncertainties, the final PDF uncertainty is
identical with the CT10 intra-PDF uncertainty.

tt̄ Generator

The uncertainty related to the tt̄ generator is estimated using the two signal
samples Powheg+Herwig and MC@NLO+Herwig. The migration matri-
ces and efficiency corrections are used from the sample Powheg+Herwig to
obtain the unfolded final results from the input detector level distribution from
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Figure 5.5: Upper bound for the intra-PDF uncertainties of the parton level result
for the three PDF fits: CT10, MSTW2008NLO, and NNPDF23 nlo. The total
PDF uncertainty is identical with the CT10 intra-PDF uncertainty.

MC@NLO+Herwig (no background subtraction is applied). These final results
at particle and parton levels are compared to the truth MC@NLO+Herwig dis-
tributions. The ratio between them gives the relative tt̄ generator uncertainty,
which is symmetrized.

Besides the above approach, it is possible to use the inverted approach, in
which the migration matrices and efficiency corrections are obtained from the
MC@NLO+Herwig sample, and the truth and the detector level distributions
are obtained from Powheg+Herwig. This approach is tested and it is found
that the two approaches lead to similar tt̄ generator uncertainties (their absolute
difference is < 1%).

Parton Shower and Hadronization

The PS and Hadronization uncertainty is derived with the same approach as
the tt̄ generator uncertainty using the signal samples Powheg+Herwig and
Powheg+Pythia6. The migration matrices and efficiency corrections are ob-
tained from the Powheg+Pythia6 sample, and the truth and the detector level
distributions are obtained from the Powheg+Herwig sample.

ISR and FSR

The ISR and FSR uncertainty is derived with similar approach as the tt̄ generator
uncertainty. The migration matrices and efficiency corrections are obtained from
the Powheg+Pythia6 sample. The truth and the detector level distributions
are obtained from the AcerMC+Pythia6 samples with less and more PS
settings. The half of the difference between uncertainties derived for less and
more PS is taken as the ISR and FSR uncertainty.
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MC Statistical Uncertainty

The limited number of generated MC reference signal events has impact on the fi-
nal results, since the migration matrices and the efficiency correction are affected
by the corresponding statistical uncertainties. This effect leads to another signal
modeling systematic uncertainty called MC signal statistical uncertainty. It is
evaluated similarly as the data statistical uncertainty. A set of 2 · 105 replicas of
migration matrices and efficiency corrections are constructed by performing ran-
dom smearing. The correlation between events in migration matrix and efficiency
corrections is taken into account. The final results are obtained using the P nom

distribution as an input in Eq. 5.1–5.4 for each replica of migration matrices and
efficiency corrections. The resulting set of final results is used to obtain the RMS
and mean value in each bin. Their ratio is assigned as the relative MC signal
statistical uncertainty of the measurement.

5.7.2.4 Luminosity Uncertainty

The luminosity uncertainty is 2.8%. The luminosity uncertainty affects the mea-
surement in two ways: the background estimate from MC samples within distri-
bution B in Eq. 5.2 depends on the luminosity, and the unfolded result is divided
by the luminosity in Eq. 5.1 and 5.3. These two effects are correlated when the
luminosity uncertainty for the final result is evaluated.

5.7.2.5 Total Systematic Uncertainty

The total detector level systematic uncertainty is included in Fig. 5.1b. It is
evaluated as the squared sum of luminosity, MC signal statistical uncertainty,
object and background modeling uncertainties computed with Eq. 5.7. It ranges
from 10% to 20%.

The total systematic uncertainties for the particle and parton level results are
computed as the squared sum of the individual uncertainty components presented
in Sec. 5.7.2. They are shown in Tab. 5.2-5.3. The total systematic uncertainty
ranges from 13% to 24% for the particle level result, and from 15% to 38% for
the parton level result. The Fig. 5.6 shows the dominant uncertainty components
for particle and parton level results.

The major systematic uncertainty components for the particle level result are
the anti-kt R = 1.0 JES uncertainties. The JES topology component is dom-
inant at low pptcl

T and the gamma+jet calibration JES uncertainty components
are dominant for high pptcl

T . The major systematic uncertainty components for
the parton level result are the anti-kt R = 1.0 JES uncertainties and the signal
modeling uncertainties. For pparton

T < 350 GeV, the JES topology uncertainty
component dominates, and for the rest of the distribution the tt̄ generator and
PS and hadronization uncertainties are dominant and they go up to 20%. The
signal modeling uncertainties for the particle level result are much lower than
for the parton level result, which demonstrates the benefit of a particle level
measurement in a fiducial region similar to the detector level selection criteria.
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Figure 5.6: Relative uncertainties on (a) the particle level differential cross sec-
tion and (b) the parton level differential cross section. The total uncertainty (grey
band) is shown along with the effect of the dominant uncertainties. The uncer-
tainties ”Large-R (JES) topology”, ”Large-R (JES) stat.” and ”Large-R (JES)
data vs MC” are the major components of the JES uncertainty for anti-kt R = 1.0
jets. [5]

5.8 Uncertainty Correlation

Each uncertainty component presented in Sec. 5.7.2 leads to uncertainties which
are correlated between bins of the final results, and therefore the total uncertain-
ties can be correlated between bins. It is important to evaluate the corresponding
covariance matrix and use it when performing any quantitative comparison be-
tween this measurement and certain prediction.
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Two separate covariance matrices are evaluated which are added at the end.
The first covariance matrix is associated with all the object modeling, the back-
ground modeling and MC statistical uncertainties. The second covariance matrix
is associated with PDF, tt̄ generator, PS and hadronization, ISR and FSR uncer-
tainties. The two covariance matrices are evaluated using different approaches.

The procedure to obtain the first covariance matrix is similar to the proce-
dure used to derive the statistical uncertainty correlations in Sec. 5.7.1, and it is
outlined in the following. An ensemble of 2.5 ·105 pseudo-experiments is prepared
performing smearing of the D distribution. First, the smearing due to the statis-
tical uncertainty is applied, and then the smearing due to individual systematic
uncertainty components is applied using the relative shifts sk,up and sk,down from
Eq. 5.5 and 5.6. These shifts corresponds to the change of a certain correction
factor by one standard deviation, and it is assumed that they are proportional
to the size of this change. Each pair of up shifts in two bins from Eq. 5.5 is fully
correlated in case the pair of shifts has identical sign or fully anti-correlated in
case the pair of shifts has opposite sign. The same holds for the pair of down
shifts from Eq. 5.6 or for the symmetrized uncertainties in case of resolution un-
certainty components. The above considerations leads to the equation for the
smeared number of events for the j-th pseudo-experiment, Dj, in bin i:

Dj
i = Poisj (Di)·

(
1 +

∑
k∈sys

∣∣Nork,j
∣∣ · (H (Nork,j

)
· sk,up

i +H
(
−Nork,j

)
· sk,down

i

))
,

(5.9)
where the sum runs over all the object and background systematic uncertainty
components. The function H (x) is the Heaviside step function defined as H (x) =
0 for x < 0, and H (x) = 1 for x ≥ 0, the set of random numbers Poisj (Di) for
j ∈ {1, 2, . . .} is generated from Poisson distribution with mean Di for each bin
i, and the set of random numbers Nork,j for j ∈ {1, 2, . . .} is generated from
standard normal distribution (for each component k independently). The final
results are obtained using each pseudo-experiment Dj as the input to Eq. 5.1–
5.4 with unchanged background estimates, and with smeared migration matrices
and efficiency corrections as described in Sec. 5.7.2.3 to account for the MC
signal statistical uncertainty. The corresponding ensemble of final results is used
to obtain the first type of covariance matrices of the particle and parton level
results. It is found that the mean value final results from the ensemble of pseudo-
experiments in individual bins is consistent with the final result obtained with
non-smeared data within < 2%.

The second covariance matrix is obtained as a sum of four covariance matri-
ces for the individual signal modeling uncertainties: PDF, tt̄ generator, PS and
hadronization, ISR and FSR. The diagonal elements corresponds to the square
of the standard deviation, which is evaluated as the product of the relative un-
certainty obtained in Sec. 5.7.2.3 and the final cross section in the corresponding
bin. The bin-to-bin correlations are set to a fixed value for each bin pair when
evaluating the non-diagonal elements of the covariance matrices. There are no
first principles for the determination of these correlation factors. They are set
to unity for the tt̄ generator, PS and hadronization, ISR and FSR uncertainties,
and the correlation for PDF uncertainty is set to 0.5.

The final covariance matrix for the particle and parton level results are shown
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in Tab. 5.6 and 5.8 and the corresponding correlation matrices are shown in
Tab. 5.7 and 5.9. The correlations between neighboring bins are strong, and there
are significant correlation between more distant pairs of bins. The total uncer-
tainties in the individual bins can be extracted as well from the diagonal elements
of these covariance matrices. They are in good agreement with the total uncer-
tainties obtained with the first method which was summarized in Sec. 5.7.2.5,
in which each systematic uncertainty component is evaluated separately. The
relative differences in the individual bins between the two approaches are below
7%. These differences are caused by the different procedure for the total uncer-
tainty evaluation: in the first approach, the individual systematic components
are evaluated separately and they are summed after unfolding, and in the second
approach, the total effect of all systematic components are applied before unfold-
ing. There is another point which is different between the two approaches: in the
first approach the P nom distribution is smeared while in the second approach, the
D distribution is smeared.

bin 1 2 3 4 5 6 7 8

1 5.1 · 105 2.2 · 105 1.4 · 105 9.0 · 104 4.4 · 104 2.1 · 104 9.3 · 103 1.4 · 103

2 2.2 · 105 1.3 · 105 7.4 · 104 4.6 · 104 2.4 · 104 1.2 · 104 5.4 · 103 8.2 · 102

3 1.4 · 105 7.4 · 104 6.0 · 104 3.4 · 104 1.7 · 104 8.8 · 103 4.2 · 103 5.9 · 102

4 9.0 · 104 4.6 · 104 3.4 · 104 2.5 · 104 1.2 · 104 5.6 · 103 2.7 · 103 4.0 · 102

5 4.4 · 104 2.4 · 104 1.7 · 104 1.2 · 104 7.4 · 103 3.3 · 103 1.4 · 103 2.0 · 102

6 2.1 · 104 1.2 · 104 8.8 · 103 5.6 · 103 3.3 · 103 2.1 · 103 9.1 · 102 1.2 · 102

7 9.3 · 103 5.4 · 103 4.2 · 103 2.7 · 103 1.4 · 103 9.1 · 102 5.0 · 102 7.4 · 101

8 1.4 · 103 8.2 · 102 5.9 · 102 4.0 · 102 2.0 · 102 1.2 · 102 7.4 · 101 1.4 · 101

Table 5.6: Covariance matrix for the particle level differential cross section as a
function of pptcl

T . The elements of the covariance matrix are in units of ab2/GeV2.
[5]

bin 1 2 3 4 5 6 7 8
1 1.00 0.83 0.79 0.79 0.72 0.63 0.58 0.51
2 0.83 1.00 0.83 0.80 0.76 0.74 0.67 0.60
3 0.79 0.83 1.00 0.87 0.79 0.78 0.77 0.63
4 0.79 0.80 0.87 1.00 0.89 0.76 0.77 0.66
5 0.72 0.76 0.79 0.89 1.00 0.84 0.75 0.62
6 0.63 0.74 0.78 0.76 0.84 1.00 0.89 0.71
7 0.58 0.67 0.77 0.77 0.75 0.89 1.00 0.87
8 0.51 0.60 0.63 0.66 0.62 0.71 0.87 1.00

Table 5.7: Correlation matrix of the particle level differential cross section as a
function of pptcl

T . [5]

88



bin 1 2 3 4 5 6 7 8

1 9.1 · 107 3.0 · 107 1.8 · 107 1.0 · 107 5.7 · 106 2.1 · 106 7.2 · 105 9.5 · 104

2 3.0 · 107 1.4 · 107 8.6 · 106 4.6 · 106 2.8 · 106 1.0 · 106 3.6 · 105 4.7 · 104

3 1.8 · 107 8.6 · 106 5.8 · 106 3.1 · 106 1.8 · 106 7.0 · 105 2.5 · 105 3.3 · 104

4 1.0 · 107 4.6 · 106 3.1 · 106 1.8 · 106 1.1 · 106 3.9 · 105 1.4 · 105 1.8 · 104

5 5.7 · 106 2.8 · 106 1.8 · 106 1.1 · 106 7.1 · 105 2.7 · 105 8.9 · 104 1.2 · 104

6 2.1 · 106 1.0 · 106 7.0 · 105 3.9 · 105 2.7 · 105 1.1 · 105 4.0 · 104 5.3 · 103

7 7.2 · 105 3.6 · 105 2.5 · 105 1.4 · 105 8.9 · 104 4.0 · 104 1.6 · 104 2.3 · 103

8 9.5 · 104 4.7 · 104 3.3 · 104 1.8 · 104 1.2 · 104 5.3 · 103 2.3 · 103 3.5 · 102

Table 5.8: Covariance matrix for the parton level differential cross section as
a function of pparton

T . The elements of the covariance matrix are in units of
ab2/GeV2. [5]

bin 1 2 3 4 5 6 7 8
1 1.00 0.82 0.77 0.80 0.71 0.64 0.59 0.53
2 0.82 1.00 0.93 0.91 0.87 0.82 0.75 0.66
3 0.77 0.93 1.00 0.96 0.90 0.87 0.81 0.73
4 0.80 0.91 0.96 1.00 0.94 0.87 0.81 0.73
5 0.71 0.87 0.90 0.94 1.00 0.94 0.84 0.75
6 0.64 0.82 0.87 0.87 0.94 1.00 0.94 0.84
7 0.59 0.75 0.81 0.81 0.84 0.94 1.00 0.97
8 0.53 0.66 0.73 0.73 0.75 0.84 0.97 1.00

Table 5.9: Correlation matrix of the parton level differential cross section as a
function of pparton

T . [5]

5.9 Comparison of the Measurement with Stan-

dard Model Predictions

The measurement is compared to several SM predictions based on QCD. The
Fig. 5.7 shows the measured particle and parton level results compared to four MC
predictions: Powheg+Pythia6, Alpgen+Herwig, MC@NLO+Herwig, and
Powheg+Herwig, which are described in Sec. 5.1. All the samples are normal-
ized to the same total cross section resulting from the NNLO+NNLL prediction.

At particle level (Fig. 5.7a), the MC@NLO+Herwig and Powheg+Herwig
predictions agree the best with the measured cross sections, although there are
one standard deviation differences in several bins. The Alpgen+Herwig pre-
diction is more distinct from the measurement since there are in some bins three
standard deviation differences. The Powheg+Pythia6 prediction is also dis-
crepant in comparison with the measurement within two standard deviations. For
all the predictions, there is a positive slope as a function of pptcl

T for the ratio of
central values of prediction and measurement. The overall normalization of the
measured distribution is lower than the normalization of each MC prediction. The
source of this non-normalization and slope can originate from imprecise theory
predictions or systematic effects of the measurement.

At parton level (Fig. 5.7b), the MC@NLO+Herwig and Powheg+Herwig
predictions are consistent with the measurement. The Alpgen+Herwig and
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Powheg+Pythia6 predictions are less consistent with the measurement. Sim-
ilar slope is observed between predictions and measurement as it is observed at
particle level.

To decide if the above observed discrepancies between measurement and pre-
dictions are significant, the correlations of the uncertainties between bins need to
be taken into account. A quantitative comparison is performed by employing the
Pearson’s χ2 test. The χ2 values are obtained from equation

χ2 = V T · Cov−1 · V (5.10)

where V is the vector of differences between the central values of the measurement
and the prediction, and Cov−1 is the inverse of the covariance matrix obtained
in Sec. 5.8. The number of degrees of freedom corresponds with the number of
bins, which is 8. The corresponding p-values are evaluated as well. The p-value
represents the probability that under the assumption a given prediction is true,
the measurement results in the observed distribution or worse distribution (in the
sense with higher χ2).

The χ2 and p-values at particle level are shown in Tab. 5.10 for the MC pre-
dictions Powheg+Pythia6+EWT and Powheg+Pythia6 hdamp = ∞ and
for the predictions from Fig. 5.7. The measured particle level distribution is
consistent with all the MC predictions except the Alpgen+Herwig prediction,
for which the Pearson’s χ2 test leads to p-value of 5.9 · 10−5. The other MC
predictions are consistent with the particle level measurement according to this
statistical test in spite of the fact that there are visible discrepancies in several bins
in Fig. 5.7a. This consistency is obtained due to the high correlation of the un-
certainties between bins. These correlations originate mainly from the dominant
systematic uncertainty components (JES for anti-kt R = 1.0 jets). The measure-
ment is slightly more consistent with the Powheg+Pythia6+EWT prediction
than with the Powheg+Pythia6 prediction, which implies that the EWT cor-
rections may be important for high ptop

T values. The p-values are evaluated at the
parton level as well, and it is found that the measurement is consistent with all
the above tested MC predictions.

MC prediction χ2 p-value
Powheg+Pythia6+EWT 9.8 0.28
Powheg+Pythia6 13.0 0.11
Powheg+Pythia6 hdamp =∞ 15.6 0.05
Powheg+Herwig 8.2 0.41
MC@NLO+Herwig 12.3 0.14
Alpgen+Herwig 33.1 5.9 · 10−5

Table 5.10: Values of χ2 and p-value, computed for 8 degrees of freedom, obtained
from the covariance matrix of the measured cross-section for various predictions.
Electroweak corrections are applied only to the first prediction. The number of
degrees of freedom is 8. [5]

In summary, the performed measurement is consistent within uncertainties
with most of the MC predictions at particle and parton level. However, two com-
ments are in place concerning the shape and the normalization of the compared
MC predictions.
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Figure 5.7: (a) Particle level differential cross-section as a function of the hadronic
top-jet candidate pT and (b) parton-level differential cross-section as a function
of the hadronically decaying top quark pT, compared to several MC generator
predictions. The lower part of the figure shows the ratio of the MC prediction
to the data. The shaded area includes the total statistical plus systematic un-
certainties. The points of the various predictions are spaced along the horizontal
axis for presentation only; they correspond to the same pT range. [5]

First, a positive slope is observed as a function of pptcl
T and ptop

T for the ratio
of central values between the measurement and each MC prediction based on
NLO QCD. Similar slope is observed also for the low ptop

T range in the ATLAS
measurements at

√
s = 7 TeV and in the CMS measurements in both, resolved

and boosted, regimes when compared to MC predictions based on NLO QCD
(as discussed in Sec. 1.2.3). This slope is smaller in case the recent NNLO QCD
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prediction from 2015 is taken into account, see Fig. 1.6.
The second comment is that the compared MC predictions are normalized

to the NNLO+NNLL QCD total cross section prediction (this roughly increases
the normalization by 10% with respect to the NLO QCD normalization). How-
ever, this normalization may be overestimated in the phase space, in which the
measurement is performed. The Fig. 1.6 shows that for ptop

T ∈ [300, 400] GeV,
the NNLO QCD prediction of the cross section is lower than the NLO QCD
prediction.

These two comments lead to the conclusion that the consistency between the
measurement in this thesis and the SM prediction can be even better when taking
into account the NNLO QCD prediction. A non-negligible role can play also the
EWT contribution which also lowers the normalization and the slope between
the measurement and the predictions. The NNLO QCD prediction for the high
ptop

T range for
√
s = 8 TeV pp collisions is not available nowadays, and hence a

quantitative comparison with the measurement cannot be made.

5.9.1 Evaluation of the NLO QCD prediction and com-
parison with the measurement

The MC predictions in Fig. 5.7 are obtained for certain fixed settings in the
MC generators and using certain PDF sets, and they do not account for any
theoretical uncertainties. In this section, the measurement is compared to a SM
prediction containing the main theoretical uncertainties.

A parton level NLO QCD prediction is evaluated. The MCFM generator
[145] is used to produce this prediction with the uncertainties associated with the
strong coupling constant αS, the PDF, and the scales µF and µR. The prediction
is evaluated for four PDF sets: CT10, MSTW, NNPDF, and HERAPDF [146].

The scales µR and µF are varied dynamically as µR = µF =
√
mtop2 + p̂T

2 where
p̂T is the average between top and antitop pT in the event. The mass of the top
quark is set to the value of 172.5 GeV. The strong coupling constant is set to the
value of 0.118 for µR equal to the mass of the Z boson. The overall normalization
is kept at the NLO QCD (it is not normalized to the NNLO+NNLL total cross
section as it is done for the previous predictions).

The scale uncertainty is obtained from the envelope of four variations: 2µR,
2µF ; 2µR, 0.5µF ; 0.5µR, 2µF ; 0.5µR, 0.5µF . The usual interpretation of the scale
uncertainty is that it encompasses the missing terms in the perturbation expan-
sion. The αS uncertainty is evaluated by varying the αS by 2%. The PDF uncer-
tainty is evaluated for each PDF set using the prescription from the corresponding
PDF group. The APPLgrid tool [147] is used to perform faster evaluation of the
predictions for various uncertainty PDF sets. The total uncertainty is evaluated
as the squared sum of the three uncertainties.

The comparison of the above NLO QCD prediction with the measurement at
parton level is shown in Fig. 5.8. The measurement is in good agreement with
the predictions for each PDF set within the quoted uncertainties. A statistical
test is performed as well, and the measurement at parton level is consistent with
the NLO QCD predictions for all the tested PDF sets.
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Figure 5.8: Measured parton level differential cross-section as a function of the
hadronically decaying top quark pT. The MCFM predictions with various PDF
sets are also shown. The lower part of the figure shows the ratio of the MCFM
predictions to the data. The shaded area includes the total statistical plus sys-
tematic uncertainties of the measurement. The uncertainty on the predictions
include the PDF, αS, µF , and µR uncertainties. [5]

93



94



Summary

This thesis presents the measurement of the tt̄ differential cross section for high
pT top quarks at

√
s = 8 TeV at the ATLAS experiment. The experimental tech-

niques used in this measurement are discussed with emphasis on the jet recon-
struction and on the identification of jets originating from b-quark fragmentation.

The measurement of the tt̄ differential cross section is performed in the single
lepton decay channel, and it is expressed as a function of the top quark pT for top
quarks with pT > 300 GeV. Jet substructure techniques are used to help identify
the hadronically decaying top quarks within anti-kt R = 1.0 jets. The mea-
surement is extracted at particle level and parton level. All possible uncertainty
sources are taken into account. At the particle level, the largest contribution to
the total uncertainty comes from the jet energy scale of the anti-kt R = 1.0 jets.
At the parton level, the same uncertainty is dominant together with the physics
modeling of the tt̄ production. The bin-by-bin correlations of all statistical and
systematic uncertainties are evaluated. The consistency of the measurement and
several MC predictions based on the SM is performed using a statistical test. The
measurement is consistent with the majority of tested MC predictions. The mea-
surement can constrain models beyond the SM, and it can be used to tune MC
generator parameters. The top quark pT above 300 GeV is sensitive to the gluon
PDF for high proton momentum fraction, and therefore the groups performing
PDF fits can benefit from this measurement as well.

The jet reconstruction is influenced by pileup, and the mitigation of the pile-
up effects on jets is studied in this thesis. The state-of-the-art pileup correction
techniques are presented. The performance of one such technique, the shape-
expansion method, is tested on the jets from

√
s = 8 TeV pp collisions at the AT-

LAS experiment. A new pileup subtraction method, Constituent Subtraction, is
presented, which represents an extension and a simplification of the current meth-
ods. Its performance is evaluated using MC simulated events at particle level.
The Constituent Subtraction method operates at the level of the jet constituents
and provides a performance improvement compared to the existing methods: the
precision of the reconstruction of the jet 4-momenta and jet shapes is improved.
This performance improvement can directly impact the experimental sensitivity
to new physics. The performance observed in the MC events should be vetted
and tested thoroughly within the LHC experiments using full detector simulation
and data.

The identification of jets originating from b-quark fragmentation at the AT-
LAS experiment is summarized in this thesis. The b-jet identification is essential
to suppress the background events with respect to the tt̄ events. The ideas of
the b-jet identification algorithms are summarized together with the way of how
the MC identification performance is calibrated to be consistent with the perfor-
mance in data. The identification in simulated events is dependent on the MC
generators, and this effect is included in the calibration process.
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A. Conventions and Kinematic
Variables

In this Appendix, the basic conventions and kinematic variables which are rele-
vant for this thesis are introduced. The natural system of units [148] is used in
which the reduced Planck constant and the speed of light, c, are equal to 1.

The 4-momentum of a particle1 with energy E and momentum−→p = [px, py, pz]
is

P = [px, py, pz, E]. (A.1)

All variables are expressed in the laboratory reference frame of the ATLAS ex-
periment. The right-handed coordinate system is used with its origin at the
interaction point in the center of the detector. The z-axis points along the col-
liding beams. The x-axis points from the interaction point to the center of the
LHC ring, and the y-axis points upward to the surface of the earth.

The magnitude of the momentum is defined as

p =
√
p2
x + p2

y + p2
z. (A.2)

The mass, m, is defined as

m =
√
E2 − p2, (A.3)

which is a Lorentz invariant quantity. The transverse momentum, pT, is defined
as

pT =
√
p2
x + p2

y. (A.4)

The azimuth, φ, fulfills the equation

cosφ =
px
pT

(A.5)

and the two conditions: φ ∈ [0, π] for py ≥ 0 and φ ∈ (π, 2π) for py < 0. The
polar angle, θ, fulfills

cos θ =
pz
p

(A.6)

and θ ∈ [−π/2, π/2]. The pseudorapidity is defined as

η = − ln tan θ/2, (A.7)

and the rapidity is defined as

y =
1

2
ln
E + pz
E − pz

. (A.8)

It holds

lim
m/E→0

y = η (A.9)

1By particle, any object is meant which was created as a sum of 4-momenta, i.e. particle
can be also a jet in this context.
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therefore for massless particles, y is identical with η. Another useful kinematic
variable is the difference between the transverse mass and the transverse momen-
tum, mδ:

mδ =
√
m2 + p2

T − pT (A.10)

The 4-momentum in Eq. A.1 can be parametrized using different four variables
pT, mδ, φ, and y like this:

pµ = [pT cosφ, pT sinφ, (pT +mδ) sinh y, (pT +mδ) cosh y]. (A.11)

One of the distance measures between two particles i and k often used in pp
collisions is the ∆R distance defined as

∆Ri,k =

√
(yi − yk)2 + (φi − φk)2 (A.12)

where yi and yk are the rapidities of particles i and k, respectively, and φi and
φk are the azimuths of particles i and k, respectively. Another possibility to
define the distance between two particles is to change the rapidity difference to
pseudorapidity difference, and get the distance ∆Rη:

∆Rη
i,k =

√
(ηi − ηk)2 + (φi − φk)2 (A.13)

where ηi and ηk are the pseudorapidities of particles i and k, respectively. The
symbol ∆R without the η superscript always refers to the distance in Eq. A.12,
and the symbol ∆Rη always refers to the distance in Eq. A.13 in this thesis.
Another distance often used is the distance in the transverse plane, ∆φ, defined
as

∆φi,k = |φi − φk| (A.14)

An important feature in pp collisions is the property called longitudinal in-
variance. An observable which is longitudinally invariant is invariant with respect
to a Lorentz boost in the direction of the z-axis. Examples of the longitudinally
invariant observables are the pT, the difference of two rapidities, the difference of
two azimuths, and hence also the distance ∆R. In pp collisions effectively, one
parton from one colliding proton interacts with another parton from the second
colliding proton. Each parton carries certain fraction of the proton’s momentum.
The longitudinal component of the momentum of the parton-parton system is a
random variable, and it cannot be estimated experimentally. For this reason, it
is useful to use longitudinally invariant quantities. The distance ∆Rη is not lon-
gitudinally invariant, but it has larger geometrical meaning. The ∆Rη depends
only on the directions of the momenta of the two particles while ∆R depends
also on the mass of the particles. Therefore it can happen that the two particles
are geometrically distant, and they have low ∆R in certain configurations or vice
versa.

For practical purposes, the mean lifetime, τ , of a certain particle is expressed in
units of distance after multiplying the lifetime by the speed of light (3·108 m·s−1).
Then the mean traveled distance, 〈d〉, is simply given by equation

〈d〉 =
p

m
τ. (A.15)
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B. Jets and Jet Clustering
Algorithms

Jets are collimated sprays of hadrons that result from the fragmentation of a high-
energy quark or gluon. In the final state of a collision event, there may be several
quarks and gluons, and one needs to define rules that project a set of particles
into a set of jets. These rules are referred to as a jet clustering algorithm. It can
be applied to the measured objects in calorimeter, or to the particle or partonic
final state of MC predictions. The jet clustering algorithm must be infrared and
collinear safe in order to be able to use it in perturbative QCD calculations [149].

There are two main types of jet clustering algorithms: cone algorithms and
sequential recombination algorithms, [94]. Only sequential recombination algo-
rithms described in the following are used in this thesis. One set of such al-
gorithms used in hadron-hadron collisions are the longitudinally invariant kt al-
gorithms. The generalized form of the longitudinally invariant kt algorithms is
formulated as follows:

1. For each pair of particles i and k evaluate the distances:

dik = min
(
p2p

Ti, p
2p
Tk

)
∆R2

i,k/R
2 (B.1)

dBi = p2p
Ti (B.2)

where pTi and pTk are the transverse momenta of particles i and k, respec-
tively. The parameters p and R are free parameters.

2. Find the minimum among all distances dik and diB. If the minimal distance
is in the set of distances dik, then merge the two particles i and k into
one by summing their 4-momenta1. If the minimal distance is in the set of
distances diB, then remove the particle i from the list and declare it as a
final jet.

3. Repeat from Step 1 until no particles are left.

The above algorithm is infrared and collinear safe. In case p = 1, this algorithm
is referred to as the longitudinally invariant kt jet algorithm [150, 151], or sim-
ply the kt algorithm. In case p = 0, the above algorithm is referred to as the
Cambridge/Aachen (C/A) jet algorithm [152, 153, 154]. In case p = −1, the
above algorithm is referred as the anti-kt jet algorithm [155]. All these three
jet algorithms have one free parameter: the distance parameter R. The most
common jet definitions at the ATLAS experiment are the anti-kt jet algorithm
with distance parameters R = 0.4, R = 0.6 and R = 1.0, and the C/A jet algo-
rithm with distance parameter R = 1.2. They are referred to as anti-kt R = 0.4,
anti-kt R = 0.6, anti-kt R = 1.0, and C/A R = 1.2 algorithms in this thesis.
The jet algorithms anti-kt R = 1.0 and C/A R = 1.2 are also called large-R jet
algorithms leading to large-R jets.

1How to combine the two particles into one defines the recombination schemes. There are
several recombination schemes. The summing of the two 4-momenta defines the E-scheme
recombination, and only this recombination scheme is used in this thesis.
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There is another jet algorithm used in this thesis called the exclusive kt algo-
rithm which has one more parameter, N . It is identical with the above mentioned
kt algorithm, but the clustering stops when the number of jets is N . The distance
parameter R is usually set to a larger value, e.g. R = 1.0, for this jet algorithm.

The particles projected into a common jet are called jet constituents.
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C. Jet Shape Definitions

Jet shape is an arbitrary function of the 4-momenta of the jet constituents, {Pi}.
There are several jet shapes used in this thesis, and they presented in the follow-
ing.

C.1 N -subjettiness

The N -subjettiness, τN , [156] is a jet shape with one integer parameter N . Is is
usually evaluated for anti-kt or C/A large-R jets to help identify boosted objects.
The constituents of the jet are re-clustered with exclusive kt algorithm with large-
enough distance parameter to cluster all constituents into one jet. The parameter
N of the exclusive kt algorithm is identical with the parameter N of τN . The N
jets obtained from the exclusive kt algorithm are called subjets, and they are used
to evaluate τN :

τN =
1

d0

∑
k

pTk ·min(∆R1,k,∆R2,k, ...,∆RN,k) , with d0 ≡
∑
k

pTk ·Rorig (C.1)

where pTk is the transverse momentum of constituent k, ∆Ri,k is the distance
between the subjet i and the constituent k, and Rorig is the distance parameter
of the clustering algorithm used for the original jet. There is an alternative
definition of subjets in [157]. In this thesis, the above definition using exclusive
kt algorithm is used. The N -subjettiness gives a measure how much the given jet
consist of N subjets – the smaller the N -subjettiness for certain jet, the larger the
probability that this jet consist of N subjets. Beside the N -subjettiness also the
subjettiness ratio, τMN = τM/τN , can be used to characterize the jet substructure.
Typically, the three-to-two ratio, τ32 = τ3/τ2, is used which provides a good
discrimination between standard QCD jets and jets formed differently e.g. by
boosted top quarks. The subjettiness τ1 is a measure of the width of the jet.

C.2 kt Splitting Scale

To evaluate the kt splitting scale,
√
d12, [158] the jet constituents are re-clustered

with the kt algorithm with large-enough distance parameter to cluster all con-
stituents into one jet. Two subjets are found by going back one step in the
clustering history. The

√
d12 is defined as√

d12 = min(p1
T, p

2
T) ·∆R12, (C.2)

where p1
T and p2

T are the transverse momenta of the two subjets and ∆R12 is the
distance between these two subjets. The variable

√
d12 can be used to distinguish

boosted heavy-particle decays, which tend to be reasonably symmetric, from the
largely asymmetric splittings that originate from QCD radiation in light-quark
or gluon jets.
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C.3 Energy Correlation Functions

The energy correlation functions, [159], yield information about the internal struc-
ture of a jet without the need to explicitly reconstruct subjets. From the energy
correlation functions, one can construct another variable called energy correlation
double ratio, C

(β)
1 , defined as

C
(β)
1 =

∑
i<j

pTipTj∆R
β
i,j(∑

k

pTk

)2 , (C.3)

where β represents the pairwise angular exponent. This observable have been
shown to be useful for discriminating between quark- and gluon-initiated jets.
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List of Abbreviations

φ azimuth, see Eq. A.5

C/A Cambridge/Aachen (jet algorithm)

√
s center-of-mass energy

∆φ distance in the transverse plane, see Eq. A.14

∆R standard distance in the y − φ space, see Eq. A.12

√
d12 kt splitting scale, see App. C.2

Emiss
T Missing transverse energy, see Sec. 2.3.3

L integrated luminosity

m mass

mδ difference between transverse mass and transverse momentum, see Eq. A.10

µF factorization scale

µ average number of pp interactions per bunch crossing

µR renormalization scale

pp proton-proton

pp̄ proton-antiproton

pT transverse momentum with respect to the beam axis of colliding hadrons

y rapidity, see Eq. A.8

CHS Charged hadron subtraction

EWT Electroweak Theory

ISR Initial state radiation

JER Jet energy resolution, see Sec. 2.3.2

JES Jet energy scale, see Sec. 2.3.2

LCW local calibration weighting, see Sec. 2.3.2

LHC Large Hadron Collider

LO leading order (in perturbation expansion)

MC Monte Carlo
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ME Matrix Element

MPI Multiple parton interactions

NLO next-to-leading order (in perturbation expansion)

NNLL next-to-next-to-leading logarithm

NNLO next-to-next-to-leading order (in perturbation expansion)

PDF Parton Distribution Function

PS Parton Shower

QCD Quantum Chromodynamics

RMS root mean square

SM Standard Model

TRT Transition Radiation Tracker

UE Underlying Event
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