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Abstrakt: Tato disertačńı práce je věnována studiu nejr̊uzněǰśıch vlastnost́ı Ba-
nachových prostor̊u funkćı se zvláštńım zřetelem k aplikaćım v teorii Sobolevových
prostor̊u a v harmonické analýze. Práce sestává ze čtyř článk̊u. V prvńım z nich
zkoumáme vnořeńı vyšš́ıho řádu prostor̊u Sobolevova typu vybudovaných nad Ba-
nachovými prostory funkćı s normou invariantńı v̊uči nerostoućımu přerovnáńı.
Mimo jiné ukážeme, že optimálńı Sobolevova vnořeńı vyšš́ıho řádu plynou z
izoperimetrických nerovnost́ı. Ve druhém článku se zabýváme otázkou, kdy je
výše zmı́něný prostor Sobolevova typu Banachovou algebrou vzhledem k bodové-
mu násobeńı funkćı. Dokážeme, že vnořeńı Sobolevova prostoru do prostoru es-
enciálně omezených funkćı je odpověd́ı na tuto otázku v mnoha standardńıch i ne-
standardńıch př́ıpadech. Třet́ı článek je věnován problému platnosti Lebesgueovy
věty o derivováńı v kontextu Banachových prostor̊u funkćı s normou invariantńı
v̊uči nerostoućımu přerovnáńı. Nalezneme nutnou a postačuj́ıćı podmı́nku pro
platnost této věty vyjádřenou pomoćı konkavity jistého funkcionálu závisej́ıćıho
na dané normě a poskytneme rovněž několik alternativńıch charakterizaćı zada-
ných pomoćı vlastnost́ı maximálńıho operátoru vybudovaného nad danou nor-
mou. Posledńı článek se týká omezenosti Hardyova-Littlewoodova maximálńıho
operátoru na váhových Lebesgueových prostorech s r̊uznými váhami. Zaměř́ıme
se na studium ześılených verźı Muckenhouptovy Ap-podmı́nky, v literatuře ozna-
čovaných jako “bump podmı́nky”. Je známo, že tyto podmı́nky jsou postačuj́ı pro
dvojváhovou maximálńı nerovnost; v článku dokážeme, že ovšem nejsou nutné.

Kĺıčová slova: Banach̊uv prostor funkćı, Sobolev̊uv prostor, izoperimetrická nero-
vnost, Banachova algebra, Lebesgueova věta o derivováńı, maximálńı operátor,
bump podmı́nka.
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1 Prologue

Integrability properties of a function can be described via its membership into a
Lebesgue space Lp of all measurable functions whose absolute value is integrable
when raised to the power p (if p ∈ [1,∞)), or essentially bounded (if p = ∞).
The significance of Lebesgue spaces in various branches of analysis, including har-
monic analysis or the analysis of partial differential equations, is unquestionable,
and Lebesgue spaces definitely constitute one of the basic tools in these areas.
However, it turns out that the scale of Lebesgue spaces is often not rich enough to
provide a satisfactory solution of a particular problem, and other, more delicate
function spaces have to be called into play. Let us now present two examples of
such problems. Both of them are due to E. M. Stein.

The Hardy–Littlewood maximal operator M , defined for every measurable
function f on Rn by

Mf(x) = sup
Q3x

1

|Q|

∫

Q

|f |, x ∈ Rn, (1)

where the supremum is taken over all cubes Q containing x and having their
sides parallel to coordinate axes, plays a significant role in harmonic analysis. It
is well known that if p ∈ (1,∞], then Mf belongs to Lp if and only if f belongs
to Lp. On the other hand, Mf does not belong to L1 unless f = 0 a.e., since
Mf(x) ≥ C

|x|n near infinity for f nontrivial. Fortunately, we can often obtain
at least the local integrability of Mf , but the right condition on f in order to
ensure this cannot be expressed in terms of Lebesgue spaces. In fact, it was
proved in [54] that whenever f is a measurable function supported in a ball B,
then Mf is integrable on B if and only if

∫

B

|f | log+ |f | <∞,

which is equivalent to the membership of f into the Orlicz space L logL.
Another example is provided by the theory of Sobolev spaces. It is classi-

cally well known that if f is a weakly differentiable function on Rn whose weak
derivatives belong locally to the space Lp for some p > n, then the function f is
differentiable in the usual sense at almost every point, and that a similar conclu-
sion is not true anymore if we only have the information that the weak derivatives
of f belong locally to the borderline space Ln. This nonsharp result is often not
sufficient, and if one wants to find a sharp condition on the weak gradient of a
function f in order to ensure the differentiability of f almost everywhere, one has
to go again beyond the class of Lebesgue spaces. It was shown in [55] that the
Lorentz space Ln,1, consisting of all functions g for which

∫ ∞

0

|{x ∈ Rn : |g(x)| > t}| 1n dt <∞,

is actually the appropriate one in this situation.

In this thesis we focus on the general class of Banach function spaces. This
class of function spaces provides a common roof for Lebesgue, Lorentz and Orlicz
spaces mentioned above, as well as for many other less standard families of func-
tion spaces. We put a particular emphasis on applications of the Banach function
spaces theory in the theory of Sobolev spaces and in harmonic analysis.
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2 Banach function spaces – a brief introduction

In this section we introduce the class of Banach function spaces, which is going to
play a primary role in the thesis. We start with definitions of particular families of
Banach function spaces, such as Lebesgue, Orlicz and Lorentz spaces, and we then
turn our attention to the class of Banach function spaces in its full generality. For
simplicity, we consider here only Banach function spaces defined on (Lebesgue)
measurable sets in Rn since we are going to work in this setting most of the time.
However, we emphasize that Banach function spaces can in fact be defined on
any totally σ-finite measure space, and we refer the reader to the book [6] for a
detailed treatment of Banach function spaces in this more general context.

Let us fix n ∈ N and a measurable set E ⊆ Rn. We denote by M(E) the
set of all measurable functions on Rn having their values in [−∞,∞]. If F is a
measurable subset of E, then |F | denotes the Lebesgue measure of F .

Given p ∈ [1,∞], the Lebesgue space Lp(E) consists of all functions f ∈M(E)
for which ‖f‖Lp(E) <∞, where

‖f‖Lp(E) =

{(∫
E
|f |p
) 1
p , p ∈ [1,∞);

esssupE |f |, p =∞.

Extensions of Lebesgue spaces in several different directions are nowadays
available in the literature. Perhaps the most common one is provided by the
notion of Orlicz spaces. Each Orlicz space corresponds to a Young function.
Before stating the precise properties we shall require from a Young function, we
should note that the definitions differ slightly in the literature, and sometimes
stronger assumptions than those we employ here are required. We say that a
function A : [0,∞) → [0,∞] is a Young function if it is convex, nontrivial,
left-continuous and vanishes at 0. The Orlicz space corresponding to the Young
function A is denoted by LA(E) and contains all functions f ∈M(E) for which

‖f‖LA(E) = inf

{
λ > 0 :

∫

E

A

( |f |
λ

)
≤ 1

}
<∞.

The particular choice of A(t) = tp for p ∈ [1,∞) yields the Lebesgue space
Lp(E), while the Lebesgue space L∞(E) is induced by the Young function A(t) =
∞χ(1,∞). Let us also provide two more delicate examples of Orlicz spaces. To
state them we restrict ourselves to sets E of finite measure. The first example
is the Orlicz space Lp(logL)α(E) associated with a Young function equivalent to
tp(log t)α near infinity, where either p ∈ (1,∞) and α ∈ R, or p = 1 and α ≥ 0.
The latter one concerns the Orlicz space expLβ(E) built upon a Young function
equivalent to et

β
near infinity, where β > 0. An extensive treatment of the theory

of Orlicz spaces can be found, e.g., in the book [48].
A generalization of Lebesgue spaces in a different direction is provided by the

notion of Lorentz spaces. As in the case of Orlicz spaces, the norm (or quasinorm)
in a Lorentz space depends only on the size of a function. More precisely, “the
size of a function f” stands for the measure of the level sets of |f |, and there are
two common ways how to express it. One can either make use of the distribution
function f∗, defined by

f∗(λ) = |{x ∈ E : |f(x)| > λ}|, λ ≥ 0,
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or of its generalized inverse, called the non-increasing rearrangement of f and
denoted by f ∗. Namely, the function f ∗ is given by

f ∗(t) = inf{λ ≥ 0 : f∗(λ) ≤ t}, t ≥ 0,

and it is the unique nonnegative right-continuous non-increasing function on
[0,∞) having the same measure of level sets as |f |.

Given p ∈ [1,∞] and q ∈ [1,∞], the Lorentz space Lp,q(E) consists of all
functions f ∈M(E) for which

‖f‖Lp,q(E) = ‖t 1p− 1
q f ∗(t)‖Lq(0,∞) <∞.

Alternatively, the quantity ‖f‖Lp,q(E) can be expressed in terms of the distribution
function of f as

‖f‖Lp,q(E) = p
1
q ‖t1− 1

q (f∗(t))
1
p‖Lq(0,∞).

Nowadays, there exist also several generalizations of Lorentz spaces. For in-
stance, the Lorentz-Zygmund space Lp,q;α(E) consists of all functions f ∈ M(E)
for which

‖f‖Lp,q;α(E) = ‖t 1p− 1
q (1 + | log t|)αf ∗(t)‖Lq(0,∞) <∞,

where p, q ∈ [1,∞] and α ∈ R. The choice α = 0 yields the Lorentz space Lp,q(E).
Lorentz-Zygmund spaces overlap somewhat also with Orlicz spaces. Namely,
assuming that E is a set of finite measure, we have Lp,p;α(E) = Lp(logL)pα(E) if

p ∈ (1,∞) and α ∈ R, or if p = 1 and α ≥ 0, and L∞,∞,−β(E) = expL
1
β (E) if

β > 0, up to equivalent norms. More details about Lorentz-Zygmund spaces can
be found, e.g., in [5, 19, 41].

A yet further generalization of Lorentz spaces, which covers also all Lorentz-
Zygmund spaces, is provided by the notion of classical Lorentz spaces. Given
p ∈ [1,∞] and a weight (that is, a nonnegative measurable function) w, the
classical Lorentz space Λp

w(E) consists of all f ∈M(E) for which ‖f‖Λpw(E) <∞,
where

‖f‖Λpw(E) =

{(∫∞
0

(f ∗(t))pw(t) dt
) 1
p , p ∈ [1,∞);

supt>0 f
∗(t)w(t), p =∞.

These spaces were introduced by Lorentz [32] and their intensive study has con-
tinued up to the present. We refer the interested reader to the book [45] for the
references and further information on classical Lorentz spaces.

All the function spaces we mentioned so far were “rearrangement invariant”
in the sense that the (quasi) norm of these spaces depended only on the measure
of level sets of a function (or, equivalently, on the non-increasing rearrangement
of a function). An important example of function spaces that do not have this
property are weighted Lebesgue spaces. For any p ∈ (1,∞) and any weight w, the
weighted Lebesgue space Lpw(E) consists of all functions f in M(E) for which

‖f‖Lpw(E) =

(∫

E

|f |pw
) 1

p

<∞.

Although the function spaces we introduced differ in several aspects, they
still share a lot of properties. An inspection of common properties of these (and
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several other) families of function spaces then leads to a notion of a Banach
function space, which provides a common roof for most of the function spaces
mentioned above.

We say that a functional ‖·‖X(E) :M(E)→ [0,∞] is a Banach function norm
if, for all functions f , g ∈ M(E), for all sequences (fk)

∞
k=1 in M(E) and for all

constants a ∈ R, the following properties hold:

(P1) ‖f‖X(E) = 0 if and only if f = 0 a.e.; ‖af‖X(E) = |a|‖f‖X(E);

‖f + g‖X(E) ≤ ‖f‖X(E) + ‖g‖X(E);

(P2) |f | ≤ |g| a.e. implies ‖f‖X(E) ≤ ‖g‖X(E);

(P3) |fk| ↗ |f | a.e. implies ‖fk‖X(E) ↗ ‖f‖X(E);

(P4) if F ⊆ E with |F | <∞ then ‖χF‖X(E) <∞;

(P5) if F ⊆ E with |F | <∞ then
∫
F
|f(x)| dx ≤ CF‖f‖X(E) for some

constant CF depending on F but independent of f .

The collection of all f ∈ M(E) for which ‖f‖X(E) < ∞ is denoted by X(E)
and is called a Banach function space.

If a Banach function norm ‖ · ‖X(E) satisfies also the property

(P6) f ∗ = g∗ implies ‖f‖X(E) = ‖g‖X(E),

then it is called a rearrangement-invariant Banach function norm and the cor-
responding Banach function space is called a rearrangement-invariant Banach
function space.

Examples of Banach function spaces include Lebesgue and Orlicz spaces men-
tioned earlier in this section. The Lorentz space Lp,q(E) is a Banach function
space (up to equivalent norms) if and only if p ∈ (1,∞) and q ∈ [1,∞], or
p = q = 1, or p = q = ∞. The description of those classical Lorentz spaces
that are equivalent to a Banach function space is a bit complicated, so we do
not include it here and just refer to the papers [51, 10]. The particular case of
Lorentz-Zygmund spaces is treated in [19]. All these spaces are rearrangement
invariant. The weighted Lebesgue space Lpw(E) is a Banach function space if and

only if both w and w−
1
p−1 are integrable over subsets of E of finite measure; it is

not rearrangement invariant unless the weight w is constant a.e.

As we have seen, the class of Banach function spaces contains most of the
function spaces we introduced in this section, but it does not include all of them.
If we wanted to get a yet more general class that would cover all of our examples,
we would need to relax some of the conditions (P1) – (P5). However, admitting
such an extension would mean losing several important properties of Banach
function spaces. Let us now present an example of this phenomenon.

A basic property of Lebesgue spaces is that they fulfil the Hölder inequality

∫

E

|fg| ≤ ‖f‖Lp(E)‖g‖Lp′ (E), f, g ∈M(E),
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where the indices p, p′ are connected by the relation 1
p

+ 1
p′ = 1. This inequality

is sharp in the sense that

‖g‖Lp′ (E) = sup
‖f‖Lp(E)≤1

∫

E

|fg|, g ∈M(E).

An analogue of the Hölder inequality holds also for any Banach function space.
Indeed, for each Banach function space X(E), the functional ‖ · ‖X′(E) defined by

‖g‖X′(E) = sup
‖f‖X(E)≤1

∫

E

|fg|, g ∈M(E), (2)

is a Banach function norm, and the general Hölder inequality

∫

E

|fg| ≤ ‖f‖X(E)‖g‖X′(E), f, g ∈M(E),

is then an obvious consequence of (2). We recall that the Banach function space
X ′(E) is called the associate space of X(E). The relation of “being the associate
space” is symmetric, that is, the associate space to X ′(E) is the original space
X(E).

If we wanted to extend the class of Banach function spaces so that it included,
for instance, the Lorentz space L1,∞(E), we would face several problems in the
attempt to generalize the Hölder inequality to this setting. First of all, the
“associate space” to L1,∞(E), defined by the expression (2) with X(E) replaced
by L1,∞(E), contains only the zero function. Moreover, the space L1,∞(E) cannot
be recovered as the associate space to the trivial space (L1,∞(E))′.

To conclude this section we would like to express our hope that the reader
now shares with us the impression that the class of Banach function spaces is a
class of function spaces generalizing those of Lebesgue, which is sufficiently wide
but still preserves several important properties of Lebesgue spaces.

3 Banach function spaces meet Sobolev spaces

These days, Banach function spaces meet Sobolev spaces on a regular basis. Let
us now have a quick look at the earlier stages of this relationship, when the
meetings of these two kinds of spaces were not so common. There are definitely
many important moments that helped to build this relationship and we have by
no means the ambition to cover them all. Instead, we focus just on a few classical
instances and then jump to those that directly inspired the research presented in
this thesis.

Assume that Ω is an open subset of Rn. Given p ∈ [1,∞], the classical Sobolev
space W 1,p(Ω) consists of those weakly differentiable functions u on Ω which fulfil
u ∈ Lp(Ω) and |∇u| ∈ Lp(Ω), where ∇u denotes the weak gradient of u and |∇u|
its Euclidean length. The space W 1,p(Ω) is endowed with the norm

‖u‖W 1,p(Ω) = ‖u‖Lp(Ω) + ‖|∇u|‖Lp(Ω).

9



Let us assume for the time being that Ω is a regular domain in Rn, for instance,
a bounded domain having a Lipschitz boundary. The classical Sobolev embedding
tells us that for p ∈ [1, n),

W 1,p(Ω) ↪→ Lp
∗
(Ω), (3)

where p∗ = np
n−p . Further, if p > n then we have W 1,p(Ω) ↪→ L∞(Ω). In both cases,

the range spaces are the best possible among all Lebesgue spaces. The situation,
however, turns out to be more complicated in the borderline case p = n. The
Sobolev space W 1,n(Ω) is continuously embedded into all Lebesgue spaces Lq(Ω)
with q < ∞, but not into L∞(Ω). This means that no definite best possible
Lebesgue space range for W 1,n(Ω) can be provided. Nevertheless, a sharp range
for W 1,n(Ω) can still be found if a suitable refinement of the Lebesgue scale is
considered.

One possible scale that can be successfully used to solve the above problem is
the scale of Orlicz spaces. Namely, the space expL

n
n−1 (Ω) (see Section 2 for the

definition) is the smallest Orlicz space that contains the Sobolev space W 1,n(Ω).
The embedding

W 1,n(Ω) ↪→ expL
n
n−1 (Ω) (4)

was proved by Trudinger [56] (see also Yudovich [58], Peetre [42] and Pokhozhaev
[46]), and its optimality within the scale of Orlicz spaces is due to Hempel, Morris
and Trudinger [24]. Let us also note that the embedding (3), which was mentioned
to be optimal among all Lebesgue spaces, can be improved neither in the class of
Orlicz spaces (see [12]).

Embeddings (3) and (4) may now seem quite satisfactory since they are sharp
in a certain sense, but, interestingly, they still do not reflect the integrability prop-
erties of functions from Sobolev spaces in the best possible way. The improved
results involve spaces of Lorentz and Lorentz-Zygmund type (see Section 2 for
definitions of these spaces).

The result due to Peetre [42] (see also O’Neil [40] and Hunt [26]) tells us that

W 1,p(Ω) ↪→ Lp
∗,p(Ω), 1 < p < n, (5)

providing a nontrivial improvement of the embedding (3) since Lp
∗,p(Ω) ( Lp

∗
(Ω).

The refined version of (4) has the form

W 1,n(Ω) ↪→ L∞,n;−1(Ω) (6)

and was proved by Hansson [23] and Brézis and Wainger [9] (and can be also
derived from capacitary estimates by Maz’ya - see [36]). The range spaces in (5)
and (6) are the best possible within the class of rearrangement-invariant Banach
function spaces, see [15] and [18].

The relation between Sobolev spaces and Banach function spaces we discussed
so far was restricted to the situation when a Banach function space plays the role
of the range space in a Sobolev embedding. However, an even more intimate
relationship between these two classes of function spaces is possible, and has
found several applications. Namely, one can consider the Sobolev-type space of
those weakly differentiable functions whose weak derivatives belong to a certain
Banach function space. For instance, the study of the so called Orlicz-Sobolev
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spaces was motivated by variational problems and by partial differential equations
with nonlinearities that are not necessarily of polynomial type, and the early
contributions on this topic include the papers [16, 17, 22, 2]. Let us also recall
the result due to Stein [55] presented in Section 1 which shows the use of a
Lorentz-Sobolev space in connection with differentiability of Sobolev functions.

To date there exists a number of contributions to the study of various prop-
erties of Sobolev spaces built upon Banach function spaces. Let us just focus on
a few of them that directly inspired the research presented in this thesis.

Edmunds, Kerman and Pick [18] described optimal embeddings of Sobolev-
type spaces built upon rearrangement-invariant quasinorms and containing func-
tions vanishing on the boundary of a bounded Euclidean domain. A result in
the spirit of [18], working with rearrangement-invariant norms instead of quasi-
norms and valid for Sobolev-type spaces on Lipschitz domains, was obtained by
Kerman and Pick [27]. These two papers basically solved the problem of opti-
mality of Sobolev-type embeddings on regular Euclidean domains in the context
of rearrangement-invariant Banach function spaces.

The question that remained open concerned Sobolev-type embeddings on ir-
regular Euclidean domains and on domains in Rn equipped with measures differ-
ent from the Lebesgue one. The domain of particular importance was the Gauss
space, namely, Rn equipped with the Gauss measure

d γn(x) = (2π)−
n
2 e−

|x|2
2 dx.

A phenomenon that holds for Sobolev embeddings on the Gauss space, making
them quite different from those on Euclidean domains, is that these embeddings
do not depend on the dimension n. This important property of Gaussian Sobolev
embeddings allows to generalize them to the infinite-dimensional setting, which
finds several applications in the study of quantum fields.

The celebrated result due to Gross [22] shows that whenever u is a weakly dif-
ferentiable function belonging to L2(Rn, γn) together with all its weak derivatives,
then u does actually belong to the (smaller) Orlicz space L2 logL(Rn, γn), and
the constant in the corresponding logarithmic Sobolev inequality is independent
of n. Many papers then followed, studying Gaussian Sobolev embeddings in var-
ious settings. The paper that was of a particular significance for this thesis was
the one written by Cianchi and Pick [14]. In this paper, a complete characteriza-
tion of optimal first-order Gaussian Sobolev embeddings in the general context of
rearrangement-invariant Banach function spaces was provided. The question that
immediately arised from this paper was how to generalize this result to higher-
order embeddings. The answer to this question is not straightforward since the
symmetrization technique used to prove the first-order result cannot be applied
to derive higher-order Sobolev embeddings. Also, the interpolation method which
was succesfully used in [27] to prove higher-order Sobolev embeddings on regular
Euclidean domains does not work in the Gauss space setting. We provide the
solution of this problem in Paper I of this thesis.

The question which is closely related to the results we have discussed is that
of compactness of Sobolev-type embeddings in the context of rearrangement-
invariant Banach function spaces. Kerman and Pick [28] gave an answer to this
question, provided that Sobolev-type spaces over regular Euclidean domains are
considered. The paper [53] then addressed this problem in quite general setting,
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and the results of this paper included a characterization of compactness of higher-
order Sobolev-type embeddings on the Gauss space. It is worth noting that an
important tool used to prove compactness of Sobolev embeddings in [53] is a
characterization of optimal Sobolev embeddings given in Paper I of this thesis.
(A preliminary version of [53] appeared already as a diploma thesis of the author;
this is the reason why the paper [53] is not contained in the present thesis.)

Another problem we address in this thesis is that of finding a characterization
of those Sobolev-type spaces which are commutative Banach algebras with respect
to a pointwise multiplication a.e. In the setting of classical Sobolev spaces over
regular Euclidean domains, such a characterization is well known and can be
found, e.g., in [1]. An extension of this result to the setting of Sobolev spaces
built upon Orlicz spaces, but still on regular Euclidean domains, was obtained by
Cianchi [13]. The interesting phenomenon behind these results is the following:
a Sobolev space is a Banach algebra if and only if it is continuously embedded
into L∞.

In contrast, it was proved by Maz’ya and Netrusov [37] that there exists a
(very irregular) domain Ω ⊆ R2 for which the second-order Sobolev space W 2,2(Ω)
intersected with L∞(Ω) is not a Banach algebra. In fact, the domain Ω from their
counterexample can be slightly modified in order to ensure that the Sobolev space
W 2,2(Ω) is actually embedded into L∞(Ω) but is still not a Banach algebra. We
provide the construction in a note to Paper II of this thesis.

There are two questions that naturally arise in connection with the papers [13]
and [37]. Firstly, is it true that every Sobolev space built upon a general rearran-
gement-invariant Banach function space over a regular Euclidean domain is a
Banach algebra if and only if it is continuously embedded into L∞? And if so,
is such an equivalence just a privilege of regular domains, or it continues to hold
also for domains with some irregularity? We address these two questions in Paper
II of the present thesis.

3.1 Paper I: Higher-order Sobolev embeddings and
isoperimetric inequalities

In this paper, motivated by the problem of finding a characterization of optimal
higher-order Gaussian Sobolev embeddings, we prove that iteration of optimal
first-order Sobolev embeddings leads to optimal higher-order counterparts, pro-
vided that the optimality is understood within the context of rearrangement-
invariant Banach function spaces. As an important consequence of this result,
we show that optimal higher-order Sobolev embeddings follow from isoperimetric
inequalities. Let us note that the connection between Sobolev embeddings and
isoperimetric inequalities has been known in the first-order setting for more than
fifty years (see [34, 35, 20]), however, it was widely believed not to be true in the
higher-order case.

Although an iteration of first-order Sobolev embeddings is a well known and
natural technique for deriving higher-order embeddings, its implementation in
order to obtain sharp results is not straightforward. Indeed, even in the basic
case when standard families of Sobolev norms are considered, iteration of optimal
first-order embeddings need not lead to optimal higher-order counterparts. A
similar loss of information throughout the iteration process can occur also in the
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Orlicz setting. On the other hand, we show that there is no loss of optimality
when one iterates first-order embeddings that are optimal within the class of
rearrangement-invariant Banach function spaces.

As an application of the iteration technique, we obtain a reduction of higher-
order Sobolev embeddings to much simpler one-dimensional inequalities involving
certain kernel integral operator. Our results hold for Sobolev-type spaces of func-
tions defined on underlying domains in Rn, equipped with fairly general measures.
This, in particular, includes Euclidean John domains, Maz’ya classes of Euclidean
domains and product probability spaces, of which the Gauss space is a classical
instance.

3.2 Paper II: Banach algebras of weakly differentiable
functions

In this paper we study the question when a general Sobolev space built upon a
rearrangement-invariant Banach function space is a Banach algebra with respect
to a pointwise multiplication a.e. We first consider Sobolev-type spaces over a
fairly general class of regular Euclidean domains, called John domains, and we
show that in this setting, a Sobolev space is a Banach algebra if and only if it is
continuously embedded into L∞. We then turn our attention to Sobolev spaces
on domains having a more general isoperimetric behaviour, showing that such an
equivalence still continues to hold in a relaxed sense, when families of domains
are considered instead of single domains. Moreover, in each of the families of (ir-
regular) domains one single domain can be found, for which the above mentioned
equivalence holds in the usual (nonrelaxed) sense. A typical example of such a
domain is a domain with a cusp.

We complement the paper by a note showing an example of a domain Ω in
R2 for which the Sobolev space W 2,2(Ω) is embedded into L∞(Ω) but is not a
Banach algebra.

4 Banach function spaces meet harmonic

analysis

One of the operators that appear frequently in harmonic analysis is the Hardy-
Littlewood maximal operator, defined by (1). Its importance stems from the
fact that it can be used to estimate several more complicated operators, such
as singular integral operators. It also plays a significant role in the study of
differentiability properties of functions. In this section we would like to recall
some of the important moments from the story “how Banach function spaces met
the Hardy-Littlewood maximal operator”.

It is well known that the Hardy-Littlewood maximal operatorM is bounded on
Lp(Rn) for every p ∈ (1,∞], but it is not bounded on L1(Rn). If we intend to find
a substitute for the L1-boundedness, we can proceed in two different directions.
We can either preserve L1(Rn) as the domain space and look for a function space
X(Rn) such that Mf belongs to X(Rn) for every f ∈ L1(Rn); alternatively, we
can try to get L1(Rn) as the range space and search for a function space Y (Rn)
with the property that Mf ∈ L1(Rn) for every f ∈ Y (Rn).
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In the former case, the space X(Rn) = L1,∞(Rn) gives a solution to the
problem (we emphasize that L1,∞(Rn) is not a Banach function space - in fact, the
problem cannot be solved within the class of Banach function spaces). Let us note
that the boundedness of the Hardy-Littlewood maximal operator M from L1(Rn)
into L1,∞(Rn) has an important consequence, namely, the Lebesgue differentiation
theorem. It tells us that if f is a locally integrable function on Rn then

f(x) = lim
r→0+

1

|Q(x, r)|

∫

Q(x,r)

f(y) dy for a.e. x ∈ Rn,

where Q(x, r) denotes the cube centered in x and with sidelength r.
The latter way how to find a substitute for the L1-boundedness of the Hardy-

Littlewood maximal operator is slightly more complicated since, as we already
mentioned in Section 1, the only function f for which Mf ∈ L1(Rn) is the
function f = 0 a.e. Thus, in order to obtain a reasonable result, we need to relax
the requirement of the integrability of Mf . A suitable substitute is the local
integrability - we recall the result by Stein [54], which tells us that whenever f is
a measurable function supported in a ball B, then Mf is integrable on B if and
only if f belongs to the Orlicz space L logL(B).

A precise description of integrability properties of the Hardy-Littlewood max-
imal function is provided by the following couple of rearrangement inequalities:

C1

t

∫ t

0

f ∗(s) ds ≤ (Mf)∗(t) ≤ C2

t

∫ t

0

f ∗(s) ds, t > 0. (7)

The latter of these two inequalities was proved in the one-dimensional case by
Riesz [49] and in the n-dimensional setting by Wiener [57]. The former inequality
was established much later by Herz [25].

Inequalities (7) can be used to characterize boundedness of the Hardy-Little-
wood maximal operator between rearrangement-invariant Banach function spaces
but are of no use if the question of boundedness of M on function spaces that
are not rearrangement invariant comes into consideration. In particular, (7) does
not tell us how the operator M behaves on weighted Lebesgue spaces. We shall
discuss this problem later in this section. Before doing this, let us introduce
generalizations of the Hardy-Littlewood maximal operator which arise naturally
not only in connection with this problem, but also in connection with several
other problems.

Given a Banach function space X(Rn), we define the X-average of a measur-
able function f over a cube Q ⊆ Rn by

‖f‖X,Q = ‖τ`(Q)fχQ‖X(Rn),

where τδ denotes, for δ > 0, the dilation operator τδf(x) = f(δx), and `(Q)
stands for the sidelength of the cube Q. The maximal operator MX is then given
by

MXf(x) = sup
Q3x
‖f‖X,Q, x ∈ Rn.

It is worth noticing that the standard Hardy-Littlewood maximal operator is
recovered by the choice X(Rn) = L1(Rn). Further, if p ∈ (1,∞) then

MLpf = (M(|f |p)) 1
p = sup

Q3x

(
1

|Q|

∫

Q

|f |p
) 1

p

, f ∈M(Rn).
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The maximal operator built upon the Lorentz space Lp,1(Rn) came into play in
the paper by Stein [55], mentioned in Section 1. He proved that if the weak deriva-
tives of a weakly differentiable function f on Rn belong to the space Ln,1(Rn) then
the function f is differentiable in the usual sense at almost every point. An impor-
tant step of the proof was a maximal inequality showing that, for p ∈ [1,∞), the
maximal operator MLp,1 is bounded from Lp,1(Rn) to Lp,∞(Rn). It was also noted
that even a more general version of this result is true, namely, that the maximal
operator MLp,q is bounded from Lp,q(Rn) into Lp,∞(Rn) whenever 1 ≤ q ≤ p.

A reversible weak-type inequality for the maximal operator built upon the
classical Lorentz space Λ1

ϕ(Rn) (see Section 2 for the definition of this space) was
derived by Leckband [29]. A motivation for the study of this maximal operator
arose in the earlier work of Leckband and Neugebauer [30], where they showed
that the N -th iteration of the Hardy-Littlewood maximal operator is equivalent
to the operator MΛ1

ϕ
with ϕ(t) = (log e

t
)N−1. It is worth noting that the reversible

weak-type inequality from [29] is closely related to a version of the Riesz-Wiener-
Herz inequality (7) for the maximal operator built upon the classical Lorentz
space Λ1

ϕ(Rn).

The maximal operator built upon Orlicz spaces was studied by Bagby and
Parsons [3]. They showed that the Orlicz-type maximal operator satisfies an
analogy of the Riesz-Wiener-Herz inequality (7). As a consequence, for any pair
LA(Rn), LB(Rn) of Orlicz spaces they were able to find a third Orlicz space
LC(Rn) such that MLAf belongs to LB(Rn) if and only if f belongs to LC(Rn).
This provided an extension of the earlier mentioned result from [54], where the
important special case when LA = LB = L1 (locally) was addressed.

Several further results generalizing inequality (7) appeared later in the litera-
ture. Bastero, Milman and Ruiz [4] showed that, given p ∈ (1,∞), the Herz-type
inequality (an analogue of the first inequality in (7)) holds for the maximal oper-
ator MLp,q if and only if 1 < p ≤ q ≤ ∞, while the Riesz-Wiener-type inequality
(an analogue of the second inequality in (7)) is fulfilled if and only if 1 ≤ q ≤ p.
A simple sufficient condition for the validity of the Riesz-Wiener-type inequality
for very general maximal operators (including, in particular, maximal operators
built upon rearrangement-invariant Banach function spaces) was proposed by
Lerner [31]. The approach introduced in [31] led to alternative proofs of the
Riesz-Wiener-type inequality for Orlicz and Lorentz spaces, and was also used by
Masty lo and Pérez [33] to prove the Riesz-Wiener-type inequality for further fam-
ilies of rearrangement-invariant Banach function spaces, including, in particular,
the classical Lorentz spaces Λ1

ϕ(Rn) with nonincreasing ϕ (called also “Lorentz
endpoint spaces”).

Closely related to maximal inequalities for the operator MX is the problem of
validity of the Lebesgue differentiation theorem in the context of rearrangement-
invariant Banach function spaces. This problem arose from the recent work of
Cavaliere and Cianchi [11], who studied a generalization of Taylor expansion in
the Lp-sense for Sobolev functions into the setting of rearrangement-invariant
Banach function norms. An open problem mentioned in that paper concerned
finding necessary and sufficient conditions on a rearrangement-invariant Banach
function space X(Rn) in order to ensure that

lim
r→0+

‖f − f(x)‖X,Q(x,r) = 0 for a.e. x ∈ Rn (8)
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holds for every function f ∈M(Rn). We address this problem in Paper III of the
present thesis. We also would like to mention that when our paper was almost
in final form, it was pointed out to us by A. Gogatishvili that the validity of
the Lebesgue differentiation theorem in the context of rearrangement-invariant
Banach function spaces has also been investigated in [7, 8, 47, 50]. The analysis
of those papers is however limited to the case of functions of one variable.

Let us now turn our attention back to the standard Hardy-Littlewood maximal
operator M . As we have mentioned, the question of boundedness of the operator
M between rearrangement-invariant Banach function spaces can be answered
using inequality (7), but the problem of boundedness of M between function
spaces that are not rearrangement invariant is more complicated. This problem
is particularly interesting in the context of weighted Lebesgue spaces, and has
become the object of several papers. Although lots of interesting results have
been obtained during the years, a satisfactory solution of the problem has not
been found yet.

Boundedness of the Hardy-Littlewood maximal operator M from the weighted
Lebesgue space Lpv(Rn) into the weighted Lebesgue space with another weight
Lpw(Rn) is equivalent to the validity of inequality

∫

Rn
w(Mf)p ≤ C

∫

Rn
v|f |p (9)

for every function f ∈ M(Rn) and some positive constant C. In the special
case when the two weights coincide, inequality (9) was characterized by Mucken-
houpt [38]. He showed that the correct necessary and sufficient condition is the
Ap-condition

sup
Q

(
1

|Q|

∫

Q

w

)(
1

|Q|

∫

Q

w−
1
p−1

)p−1

<∞. (10)

Here, and in what follows, the notation supQ means that the supremum is taken
over all cubes Q in Rn.

The problem of characterizing inequality (9) is much more complicated in the
two-weighted setting. Before discussing this problem in detail, let us reformulate

it in terms of the pair of weights (w, σ), where σ = v−
1
p−1 , since this formulation

seems to be more convenient for us. We are going to assume, for simplicity, that

0 < v <∞ a.e. Then, setting g = fv
1
p−1 , inequality (9) turns into the form

∫

Rn
w(M(gσ))p ≤ C

∫

Rn
σ|g|p. (11)

It is well known that the two-weighted version of the Ap-condition (10),
namely,

sup
Q

(
1

|Q|

∫

Q

w

)(
1

|Q|

∫

Q

σ

)p−1

<∞, (12)

is necessary for (11), but it is not sufficient any more (see, e.g., [21, Chapter 4,
Example 1.15]). A solution to the two-weighted problem was given by Sawyer [52],
who showed that (11) holds if and only if there is a positive constant C such that

∫

Q

w(M(χQσ))p ≤ C

∫

Q

σ (13)
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for every cube Q. This characterizing condition, however, still involves the oper-
ator M itself, and hence does not give a quite satisfactory answer to the above-
mentioned problem.

Another approach to the two-weighted problem (11) consists in finding suffi-
cient conditions for (11) that are close in form to the Ap-condition (12). These
conditions are called “bump conditions” in the literature. They are more explicit
than (13), and thus more appropriate for the use in applications.

To introduce the bump theory, let us first observe that the Ap-condition (12)
can be written in the form

sup
Q
‖w 1

p‖Lp,Q‖σ
1
p′ ‖Lp′ ,Q <∞. (14)

Neugebauer [39] showed that if the norms in (14) are replaced by stronger
Lebesgue norms, namely, if

sup
Q
‖w 1

p‖Lpr,Q‖σ
1
p′ ‖Lp′r,Q <∞ (15)

holds for some r > 1, then the two-weighted maximal inequality (11) is fulfilled.
Pérez [43] found a way how to weaken the sufficient condition (15). He noticed

that in order to obtain (11) one just needs to “bump” in a suitable way the Lp
′
-

norm of σ
1
p′ in (14). He also showed that more general norms than just those of

Lebesgue can be used in this connection. Namely, if X(Rn) is a Banach function
space such that the maximal operator MX′ corresponding to the associate space
X ′(Rn) of X(Rn) is bounded on Lp(Rn) (see (2) for the definition of the associate
space), then the bump condition

sup
Q
‖w 1

p‖Lp,Q‖σ
1
p′ ‖X,Q <∞ (16)

was proved in [43] to be sufficient for (11).
A basic example of a Banach function space for which this result can be applied

is the Lebesgue space Lq(Rn) with q > p′. The strength of the result lies, however,
in Banach function spaces that are “closer to Lp

′
(Rn)”, such as, for instance, an

Orlicz space which locally coincides with Lp
′
(logL)γ, where γ > p′ − 1.

The requirement of boundedness of MX′ on Lp
′
(Rn) can be weakened if we

allow it to depend on σ. Namely, the following implication holds: if X is a Banach
function space such that (16) is fulfilled and there is a positive constant C for
which ∫

Q

(MX′(σ
1
pχQ))p ≤ C

∫

Q

σ (17)

for every cube Q, then (11) holds. This was proved by Pérez and Rela [44] as
a consequence of the Sawyer characterization (13) of the two-weighted maximal
inequality. We note that the result in [44] is restricted only to Orlicz spaces,
however, it is easy to observe that the proof given there works equally well for
an arbitrary Banach function space over Rn. Moreover, the paper [44] gives even
a quantitative version of this result which is shown to hold, at least for Orlicz
spaces, not only in the Euclidean setting, but also in the more general context of
spaces of homogeneous type.

A question which is not discussed in any of these papers, but would be of
interest, is the necessity of these bump conditions for (11). We discuss this
question in Paper IV of this thesis.
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4.1 Paper III: Norms supporting the Lebesgue differenti-
ation theorem

In this paper we characterize those rearrangement-invariant Banach function
spaces X(Rn) that support the Lebesgue differentiation theorem (8). We show
that local separability of the space in question is necessary for such a theorem
to be true. Further, we prove that local separability combined with a Riesz-
Wiener-type rearrangement inequality for the maximal operator MX , or with a
local boundedness of MX from X(Rn) into L1,∞(Rn), or with an easily verifiable
condition in terms of concavity of certain functional depending on the norm in
X(Rn), is actually necessary and sufficient for (8). As an application, we charac-
terize those Orlicz, Lorentz and other customary spaces for which the Lebesgue
differentiation theorem holds.

We would like to remark that, since the origin of Paper III was motivated by
the paper [11], we decided to employ the notation of the X-average used in that
paper. This notation is different from the one we have introduced earlier in this
section.

4.2 Paper IV: On the necessity of bump conditions for
the two-weighted maximal inequality

In this paper we are concerned with necessity of the bump conditions that ap-
peared in [39, 43, 44] for the two-weighted Lp-boundedness of the Hardy-Little-
wood maximal operator. Although in several specific situations, these conditions
are indeed necessary for (9), we show that this is not the case in general. The
question whether one can characterize the two-weighted maximal inequality in
terms of suitable Muckenhoupt-type bump conditions thus remains open.
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[10] M. J. Carro, A. Garćıa del Amo, and J. Soria. Weak-type weights and
normable Lorentz spaces. Proc. Amer. Math. Soc., 124(3):849–857, 1996.

[11] P. Cavaliere and A. Cianchi. Classical and approximate Taylor expansions of
weakly differentiable functions. Ann. Acad. Sci. Fenn. Math., 39(2):527–544,
2014.

[12] A. Cianchi. A sharp embedding theorem for Orlicz-Sobolev spaces. Indiana
Univ. Math. J., 45(1):39–65, 1996.

[13] A. Cianchi. Orlicz-Sobolev algebras. Potential Anal., 28(4):379–388, 2008.

[14] A. Cianchi and L. Pick. Optimal Gaussian Sobolev embeddings. J. Funct.
Anal., 256(11):3588–3642, 2009.

[15] M. Cwikel and E. Pustylnik. Sobolev type embeddings in the limiting case.
J. Fourier Anal. Appl., 4(4-5):433–446, 1998.

19



[16] T. Donaldson. Nonlinear elliptic boundary value problems in Orlicz-Sobolev
spaces. J. Differential Equations, 10:507–528, 1971.

[17] T. K. Donaldson and N. S. Trudinger. Orlicz-Sobolev spaces and imbedding
theorems. J. Funct. Anal., 8:52–75, 1971.

[18] D. E. Edmunds, R. Kerman, and L. Pick. Optimal Sobolev imbeddings
involving rearrangement-invariant quasinorms. J. Funct. Anal., 170(2):307–
355, 2000.

[19] W. D. Evans, B. Opic, and L. Pick. Interpolation of operators on scales of
generalized Lorentz-Zygmund spaces. Math. Nachr., 182:127–181, 1996.

[20] H. Federer and W. H. Fleming. Normal and integral currents. Ann. of Math.
(2), 72:458–520, 1960.
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1. Introduction

Sobolev inequalities and isoperimetric inequalities had traditionally been investigated 
along independent lines of research, which had led to the cornerstone results by Sobolev 
[81,82], Gagliardo [43] and Nirenberg [73] on the one hand, and by De Giorgi [34] on the 
other hand, until their intimate connection was discovered some half a century ago. Such 
breakthrough goes back to the work of Maz’ya [68,69], who proved that quite general 
Sobolev inequalities are equivalent to either isoperimetric or isocapacitary inequalities. 
Independently, Federer and Fleming [41] also exploited De Giorgi’s isoperimetric theorem 
to exhibit the best constant in the special case of the Sobolev inequality for functions 
whose gradient is integrable with power one in Rn. These advances paved the way to 
an extensive research, along diverse directions, on the interplay between isoperimetric 
and Sobolev inequalities, and to a number of remarkable applications, such as the classics 
by Moser [72], Talenti [87], Aubin [2], Brézis and Lieb [13]. The contributions to this 
field now constitute the corpus of a vast literature, which includes the papers [1,3,5,
9,10,14,15,19,21,23,26,29,30,32,37,39,44,47,48,51,52,54–56,61–63,71,77,86,88,91] and the 
monographs [16,18,20,45,49,70,80]. Needless to say, this list of references is by no means 
exhaustive.

The strength of the approach to Sobolev embeddings via isoperimetric inequalities 
stems from the fact that not only it applies to a broad range of situations, but also typi-
cally yields sharp results. The available results, however, essentially deal with first-order 
Sobolev inequalities, apart from few exceptions on quite specific issues concerning the 
higher-order case. Indeed, isoperimetric inequalities are usually considered ineffectual in 
proving optimal higher-order Sobolev embeddings. Customary techniques that are cru-
cial in the derivation of first-order Sobolev inequalities from isoperimetric inequalities, 
such as symmetrization, or just truncation, cannot be adapted to the proof of higher-
order Sobolev inequalities. A major drawback is that these operations do not preserve 
higher-order (weak) differentiability. A new approach to the sharp Sobolev inequality 
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in Rn, based on mass transportation techniques, has been introduced in [33], and has 
later been developed in various papers to attack other Sobolev type inequalities, but still 
in the first-order case. On the other hand, methods which can be employed to handle 
higher-order Sobolev inequalities, such as representation formulas, Fourier transforms, 
atomic decomposition, are not flexible enough to produce sharp conclusions in full gen-
erality. A paradigmatic instance in this connection is provided by the standard Sobolev 
embedding in Rn to which we alluded above, whose original proof via representation 
formulas [81,82] does not include the borderline case when derivatives are just integrable 
with power one. This case was restored in [43] and [73] through a completely different 
technique that rests upon one-dimensional integration combined with a clever use of 
Hölder’s inequality.

One main purpose of the present paper is to show that, this notwithstanding, isoperi-
metric inequalities do imply optimal higher-order Sobolev embeddings in quite general 
frameworks. Sobolev embeddings for functions defined on underlying domains in Rn, 
equipped with fairly general measures, are included in our discussion. Also, Sobolev-type 
norms built upon any rearrangement-invariant Banach function norm are considered. The 
use of isoperimetric inequalities is shown to allow for a unified approach to the relevant 
embeddings, which is based on the reduction to considerably simpler one-dimensional 
inequalities. Such reduction principle is crucial in a characterization of the best possible 
target for arbitrary-order Sobolev embeddings, in the class of all rearrangement-invariant 
Banach function spaces. As a consequence, the optimal target space in arbitrary-order 
Sobolev embeddings involving various customary and non-standard underlying domains 
and norms can be exhibited. In fact, establishing optimal higher-order Gaussian Sobolev 
embeddings, namely Sobolev embeddings in Rn endowed with the Gauss measure, was 
our original motivation for the present research. Failure of standard strategies in the 
solution of this problem led us to develop the general picture which is now the subject 
of this paper.

A key step in our proofs amounts to the development of a sharp iteration method in-
volving subsequent applications of optimal Sobolev embeddings. We consider this method 
of independent interest for its possible use in different problems, where regularity prop-
erties of functions endowed with higher-order derivatives are in question.

2. An overview

We shall deal with Sobolev inequalities in an open connected set – briefly, a domain 
– Ω in Rn, n ≥ 1, equipped with a finite measure ν which is absolutely continuous with 
respect to the Lebesgue measure, with density ω. Namely,

dν(x) = ω(x) dx, (2.1)

where ω is a Borel function such that ω(x) > 0 a.e. in Ω. Throughout the paper, we 
assume, for simplicity of notation, that ν is normalized in such a way that ν(Ω) = 1. 
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The basic case when ν is the Lebesgue measure will be referred to as Euclidean. Sobolev 
embeddings of arbitrary order for functions defined in Ω, with unconstrained values on 
∂Ω, will be considered. However, the even simpler case of functions vanishing (in the 
suitable sense) on ∂Ω together with their derivatives up to the order m − 1 could be 
included in our discussion.

The isoperimetric inequality relative to (Ω, ν) tells us that

Pν(E,Ω) ≥ IΩ,ν

(
ν(E)

)
, (2.2)

where E is any measurable subset of Ω, and Pν(E, Ω) stands for its perimeter in Ω with 
respect to ν. Moreover, IΩ,ν denotes the largest non-decreasing function in [0, 12 ] for 
which (2.2) holds, called the isoperimetric function (or isoperimetric profile) of (Ω, ν), 
which was introduced in [68].

In the Euclidean case, (Ω, ν) will be simply denoted by Ω, and IΩ,ν by IΩ . The 
isoperimetric function IΩ,ν is known only in few special instances, e.g. when Ω is a
Euclidean ball [70], or agrees with the space Rn equipped with the Gauss measure [12]. 
However, the asymptotic behavior of IΩ,ν at 0 – the piece of information relevant in 
our applications – can be evaluated for various classes of domains, such as: Euclidean 
bounded domains whose boundary is locally a graph of a Lipschitz function [70], or, 
more generally, has a prescribed modulus of continuity [22,58]; Euclidean John domains, 
and even s-John domains; the space Rn equipped with the Gauss measure [12], or with 
product probability measures which generalize it [3,4]. The literature on isoperimetric 
inequalities is very rich. Let us limit ourselves to mentioning that, besides those quoted 
above, recent contributions on isoperimetric problems in (domains in) Rn endowed with 
a measure ν include [17,35,42,79].

Given a Banach function space X(Ω, ν) of measurable functions on Ω, and a positive 
integer m ∈ N, the m-th order Sobolev type space built upon X(Ω, ν) is the normed 
linear space V mX(Ω, ν) of all functions on Ω whose m-th order weak derivatives belong 
to X(Ω, ν), equipped with a natural norm induced by X(Ω, ν).

A Sobolev embedding amounts to the boundedness of the identity operator from the 
Sobolev space V mX(Ω, ν) into another function space Y (Ω, ν) and will be denoted by

V mX(Ω, ν) → Y (Ω, ν). (2.3)

When m = 1, we refer to (2.3) as a first-order embedding; otherwise, we call it a higher-
order embedding.

Necessary and sufficient conditions for the validity of first-order Euclidean Sobolev 
embeddings with X(Ω) = L1(Ω) and Y (Ω) = Lq(Ω) for some q ≥ 1 can be given through 
the isoperimetric function IΩ. Sufficient conditions for first-order Sobolev embeddings 
when X(Ω) = Lp(Ω) for some p > 1 and Y (Ω) = Lq(Ω), for some q ≥ 1 can also be 
provided in terms of IΩ. These results were established in [68,69], and are exposed in 
detail in [70, Section 6.4.3].
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More recently, first-order Sobolev embeddings of the general form (2.3) (with m = 1), 
where X(Ω, ν) and Y (Ω, ν) are Banach function spaces whose norm depends only on the 
measure of level sets of functions, called rearrangement-invariant spaces in the literature, 
have been shown to follow from one-dimensional inequalities for suitable Hardy type 
operators which depend on the isoperimetric function IΩ,ν , and involve the representation 
function norms ‖ · ‖X(0,1) and ‖ · ‖Y (0,1) of X(Ω, ν) and Y (Ω, ν), respectively.

Although a reverse implication need not hold in very pathological settings (e.g. in 
Euclidean domains of Nikodým type [70, Remark 6.5.2]), first-order Sobolev inequalities 
are known to be equivalent to the associated one-dimensional Hardy inequalities in most 
situations of interest in applications. This is the case, for instance, when Ω is a regular 
Euclidean domain – specifically, a John domain in Rn, n ≥ 2 (see Section 6 for a def-
inition). The class of John domains includes other more classical families of domains, 
such as Lipschitz domains, and domains with the cone property. The John domains 
arise in connection with the study of holomorphic dynamical systems and quasiconfor-
mal mappings. John domains are known to support a first-order Sobolev inequality with 
the same exponents as in the standard Sobolev inequality [11,48,54]. In fact, being a 
John domain is a necessary condition for such a Sobolev inequality to hold in the class 
of two-dimensional simply connected open sets, and in quite general classes of higher-
dimensional domains [14]. The isoperimetric function IΩ of any John domain is known 
to satisfy

IΩ(s) ≈ s
1
n′ (2.4)

near 0, where n′ = n
n−1 . Here, and in what follows, the notation ≈ means that the two 

sides are bounded by each other up to multiplicative constants independent of appropri-
ate quantities. For instance, in (2.4) such constants depend only on Ω.

As a consequence of (2.4), one can show that the first-order Sobolev embedding

V 1X(Ω) → Y (Ω) (2.5)

holds if and only if the Hardy type inequality

∥∥∥∥∥

1∫

t

f(s)s−1+ 1
n ds

∥∥∥∥∥
Y (0,1)

≤ C‖f‖X(0,1) (2.6)

holds for some constant C, and for every nonnegative f ∈ X(0, 1). Results of this kind, 
showing that Sobolev embeddings follow from (and are possibly equivalent to) one-
dimensional inequalities will be referred to as reduction principles or reduction theorems. 
The equivalence of (2.5) and (2.6) is a key tool in determining the optimal target Y (Ω)
for V 1X(Ω) in (2.5) within families of rearrangement-invariant function spaces, such as 
Lebesgue, Lorentz, and Orlicz spaces, provided that such an optimal target space does 
exist [23,25,37]. An even more standard version of this reduction result, which holds for 
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functions vanishing on ∂Ω, and is called Pólya–Szegö symmetrization principle, is a cru-
cial step in exhibiting the sharp constant in the classical Sobolev inequalities to which 
we alluded above [2,13,72,87].

A version of this picture for higher-order Sobolev inequalities is exhibited in the 
present paper. We show that any m-th order Sobolev embedding involving arbitrary 
rearrangement-invariant norms can be reduced to a suitable one-dimensional inequality 
for an integral operator, with a kernel depending on IΩ,ν and m.

Just to give an idea of the conclusions which follow from our results, let us mention 
that, if, for instance, Ω is a Euclidean John domain in Rn, n ≥ 2, then a full higher-order 
analogue of the equivalence of (2.5) and (2.6) holds. Namely, the m-th order Sobolev 
embedding

V mX(Ω) → Y (Ω)

holds if and only if the Hardy type inequality

∥∥∥∥∥

1∫

t

f(s)s−1+ m
n ds

∥∥∥∥∥
Y (0,1)

≤ C‖f‖X(0,1) (2.7)

holds for some constant C, and for every nonnegative f ∈ X(0, 1) (Theorem 6.1, Sec-
tion 6).

Our approach to reduction principles for higher-order Sobolev embeddings relies on 
the iteration of first-order results. Loosely speaking, iteration is understood in the sense 
that, given a rearrangement-invariant space and m ∈ N, a first-order optimal Sobolev 
embedding is applied to show that the (m − 1)-th order derivatives of functions from 
the relevant Sobolev space belong to a suitable rearrangement-invariant space. Another 
first-order optimal Sobolev embedding is then applied to show that the (m − 2)-th or-
der derivatives belong to another rearrangement-invariant space, and so on. Eventually, 
m optimal first-order Sobolev embeddings are exploited to deduce that the functions 
themselves belong to a certain space.

Let us warn that, although this strategy is quite natural in principle, its implemen-
tation is not straightforward. Indeed, even in the basic setting when Ω is a Euclidean 
domain with a smooth boundary, and standard families of norms are considered, iteration 
of optimal first-order embeddings need not lead to optimal higher-order counterparts.

To see this, recall, for instance, that, if Ω is a regular domain in R2, then

V 2L1(Ω) → L∞(Ω). (2.8)

On the other hand, iterating twice the classical first-order Sobolev embedding only tells 
us that

V 2L1(Ω) → V 1L2(Ω) → Lq(Ω) (2.9)
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for every q < ∞, and neither of the iterated embeddings can be improved in the frame-
work of Lebesgue spaces. This shows that subsequent applications of optimal first-order 
Sobolev embeddings in the class of Lebesgue spaces do not necessarily yield optimal 
higher-order counterparts.

One might relate the loss of optimality in the chain of embeddings (2.9) to the lack 
of an optimal Lebesgue target space for the first-order Sobolev embedding of V 1L2(Ω)
when n = 2. However, non-optimal targets may appear after iteration even in situations 
where optimal first-order target spaces do exist. Consider, for example, Euclidean Sobolev 
embeddings involving Orlicz spaces. The optimal target in Sobolev embeddings of any 
order always exists in this class of spaces, and can be explicitly determined [23,27], see 
also [50]. In particular, Orlicz spaces naturally arise in the borderline case of the Sobolev 
embedding theorem. Indeed, if Ω is a regular domain in Rn and 1 ≤ m < n, then

V mL
n
m (Ω) → expL

n
n−m (Ω) (2.10)

[78,84,90]; see also [89] for m = 1. Here, expLα(Ω), with α > 0, denotes the Orlicz space 
associated with the Young function given by etα − 1 for t ≥ 0. Observe that the target 
space in (2.10) is actually optimal in the class of all Orlicz spaces [23,25]. Now, assume, 
for instance, that n ≥ 3 and m = 2. Then (2.10) reduces to

V 2L
n
2 (Ω) → expL

n
n−2 (Ω).

Via the iteration of optimal first-order embeddings, one gets

V 2L
n
2 (Ω) → V 1Ln(Ω) → expL

n
n−1 (Ω) � expL

n
n−2 (Ω).

Thus, subsequent applications of optimal Sobolev embeddings even in the class of Orlicz 
spaces, where optimal target spaces always exist, need not result in optimal higher-order 
Sobolev embeddings.

The underlying idea behind the method that we shall introduce is that such a loss of 
optimality of the target space under iteration does not occur, provided that first-order (in 
fact, any-order) Sobolev embeddings whose targets are optimal among all rearrangement-
invariant spaces are iterated. We thus proceed via a two-step argument, which can be 
outlined as follows. Firstly, given any function norm ‖ · ‖X(0,1) and the isoperimetric 
function IΩ,ν of (Ω, ν), the optimal target among all rearrangement-invariant function 
norms for the first-order Sobolev space V 1X(Ω, ν) is characterized; secondly, first-order 
Sobolev embeddings with an optimal target are iterated to derive optimal targets in 
arbitrary-order Sobolev embeddings.

In order to grasp this procedure in a simple situation, observe that, when applied in 
the proof of embedding (2.8), it amounts to strengthening the chain in (2.9) by

V 2L1(Ω) → V 1L2,1(Ω) → L∞(Ω), (2.11)
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where L2,1(Ω) denotes a Lorentz space (strictly contained in L2(Ω)). We refer to [53,74,
76] for standard Sobolev embeddings in Lorentz spaces. Note that both targets in the 
embeddings in (2.11) are actually optimal among all rearrangement-invariant spaces.

As mentioned above, our reduction principle asserts that the Sobolev embedding (2.3)
follows from a suitable one-dimensional inequality for an integral operator depending on 
IΩ,ν , m, ‖ · ‖X(0,1) and ‖ · ‖Y (0,1). Interestingly, in contrast with the first-order case, 
the relevant integral operator is not just of Hardy type, but involves a genuine kernel. 
The latter takes back the form of a basic (weighted) Hardy operator only if, loosely 
speaking, the isoperimetric function IΩ,ν(s) does not decay too fast to 0 when s tends 
to 0. This is the case, for instance, of (2.7). A major consequence of the reduction 
principle is a characterization of a target space Y (Ω, ν) in embedding (2.3), depending on 
X(Ω, ν), m, and IΩ,ν , which turns out to be optimal among all rearrangement-invariant 
spaces whenever Sobolev embeddings and associated one-dimensional inequalities in the 
reduction principle are actually equivalent. This latter property depends on the geometry 
of (Ω, ν), and is fulfilled in most customary situations, to some of which a substantial 
part of this paper is devoted.

Besides regular Euclidean domains, namely the John domains which we have already 
briefly discussed, the implementations of our results that will be presented concern 
Maz’ya classes of (possibly irregular) Euclidean domains, and product probability spaces, 
of which the Gauss space and the Boltzmann spaces are distinguished instances.

The Maz’ya classes are defined as families of domains whose isoperimetric function 
is bounded from below by some fixed power. Sobolev embeddings in all domains from a 
class of this type take the same form, and a worst, in a sense, domain from the relevant 
class can be singled out to demonstrate the sharpness of the results.

The product probability spaces in Rn that are taken into account were analyzed in 
[3,4], and share common features with the Gauss space, namely Rn endowed with the 

probability measure dγn(x) = (2π)− n
2 e− |x|2

2 dx. In particular, the Boltzmann spaces can 
be handled via our approach.

For the reader’s convenience, we list at the end of the paper the main symbols em-
ployed throughout, with a reference to the equation where they are introduced.

3. Spaces of measurable functions

In this section, we briefly recall some basic facts from the theory of rearrangement-
invariant spaces. For more details, a standard reference is [7].

Let (Ω, ν) be as in Section 2. Recall that we are assuming ν(Ω) = 1. The measure of 
any measurable set E ⊂ Ω is thus given by

ν(E) =
∫

E

ω(x) dx.

We set
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M(Ω, ν) =
{
u : Ω → [−∞,∞] : u is ν-measurable in Ω

}
, (3.1)

M+(Ω, ν) =
{
u ∈ M(Ω, ν) : u ≥ 0

}
, (3.2)

and

M0(Ω, ν) =
{
u ∈ M(Ω, ν) : u is finite a.e. in Ω

}
. (3.3)

The decreasing rearrangement u∗ : [0, 1] → [0, ∞] of a function u ∈ M(Ω, ν) is defined 
as

u∗(s) = inf
{
t ≥ 0 : ν

({
x ∈ Ω :

∣∣u(x)
∣∣ > t

})
≤ s
}

for s ∈ [0, 1]. (3.4)

The operation u 
→ u∗ is monotone in the sense that

|u| ≤ |v| a.e. in Ω implies u∗ ≤ v∗ in [0, 1].

We also define u∗∗ : (0, 1] → [0, ∞] as

u∗∗(s) = 1
s

s∫

0

u∗(r) dr for s ∈ (0, 1]. (3.5)

Note that u∗∗ is also non-increasing, and u∗ ≤ u∗∗ in (0, 1]. Moreover,

s∫

0

(u + v)∗(r) dr ≤
s∫

0

u∗(r) dr +
s∫

0

v∗(r) dr for s ∈ [0, 1], (3.6)

for every u, v ∈ M+(Ω, ν).
A basic property of rearrangements is the Hardy–Littlewood inequality, which tells us 

that, if u, v ∈ M(Ω, ν), then

∫

Ω

∣∣u(x)v(x)
∣∣dν(x) ≤

1∫

0

u∗(s)v∗(s)ds. (3.7)

A special case of (3.7) states that for every u ∈ M(Ω, ν) and every measurable set 
E ⊂ Ω,

∫

E

∣∣u(x)
∣∣dν(x) ≤

ν(E)∫

0

u∗(s) ds.

We say that a functional

32



A. Cianchi et al. / Advances in Mathematics 273 (2015) 568–650 577

‖ · ‖X(0,1) : M+(0, 1) → [0,∞] (3.8)

is a function norm, if, for all f , g and {fj}j∈N in M+(0, 1), and every λ ≥ 0, the following 
properties hold:

(P1) ‖f‖X(0,1) = 0 if and only if f = 0 a.e.; ‖λf‖X(0,1) = λ‖f‖X(0,1); ‖f + g‖X(0,1) ≤
‖f‖X(0,1) + ‖g‖X(0,1);

(P2) f ≤ g a.e. implies ‖f‖X(0,1) ≤ ‖g‖X(0,1);
(P3) fj ↗ f a.e. implies ‖fj‖X(0,1) ↗ ‖f‖X(0,1);
(P4) ‖1‖X(0,1) < ∞;
(P5)

∫ 1
0 f(x) dx ≤ C‖f‖X(0,1) for some constant C independent of f .

If, in addition,

(P6) ‖f‖X(0,1) = ‖g‖X(0,1) whenever f∗ = g∗,

we say that ‖ · ‖X(0,1) is a rearrangement-invariant function norm.
With any rearrangement-invariant function norm ‖ · ‖X(0,1), it is associated another 

functional on M+(0, 1), denoted by ‖ · ‖X′(0,1), and defined, for g ∈ M+(0, 1), as

‖g‖X′(0,1) = sup
f≥0

‖f‖X(0,1)≤1

1∫

0

f(s)g(s) ds. (3.9)

It turns out that ‖ · ‖X′(0,1) is also a rearrangement-invariant function norm, which is 
called the associate function norm of ‖ · ‖X(0,1). Moreover, for every rearrangement-
invariant function norm ‖ · ‖X(0,1) and every function f ∈ M+(0, 1), we have

‖f‖X(0,1) = sup
g≥0

‖g‖X′(0,1)≤1

1∫

0

f(s)g(s) ds. (3.10)

We also introduce yet another functional on M+(0, 1), the down associate function norm
of ‖ · ‖X(0,1). It is denoted by ‖ · ‖X′

d(0,1), and defined, for g ∈ M+(0, 1), as

‖g‖X′
d(0,1) = sup

‖f‖X(0,1)≤1

1∫

0

f∗(t)g(t) dt. (3.11)

Clearly, one has that ‖g‖X′
d(0,1) ≤ ‖g‖X′(0,1) for every g ∈ M+(0, 1), and ‖g‖X′

d(0,1) =
‖g‖X′(0,1) if g is non-increasing.

Given a rearrangement-invariant function norm ‖ ·‖X(0,1), the space X(Ω, ν) is defined 
as the collection of all functions u ∈ M(Ω, ν) such that the expression
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‖u‖X(Ω,ν) =
∥∥u∗∥∥

X(0,1) (3.12)

is finite. Such expression defines a norm on X(Ω, ν), and the latter is a Banach space 
endowed with this norm, called a rearrangement-invariant space. Moreover, X(Ω, ν) ⊂
M0(Ω, ν) for any rearrangement-invariant space X(Ω, ν). The space X(0, 1) is called 
the representation space of X(Ω, ν).

We also denote

Xloc(Ω, ν) =
{
u ∈ M(Ω, ν) : uχG ∈ X(Ω, ν) for every compact set G ⊂ Ω

}
.

(3.13)

Here, χG denotes the characteristic function of G.
The rearrangement-invariant space X ′(Ω, ν) built upon the function norm ‖ · ‖X′(0,1)

is called the associate space of X(Ω, ν). It turns out that X ′′(Ω, ν) = X(Ω, ν). Further-
more, the Hölder inequality

∫

Ω

∣∣u(x)v(x)
∣∣ dν(x) ≤ ‖u‖X(Ω,ν)‖v‖X′(Ω,ν)

holds for every u ∈ X(Ω, ν) and v ∈ X ′(Ω, ν).
For any rearrangement-invariant spaces X(Ω, ν) and Y (Ω, ν), we have that

X(Ω, ν) → Y (Ω, ν) if and only if Y ′(Ω, ν) → X ′(Ω, ν), (3.14)

with the same embedding norms [7, Chapter 1, Proposition 2.10].
Given any λ > 0, the dilation operator Eλ, defined at f ∈ M(0, 1) by

(Eλf)(s) =
{

f(λ−1s) if 0 < s ≤ λ

0 if λ < s < 1,
(3.15)

is bounded on any rearrangement-invariant space X(0, 1), with norm not exceeding 
max{1, 1λ}.

Hardy’s lemma tells us that if f1, f2 ∈ M+(0, 1) satisfy

s∫

0

f1(r)dr ≤
s∫

0

f2(r)dr for every s ∈ (0, 1),

then

1∫

0

f1(r)h(r)dr ≤
1∫

0

f2(r)h(r)dr
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for every non-increasing function h : (0, 1) → [0, ∞]. A consequence of this result is 
the Hardy–Littlewood–Pólya principle which asserts that if the functions u, v ∈ M(Ω, ν)
satisfy

s∫

0

u∗(r) dr ≤
s∫

0

v∗(r) dr for s ∈ (0, 1),

then

‖u‖X(Ω,ν) ≤ ‖v‖X(Ω,ν)

for every rearrangement-invariant space X(Ω, ν).
Let X(Ω, ν) and Y (Ω, ν) be rearrangement-invariant spaces. By [7, Chapter 1, The-

orem 1.8],

X(Ω, ν) ⊂ Y (Ω, ν) if and only if X(Ω, ν) → Y (Ω, ν).

For every rearrangement-invariant space X(Ω, ν), one has that

L∞(Ω, ν) → X(Ω, ν) → L1(Ω, ν). (3.16)

An embedding of the form

Xloc(Ω, ν) → Yloc(Ω,μ),

where μ is a measure enjoying the same properties as ν, means that, for every compact 
set G ⊂ Ω, there exists a constant C such that

‖uχG‖Y (Ω,μ) ≤ C‖uχG‖X(Ω,ν),

for every u ∈ Xloc(Ω, ν).
Throughout, we use the convention that 1

∞ = 0, and 0 · ∞ = 0.
A basic example of a function norm is the standard Lebesgue norm ‖ · ‖Lp(0,1), for 

p ∈ [1, ∞], upon which the Lebesgue spaces Lp(Ω, ν) are built.
The Lorentz spaces yield an extension of the Lebesgue spaces. Assume that 1 ≤ p, q ≤

∞. We define the functionals ‖ · ‖Lp,q(0,1) and ‖ · ‖L(p,q)(0,1) as

‖f‖Lp,q(0,1) =
∥∥s 1

p − 1
q f∗(s)

∥∥
Lq(0,1) and

‖f‖L(p,q)(0,1) =
∥∥s 1

p − 1
q f∗∗(s)

∥∥
Lq(0,1), (3.17)

respectively, for f ∈ M+(0, 1). One can show that
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Lp,q(Ω, ν) = L(p,q)(Ω, ν) if 1 < p ≤ ∞, (3.18)

with equivalent norms. If one of the conditions

⎧
⎨
⎩

1 < p < ∞, 1 ≤ q ≤ ∞,

p = q = 1,
p = q = ∞,

(3.19)

is satisfied, then ‖ · ‖Lp,q(0,1) is equivalent to a rearrangement-invariant function norm. 
The corresponding rearrangement-invariant space Lp,q(Ω, ν) is called a Lorentz space.

Let us recall that Lp,p(Ω, ν) = Lp(Ω, ν) for every p ∈ [1, ∞] and that 1 ≤ q ≤ r ≤ ∞
implies Lp,q(Ω, ν) → Lp,r(Ω, ν) with equality if and only if q = r.

Assume now that 1 ≤ p, q ≤ ∞, and a third parameter α ∈ R is called into play. We 
define the functionals ‖ · ‖Lp,q;α(0,1) and ‖ · ‖L(p,q;α)(0,1) as

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

‖f‖Lp,q;α(0,1) =
∥∥∥∥s

1
p − 1

q logα

(
2
s

)
f∗(s)

∥∥∥∥
Lq(0,1)

,

‖f‖L(p,q;α)(0,1) =
∥∥∥∥s

1
p − 1

q logα

(
2
s

)
f∗∗(s)

∥∥∥∥
Lq(0,1)

,
(3.20)

respectively, for f ∈ M+(0, 1). If one of the following conditions

⎧
⎪⎪⎨
⎪⎪⎩

1 < p < ∞, 1 ≤ q ≤ ∞, α ∈ R;
p = 1, q = 1, α ≥ 0;
p = ∞, q = ∞, α ≤ 0;
p = ∞, 1 ≤ q < ∞, α + 1

q < 0,

(3.21)

is satisfied, then ‖ · ‖Lp,q;α(0,1) is equivalent to a rearrangement-invariant function norm, 
called a Lorentz–Zygmund function norm. The corresponding rearrangement-invariant 
space Lp,q;α(Ω, ν) is a Lorentz–Zygmund space. At a few occasions, we shall need also 
the so-called generalized Lorentz–Zygmund space Lp,q;α,β(Ω, ν), where p, q ∈ [1, ∞] and 
α, β ∈ R. It is the space built upon the functional given by

‖f‖Lp,q;α,β(0,1) =
∥∥∥∥s

1
p − 1

q logα

(
2
s

)
logβ

(
1 + log

(
2
s

))
f∗(s)

∥∥∥∥
Lq(0,1)

(3.22)

for f ∈ M+(0, 1). The values of p, q, α and β, for which ‖ · ‖Lp,q;α,β(0,1) is actually 
equivalent to a rearrangement-invariant function norm, are characterized in [40]. For 
more details on (generalized) Lorentz–Zygmund spaces, see e.g. [6,40,75]. Assume that 
one of the conditions in (3.21) is satisfied. Then the associate space (Lp,q;α)′(Ω, ν) of the 
Lorentz–Zygmund space Lp,q;α(Ω, ν) satisfies (up to equivalent norms)
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(
Lp,q;α)′(Ω, ν) =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

Lp′,q′;−α(Ω, ν) if 1 < p < ∞, 1 ≤ q ≤ ∞, α ∈ R;
L∞,∞;−α(Ω, ν) if p = 1, q = 1, α ≥ 0;
L1,1;−α(Ω, ν) if p = ∞, q = ∞, α ≤ 0;
L(1,q′;−α−1)(Ω, ν) if p = ∞, 1 ≤ q < ∞, α + 1

q < 0

(3.23)

[75, Theorems 6.11 and 6.12]. Moreover,

L(p,q;α)(Ω, ν) =
{

Lp,q;α(Ω, ν) if 1 < p ≤ ∞;
L1,1;α+1(Ω, ν) if p = q = 1, α > −1,

(3.24)

and

Lp(Ω, ν) → L(1,q)(Ω, ν) for every 1 < p ≤ ∞, 1 ≤ q ≤ ∞

[75, Theorem 3.16 (i), (ii)].
A generalization of the Lebesgue spaces in a different direction is provided by the 

Orlicz spaces. Let A : [0, ∞) → [0, ∞] be a Young function, namely a convex (non-trivial), 
left-continuous function vanishing at 0. Any such function takes the form

A(t) =
t∫

0

a(τ)dτ for t ≥ 0, (3.25)

for some non-decreasing, left-continuous function a : [0, ∞) → [0, ∞] which is neither 
identically equal to 0, nor to ∞. The Orlicz space LA(Ω, ν) is the rearrangement-invariant 
space associated with the Luxemburg function norm defined as

‖f‖LA(0,1) = inf
{

λ > 0 :
1∫

0

A

(
f(s)
λ

)
ds ≤ 1

}
(3.26)

for f ∈ M+(0, 1). In particular, LA(Ω, ν) = Lp(Ω, ν) if A(t) = tp for some p ∈ [1, ∞), 
and LA(Ω, ν) = L∞(Ω, ν) if A(t) = ∞χ(1,∞)(t).

A Young function A is said to dominate another Young function B near infinity if 
positive constants c and t0 exist such that

B(t) ≤ A(ct) for t ≥ t0.

The functions A and B are called equivalent near infinity if they dominate each other 
near infinity. One has that

LA(Ω, ν) → LB(Ω, ν) if and only if A dominates B near infinity. (3.27)

We denote by Lp logα L(Ω, ν) the Orlicz space associated with a Young function equiv-
alent to tp(log t)α near infinity, where either p > 1 and α ∈ R, or p = 1 and α ≥ 0. The 
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notation expLβ(Ω, ν) will be used for the Orlicz space built upon a Young function 
equivalent to etβ near infinity, where β > 0. Also, exp expLβ(Ω, ν) stands for the Orlicz 

space associated with a Young function equivalent to eetβ near infinity.
The classes of Orlicz and (generalized) Lorentz–Zygmund spaces overlap, up to equiv-

alent norms. For instance, if 1 ≤ p < ∞ and α ∈ R, then

Lp,p;α(Ω, ν) = Lp logpα L(Ω, ν).

Moreover, if β > 0, then

L∞,∞;−β(Ω, ν) = expL
1
β (Ω, ν)

and [40, Lemma 2.2]

L∞,∞;0,−β(Ω, ν) = exp expL
1
β (Ω, ν).

A common extension of the Orlicz and Lorentz spaces is provided by a family of 
Orlicz–Lorentz spaces defined as follows. Given p ∈ (1, ∞), q ∈ [1, ∞) and a Young 
function D such that

∞∫
D(t)
t1+p

dt < ∞,

we denote by L(p, q, D)(Ω, ν) the Orlicz–Lorentz space associated with the rearrange-
ment-invariant function norm defined, for f ∈ M+(0, 1), as

‖f‖L(p,q,D)(0,1) =
∥∥s− 1

p f∗(s 1
q
)∥∥

LD(0,1). (3.28)

The fact that ‖ · ‖L(p,q,D)(0,1) is actually a function norm follows via easy modifications 
in the proof of [25, Proposition 2.1]. Observe that the class of the spaces L(p, q, D)(Ω, ν)
actually includes (up to equivalent norms) Orlicz spaces and various instances of Lorentz 
and Lorentz–Zygmund spaces.

4. Spaces of Sobolev type and the isoperimetric function

Let (Ω, ν) be as in Section 2. Define the perimeter of a measurable set E in (Ω, ν)

Pν(E,Ω) =
∫

Ω∩∂ME

ω(x)dHn−1(x), (4.1)

where ∂ME denotes the essential boundary of E, in the sense of geometric measure 
theory [70,92]. The isoperimetric function IΩ,ν : [0, 1] → [0, ∞] of (Ω, ν) is then given by
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IΩ,ν(s) = inf
{
Pν(E,Ω) : E ⊂ Ω, s ≤ ν(E) ≤ 1

2

}
if s ∈

[
0, 1

2

]
, (4.2)

and IΩ,ν(s) = IΩ,ν(1 − s) if s ∈ (1
2 , 1]. The isoperimetric inequality (2.2) in (Ω, ν)

is a straightforward consequence of this definition and of the fact that Pν(E, Ω) =
Pν(Ω \ E, Ω) for every set E ⊂ Ω.

Let us observe that, actually, IΩ,ν(s) < ∞ for s ∈ [0, 12 ). To verify this fact, fix any 
x0 ∈ Ω, and let R > 0 be such that ν(Ω ∩ BR(x0)) = 1

2 . Here, BR(x0) denotes the ball, 
centered at x0, with radius R. By the polar-coordinates formula for integrals,

1
2 =

∫

Ω∩BR(x0)

ω(x) dx =
R∫

0

∫

Ω∩∂Bρ(x0)

ω(x) dHn−1(x) dρ =
R∫

0

Pν

(
Ω ∩ Bρ(x0), Ω

)
dρ,

(4.3)

whence Pν(Ω ∩ Bρ(x0), Ω) < ∞ for a.e. ρ ∈ (0, R). The finiteness of IΩ,ν in [0, 12 ) now 
follows by its very definition.

The next result shows that the best possible behavior of an isoperimetric function at 
0 is that given by (2.4), in the sense that IΩ,ν(s) cannot decay more slowly than s

1
n′ as 

s → 0, whatever (Ω, ν) is.

Proposition 4.1. There exists a positive constant C = C(Ω, ν) such that

IΩ,ν(s) ≤ Cs
1
n′ near 0. (4.4)

Proof. Let x0 be any Lebesgue point of ω, namely a point such that

lim
r→0+

1
|Br(x0)|

∫

Br(x0)

ω(x) dx (4.5)

exists and is finite. Here, |E| denotes the Lebesgue measure of a set E ⊂ Rn. By (4.5), 
there exists r0 > 0 and C > 0 such that

∫

Br(x0)

ω(x) dx ≤ Crn if 0 < r < r0. (4.6)

By an analogous chain as in (4.3),

∫

Br(x0)

ω(x) dx =
r∫

0

Pν

(
Bρ(x0), Ω

)
dρ ≥ r

2 inf
{
Pν

(
Bρ(x0), Ω

)
: r

2 ≤ ρ ≤ r

}
(4.7)

if 0 < r < r0. From (4.6) and (4.7) we deduce that there exists a constant C such that
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C
∣∣Br(x0)

∣∣ 1
n′ ≥ inf

{
Pν

(
Bρ(x0), Ω

)
: r

2 ≤ ρ ≤ r

}

= inf
{
Pν

(
Bρ(x0), Ω

)
: 1

2n

∣∣Br(x0)
∣∣ ≤
∣∣Bρ(x0)

∣∣ ≤
∣∣Br(x0)

∣∣
}

if 0 < r < r0.

Thus, there exists a constant C such that

Cs
1
n′ ≥ inf

{
Pν(E,Ω) : s ≤ |E| ≤ 1

2

}
,

provided that s is sufficiently small, and hence (4.4) follows. �
Let m ∈ N and let X(Ω, ν) be a rearrangement-invariant space. We define the m-th 

order Sobolev space V mX(Ω, ν) as

V mX(Ω, ν) =
{
u : u is m-times weakly differentiable in Ω,

and
∣∣∇mu

∣∣ ∈ X(Ω, ν)
}
. (4.8)

Here, ∇mu denotes the vector of all m-th order weak derivatives of u. We shall also 
set ∇0u = u. Let us notice that in the definition of V mX(Ω, ν) it is only required that 
the derivatives of the highest order m of u belong to X(Ω, ν). This assumption does not 
entail, in general, that also u and its derivatives up to the order m −1 belong to X(Ω, ν), 
or even to L1(Ω, ν). Thus, it may happen that V mX(Ω, ν) � V kX(Ω, ν) for m > k. 
Such inclusion indeed fails, for instance, when (Ω, ν) = (Rn, γn), the Gauss space, and 
‖ · ‖X(0,1) = ‖ · ‖L∞(0,1) (or ‖ · ‖X(0,1) = ‖ · ‖exp Lβ(0,1) for some β > 0). Examples of 
Euclidean domains for which V mX(Ω) � L1(Ω) are those of Nikodým type, see, e.g., 
[70, Sections 5.2 and 5.4].

However, if IΩ,ν(s) does not decay at 0 faster than linearly, namely if there exists a 
positive constant C such that

IΩ,ν(s) ≥ Cs for s ∈
[
0, 1

2

]
, (4.9)

then any function u ∈ V mX(Ω, ν) does at least belong to L1(Ω, ν), together with all its 
derivatives up to the order m − 1. This is a consequence of the next result. Such result 
in the case when ν is the Lebesgue measure is established in [70, Theorem 5.2.3]; the 
general case rests upon an analogous argument. We provide a proof for completeness.

Proposition 4.2 (Condition for V 1L1(Ω, ν) ⊂ L1(Ω, ν)). Assume that (4.9) holds. Then 
V 1L1(Ω, ν) ⊂ L1(Ω, ν), and

C

2

∥∥∥∥u −
∫

Ω

u dν

∥∥∥∥
L1(Ω,ν)

≤ ‖∇u‖L1(Ω,ν) (4.10)

for every u ∈ V 1L1(Ω, ν), where C is the same constant as in (4.9).
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Proof. Let med(u) denote the median of a function u ∈ M(Ω, ν), given by

med(u) = sup
{
t ∈ R : ν

({
x ∈ Ω : u(x) > t

})
>

1
2

}
. (4.11)

We begin by showing that

C
∥∥u − med(u)

∥∥
L1(Ω,ν) ≤ ‖∇u‖L1(Ω,ν) (4.12)

for every u ∈ V 1L1(Ω, ν). On replacing, if necessary, u by u − med(u), we may assume, 
without loss of generality, that med(u) = 0. Let us set u+ = 1

2 (|u| + u) and u− =
1
2(|u| − u), the positive and the negative parts of u, respectively. Thus,

ν
(
{u± > t}

)
≤ 1

2 for t > 0. (4.13)

By (2.2) and (4.9),

Pν

(
{u± > t}, Ω

)
≥ IΩ,ν

(
ν
(
{u± > t}

))
≥ Cν

(
{u± > t}

)
.

Therefore, owing to (4.13), and to the coarea formula, we have that

C‖u±‖L1(Ω,ν) = C

∞∫

0

ν
(
{u± > t}

)
dt ≤

∞∫

0

Pν

(
{u± > t}, Ω

)
dt

=
∞∫

0

∫

∂M{u±>t}∩Ω

ω(x)dHn−1(x) dt =
∫

Ω

|∇u±|dν.

Hence, (4.12) follows. In particular, (4.12) tells us that V 1L1(Ω, ν) ⊂ L1(Ω, ν). Inequality 
(4.10) is a consequence of (4.12) and of the fact that

∥∥∥∥u −
∫

Ω

u dν

∥∥∥∥
L1(Ω,ν)

≤ 2
∥∥u − med(u)

∥∥
L1(Ω,ν)

for every u ∈ L1(Ω, ν). �
Corollary 4.3. Assume that (4.9) holds. Let m ≥ 1. Let X(Ω, ν) be any rearrangement-
invariant space. Then V mX(Ω, ν) ⊂ V kL1(Ω, ν) for every k = 0, . . . , m − 1.

Proof. By property (P5) of rearrangement-invariant spaces, V mX(Ω, ν) → V mL1(Ω, ν). 
Thus, the conclusion follows from an iterated use of Proposition 4.2. �
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Under (4.9), an assumption which will always be kept in force hereafter, V mX(Ω, ν)
is easily seen to be a normed linear space, equipped with the norm

‖u‖V mX(Ω,ν) =
m−1∑

k=0

∥∥∇ku
∥∥
L1(Ω,ν) +

∥∥∇mu
∥∥
X(Ω,ν). (4.14)

Standard arguments show that V mX(Ω, ν) is complete, and hence a Banach space, under 
the additional assumption that

L1
loc(Ω, ν) → L1

loc(Ω).

We also define the subspace V m
⊥ X(Ω, ν) of V mX(Ω, ν) as

V m
⊥ X(Ω, ν) =

{
u ∈ V mX(Ω, ν) :

∫

Ω

∇ku dν = 0, for k = 0, . . . ,m − 1
}
. (4.15)

The Sobolev embedding (2.3) turns out to be equivalent to a Poincaré type inequality 
for functions in V m

⊥ X(Ω, ν).

Proposition 4.4 (Equivalence of Sobolev and Poincaré inequalities). Assume that (Ω, ν)
fulfills (4.9) and that m ≥ 1. Let ‖ · ‖X(0,1) and ‖ · ‖Y (0,1) be rearrangement-invariant 
function norms. Then

V mX(Ω, ν) → Y (Ω, ν) (4.16)

if and only if there exists a constant C such that

‖u‖Y (Ω,ν) ≤ C
∥∥∇mu

∥∥
X(Ω,ν) (4.17)

for every u ∈ V m
⊥ X(Ω, ν).

Proof. Assume that (4.16) holds. Thus, there exists a constant C such that

‖u‖Y (Ω,ν) ≤ C

(
m−1∑

k=0

∥∥∇ku
∥∥
L1(Ω,ν) +

∥∥∇mu
∥∥
X(Ω,ν)

)
(4.18)

for every u ∈ V mX(Ω, ν). Iterating inequality (4.10) implies that there exist constants 
C1, . . . , Cm such that

‖u‖L1(Ω,ν) ≤ C1‖∇u‖L1(Ω,ν) ≤ C2
∥∥∇2u

∥∥
L1(Ω,ν) ≤ · · · ≤ Cm

∥∥∇mu
∥∥
L1(Ω,ν) (4.19)

for every u ∈ V m
⊥ X(Ω, ν). By property (P5) of rearrangement-invariant function norms, 

there exists a constant C, independent of u, such that ‖∇mu‖L1(Ω,ν) ≤ C‖∇mu‖X(Ω,ν). 
Thus, (4.17) follows from (4.18) and (4.19).
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Suppose next that (4.17) holds. Given k ∈ N, denote by Pk the space of polynomials 
whose degree does not exceed k. Observe that Pk ⊂ L1(Ω, ν) for every k ∈ N. Indeed, 
∇hP = 0 for every P ∈ Pk, provided that h > k, and hence Pk ⊂ V hX(Ω, ν) for any 
rearrangement-invariant space X(Ω, ν). The inclusion Pk ⊂ L1(Ω, ν) thus follows via 
Corollary 4.3. Next, it is not difficult to verify that, for each u ∈ V mX(Ω, ν), there 
exists a (unique) polynomial Pu ∈ Pm−1 such that u − Pu ∈ V m

⊥ X(Ω, ν). Moreover, 
the coefficients of Pu are linear combinations of the components of 

∫
Ω

∇ku dν, for k =
0, . . . , m − 1, with coefficients depending on n, m and (Ω, ν). Now, we claim that

Pm ⊂ Y (Ω, ν). (4.20)

This inclusion is trivial in the case when Ω is bounded, owing to axioms (P2) and 
(P4) of the definition of rearrangement-invariant function norms, since any polynomial 
is bounded in Ω. To verify (4.20) in the general case, consider, for each i = 1, . . . , n, the 
polynomial Q(x) = xm

i ∈ Pm. Let PQ ∈ Pm−1 be the polynomial associated with Q as 
above, such that Q −PQ ∈ V m

⊥ X(Ω, ν). Note that the polynomial PQ also depends only on 
xi. From (4.17) applied with u = Q −PQ we deduce that Q −PQ ∈ Y (Ω, ν). This inclusion 
and the inequality |Q −PQ| ≥ C|xi|m, which holds, for a suitable positive constant C, if 
|xi| is sufficiently large, tell us, via axiom (P2) of the definition of rearrangement-invariant 
function norms, that |xi|m ∈ Y (Ω, ν) as well. Thus, |x|m ∈ Y (Ω, ν), and by axiom (P2) 
again, any polynomial of degree not exceeding m also belongs to Y (Ω, ν). Hence, (4.20)
follows. Thus, given any u ∈ V mX(Ω, ν), we have that

‖u‖Y (Ω,ν) ≤ ‖u − Pu‖Y (Ω,ν) + ‖Pu‖Y (Ω,ν)

≤ C
∥∥∇mu

∥∥
X(Ω,ν) +

m−1∑

k=0
C

∫

Ω

∣∣∇ku
∣∣ dν

∑

α1+···+αn=k

∥∥|x1|α1 · · · |xn|αn
∥∥
Y (Ω,ν)

≤ C
∥∥∇mu

∥∥
X(Ω,ν) + C ′

m−1∑

k=0

∥∥∇ku
∥∥
L1(Ω,ν),

for some constants C and C ′ independent of u. Hence, embedding (4.16) follows. �
Let us incidentally mention that more customary Sobolev type spaces WmX(Ω, ν)

can be defined as

WmX(Ω, ν) =
{
u : u is m-times weakly differentiable in Ω,
∣∣∇ku

∣∣ ∈ X(Ω, ν) for k = 0, . . . ,m
}
, (4.21)

and equipped with the norm

‖u‖WmX(Ω,ν) =
m∑

k=0

∥∥∇ku
∥∥
X(Ω,ν). (4.22)
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The space WmX(Ω, ν) is a normed linear space, and it is a Banach space if

Xloc(Ω, ν) → L1
loc(Ω).

By the second embedding in (3.16),

WmX(Ω, ν) → V mX(Ω, ν) (4.23)

for every (Ω, ν) fulfilling (4.9), but, in general, WmX(Ω, ν) � V mX(Ω, ν). For instance, 
if (Ω, ν) = (Rn, γn), the Gauss space, and ‖ · ‖X(0,1) = ‖ · ‖L∞(0,1) (or ‖ · ‖X(0,1) =
‖ · ‖exp Lβ(0,1) for some β > 0), then V mX(Ω, ν) �= WmX(Ω, ν). However, the spaces 
WmX(Ω, ν) and V mX(Ω, ν) agree if condition (4.9) is slightly strengthened to

∫

0

ds

IΩ,ν(s) < ∞. (4.24)

Note that (4.24) indeed implies (4.9), since 1
IΩ,ν

is a non-increasing function.

Proposition 4.5 (Condition for WmX(Ω, ν) = V mX(Ω, ν)). Let (Ω, ν) be as above, and 
let m ∈ N. Assume that (4.24) holds. Let ‖ ·‖X(0,1) be a rearrangement-invariant function 
norm. Then

WmX(Ω, ν) = V mX(Ω, ν), (4.25)

up to equivalent norms.

A proof of this proposition relies upon one of our main results, and can be found at 
the end of Section 9.

5. Main results

The present section contains the main results of this paper, which link embeddings 
and Poincaré inequalities for Sobolev-type spaces of arbitrary order to isoperimetric 
inequalities. The relevant results depend only on a lower bound for the isoperimetric 
function IΩ,ν of (Ω, ν) in terms of some other non-decreasing function I : [0, 1] → [0, ∞); 
precisely, on the existence of a positive constant c such that

IΩ,ν(s) ≥ cI(cs) for s ∈
[
0, 1

2

]
. (5.1)

As mentioned in Proposition 4.2 and the preceding remarks, it is reasonable to suppose 
that the function IΩ,ν satisfies the estimate (4.9). In the light of this fact, in what follows
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we shall assume that

inf
t∈(0,1)

I(t)
t

> 0. (5.2)

Theorem 5.1 (Reduction principle). Assume that (Ω, ν) fulfills (5.1) for some non-
decreasing function I satisfying (5.2). Let m ∈ N, and let ‖ · ‖X(0,1) and ‖ · ‖Y (0,1)
be rearrangement-invariant function norms. If there exists a constant C1 such that

∥∥∥∥∥

1∫

t

f(s)
I(s)

( s∫

t

dr

I(r)

)m−1

ds

∥∥∥∥∥
Y (0,1)

≤ C1‖f‖X(0,1) (5.3)

for every nonnegative f ∈ X(0, 1), then

V mX(Ω, ν) → Y (Ω, ν), (5.4)

and there exists a constant C2 such that

‖u‖Y (Ω,ν) ≤ C2
∥∥∇mu

∥∥
X(Ω,ν) (5.5)

for every u ∈ V m
⊥ X(Ω, ν).

Remark 5.2. It turns out that inequality (5.3) holds for every nonnegative f ∈ X(0, 1) if 
and only if it just holds for every nonnegative and non-increasing f ∈ X(0, 1). This fact 
will be proved in Corollary 9.8, Section 9, and can be of use in concrete applications of 
Theorem 5.1. Indeed, the available criteria for the validity of one-dimensional inequalities 
for integral operators take, in general, different forms according to whether trial functions 
are arbitrary, or just monotone.

As already stressed in Sections 1 and 2, the first-order case (m = 1) of Theorem 5.1
is already well known; the novelty here amounts to the higher-order case when m > 1. 
To be more precise, when m = 1, a version of Theorem 5.1 in the standard Euclidean 
case, for functions vanishing on ∂Ω, is by now classical, and has been exploited in the 
proof of Sobolev inequalities with sharp constants, including [2,13,72,87]. An argument 
showing that (5.3) with m = 1 implies (5.4) and (5.5), for functions with arbitrary 
boundary values, for Orlicz norms, on regular Euclidean domains, or, more generally, 
on domains in Maz’ya classes, is presented [23, Proof of Theorem 2 and Remark 2]. 
A proof for arbitrary rearrangement-invariant norms, in Gauss space, is given in [32]. 
The same proof translates verbatim to general measure spaces (Ω, ν) as in Theorem 5.1
– see e.g. [66].

A major feature of Theorem 5.1 is the difference occurring in (5.3) between the first-
order case (m = 1) and the higher-order case (m > 1). Indeed, the integral operator 
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appearing in (5.3) when m = 1 is just a weighted Hardy-type operator, namely a primi-
tive of f times a weight, whereas, in the higher-order case, a genuine kernel, with a more 
complicated structure, comes into play. In fact, this seems to be the first known instance 
where such a kernel operator is needed in a reduction result for Sobolev-type embed-
dings. Of course, this makes the proof of inequalities of the form (5.3) more challenging, 
although several contributions on one-dimensional inequalities for kernel operators are 
fortunately available in the literature (see e.g. the survey papers [57,67,83], and the 
monographs [36,38]).

Remark 5.3. As we shall see, the Sobolev embedding (5.4) (or the Poincaré inequality 
(5.5)) and inequality (5.3), with a function I equivalent to the isoperimetric function 
IΩ,ν on some neighborhood of zero, are actually equivalent in customary families of 
measure spaces (Ω, ν), and hence, Theorem 5.4 below will enable us to determine the 
optimal rearrangement-invariant target spaces in Sobolev embeddings for these measure 
spaces. Incidentally, let us mention that when m = 1, this is the case whenever the 
geometry of (Ω, ν) allows the construction of a family of trial functions u in (5.4) or 
(5.5) characterized by the following properties: the level sets of u are isoperimetric (or 
almost isoperimetric) in (Ω, ν); |∇u| is constant (or almost constant) on the boundary 
of the level sets of u. If m > 1, then the latter requirement has to be complemented by 
requiring that the derivatives of u up to the order m restricted to the boundary of the level 
sets satisfy certain conditions depending on I. The relevant conditions have, however, 
a technical nature, and it is not worth to state them explicitly. In fact, heuristically 
speaking, properties (5.3), (5.5) and (5.4) turn out to be equivalent for every m ≥ 1 on the 
same measure spaces (Ω, ν) as they are equivalent for m = 1. Such equivalence certainly 
holds in any customary, non-pathological situation, including the three frameworks to 
which our results will be applied, namely John domains, Euclidean domains from Maz’ya 
classes, and product probability spaces in Rn extending the Gauss space.

Now we are in a position to characterize the space which, in the situation discussed 
in Remark 5.3, is the optimal rearrangement-invariant target space in the Sobolev em-
bedding (5.4). Such an optimal space is the one built upon the rearrangement-invariant 
function norm ‖ · ‖Xm,I(0,1), whose associate norm is defined as

‖f‖X′
m,I(0,1) =

∥∥∥∥∥
1

I(t)

t∫

0

( t∫

s

dr

I(r)

)m−1

f∗(s)ds
∥∥∥∥∥
X′(0,1)

(5.6)

for f ∈ M+(0, 1).

Theorem 5.4 (Optimal target). Assume that (Ω, ν), m, I and ‖ · ‖X(0,1) are as in Theo-
rem 5.1. Then the functional ‖ · ‖X′

m,I(0,1), given by (5.6), is a rearrangement-invariant 
function norm, whose associate norm ‖ · ‖Xm,I(0,1) satisfies
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V mX(Ω, ν) → Xm,I(Ω, ν), (5.7)

and there exists a constant C such that

‖u‖Xm,I(Ω,ν) ≤ C
∥∥∇mu

∥∥
X(Ω,ν) (5.8)

for every u ∈ V m
⊥ X(Ω, ν).

Moreover, if (Ω, ν) is such that (5.4), or equivalently (5.5), implies (5.3), and hence 
(5.3), (5.4) and (5.5) are equivalent, then the function norm ‖ · ‖Xm,I(0,1) is optimal in 
(5.7) and (5.8) among all rearrangement-invariant norms.

An important special case of Theorems 5.1 and 5.4 is enucleated in the following 
corollary.

Corollary 5.5 (Sobolev embeddings into L∞). Assume that (Ω, ν), m, I and ‖ · ‖X(0,1)
are as in Theorem 5.1. If

∥∥∥∥∥
1

I(s)

( s∫

0

dr

I(r)

)m−1∥∥∥∥∥
X′(0,1)

< ∞, (5.9)

then

V mX(Ω, ν) → L∞(Ω, ν), (5.10)

and there exists a constant C such that

‖u‖L∞(Ω,ν) ≤ C
∥∥∇mu

∥∥
X(Ω,ν) (5.11)

for every u ∈ V m
⊥ X(Ω, ν).

Moreover, if (Ω, ν) is such that (5.4), or equivalently (5.5), implies (5.3), and hence 
(5.3), (5.4) and (5.5) are equivalent, then (5.9) is necessary for (5.10) or (5.11) to hold.

Remark 5.6. If (Ω, ν) is such that (5.4), or equivalently (5.5), implies (5.3), and hence 
(5.3), (5.4) and (5.5) are equivalent, then (5.10) cannot hold, whatever ‖ · ‖X(0,1) is, if I
decays so fast at 0 that

∫

0

dr

I(r) = ∞.

Our last main result concerns the preservation of optimality in targets among all 
rearrangement-invariant spaces under iteration of Sobolev embeddings of arbitrary order.
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Theorem 5.7 (Iteration principle). Assume that (Ω, ν), I and ‖ · ‖X(0,1) are as in Theo-
rem 5.1. Let k, h ∈ N. Then

(Xk,I)h,I(Ω, ν) = Xk+h,I(Ω, ν),

up to equivalent norms.

We now focus on the case when

s∫

0

dr

I(r) ≈ s

I(s) for s ∈ (0, 1). (5.12)

If the function I satisfies (5.12), then the results of Theorems 5.1, 5.4 and 5.7 can be 
somewhat simplified. This is the content of the next three corollaries. Let us preliminarily 
observe that, since the right-hand side of (5.12) does not exceed its left-hand side for 
any non-decreasing function I, only the estimate in the reverse direction is relevant in 
(5.12).

Corollary 5.8 (Reduction principle under (5.12)). Let (Ω, ν), m, I, ‖ ·‖X(0,1) and ‖ ·‖Y (0,1)
be as in Theorem 5.1. Assume, in addition, that I fulfills (5.12). If there exists a constant 
C1 such that

∥∥∥∥∥

1∫

t

f(s) sm−1

I(s)m ds

∥∥∥∥∥
Y (0,1)

≤ C1‖f‖X(0,1) (5.13)

for every nonnegative f ∈ X(0, 1), then

V mX(Ω, ν) → Y (Ω, ν), (5.14)

and there exists a constant C2 such that

‖u‖Y (Ω,ν) ≤ C2
∥∥∇mu

∥∥
X(Ω,ν) (5.15)

for every u ∈ V m
⊥ X(Ω, ν).

Let us notice that a remark parallel to Remark 5.2 applies on the equivalence of the 
validity of (5.13) for any f , or for any non-increasing f (see Proposition 8.6, Section 8).

The next corollary tells us that, under the extra condition (5.12), the optimal 
rearrangement-invariant target space takes a simplified form. Namely, it can be equiva-
lently defined via the rearrangement-invariant function norm ‖ · ‖X�

m,I(0,1) obeying
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‖f‖(X�
m,I)′(0,1) =

∥∥∥∥∥
tm−1

I(t)m

t∫

0

f∗(s) ds
∥∥∥∥∥
X′(0,1)

(5.16)

for every f ∈ M+(0, 1).

Corollary 5.9 (Optimal target under (5.12)). Assume that (Ω, ν), m, I and ‖ · ‖X(0,1)
are as in Corollary 5.8. Then the functional ‖ · ‖(X�

m,I)′(0,1), given by (5.16), is 
a rearrangement-invariant function norm, whose associate norm ‖ · ‖X�

m,I(0,1) satisfies

V mX(Ω, ν) → X	
m,I(Ω, ν), (5.17)

and there exists a constant C such that

‖u‖X�
m,I(Ω,ν) ≤ C

∥∥∇mu
∥∥
X(Ω,ν) (5.18)

for every u ∈ V m
⊥ X(Ω, ν).

Moreover, if (Ω, ν) is such that the validity of (5.14), or equivalently (5.15), im-
plies (5.13), and hence (5.13), (5.14) and (5.15) are equivalent, then the function norm
‖ · ‖X�

m,I(0,1) is optimal in (5.17) and (5.18) among all rearrangement-invariant norms.

We conclude this section with a stability result for the iterated embeddings under the 
additional condition (5.12).

Corollary 5.10 (Iteration principle under (5.12)). Assume that (Ω, ν), I and ‖ · ‖X(0,1)
are as in Corollary 5.8. Let k, h ∈ N. Then

(
X	

k,I

)	
h,I

(Ω, ν) = X	
k+h,I(Ω, ν),

up to equivalent norms.

6. Euclidean–Sobolev embeddings

The main results of this section are reduction theorems and their consequences for 
Euclidean Sobolev embeddings, of arbitrary order m, on John domains, and on domains 
from Maz’ya classes.

We begin with the reduction theorem for John domains. Recall that a bounded open 
set Ω in Rn is called a John domain if there exist a constant c ∈ (0, 1) and a point x0 ∈ Ω

such that for every x ∈ Ω there exists a rectifiable curve � : [0, l] → Ω, parameterized 
by arclength, such that �(0) = x, �(l) = x0, and

dist
(
�(r), ∂Ω

)
≥ cr for r ∈ [0, l].
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Theorem 6.1 (Reduction principle for John domains). Let n ∈ N, n ≥ 2, and let m ∈ N. 
Assume that Ω is a John domain in Rn. Let ‖ · ‖X(0,1) and ‖ · ‖Y (0,1) be rearrangement-
invariant function norms. Then the following assertions are equivalent.

(i) The Hardy type inequality

∥∥∥∥∥

1∫

t

f(s)s−1+ m
n ds

∥∥∥∥∥
Y (0,1)

≤ C1‖f‖X(0,1) (6.1)

holds for some constant C1, and for every nonnegative f ∈ X(0, 1).
(ii) The Sobolev embedding

V mX(Ω) → Y (Ω) (6.2)

holds.
(iii) The Poincaré inequality

‖u‖Y (Ω) ≤ C2
∥∥∇mu

∥∥
X(Ω) (6.3)

holds for some constant C2 and every u ∈ V m
⊥ X(Ω).

Forerunners of Theorem 6.1 are known. The first order case (m = 1) on Lipschitz 
domains was obtained in [37]. In the case when m = 2, and functions vanishing on ∂Ω
are considered, the equivalence of (6.1) and (6.3) was proved in [26], as a consequence 
of a non-standard rearrangement inequality for second-order derivatives (see also [24]
for a related one-dimensional second-order rearrangement inequality). The equivalence 
of (6.1) and (6.2), when m ≤ n − 1 and Ω is a Lipschitz domain, was established in [53]
by a method relying upon interpolation techniques. Such a method does not carry over 
to the more general setting of Theorem 6.1, since it requires that Ω be an extension 
domain.

Let us also warn that results reducing higher-order Sobolev embeddings to one-
dimensional inequalities can be obtained via more standard methods, such as, for in-
stance, representation formulas of convolution type combined with O’Neil rearrangement 
estimates for convolutions, or plain iteration of certain first-order pointwise rearrange-
ment estimates [64]. However, these approaches lead to optimal Sobolev embeddings only 
under additional technical assumptions on the involved rearrangement-invariant function 
norms ‖ · ‖X(0,1) and ‖ · ‖Y (0,1).

Given a rearrangement-invariant function norm ‖ · ‖X(0,1) and m ∈ N, we define 
‖ · ‖Xm,John(0,1) as the rearrangement-invariant function norm, whose associate function 
norm is given by

‖f‖X′
m,John(0,1) =

∥∥∥∥∥s
−1+ m

n

s∫

0

f∗(r)dr
∥∥∥∥∥
X′(0,1)

(6.4)
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for f ∈ M+(0, 1). The function norm ‖ · ‖Xm,John(0,1) is optimal, as a target, for Sobolev 
embeddings of V mX(Ω).

Theorem 6.2 (Optimal target for John domains). Let n, m, Ω and ‖ · ‖X(0,1) be as in 
Theorem 6.1. Then the functional ‖ · ‖X′

m,John(0,1), given by (6.4), is a rearrangement-
invariant function norm, whose associate norm ‖ · ‖Xm,John(0,1) satisfies

V mX(Ω) → Xm,John(Ω), (6.5)

and

‖u‖Xm,John(Ω) ≤ C
∥∥∇mu

∥∥
X(Ω) (6.6)

for some constant C and every u ∈ V m
⊥ X(Ω).

Moreover, the function norm ‖ · ‖Xm,John(0,1) is optimal in (6.5) and (6.6) among all 
rearrangement-invariant norms.

The iteration principle for optimal target norms in Sobolev embeddings on John 
domains reads as follows.

Theorem 6.3 (Iteration principle for John domains). Let n ∈ N, Ω and ‖ · ‖X(0,1) be as 
in Theorem 6.1. Let k, h ∈ N. Then

(Xk,John)h,John(Ω) = Xk+h,John(Ω),

up to equivalent norms.

Let us now focus on Maz’ya classes of domains. Given α ∈ [ 1
n′ , 1], we denote by Jα

the Maz’ya class of all Euclidean domains Ω satisfying (5.1), with I(s) = sα for s ∈ [0, 1], 
namely

Jα =
{
Ω : IΩ(s) ≥ Csα for some constant C > 0 and for s ∈

[
0, 1

2

]}
. (6.7)

Thanks to (2.4), any John domain belongs to the class J 1
n′ .

The reduction theorem in the class Jα takes the following form.

Theorem 6.4 (Reduction principle for Maz’ya classes). Let n ∈ N, n ≥ 2, m ∈ N and 
α ∈ [ 1

n′ , 1]. Let ‖ · ‖X(0,1) and ‖ · ‖Y (0,1) be rearrangement-invariant function norms. 
Assume that either α ∈ [ 1

n′ , 1) and there exists a constant C1 such that

∥∥∥∥∥

1∫

t

f(s)s−1+m(1−α) ds

∥∥∥∥∥
Y (0,1)

≤ C1‖f‖X(0,1) (6.8)
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for every nonnegative f ∈ X(0, 1), or α = 1 and there exists a constant C1 such that

∥∥∥∥∥

1∫

t

f(s)1
s

(
log s

t

)m−1
ds

∥∥∥∥∥
Y (0,1)

≤ C1‖f‖X(0,1) (6.9)

for every nonnegative f ∈ X(0, 1). Then the Sobolev embedding

V mX(Ω) → Y (Ω) (6.10)

holds for every Ω ∈ Jα and, equivalently, the Poincaré inequality

‖u‖Y (Ω) ≤ C2
∥∥∇mu

∥∥
X(Ω) (6.11)

holds for every Ω ∈ Jα, for some constant C2, depending on Ω, m, X and Y , and every 
u ∈ V m

⊥ X(Ω).
Conversely, if the Sobolev embedding (6.10), or, equivalently, the Poincaré inequality 

(6.11), holds for every Ω ∈ Jα, then either inequality (6.8), or (6.9) holds, according to 
whether α ∈ [ 1

n′ , 1) or α = 1.

A major consequence of Theorem 6.4 is the identification of the optimal rearrange-
ment-invariant target space Y (Ω) associated with a given domain X(Ω) in embedding 
(6.10), as Ω is allowed to range among all domains in the class Jα. This is the content 
of the next result. The rearrangement-invariant function norm yielding such an optimal 
space will be denoted by ‖ · ‖Xm,α(0,1). Given a rearrangement-invariant function norm 
‖ · ‖X(0,1), m ∈ N, and α ∈ [ 1

n′ , 1], it is characterized through its associate function norm 
defined by

‖f‖X′
m,α(0,1) =

{
‖s−1+m(1−α) ∫ s

0 f∗(r)dr‖X′(0,1) if α ∈ [ 1
n′ , 1),

‖1
s

∫ s

0 (log s
r )m−1f∗(r)dr‖X′(0,1) if α = 1,

(6.12)

for f ∈ M+(0, 1).

Theorem 6.5 (Optimal target for Maz’ya classes). Let n ∈ N, n ≥ 2, m ∈ N, α and 
‖ · ‖X(0,1) be as in Theorem 6.4. Then the functional ‖ · ‖X′

m,α(0,1), given by (6.12), is 
a rearrangement-invariant function norm, whose associate norm ‖ · ‖Xm,α(0,1) satisfies

V mX(Ω) → Xm,α(Ω) (6.13)

for every Ω ∈ Jα, and

‖u‖Xm,α(Ω) ≤ C
∥∥∇mu

∥∥
X(Ω) (6.14)
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for every Ω ∈ Jα, for some constant C, depending on Ω, m, X and Y , and every u ∈
V m

⊥ X(Ω).
Moreover, the function norm ‖ · ‖Xm,α(0,1) is optimal in (6.13) and (6.14) among all 

rearrangement-invariant norms, as Ω ranges in Jα.

Theorem 6.5 is a straightforward consequence of Theorem 6.4, and either Corollary 5.9
or Theorem 5.4, according to whether α ∈ [ 1

n′ , 1) or α = 1.
The stability of the process of finding optimal rearrangement-invariant targets in 

Euclidean Sobolev embeddings on Maz’ya domains under iteration is the object of the 
last main result of the present section. This is the key ingredient which bridges the 
first-order case of Theorems 6.4 and 6.5 to their higher-order versions.

Theorem 6.6 (Iteration principle for Maz’ya classes). Let n ∈ N, α ∈ [ 1
n′ , 1] and ‖ ·‖X(0,1)

be as in Theorem 6.4. Let k, h ∈ N. Assume that Ω ∈ Jα. Then,

(Xk,α)h,α(Ω) = Xk+h,α(Ω),

up to equivalent norms.

Theorem 6.6 follows from a specialization of Corollary 5.10 (α ∈ [ 1
n′ , 1)), or Theo-

rem 5.7 (α = 1).

Remark 6.7. Note that there is one important difference between the reduction and the 
optimal-target theorems concerning John domains on the one hand, and their coun-
terparts for general Maz’ya domains on the other hand. Namely, the equivalence in 
Theorem 6.1 and the optimality result in Theorem 6.2 are valid for each single John 
domain, whereas the necessity of condition (6.8) or (6.9) for (6.10) (and (6.11)) in The-
orem 6.4 as well as the optimality of the target space in Theorem 6.5 are valid in the 
class of all Ω ∈ Jα. This is inevitable, since, of course, each class Jα contains all regular 
domains, and for such domains Sobolev embeddings with stronger target norms hold.

The remaining part of this section is devoted to applications of Theorems 6.4–6.6 to 
customary function norms. Consider first the case when Lebesgue or Lorentz norms are 
concerned. Our conclusions take a different form, according to whether α ∈ [ 1

n′ , 1), or 
α = 1.

We begin by assuming that α ∈ [ 1
n′ , 1). Note that results for regular (i.e. John) 

domains are covered by the choice α = 1
n′ .

Sobolev embeddings involving usual Lebesgue norms are contained in the following 
theorem.

Theorem 6.8. Let n ∈ N, n ≥ 2, and let Ω ∈ Jα for some α ∈ [ 1
n′ , 1). Let m ∈ N and 

p ∈ [1, ∞]. Then
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V mLp(Ω) →

⎧
⎪⎨
⎪⎩

L
p

1−mp(1−α) (Ω) if m(1 − α) < 1 and 1 ≤ p < 1
m(1−α) ,

Lr(Ω) for any r ∈ [1,∞), if m(1 − α) < 1 and p = 1
m(1−α) ,

L∞(Ω) otherwise.
(6.15)

Moreover, in the first and the third cases, the target spaces in (6.15) are optimal among 
all Lebesgue spaces, as Ω ranges in Jα.

Although the target spaces in (6.15) cannot be improved in the class of Lebesgue 
spaces, the first two embeddings in (6.15) can be strengthened if more general 
rearrangement-invariant spaces are employed. Such a strengthening can be obtained 
as a special case of a Sobolev embedding for Lorentz spaces which reads as follows.

Theorem 6.9. Let n ∈ N, n ≥ 2, and let Ω ∈ Jα for some α ∈ [ 1
n′ , 1). Let m ∈ N and 

p, q ∈ [1, ∞]. Assume that one of the conditions in (3.19) holds. Then

V mLp,q(Ω) →

⎧
⎪⎨
⎪⎩

L
p

1−mp(1−α) ,q(Ω) if m(1 − α) < 1 and 1 ≤ p < 1
m(1−α) ,

L∞,q;−1(Ω) if m(1 − α) < 1, p = 1
m(1−α) and q > 1,

L∞(Ω) otherwise.
(6.16)

Moreover, the target spaces in (6.16) are optimal among all rearrangement-invariant 
spaces, as Ω ranges in Jα.

The particular choice of parameters p = q, 1 ≤ p < 1
m(1−α) in Theorem 6.9 shows 

that

V mLp(Ω) → L
p

1−mp(1−α) ,p(Ω).

This is a non-trivial strengthening of the first embedding in (6.15), since
L

p
1−mp(1−α) ,p(Ω) � L

p
1−mp(1−α) . Likewise, the choice m(1 − α) < 1 and p = q = 1

m(1−α)
shows that also the second embedding in (6.15) can be essentially improved by

V mLp(Ω) → L∞,p;−1(Ω).

Assume now that α = 1. The embedding theorem in Lebesgue spaces takes the fol-
lowing form.

Theorem 6.10. Let n ∈ N, n ≥ 2, and let Ω ∈ J1. Let m ∈ N and p ∈ [1, ∞]. Then

V mLp(Ω) →
{

Lp(Ω) if 1 ≤ p < ∞,

Lr(Ω) for any r ∈ [1,∞), if p = ∞.
(6.17)
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Moreover, in the former case of (6.17), the target space is optimal among all Lebesgue 
spaces, as Ω ranges in J1.

Optimal embeddings for Lorentz–Sobolev spaces are provided in the next theorem.

Theorem 6.11. Let n ∈ N, n ≥ 2, and let Ω ∈ J1. Let m ∈ N and p, q ∈ [1, ∞]. Assume 
that one of the conditions in (3.19) holds. Then

V mLp,q(Ω) →
{

Lp,q(Ω) if 1 ≤ p < ∞,

expL
1
m (Ω) if p = q = ∞.

(6.18)

The target spaces are optimal in (6.18) among all rearrangement-invariant spaces, as Ω
ranges in J1.

Our last application in this section concerns Orlicz–Sobolev spaces. Let n ∈ N, n ≥ 2, 
m ∈ N, α ∈ [ 1

n′ , 1), and let A be a Young function. If m < 1
1−α , we may assume, without 

loss of generality, that

∫

0

(
t

A(t)

) m(1−α)
1−m(1−α)

dt < ∞. (6.19)

Indeed, by (3.27), the function A can be modified near 0, if necessary, in such a way that 
(6.19) is fulfilled, on leaving the space V mLA(Ω) unchanged (up to equivalent norms).

If m < 1
1−α and the integral

∞∫ (
t

A(t)

) m(1−α)
1−m(1−α)

dt (6.20)

diverges, we define the function Hm,α : [0, ∞) → [0, ∞) as

Hm,α(s) =
( s∫

0

(
t

A(t)

) m(1−α)
1−m(1−α)

dt

)1−m(1−α)

for s ≥ 0,

and the Young function Am,α as

Am,α(t) = A
(
H−1

m,α(t)
)

for t ≥ 0. (6.21)

Theorem 6.12. Assume that n ∈ N, n ≥ 2, m ∈ N, α ∈ [ 1
n′ , 1) and Ω ∈ Jα. Let A be a 

Young function fulfilling (6.19). Then

V mLA(Ω) →

⎧
⎪⎨
⎪⎩

LAm,α(Ω) if m < 1
1−α , and the integral (6.20) diverges,

L∞(Ω) if either m ≥ 1
1−α , or m < 1

1−α

and the integral (6.20) converges.
(6.22)
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Moreover, the target spaces in (6.22) are optimal among all Orlicz spaces, as Ω ranges 
in Jα.

Theorem 6.12 follows from Theorem 6.4, via [28, Theorem 4].
The first case of embedding (6.22) can be enhanced, on replacing the optimal Orlicz 

target spaces with the optimal rearrangement-invariant target spaces. The latter turn 
out to belong to the family of Orlicz–Lorentz spaces defined in Section 3.

Assume that m < 1
1−α , and the integral (6.20) diverges. Let a be the left-continuous 

function appearing in (3.25), and let B be the Young function given by

B(t) =
t∫

0

b(τ)dτ for t ≥ 0,

where b is the non-decreasing, left-continuous function in [0, ∞) obeying

b−1(s) =
( ∞∫

a−1(s)

( τ∫

0

(
1

a(t)

) m(1−α)
1−m(1−α)

dt

)− 1
m(1−α)

dτ

a(τ)
1

1−m(1−α)

) m(1−α)
m(1−α)−1

for s ≥ 0.

Here, a−1 and b−1 denote the (generalized) left-continuous inverses of a and b, respec-
tively.

Recall from Section 3 that L( 1
m(1−α) , 1, B)(Ω) is the Orlicz–Lorentz space built upon 

the function norm given by

‖f‖L( 1
m(1−α) ,1,B)(0,1) =

∥∥s−m(1−α)f∗(s)
∥∥
LB(0,1)

for f ∈ M+(0, 1).

Theorem 6.13. Assume that n ∈ N, n ≥ 2, m ∈ N, α ∈ [ 1
n′ , 1) and Ω ∈ Jα. Let A

be a Young function fulfilling (6.19). Assume that m < 1
1−α , and the integral in (6.20)

diverges. Then

V mLA(Ω) → L

(
1

m(1 − α) , 1, B
)

(Ω), (6.23)

and the target space in (6.23) is optimal among all rearrangement-invariant spaces, as 
Ω ranges in Jα.

Embedding (6.23) is a consequence of Theorem 6.4, and of [25, inequality (3.1)].

Example 6.14. Consider the case when

A(t) ≈ tp(log t)β near infinity, where either p > 1 and β ∈ R, or p = 1 and β ≥ 0.
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Hence, LA(Ω) = Lp logβ L(Ω). An application of Theorem 6.12 tells us that

V mLp logβ L(Ω) →

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

L
p

1−pm(1−α) log
β

1−pm(1−α) L(Ω) if mp(1 − α) < 1,
expL

1
1−(1+β)m(1−α) (Ω)

if mp(1 − α) = 1 and β < 1−m(1−α)
m(1−α) ,

exp expL
1

1−m(1−α) (Ω)
if mp(1 − α) = 1 and β = 1−m(1−α)

m(1−α) ,

L∞(Ω) if either mp(1 − α) > 1,
or mp(1 − α) = 1 and β > 1−m(1−α)

m(1−α) .

(6.24)

Moreover, the target spaces in (6.24) are optimal among all Orlicz spaces, as Ω ranges 
in Jα.

The first three embeddings in (6.24) can be improved on allowing more general 
rearrangement-invariant target spaces. Indeed, we have that

V mLp logβ L(Ω) →

⎧
⎪⎪⎨
⎪⎪⎩

L
p

1−pm(1−α) ,p; β
p (Ω) if mp(1 − α) < 1,

L∞, 1
m(1−α) ;m(1−α)β−1(Ω) if mp(1 − α) = 1 and β < 1−m(1−α)

m(1−α) ,

L∞, 1
m(1−α) ;−m(1−α),−1(Ω) if mp(1 − α) = 1 and β = 1−m(1−α)

m(1−α) ,

(6.25)

the targets being optimal among all rearrangement-invariant spaces in (6.25) as Ω ranges 
among all domains in Jα. This is a consequence of Theorem 6.13, and of the fact that 
the Orlicz–Lorentz spaces L( 1

m(1−α) , 1, B)(Ω) associated with the present choices of the 
function A agree (up to equivalent norms) with the (generalized) Lorentz–Zygmund 
spaces appearing on the right-hand side of (6.25).

7. Sobolev embeddings in product probability spaces

The class of product probability measures in Rn, n ≥ 1, which we consider in this 
section, arises in connection with the study of generalized hypercontractivity theory and 
integrability properties of the associated heat semigroups. The isoperimetric problem in 
the corresponding probability spaces was studied in [4] – see also [3,8,9,31,59,60].

Assume that Φ : [0, ∞) → [0, ∞) is a strictly increasing convex function, twice con-
tinuously differentiable in (0, ∞), such that 

√
Φ is concave and Φ(0) = 0. Let μΦ be the 

probability measure on R given by

dμΦ(x) = cΦe−Φ(|x|) dx, (7.1)

where cΦ is a constant chosen in such a way that μΦ(R) = 1. The product measure μΦ,n

on Rn, n ≥ 1, generated by μΦ, is then defined as
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μΦ,n = μΦ × · · · × μΦ︸ ︷︷ ︸
n-times

. (7.2)

Clearly, μΦ,1 = μΦ, and (Rn, μΦ,n) is a probability space for every n ∈ N.
The main example of a measure μΦ is obtained by taking

Φ(t) = 1
2 t2. (7.3)

This choice yields μΦ,n = γn, the Gauss measure which obeys

dγn(x) = (2π)− n
2 e− |x|2

2 dx. (7.4)

More generally, given any β ∈ [1, 2], the Boltzmann measure γn,β in Rn, associated with

Φ(t) = 1
β
tβ , (7.5)

satisfies the above assumptions.
Let H : R → (0, 1) be defined as

H(t) =
∞∫

t

cΦe−Φ(|r|) dr for t ∈ R, (7.6)

and let FΦ : [0, 1] → [0, ∞) be given by

FΦ(s) = cΦe−Φ(|H−1(s)|) for s ∈ (0, 1), and FΦ(0) = FΦ(1) = 0. (7.7)

Since μΦ is a probability measure and μΦ,n is defined by (7.2), it is easily seen that, for 
each i = 1, . . . , n,

μΦ,n

({
(x1, . . . , xn) : xi > t

})
= H(t) for t ∈ R, (7.8)

and

PμΦ,n

({
(x1, . . . , xn) : xi > t

}
,Rn
)

= cΦe−Φ(|t|) = −H ′(t) for t ∈ R.

Hence, FΦ(s) agrees with the perimeter of any half-space of the form {xi > t}, whose 
measure is s.

Next, define LΦ : [0, 1] → [0, ∞) as

LΦ(s) = sΦ′
(
Φ−1
(

log
(

2
s

)))
for s ∈ (0, 1], and LΦ(0) = 0. (7.9)

Then the isoperimetric function of (Rn, μΦ,n) satisfies
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IRn,μΦ,n
(s) ≈ FΦ(s) ≈ LΦ(s) for s ∈

[
0, 1

2

]
(7.10)

(see [4, Proposition 13 and Theorem 15]; note that the second equivalence in (7.10) also 
relies upon Lemma 11.1(ii) of Section 11). Furthermore, half-spaces, whose boundary is 
orthogonal to a coordinate axis, are “approximate solutions” to the isoperimetric problem 
in (Rn, μΦ,n) in the sense that there exist constants C1 and C2, depending on n, such 
that, for every s ∈ (0, 1), any such half-space V with measure s satisfies

C1PμΦ,n

(
V,Rn

)
≤ IRn,μΦ,n

(s) ≤ C2PμΦ,n

(
V,Rn

)
.

In the special case when μΦ,n = γn, the Gauss measure, Eq. (7.10) yields

IRn,γn
(s) ≈ s

(
log 2

s

) 1
2

for s ∈
(

0, 1
2

]
.

Moreover, any half-space is, in fact, an exact minimizer in the isoperimetric inequality 
[12,85].

Our reduction theorem for Sobolev embeddings in product probability spaces reads 
as follows.

Theorem 7.1 (Reduction principle for product probability spaces). Let n ∈ N, m ∈ N, 
let μΦ,n be the probability measure defined by (7.2), and let ‖ · ‖X(0,1) and ‖ · ‖Y (0,1) be 
rearrangement-invariant function norms. Then the following facts are equivalent.

(i) The inequality

∥∥∥∥∥

(
Φ−1(log 2

t )
log 2

t

)m
1∫

t

f(s)
s

(
log s

t

)m−1
ds

∥∥∥∥∥
Y (0,1)

≤ C1‖f‖X(0,1) (7.11)

holds for some constant C1, and for every nonnegative f ∈ X(0, 1).
(ii) The embedding

V mX
(
Rn, μΦ,n

)
→ Y

(
Rn, μΦ,n

)
(7.12)

holds.
(iii) The Poincaré inequality

‖u‖Y (Rn,μΦ,n) ≤ C2
∥∥∇mu

∥∥
X(Rn,μΦ,n) (7.13)

holds for some constant C2 and every u ∈ V m
⊥ X(Rn, μΦ,n).

Let us notice that inequality (7.11) is not just a specialization of (5.3), but even a 
further simplification of such specialization.
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Let ‖ · ‖X(0,1) be a rearrangement-invariant function norm, and let n, m ∈ N. 
The rearrangement-invariant function norm ‖ · ‖Xm,Φ(0,1) which yields the optimal 
rearrangement-invariant target space Y (Rn, μΦ,n) in embedding (7.12) is defined as fol-
lows. Consider the rearrangement-invariant function norm ‖ · ‖

X̃m(0,1) whose associate 
norm fulfills

‖g‖
X̃′

m(0,1) =
∥∥∥∥∥

1
s

s∫

0

(
log s

r

)m−1
g∗(r) dr

∥∥∥∥∥
X′(0,1)

(7.14)

for g ∈ M+(0, 1). Then ‖ · ‖Xm,Φ(0,1) is given by

‖f‖Xm,Φ(0,1) =
∥∥∥∥
( log 2

s

Φ−1(log 2
s )

)m

f∗(s)
∥∥∥∥
X̃m(0,1)

(7.15)

for f ∈ M+(0, 1).

Remark 7.2. Note that if Φ(t) = t, and m ∈ N, we have that

Xm,Φ(0, 1) = X̃m(0, 1)

for every rearrangement-invariant norm ‖ · ‖X(0,1).

Theorem 7.3 (Optimal target for product probability spaces). Let n, m, μΦ,n and
‖ · ‖X(0,1) be as in Theorem 7.1. Then the functional ‖ · ‖Xm,Φ(0,1), given by (7.15), 
is a rearrangement-invariant function norm satisfying

V mX
(
Rn, μΦ,n

)
→ Xm,Φ

(
Rn, μΦ,n

)
, (7.16)

and there exists a constant C such that

‖u‖Xm,Φ(Rn,μΦ,n) ≤ C
∥∥∇mu

∥∥
X(Rn,μΦ,n), (7.17)

for every u ∈ V m
⊥ X(Rn, μΦ,n).

Moreover, the function norm ‖ · ‖Xm,Φ(0,1) is optimal in (7.16) and in (7.17) among 
all rearrangement-invariant norms.

Remark 7.4. Let us emphasize that inequality (7.11) implies embedding (7.12) with a 
norm independent of n, and the Poincaré inequality (7.13) with constant C2 independent 
of n. The norm of the optimal embedding (7.16), and the constant C in the corresponding 
Poincaré inequality (7.17) are independent of n as well.

For a broad class of rearrangement-invariant function norms ‖ ·‖X(0,1) the expression of 
the associated optimal Sobolev target norm ‖ · ‖Xm,Φ(0,1) can be substantially simplified, 
as observed in the next proposition.
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Proposition 7.5. Let m ∈ N and let Φ be as in (7.1). Suppose that ‖ · ‖X(0,1) is a 
rearrangement-invariant function norm such that the operator

f 
→ f∗∗

is bounded on X ′(0, 1). Then

‖f‖Xm,Φ(0,1) ≈
∥∥∥∥
( log 2

s

Φ−1(log 2
s )

)m

f∗(s)
∥∥∥∥
X(0,1)

up to multiplicative constants independent of f ∈ M+(0, 1).

The rearrangement-invariant spaces on which the operator “**” is bounded are fully 
characterized in terms of their upper Boyd index. In particular, the assumptions of 
Proposition 7.5 are satisfied if and only if the upper Boyd index of X ′(0, 1) is strictly 
smaller that 1 [7, Theorem 5.15].

The iteration principle for Sobolev embeddings on product probability measure spaces, 
on which Theorem 7.1 rests, reads as follows.

Theorem 7.6 (Iteration principle for product probability spaces). Let n, μΦ,n and ‖ ·‖X(0,1)
be as in Theorem 7.1, and let k, h ∈ N. Then,

(Xk,Φ)h,Φ

(
Rn, μΦ,n

)
= Xk+h,Φ

(
Rn, μΦ,n

)
,

up to equivalent norms.

Specialization of Theorems 7.1, 7.3 and 7.6 to the case of (7.3) easily leads to the 
following results for Gaussian Sobolev embeddings of any order.

Theorem 7.7 (Reduction principle in Gauss space). Let n ∈ N, m ∈ N, and let ‖ · ‖X(0,1)
and ‖ · ‖Y (0,1) be rearrangement-invariant function norms. Then the following facts are 
equivalent.

(i) The inequality

∥∥∥∥∥
1

(log 2
s )m

2

1∫

s

f(r)
r

(
log r

s

)m−1
dr

∥∥∥∥∥
Y (0,1)

≤ C1‖f‖X(0,1)

holds for some constant C1, and for every nonnegative f ∈ X(0, 1).
(ii) The embedding

V mX
(
Rn, γn

)
→ Y

(
Rn, γn

)

holds.
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(iii) The Poincaré inequality

‖u‖Y (Rn,γn) ≤ C2
∥∥∇mu

∥∥
X(Rn,γn)

holds for some constant C2, and for every u ∈ V m
⊥ X(Rn, γn).

Given n, m ∈ N, and a rearrangement-invariant function norm ‖ · ‖X(0,1), define the 
rearrangement-invariant function norm ‖ · ‖Xm,G(0,1) by

‖f‖Xm,G(0,1) =
∥∥∥∥
(

log 2
s

)m
2

f∗(s)
∥∥∥∥
X̃m(0,1)

(7.18)

for f ∈ M+(0, 1).

Theorem 7.8 (Optimal target in Gauss space). Let n ∈ N, m ∈ N, and let ‖ · ‖X(0,1) be 
a rearrangement-invariant function norm. Then the functional ‖ · ‖Xm,G(0,1), given by 
(7.18), is a rearrangement-invariant function norm satisfying

V mX
(
Rn, γn

)
→ Xm,G

(
Rn, γn

)
(7.19)

and

‖u‖Xm,G(Rn,γn) ≤ C
∥∥∇mu

∥∥
X(Rn,γn) (7.20)

for some constant C and every u ∈ V m
⊥ X(Rn, γn).

Moreover, the function norm ‖ · ‖Xm,G(0,1) is optimal in (7.19) and (7.20) among all 
rearrangement-invariant norms.

Observe that, even for m = 1, Theorems 7.7 and 7.8 provide us with a characterization 
of Gaussian Sobolev embeddings which somewhat simplifies earlier results in a similar 
direction [32,65].

Theorem 7.9 (Iteration principle in Gauss space). Let n, k, h ∈ N, and let ‖ · ‖X(0,1) be 
a rearrangement-invariant function norm. Then,

(Xk,G)h,G

(
Rn, γn

)
= Xk+h,G

(
Rn, γn

)
,

up to equivalent norms.

Of course, versions of Theorems 7.7–7.9, with the Gauss measure replaced with the 
Boltzmann measure, given by the choice (7.5), can similarly be deduced from Theo-
rems 7.1, 7.3 and 7.6. The reduction principle and the optimal target space then take 
the following form.
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Theorem 7.10 (Reduction principle in Boltzmann spaces). Assume that n, m ∈ N, and 
β ∈ [1, 2]. Let ‖ · ‖X(0,1) and ‖ · ‖Y (0,1) be rearrangement-invariant function norms. Then 
the following facts are equivalent.

(i) The inequality

∥∥∥∥∥
1

(log 2
s )

m(β−1)
β

1∫

s

f(r)
r

(
log r

s

)m−1
dr

∥∥∥∥∥
Y (0,1)

≤ C1‖f‖X(0,1)

holds for some constant C1, and for every nonnegative f ∈ X(0, 1).
(ii) The embedding

V mX
(
Rn, γn,β

)
→ Y

(
Rn, γn,β

)

holds.
(iii) The Poincaré inequality

‖u‖Y (Rn,γn,β) ≤ C2
∥∥∇mu

∥∥
X(Rn,γn,β)

holds for some constant C2 and for every u ∈ V m
⊥ X(Rn, γn,β).

Given n, m ∈ N, β ∈ [1, 2], and a rearrangement-invariant function norm ‖ · ‖X(0,1), 
define the rearrangement-invariant function norm ‖ · ‖Xm,B,β(0,1) by

‖f‖Xm,B,β(0,1) =
∥∥∥∥
(

log 2
s

)m(β−1)
β

f∗(s)
∥∥∥∥
X̃m(0,1)

(7.21)

for f ∈ M+(0, 1).

Theorem 7.11 (Optimal target in Boltzmann spaces). Let n, m ∈ N, and let ‖ · ‖X(0,1) be 
a rearrangement-invariant function norm. Then the functional ‖ · ‖Xm,B,β(0,1), given by 
(7.21), is a rearrangement-invariant function norm satisfying

V mX
(
Rn, γn,β

)
→ Xm,B,β

(
Rn, γn,β

)
(7.22)

and

‖u‖Xm,B,β(Rn,γn,β) ≤ C
∥∥∇mu

∥∥
X(Rn,γn,β) (7.23)

for some constant C and every u ∈ V m
⊥ X(Rn, γn,β).

Moreover, the function norm ‖ · ‖Xm,B,β(0,1) is optimal in (7.22) and (7.23) among all 
rearrangement-invariant norms.
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We present an application of the results of this section to the particular case when 
μΦ,n is a Boltzmann measure, and the norms are of Lorentz–Zygmund type.

Theorem 7.12. Let n, m ∈ N, let β ∈ [1, 2] and let p, q ∈ [1, ∞] and α ∈ R be such that 
one of the conditions in (3.21) is satisfied. Then

V mLp,q;α(Rn, γn,β

)
→
{

Lp,q;α+m(β−1)
β (Rn, γn,β) if p < ∞;

L∞,q;α− m
β (Rn, γn,β) if p = ∞.

Moreover, in both cases, the target space is optimal among all rearrangement-invariant 
spaces.

When β = 2, Theorem 7.12 yields the following sharp Sobolev type embeddings in 
Gauss space.

Theorem 7.13. Let n, m ∈ N, and let p, q ∈ [1, ∞] and α ∈ R be such that one of the 
conditions in (3.21) is satisfied. Then

V mLp,q;α(Rn, γn

)
→
{

Lp,q;α+m
2 (Rn, γn) if p < ∞;

L∞,q;α− m
2 (Rn, γn) if p = ∞.

Moreover, in both cases, the target space is optimal among all rearrangement-invariant 
spaces.

A further specialization of the indices p, q, α appearing in Theorem 7.13 leads to the 
following basic embeddings. In particular, when m = 1 we recover a classical Gaussian 
Sobolev embedding [46].

Corollary 7.14. Let n, m ∈ N.
(i) Assume that p ∈ [1, ∞). Then

V mLp
(
Rn, γn

)
→ Lp log

mp
2 L
(
Rn, γn

)
,

and the target space is optimal among all rearrangement-invariant spaces.
(ii) Assume that γ > 0. Then

V m expLγ
(
Rn, γn

)
→ expL

2γ
2+mγ

(
Rn, γn

)
,

and the target space is optimal among all rearrangement-invariant spaces.
(iii)

V mL∞(Rn, γn

)
→ expL

2
m

(
Rn, γn

)
,

and the target space is optimal among all rearrangement-invariant spaces.
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Note that the target space in the second embedding of Theorem 7.13, and in the 
embeddings (ii) and (iii) of Corollary 7.14 increases in m. This is related to the fact that 
V mL∞,q;α(Rn, γn) � V kL∞,q;α(Rn, γn) if m > k.

8. Optimal target function norms

In this section we collect some basic properties about certain one-dimensional opera-
tors playing a role in the proofs of our main results.

Let T : M+(0, 1) → M+(0, 1) be a sublinear operator, namely an operator such that

T (λf) = λTf, and T (f + g) ≤ C(Tf + Tg),

for some positive constant C, and for every λ ≥ 0 and f, g ∈ M+(0, 1).
Given two rearrangement-invariant spaces X(0, 1) and Y (0, 1), we say that T is 

bounded from X(0, 1) into Y (0, 1), and write

T : X(0, 1) → Y (0, 1), (8.1)

if the quantity

‖T‖ = sup
{
‖Tf‖Y (0,1); f ∈ X(0, 1) ∩ M+(0, 1), ‖f‖X(0,1) ≤ 1

}

is finite. Such a quantity will be called the norm of T . The space Y (0, 1) will be called 
optimal, within a certain class, in (8.1) if, whenever Z(0, 1) is another rearrangement-
invariant space, from the same class, such that T : X(0, 1) → Z(0, 1), we have that 
Y (0, 1) → Z(0, 1). Equivalently, the function norm ‖ · ‖Y (0,1) will be said to be optimal 
in (8.1) in the relevant class.

Two operators T and T ′ from M+(0, 1) into M+(0, 1) will be called mutually associate 
if

1∫

0

Tf(s)g(s) ds =
1∫

0

f(s)T ′g(s) ds

for every f, g ∈ M+(0, 1).

Lemma 8.1. Let T and T ′ be mutually associate operators, and let X(0, 1) and Y (0, 1)
be rearrangement-invariant spaces. Then,

T : X(0, 1) → Y (0, 1) if and only if T ′ : Y ′(0, 1) → X ′(0, 1),

and

‖T‖ =
∥∥T ′∥∥.
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Proof. The conclusion is a consequence of the following chain:

‖T‖ = sup
f≥0

‖f‖X(0,1)≤1

‖Tf‖Y (0,1) = sup
f≥0

‖f‖X(0,1)≤1

sup
g≥0

‖g‖Y ′(0,1)≤1

1∫

0

Tf(s)g(s) ds

= sup
g≥0

‖g‖Y ′(0,1)≤1

sup
f≥0

‖f‖X(0,1)≤1

1∫

0

f(s)T ′g(s) ds = sup
g≥0

‖g‖Y ′(0,1)≤1

∥∥T ′g
∥∥
X′(0,1) =

∥∥T ′∥∥. �

Let I : [0, 1] → [0, ∞) be a measurable function satisfying (5.2). We define the opera-
tors HI and RI from M+(0, 1) into M+(0, 1) by

HIf(t) =
1∫

t

f(s)
I(s) ds for t ∈ (0, 1], (8.2)

and

RIf(t) = 1
I(t)

t∫

0

f(s) ds for t ∈ (0, 1], (8.3)

for f ∈ M+(0, 1). Moreover, given j ∈ N, we set

Hj
I = HI ◦ HI ◦ . . . ◦ HI︸ ︷︷ ︸

j-times

and Rj
I = RI ◦ RI ◦ . . . ◦ RI︸ ︷︷ ︸

j-times

. (8.4)

We also set H0
I = R0

I = Id.

Remarks 8.2. (i) The operators HI and RI are mutually associate. Hence, Hj
I and Rj

I

are also mutually associate for j ∈ N.
(ii) By the Hardy–Littlewood inequality (3.7), we have, for every f ∈ M+(0, 1),

RIf(t) ≤ RIf
∗(t) for t ∈ (0, 1].

More generally, for every f ∈ M+(0, 1) and j ∈ N, one has that

Rj
If(t) ≤ Rj

If
∗(t) for t ∈ (0, 1]. (8.5)

(iii) For every j ∈ N and f ∈ M+(0, 1), we have that

Hj
I f(t) = 1

(j − 1)!

1∫

t

f(s)
I(s)

( s∫

t

dr

I(r)

)j−1

ds for t ∈ (0, 1]. (8.6)
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Equation (8.6) holds for j = 1 by the very definition of HI . On the other hand, if (8.6)
is assumed to hold for some j ∈ N, then

Hj+1
I f(t) =

1∫

t

Hj
I f(s)
I(s) ds = 1

(j − 1)!

1∫

t

1
I(s)

1∫

s

f(r)
I(r)

( r∫

s

dτ

I(τ)

)j−1

dr ds

= 1
(j − 1)!

1∫

t

f(r)
I(r)

r∫

t

1
I(s)

( r∫

s

dτ

I(τ)

)j−1

ds dr

= 1
j!

1∫

t

f(r)
I(r)

( r∫

t

dτ

I(τ)

)j

dr for t ∈ (0, 1].

Hence, (8.6) follows by induction. Similarly, for every j ∈ N and f ∈ M+(0, 1), we also 
have that

Rj
If(t) = 1

(j − 1)!
1

I(t)

t∫

0

f(s)
( t∫

s

dr

I(r)

)j−1

ds for t ∈ (0, 1]. (8.7)

Given any j ∈ N and any rearrangement-invariant function norm ‖ · ‖X(0,1), Eq. (8.7)
implies that

‖f‖X′
j,I(0,1) = (j − 1)!

∥∥Rj
If

∗∥∥
X′(0,1), (8.8)

for f ∈ M+(0, 1), where ‖ · ‖X′
j,I(0,1) is the functional introduced in (5.6). We also 

formally set ‖ · ‖X′
0,I

= ‖ · ‖X′(0,1).

Proposition 8.3. Let I : [0, 1] → [0, ∞) be a measurable function satisfying (5.2). Let 
‖ ·‖X(0,1) be a rearrangement-invariant function norm and let j ∈ N. Then the functional 
‖ · ‖X′

j,I(0,1) defined in (8.8) is a rearrangement-invariant function norm, whose associate 
norm ‖ · ‖Xj,I(0,1) fulfills

Hj
I : X(0, 1) → Xj,I(0, 1). (8.9)

Moreover, the space Xj,I(0, 1) is the optimal target in (8.9) among all rearrangement-
invariant spaces.

Proof. We begin by showing that the functional ‖ ·‖X′
j,I(0,1) is a rearrangement-invariant 

function norm. Let f, g ∈ M+(0, 1). By (3.6), 
∫ t

0 (f +g)∗(s) ds ≤
∫ t

0 f∗(s) ds +
∫ t

0 g∗(s) ds
for t ∈ (0, 1). Thus, by Hardy’s lemma (see Section 3) applied, for each fixed t ∈ (0, 1), 
with f1(s) = (f + g)∗(s), f2(s) = f∗(s) + g∗(s) and h(s) = χ(0,t)(s)(

∫ t

s
dr

I(r) )j−1, we
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obtain the triangle inequality

‖f + g‖X′
j,I(0,1) ≤ ‖f‖X′

j,I(0,1) + ‖g‖X′
j,I(0,1).

Other properties in the axiom (P1) of the definition of rearrangement-invariant function 
norm, as well as the axioms (P2), (P3) and (P6) are obviously satisfied. Next, it follows 
from (5.2) that there exists a positive constant C such that 1

I(t) ≤ C
t for t ∈ (0, 1). 

Therefore,

‖1‖X′
j,I(0,1) =

∥∥∥∥∥
1

I(t)

t∫

0

( t∫

s

dr

I(r)

)j−1

ds

∥∥∥∥∥
X′(0,1)

≤ Cj

∥∥∥∥∥
1
t

t∫

0

( t∫

s

dr

r

)j−1

ds

∥∥∥∥∥
X′(0,1)

= Cj

∥∥∥∥∥
1
t

t∫

0

(
log t

s

)j−1
ds

∥∥∥∥∥
X′(0,1)

= (j − 1)!Cj‖1‖X′(0,1),

and (P4) follows. As far as (P5) is concerned, note that

1∫

0

f∗(s) ds ≤ 2

1
2∫

0

f∗(s) ds

for every f ∈ M+(0, 1). Thus, by (P5) for the norm ‖ · ‖X′(0,1), there exists a positive 
constant C such that, if f ∈ M+(0, 1), then

∥∥∥∥∥
1

I(t)

t∫

0

f∗(s)
( t∫

s

dr

I(r)

)j−1

ds

∥∥∥∥∥
X′(0,1)

≥ C

1∫

0

1
I(t)

t∫

0

f∗(s)
( t∫

s

dr

I(r)

)j−1

ds dt

= C

j

1∫

0

f∗(s)
( 1∫

s

dr

I(r)

)j

ds ≥ C

j

( 1∫

1
2

dr

I(r)

)j
1
2∫

0

f∗(s) ds ≥ C ′‖f‖L1(0,1)

where C ′ = C
2j (
∫ 1

1
2

dr
I(r) )j . Hence, property (P5) follows.

To prove (8.9), note that, by (8.5) and (8.8), we have

∥∥Rj
If
∥∥
X′(0,1) ≤

∥∥Rj
If

∗∥∥
X′(0,1) = 1

(j − 1)!‖f‖X′
j,I(0,1)

for f ∈ M+(0, 1). Hence,

68



A. Cianchi et al. / Advances in Mathematics 273 (2015) 568–650 613

Rj
I : X ′

j,I(0, 1) → X ′(0, 1).

Since Rj
I and Hj

I are mutually associate, Eq. (8.9) follows via Lemma 8.1.
It remains to prove that Xj,I(0, 1) is optimal in (8.9) among all rearrangement-

invariant spaces. To this purpose, assume that Y (0, 1) is another rearrangement-invariant 
space such that Hj

I : X(0, 1) → Y (0, 1). Then, by Lemma 8.1 again, Rj
I : Y ′(0, 1) →

X ′(0, 1), namely

∥∥Rj
If
∥∥
X′(0,1) ≤ C‖f‖Y ′(0,1)

for some positive constant C, and every f ∈ M+(0, 1). Thus, in particular, by (8.8),

‖f‖X′
j,I(0,1) = (j − 1)!

∥∥Rj
If

∗∥∥
X′(0,1) ≤ (j − 1)!C

∥∥f∗∥∥
Y ′(0,1) = (j − 1)!C‖f‖Y ′(0,1)

for every f ∈ M+(0, 1). Hence, Y ′(0, 1) → X ′
j,I(0, 1), and, equivalently, Xj,I(0, 1) →

Y (0, 1). This shows that Xj,I(0, 1) is optimal in (8.9) among all rearrangement-invariant 
spaces. �

We introduce one more sequence of function norms, based on the iteration of the 
first-order function norm ‖ · ‖X′

1,I(0,1). Let I : [0, 1] → [0, ∞) be a measurable function 
satisfying (5.2). Let ‖ · ‖X(0,1) be a rearrangement-invariant function norm. Let j ∈ N ∪
{0}. We define ‖ · ‖Xj(0,1) as the rearrangement-invariant function norm whose associate 
norm ‖ · ‖X′

j(0,1) is given, via iteration, by ‖ · ‖X′
0(0,1) = ‖ · ‖X′(0,1), and, for j ≥ 1, by

‖f‖X′
j(0,1) =

∥∥RIf
∗∥∥

X′
j−1(0,1)

(8.10)

for f ∈ M+(0, 1). Note that

‖f‖X1(0,1) = ‖f‖X1,I(0,1). (8.11)

Remark 8.4. By Proposition 8.3, applied j times, with j = 1, we obtain that, for every 
j ∈ N ∪ {0}, the functional ‖ · ‖X′

j(0,1) is actually a rearrangement-invariant function 
norm. Moreover, its associate function norm ‖ · ‖Xj(0,1) fulfills

HI : Xj(0, 1) → Xj+1(0, 1), (8.12)

and ‖ · ‖Xj+1(0,1) is the optimal target function norm in (8.12) among all rearrangement-
invariant function norms. By Lemma 8.1, we also have

RI : X ′
j+1(0, 1) → X ′

j(0, 1).

Remark 8.5. Note that, by the very definition of Xj(0, 1),
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Xj(0, 1) =
(
. . . (X1,I)1,I . . .

)
1,I︸ ︷︷ ︸

j-times

(0, 1)

for j ∈ N. In particular,

(Xk)h(0, 1) = Xk+h(0, 1) (8.13)

for every k, h ∈ N.

We now turn our attention to the special situation when I satisfies, in addition, 
condition (5.12). In this case, most of the results take a simpler form. We start with a 
result concerned with the equivalence of two couples of functionals under (5.12).

Proposition 8.6. Let I : [0, 1] → [0, ∞) be a non-decreasing function satisfying (5.12)
and let ‖ · ‖X(0,1) be any rearrangement-invariant function norm. Then the following 
assertions hold.

(i) For every j ∈ N, and f ∈ M+(0, 1),

∥∥∥∥∥

1∫

t

f(s)
I(s)

( s∫

t

dr

I(r)

)j−1

ds

∥∥∥∥∥
X(0,1)

≈
∥∥∥∥∥

1∫

t

f(s) sj−1

I(s)j ds

∥∥∥∥∥
X(0,1)

, (8.14)

up to multiplicative constants independent of ‖ · ‖X(0,1) and f .
(ii) For every j ∈ N, and f ∈ M+(0, 1),

∥∥∥∥∥
1

I(s)

s∫

0

f(t)
( s∫

t

dr

I(r)

)j−1

dt

∥∥∥∥∥
X(0,1)

≈
∥∥∥∥∥

sj−1

I(s)j

s∫

0

f(t)dt
∥∥∥∥∥
X(0,1)

,

up to multiplicative constants independent of ‖ · ‖X(0,1) and f .

Proof. We first note that, owing to the monotonicity of I, we have, for every j ∈ N,

(
s

I(s)

)j−1
= 2j−1

I(s)j−1

( s∫

s
2

dr

)j−1

≤ 2j−1

( s∫

s
2

dr

I(r)

)j−1

for s ∈ (0, 1).

Thus,

1∫

2t

f(s)
I(s)

(
s

I(s)

)j−1
ds ≤ 2j−1

1∫

2t

f(s)
I(s)

( s∫

s
2

dr

I(r)

)j−1

ds

≤ 2j−1
1∫

2t

f(s)
I(s)

( s∫

t

dr

I(r)

)j−1

ds
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≤ 2j−1
1∫

t

f(s)
I(s)

( s∫

t

dr

I(r)

)j−1

ds for t ∈
(

0, 1
2

]
.

Hence, the right-hand side of (8.14) does not exceed a constant times its left-hand side, 
owing to the boundedness of the dilation operator in rearrangement-invariant spaces. 
Note that this inequality holds even without assumption (5.12). On the other hand, (5.12)
implies

1∫

t

f(s)
I(s)

( s∫

t

dr

I(r)

)j−1

ds ≤
1∫

t

f(s)
I(s)

( s∫

0

dr

I(r)

)j−1

ds

≤ Cj−1
1∫

t

f(s)
I(s)

(
s

I(s)

)j−1
ds for t ∈ (0, 1),

hence the converse inequality in (8.14) follows. This proves (i).
The proof of (ii) is similar. �
Given j ∈ N and a rearrangement-invariant function norm ‖ · ‖X(0,1), let ‖ · ‖(X�

j,I)′(0,1)
be the functional defined as in (5.16).

Remark 8.7. It follows from Proposition 8.6 and its proof that for every rearrangement-
invariant norm ‖ · ‖X(0,1) and every j ∈ N, we have

(
X	

j,I

)′(0, 1) → X ′
j,I(0, 1),

and if moreover (5.12) is satisfied, then, in fact,

(
X	

j,I

)′(0, 1) = X ′
j,I(0, 1).

This observation has a straightforward consequence.

Proposition 8.8. Let I : [0, 1] → [0, ∞) be a non-decreasing function satisfying (5.12) and 
let ‖ · ‖X(0,1) be any rearrangement-invariant function norm. Then

Xj,I(0, 1) = X	
j,I(0, 1),

up to equivalent norms.

The following result is a counterpart of Proposition 8.3 under (5.12). It follows from 

Proposition 8.3, with j = 1 and I replaced with the function (0, 1) � t 
→ I(t)j
tj−1 , which 

obviously satisfies (5.2).
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Proposition 8.9. Let I : [0, 1] → [0, ∞) be a non-decreasing function satisfying (5.12). 
Let ‖ · ‖X(0,1) be a rearrangement-invariant norm and let j ∈ N. Then the functional 
‖ ·‖(X�

j,I)′(0,1) defined as in (5.16) is a rearrangement-invariant function norm. Moreover,

Hj
I : X(0, 1) → X	

j,I(0, 1),

and X	
j,I(0, 1) is optimal in (8.9) among all rearrangement-invariant spaces.

9. Proofs of the main results

Here we are concerned with the proof of the results of Section 5. In what follows, Rm
I

denotes the operator defined as in (8.4).

Lemma 9.1. Let I : [0, 1] → [0, ∞) be a non-decreasing function fulfilling (5.2), and let 
m ∈ N ∪ {0}. Then, for every f ∈ M+(0, 1),

Rm
I f∗(t) ≤ 2mRm

I f∗(s) if 0 <
t

2 ≤ s ≤ t ≤ 1. (9.1)

Consequently, for every f ∈ M+(0, 1),

(d − c)Rm
I f∗(d) ≤ 2m+1

d∫

c

Rm
I f∗(s) ds if 0 ≤ c < d ≤ 1. (9.2)

Proof. We prove inequality (9.1) by induction. Fix any f ∈ M+(0, 1). If m = 0, 
then (9.1) is satisfied thanks to the monotonicity of f∗. Next, let m ≥ 1, and assume 
that (9.1) is fulfilled with m replaced with m − 1. If 0 < t

2 ≤ s ≤ t ≤ 1, then

Rm
I f∗(t) = 1

I(t)

t∫

0

Rm−1
I f∗(r) dr ≤ 2m−1

I(s)

t∫

0

Rm−1
I f∗

(
r

2

)
dr

= 2m

I(s)

t
2∫

0

Rm−1
I f∗(r) dr

≤ 2m

I(s)

s∫

0

Rm−1
I f∗(r) dr = 2mRm

I f∗(s),

where the first inequality holds according to the induction assumption and to the fact 
that I is non-decreasing on [0, 1]. Inequality (9.1) follows.

72



A. Cianchi et al. / Advances in Mathematics 273 (2015) 568–650 617

Now, let 0 ≤ c < d ≤ 1, m ∈ N ∪ {0} and f ∈ M+(0, 1). Thanks to (9.1),

d∫

c

Rm
I f∗(d) ds = 2

d∫

c+d
2

Rm
I f∗(d) ds ≤ 2m+1

d∫

c+d
2

Rm
I f∗(s) ds ≤ 2m+1

d∫

c

Rm
I f∗(s) ds.

This proves (9.2). �
Given m ∈ N and a non-decreasing function I : [0, 1] → [0, ∞) fulfilling (5.2), we 

define the operator Gm
I at every f ∈ M+(0, 1) by

Gm
I f(t) = sup

t≤s≤1
Rm

I f∗(s) for t ∈ (0, 1). (9.3)

When m = 1 we simply denote G1
I by GI . Note that, trivially, Rm

I f∗ ≤ Gm
I f for every 

f ∈ M+(0, 1). Moreover, Gm
I f is a non-increasing function, and hence (Rm

I f∗)∗ ≤ Gm
I f

as well.
The following lemma tells us that the operator Gm

I does not essentially change if I is 
replaced with its left-continuous representative.

Lemma 9.2. Let m ∈ N, let I : [0, 1] → [0, ∞) be a non-decreasing function fulfilling (5.2), 
and let I0 : [0, 1] → [0, ∞) be the left-continuous function which agrees with I a.e. in 
[0, 1]. Then, for every f ∈ M+(0, 1),

Gm
I f = Gm

I0f

up to a countable subset of (0, 1).

Proof. Define M = {t ∈ (0, 1) : I(t) �= I0(t)}. The set M is at most countable. We shall 
prove that, for every g ∈ M+(0, 1),

sup
t≤s≤1

1
I(s)

s∫

0

g(r) dr = sup
t≤s≤1

1
I0(s)

s∫

0

g(r) dr for t ∈ (0, 1) \ M. (9.4)

The conclusion will then follow by applying (9.4) to the function g = Rm−1
I0

f∗, and by the 
fact that 1

I(s)
∫ s

0 (Rm−1
I f∗)(r) dr = 1

I(s)
∫ s

0 (Rm−1
I0

f∗)(r) dr for s ∈ (0, 1]. Fix g ∈ M+(0, 1)
and t ∈ (0, 1). Given s ∈ (t, 1], we have that

1
I(s)

s∫

0

g(r) dr ≤
(

lim
τ→s−

1
I(τ)

) s∫

0

g(r) dr

= lim
τ→s−

1
I(τ)

τ∫

0

g(r) dr ≤ sup
t<τ≤1

1
I(τ)

τ∫

0

g(r) dr.
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On taking the supremum over all s ∈ (t, 1], we get that

sup
t<s≤1

1
I(s)

s∫

0

g(r) dr ≤ sup
t<s≤1

(
lim

τ→s−

1
I(τ)

) s∫

0

g(r) dr ≤ sup
t<τ≤1

1
I(τ)

τ∫

0

g(r) dr.

Hence, since I0(s) = limτ→s− I(τ) for s ∈ (0, 1],

sup
t<s≤1

1
I(s)

s∫

0

g(r) dr = sup
t<s≤1

1
I0(s)

s∫

0

g(r) dr for t ∈ (0, 1).

This yields (9.4). �
Proposition 9.3. Let m ∈ N, let I : [0, 1] → [0, ∞) be a left-continuous non-decreasing 
function fulfilling (5.2), and let f ∈ M+(0, 1). Define

E =
{
t ∈ (0, 1) : Rm

I f∗(t) < Gm
I f(t)

}
. (9.5)

Then E is an open subset of (0, 1). Hence, there exists an at most countable collection 
{(ck, dk)}k∈S of pairwise disjoint open intervals in (0, 1) such that

E =
⋃

k∈S

(ck, dk). (9.6)

Moreover,

Gm
I f(t) = Rm

I f∗(t) if t ∈ (0, 1) \ E, (9.7)

and

Gm
I f(t) = Rm

I f∗(dk) if t ∈ (ck, dk) for some k ∈ S. (9.8)

Proof. Fix t ∈ (0, 1). If Gm
I f(t) = ∞, then both functions Gm

I f and Rm
I f∗ are iden-

tically equal to ∞, and hence there is nothing to prove. Assume that Gm
I f(t) < ∞. 

Then we claim that supt≤s≤1 Rm
I f∗(s) is attained. This follows from the fact that the 

function Rm
I f∗(s) is upper-semicontinuous, since I(s)Rm

I f∗(s) is continuous, and 1
I(s) is 

upper-semicontinuous. Notice that this latter property holds since I is left-continuous 
and non-decreasing, and hence lower-semicontinuous.

Suppose now that t ∈ E. Then, due to the upper-semicontinuity of Rm
I f∗, there exists 

δ > 0 such that

Rm
I f∗(r) < Gm

I f(t) if r ∈ (t − δ, t + δ). (9.9)
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Let c ∈ [t, 1] be such that Rm
I f∗(c) = Gm

I f(t). Then, thanks to (9.9), c ∈ [t + δ, 1]. It 
easily follows that Gm

I f(t) = Gm
I f(r) for every r ∈ (t − δ, t + δ), a piece of information 

that, combined with (9.9), yields r ∈ E. This shows that E is an open set. Assertion (9.7)
is trivial and (9.8) is an easy consequence of the definition of Gm

I f . �
Proposition 9.4. Let m ∈ N, let I : [0, 1] → [0, ∞) be a left-continuous non-decreasing 
function fulfilling (5.2), and let f ∈ M+(0, 1). Then

Gm
I GIf ≈ Gm+1

I f, (9.10)

up to multiplicative constants depending on m.

Proof. Fix any f ∈ M+(0, 1). Since RIf
∗ ≤ GIf , for every m ∈ N

Gm+1
I f(t) = sup

t≤s≤1
Rm

I RIf
∗(s)

≤ sup
t≤s≤1

Rm
I GIf

∗(s) = Gm
I GIf(t) for t ∈ (0, 1). (9.11)

This shows that the right-hand side of (9.10) does not exceed the left-hand side. To 
show a converse inequality, consider the set E defined as in (9.5), with m = 1. By 
Proposition 9.3, the set E is open. Let {(ck, dk)}k∈S be open intervals as in (9.6). If 
t ∈ (ck, dk) for some k ∈ S, then, by (9.8) with m = 1,

dk

I(dk)f
∗∗(dk) = RIf

∗(dk) = GIf(t) ≥ RIf
∗(t) ≥ t

I(t)f
∗∗(dk). (9.12)

Observe that f∗∗(dk) > 0. Indeed, if f∗∗(dk) = 0, then RIf
∗(t) = RIf

∗(dk) = GIf(t) =
0, and hence t /∈ E, a contradiction. Thus, we obtain from (9.12)

dk

I(dk) ≥ t

I(t) for t ∈ (ck, dk). (9.13)

We shall now prove by induction that, given m ∈ N ∪ {0}, there exists a constant 
C = C(m) such that

Rm
I GIf(t) ≤ C

(
Rm+1

I f∗(t) +
∑

k∈S

χ(ck,dk)(t)Rm+1
I f∗(dk)

)
for t ∈ (0, 1). (9.14)

Let m = 0. Then (9.14) holds with C = 1, by (9.7) and (9.8) (with m = 1). Next, 
suppose that (9.14) holds for some m ∈ N ∪ {0}. Fix any t ∈ (0, 1). Then
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Rm+1
I GIf(t) = 1

I(t)

t∫

0

Rm
I GIf(r) dr ≤ C

I(t)

t∫

0

Rm+1
I f∗(r) dr

+ C

I(t)
∑

{∈S:d
≤t}

d
∫

c


Rm+1
I f∗(d) dr

+ C

I(t)
∑

k∈S

χ(ck,dk)(t)
t∫

ck

Rm+1
I f∗(dk) dr

≤ CRm+2
I f∗(t) + 2m+2C

I(t)
∑

{∈S:d
≤t}

d
∫

c


Rm+1
I f∗(r) dr

+ C
t

I(t)
∑

k∈S

χ(ck,dk)(t)Rm+1
I f∗(dk) (by (9.2))

≤ CRm+2
I f∗(t) + 2m+2C

I(t)

t∫

0

Rm+1
I f∗(r) dr

+ C
∑

k∈S

χ(ck,dk)(t)
dk

I(dk)R
m+1
I f∗(dk) (by (9.13))

≤
(
C + 2m+2C

)
Rm+2

I f∗(t)

+ C2m+2
∑

k∈S

χ(ck,dk)(t)
1

I(dk)

dk∫

0

Rm+1
I f∗(r) dr (by (9.2))

=
(
C + 2m+2C

)
Rm+2

I f∗(t) + C2m+2
∑

k∈S

χ(ck,dk)(t)Rm+2
I f∗(dk)

≤ C ′
(
Rm+2

I f∗(t) +
∑

k∈S

χ(ck,dk)(t)Rm+2
I f∗(dk)

)
,

where C ′ = C + 2m+2C. This proves (9.14).
Owing to (9.14), for every m ∈ N we have that

Gm
I GIf(t) = sup

t≤s≤1
Rm

I GIf(s) ≤ 2CGm+1
I f(t) for t ∈ (0, 1).

Combining this inequality with (9.11) yields (9.10). �
Theorem 9.5. Let I : [0, 1] → [0, ∞) be a non-decreasing function satisfying (5.2) and let 
‖ · ‖X(0,1) be a rearrangement-invariant function norm. Let m ∈ N ∪ {0}. Then
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∥∥Rm+1
I f∗∥∥

X′(0,1) ≈
∥∥Rm

I

((
RIf

∗)∗)∥∥
X′(0,1) ≈

∥∥Gm+1
I f

∥∥
X′(0,1) ≈

∥∥Rm+1
I f∗∥∥

X′
d(0,1)

(9.15)

for every f ∈ M+(0, 1), up to multiplicative constants depending on m.

Proof. We may assume, without loss of generality, that I is left-continuous. Indeed, 
equation (9.15) is not affected by a replacement of I with its left-continuous representa-
tive, since the latter can differ from I at most on a countable subset of [0, 1], and since 
Lemma 9.2 holds.

Fix any f ∈ M+(0, 1), and let m ≥ 1. By (8.5) and Proposition 9.4, there exists a 
constant C = C(m) such that

Rm+1
I f∗(t) ≤ Rm

I

((
RIf

∗)∗)(t) ≤ Rm
I (GIf)(t) ≤ Gm

I GIf(t) ≤ CGm+1
I f(t)

for t ∈ (0, 1).

Hence,
∥∥Rm+1

I f∗∥∥
X′(0,1) ≤

∥∥Rm
I

((
RIf

∗)∗)∥∥
X′(0,1) ≤ C

∥∥Gm+1
I f

∥∥
X′(0,1). (9.16)

Observe that (9.16) trivially holds also when m = 0.
Let E be defined as in (9.5), with m replaced with m + 1, and let {(ck, dk)}k∈S be as 

in (9.6). For every g ∈ X(0, 1), define

A(g) = χ(0,1)\Eg∗ +
∑

k∈S

χ(ck,dk)
1

dk − ck

dk∫

ck

g∗(t) dt. (9.17)

Then A(g) is non-increasing on (0, 1). Moreover, if ‖g‖X(0,1) ≤ 1, then by [7, Theorem 4.8, 
Chapter 2],

∥∥A(g)
∥∥
X(0,1) ≤

∥∥g∗∥∥
X(0,1) = ‖g‖X(0,1) ≤ 1. (9.18)

Therefore,

1∫

0

g∗(t)Gm+1
I f(t) dt =

∫

(0,1)\E

g∗(t)Rm+1
I f∗(t) dt +

∑

k∈S

dk∫

ck

g∗(t)Rm+1
I f∗(dk) dt

=
∫

(0,1)\E

g∗(t)Rm+1
I f∗(t) dt

+
∑

k∈S

1
dk − ck

( dk∫

ck

g∗(t) dt
)

(dk − ck)Rm+1
I f∗(dk)
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≤
∫

(0,1)\E

A(g)(t)Rm+1
I f∗(t) dt

+ 2m+2
∑

k∈S

dk∫

ck

A(g)(t)Rm+1
I f∗(t) dt (by (9.2))

≤ 2m+2
1∫

0

A(g)(t)Rm+1
I f∗(t) dt

≤ 2m+2 sup
‖h‖X(0,1)≤1

1∫

0

h∗(t)Rm+1
I f∗(t) dt (by (9.18))

= 2m+2∥∥Rm+1
I f∗∥∥

X′
d(0,1).

On taking the supremum over all g from the unit ball of X(0, 1), we get

∥∥Gm+1
I f

∥∥
X′(0,1) =

∥∥Gm+1
I f

∥∥
X′

d(0,1) ≤ 2m+2∥∥Rm+1
I f∗∥∥

X′
d(0,1). (9.19)

On the other hand, by the very definition of ‖ · ‖X′
d(0,1),

∥∥Rm+1
I f∗∥∥

X′
d(0,1) ≤

∥∥Rm+1
I f∗∥∥

X′(0,1). (9.20)

Eq. (9.15) follows from (9.16), (9.19) and (9.20). �
Corollary 9.6. Let I : [0, 1] → [0, ∞) be a non-decreasing function satisfying (5.2), and 
let ‖ · ‖X(0,1) be a rearrangement-invariant function norm. Let m ∈ N. Then

(Xm,I)1(0, 1) = Xm+1,I(0, 1) (9.21)

(up to equivalent norms).

Proof. By (8.10) and (8.8), if f ∈ M+(0, 1), then

‖f‖((Xm,I)1)′(0,1) =
∥∥RIf

∗∥∥
X′

m,I(0,1) = (m − 1)!
∥∥Rm

I

((
RIf

∗)∗)∥∥
X′(0,1),

and

‖f‖X′
m+1,I(0,1) = m!

∥∥Rm+1
I f∗∥∥

X′(0,1).

Hence, it follows from Theorem 9.5 that

78



A. Cianchi et al. / Advances in Mathematics 273 (2015) 568–650 623

‖f‖((Xm,I)1)′(0,1) ≈ ‖f‖X′
m+1,I(0,1).

By (3.14), this establishes (9.21). �
Theorem 9.7. Let I : [0, 1] → [0, ∞) be a non-decreasing function satisfying (5.2) and let 
‖ · ‖X(0,1) be a rearrangement-invariant function norm. Then, for every m ∈ N,

Xm,I(0, 1) = Xm(0, 1). (9.22)

Proof. We argue by induction. As noted in (8.11), we have X1(0, 1) = X1,I(0, 1). Assume 
now that (9.22) holds for some m ∈ N. By (8.13), the induction assumption, and (9.21),

Xm+1(0, 1) = (Xm)1(0, 1) = (Xm,I)1(0, 1) = Xm+1,I(0, 1).

The conclusion follows. �
One consequence of Theorem 9.5, specifically of the equivalence of the leftmost and 

the rightmost side of (9.15), is the following feature of inequality (5.3), which was already 
mentioned in Remark 5.2.

Corollary 9.8. Assume that (Ω, ν) fulfills (5.1) for some non-decreasing function I sat-
isfying (5.2). Let m ∈ N, and let ‖ · ‖X(0,1) and ‖ · ‖Y (0,1) be rearrangement-invariant 
function norms. Then the following two assertions are equivalent:

(i) There exists a constant C1 such that inequality (5.3) holds for every nonnegative 
f ∈ X(0, 1).

(ii) There exists a constant C ′
1 such that inequality (5.3) holds for every nonnegative 

non-increasing f ∈ X(0, 1).

Proof. The fact that (i) implies (ii) is trivial. Conversely, assume that (ii) holds. Fix 
f ∈ M+(0, 1). Equation (8.6) with j = m reads

1∫

t

f(s)
I(s)

( s∫

t

dr

I(r)

)m−1

ds = (m − 1)!Hm
I f(t) for t ∈ (0, 1). (9.23)

Now, the function Hm
I f is non-increasing on (0, 1). Therefore, it follows from (3.10) and 

the Hardy–Littlewood inequality (3.7) that

∥∥Hm
I f
∥∥
Y (0,1) = sup

‖g‖Y ′(0,1)≤1

1∫

0

g∗(t)Hm
I f(t) dt.

Consequently, by Fubini’s theorem, we have
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∥∥Hm
I f
∥∥
Y (0,1) = sup

‖g‖Y ′(0,1)≤1

1∫

0

f(t)Rm
I g∗(t) dt. (9.24)

Owing to (9.23) and to the rearrangement-invariance of the norm ‖ · ‖X(0,1), assertion 
(ii) tells us that

C ′
1 ≥ (m − 1)! sup

‖f‖X(0,1)≤1

∥∥Hm
I f∗∥∥

Y (0,1).

Hence, on applying (9.24) with f replaced with f∗, interchanging the suprema and 
recalling the definition of the norm ‖ · ‖X′

d(0,1), we get

C ′
1 ≥ (m − 1)! sup

‖f‖X(0,1)≤1
sup

‖g‖Y ′(0,1)≤1

1∫

0

f∗(t)Rm
I g∗(t) dt

= (m − 1)! sup
‖g‖Y ′(0,1)≤1

sup
‖f‖X(0,1)≤1

1∫

0

f∗(t)Rm
I g∗(t) dt

= (m − 1)! sup
‖g‖Y ′(0,1)≤1

∥∥Rm
I g∗∥∥

X′
d(0,1).

It follows from the equivalence of the first and the last term in (9.15) that there exists 
a constant C such that

∥∥Rm
I g∗∥∥

X′(0,1) ≤ C
∥∥Rm

I g∗∥∥
X′

d(0,1).

Therefore,

C ′
1C ≥ (m − 1)! sup

‖g‖Y ′(0,1)≤1

∥∥Rm
I g∗∥∥

X′(0,1),

namely, by the definition of the norm ‖ · ‖X′(0,1),

C ′
1C ≥ (m − 1)! sup

‖g‖Y ′(0,1)≤1
sup

‖f‖X(0,1)≤1

1∫

0

f(t)Rm
I g∗(t) dt.

Interchanging suprema again and using Fubini’s theorem and (9.24) yields

C ′
1C ≥ (m − 1)! sup

‖f‖X(0,1)≤1
sup

‖g‖Y ′(0,1)≤1

1∫

0

g∗(t)Hm
I f(t) dt

= (m − 1)! sup
‖f‖X(0,1)≤1

∥∥Hm
I f
∥∥
Y (0,1).

Hence, inequality (5.3), or equivalently assertion (i), follows. �
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Proof of Theorem 5.1. As observed in Section 5, the case when m = 1 is already well-
known, and is in fact the point of departure of our approach. We thus focus on the case 
when m ≥ 2. On applying Proposition 8.3 with j = 1, we get that

∥∥∥∥∥

1∫

t

f(s)
I(s) ds

∥∥∥∥∥
X1,I(0,1)

≤ ‖f‖X(0,1)

for every f ∈ M+(0, 1). Thus, (5.3) holds with m = 1 and Y (0, 1) = X1,I(0, 1). Hence, 
by the result for m = 1,

V 1X(Ω, ν) → X1(Ω, ν). (9.25)

Note that here we have also made use of (8.11). By embedding (9.25) applied to each of 
the spaces Xj(Ω, ν), for j = 0, . . . , m − 1, we get

V 1Xj(Ω, ν) → Xj+1(Ω, ν),

whence

V mX(Ω, ν) → V m−1X1(Ω, ν) → V m−2X2(Ω, ν) → . . . → V 1Xm−1(Ω, ν) → Xm(Ω, ν).

(9.26)

Inequality (5.3) tells us that

Hm
I : X(0, 1) → Y (0, 1). (9.27)

The optimality of the space Xm,I(0, 1) as a target in (9.27), proved in Proposition 8.3, 
entails that

Xm,I(0, 1) → Y (0, 1). (9.28)

A combination of (9.26), (9.22) and (9.28) yields

V mX(Ω, ν) → Xm(Ω, ν) = Xm,I(Ω, ν) → Y (Ω, ν), (9.29)

and (5.4) follows.
Finally, (5.5) is equivalent to (5.4) by Proposition 4.4. Note that assumption (4.9) of 

that Proposition is satisfied, owing to (5.2). �
Proof of Theorem 5.4. Embedding (5.7) is a straightforward consequence of (9.29). In 
turn, Proposition 4.4 yields the Poincaré inequality (5.8).

81



626 A. Cianchi et al. / Advances in Mathematics 273 (2015) 568–650

Assume now that the validity of (5.4) implies (5.3). Let ‖ ·‖Y (0,1) be any rearrangement-
invariant function norm such that (5.4) holds. Then, by our assumption, inequality (5.3)
holds as well, namely

Hm
I : X(0, 1) → Y (0, 1). (9.30)

Since, by Proposition 8.3, Xm,I(0, 1) is the optimal rearrangement-invariant target space 
in (9.30), we necessarily have

Xm,I(0, 1) → Y (0, 1).

This implies the optimality of the norm ‖ · ‖Xm,I(0,1) in (5.7). �
Proof of Corollary 5.5. Observe that

sup
f≥0

‖f‖X(0,1)≤1

∥∥∥∥∥

1∫

t

f(s)
I(s)

( s∫

t

dr

I(r)

)m−1

ds

∥∥∥∥∥
L∞(0,1)

= sup
f≥0

‖f‖X(0,1)≤1

1∫

0

f(s)
I(s)

( s∫

0

dr

I(r)

)m−1

ds

=
∥∥∥∥∥

1
I(s)

( s∫

0

dr

I(r)

)m−1∥∥∥∥∥
X′(0,1)

.

Hence, (5.9) is equivalent to (5.3) with Y (0, 1) = L∞(0, 1). The assertion thus follows 
from Theorem 5.1. �
Proof of Theorem 5.7. By Theorem 9.7 and (8.13),

(Xk,I)h,I(0, 1) = (Xk)h(0, 1) = Xk+h(0, 1) = Xk+h,I(0, 1),

and the claim follows. �
Corollaries 5.8, 5.9 and 5.10 follow from Theorems 5.1, 5.4 and 5.7, respectively (via 

Propositions 8.6–8.9).

Proof of Proposition 4.5. Owing to (4.23), Eq. (4.25) will follow if we show that

V mX(Ω, ν) → WmX(Ω, ν). (9.31)

The isoperimetric function IΩ,ν is non-decreasing on [0, 13 ] by definition. Let us define 
the function I by

I(s) =
{

IΩ,ν(s) if s ∈ [0, 1
3 ],

IΩ,ν(1
3 ) if s ∈ [ 13 , 1]. (9.32)
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Then I is non-decreasing on [0, 1]. Moreover, by (4.24), it satisfies (5.2). Let HI be the 
operator defined as in (8.2), with I given by (9.32). Then,

‖HIf‖L1(0,1) ≤
1∫

0

f(t) t

I(t) dt ≤ C‖f‖L1(0,1),

and

‖HIf‖L∞(0,1) ≤
1∫

0

f(t)
I(t) dt ≤

1∫

0

ds

I(s)‖f‖L∞(0,1) ≤ C‖f‖L∞(0,1),

for every f ∈ M+(0, 1). Thus, HI is well defined and bounded both on L1(0, 1) and on 
L∞(0, 1). Owing to an interpolation theorem of Calderón [7, Chapter 3, Theorem 2.12], 
the operator HI is bounded on every rearrangement-invariant space X(0, 1). Hence, from 
Theorem 5.1 applied with Y (0, 1) = X(0, 1) and m = 1, we obtain that

V 1X(Ω, ν) → X(Ω, ν). (9.33)

Iterating (9.33) tells us that there exists a constant C such that

∥∥∇hu
∥∥
X(Ω,ν) ≤ C

(
m−1∑

k=h

∥∥∇ku
∥∥
L1(Ω,ν) +

∥∥∇mu
∥∥
X(Ω,ν)

)
(9.34)

for every h = 0, . . . , m − 1, and u ∈ V mX(Ω, ν). Embedding (9.31) is a consequence of 
(9.34). �
10. Proofs of the Euclidean Sobolev embeddings

In what follows, we shall make use of the fact that the function I(t) = tα satisfies 
(5.12) if α ∈ (0, 1).

Proof of Theorem 6.1. If the one-dimensional inequality (6.1) holds, then the Sobolev 
embedding (6.2) and the Poincaré inequality (6.3) hold as well, owing to (2.4) and to 
Corollary 5.8. This shows that (i) implies (ii) and (iii). The equivalence of (ii) and (iii) 
is a consequence of Proposition 4.4.

It thus only remains to prove that (ii) implies (i). Assume that the Sobolev embed-
ding (6.2) holds. If m ≥ n, then there is nothing to prove, since (6.1) holds for every 
rearrangement-invariant spaces X(0, 1) and Y (0, 1). Indeed,

∥∥∥∥∥

1∫

t

f(s)s−1+ m
n ds

∥∥∥∥∥
L∞(0,1)

=
1∫

0

f(s)s−1+m
n ds ≤ ‖f‖L1(0,1)
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for every nonnegative f ∈ L1(0, 1), and hence (6.1) follows from (3.16). In the case when 
m ≤ n − 1, the validity of (6.1) was proved in [53, Theorem A]. Note that the proof 
is given in [53] for Lipschitz domains, and with the space WmX(Ω) in the place of 
V mX(Ω). However, by Proposition 4.5, WmX(Ω) = V mX(Ω) if Ω is a John domain, 
since (4.24) is fulfilled for any such domain. Moreover, the Lipschitz property of the 
domain is immaterial, since the proof does not involve any property of the boundary and 
hence applies, in fact, to any open set Ω. �
Proof of Theorem 6.2. By Theorem 6.1, every John domain has the property that (5.14)
implies (5.13). Consequently, the conclusion follows from Corollary 5.9. �
Proof of Theorem 6.3. The assertion is a consequence of Corollary 5.10. �

The following result provides us with model Euclidean domains of revolution in Rn

in the class Jα. It is an easy consequence of a special case of [70, Section 5.3.3]. In the 
statement, ωn−1 denotes the Lebesgue measure of the unit ball in Rn−1.

Proposition 10.1. (i) Given α ∈ [ 1
n′ , 1), define ηα : [0, 1

1−α ] → [0, ∞) as

ηα(r) = ω
− 1

n−1
n−1

(
1 − (1 − α)r

) α
(1−α)(n−1) for r ∈

[
0, 1

1 − α

]
.

Let Ω be the Euclidean domain in Rn given by

Ω =
{(

x′, xn

)
∈ Rn : x′ ∈ Rn−1, 0 < xn <

1
1 − α

,
∣∣x′∣∣ < ηα(xn)

}
.

Then |Ω| = 1, and

IΩ(s) ≈ sα for s ∈
[
0, 1

2

]
. (10.1)

(ii) Define η1 : [0, ∞) → [0, ∞) as

η1(r) = ω
− 1

n−1
n−1 e− r

n−1 for r ≥ 0.

Let Ω be the Euclidean domain in Rn given by

Ω =
{(

x′, xn

)
∈ Rn : x′ ∈ Rn−1, xn > 0,

∣∣x′∣∣ < η1(xn)
}
.

Then |Ω| = 1, and

IΩ(s) ≈ s for s ∈
[
0, 1

2

]
. (10.2)
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Proof of Theorem 6.4. The Sobolev embedding (6.10) and the Poincaré inequality (6.11)
are equivalent, owing to Theorem 4.4. If α ∈ [ 1

n′ , 1), then inequality (6.8) implies (6.10)
and (6.11), via Corollary 5.8, whereas if α = 1, then inequality (6.9) implies (6.10) and 
(6.11) via Theorem 5.1.

It thus remains to exhibit a domain Ω ∈ Jα such that the Sobolev embedding (6.10)
implies either (6.8), or (6.9), according to whether α ∈ [ 1

n′ , 1) or α = 1.
If α ∈ [ 1

n′ , 1), let Ω be the set given by Proposition 10.1, Part (i), whereas, if α = 1, let 
Ω be the set given by Proposition 10.1, Part (ii). By either (10.1) or (10.2), one has that 
Ω ∈ Jα. Consequently, embedding (6.10) entails that there exists a constant C such that

‖u‖Y (Ω) ≤ C

(
∥∥∇mu

∥∥
X(Ω) +

m−1∑

k=0

∥∥∇ku
∥∥
L1(Ω)

)
(10.3)

for every u ∈ V mX(Ω). Let us fix any nonnegative function f ∈ X(0, 1), and define 
u : Ω → [0, ∞) as

u(x) =
1∫

Mα(xn)

1
rα
1

1∫

r1

1
rα
2

. . .

1∫

rm−1

f(rm)
rα
m

drm drm−1 . . . dr1 for x ∈ Ω,

where Mα is given by

Mα(r) =
{

(1 − (1 − α)r) 1
1−α for r ∈ [0, 1

1−α ], if α ∈ [ 1
n′ , 1),

e−r for r ∈ [0,∞), if α = 1.

The function u is m-times weakly differentiable in Ω, and, since −M ′
α = (Mα)α,

∣∣∇ku(x)
∣∣ = ∂ku

∂xk
n

(x) =
1∫

Mα(xn)

1
rα
k+1

1∫

rk+1

1
rα
k+2

. . .

1∫

rm−1

f(rm)
rα
m

drm drm−1 . . . drk+1

for a.e. x ∈ Ω,

for k = 1, . . . , m − 1, and

∣∣∇mu(x)
∣∣ = ∂mu

∂xm
n

(x) = f
(
Mα(xn)

)
for a.e. x ∈ Ω.

Moreover, on setting Lα = 1
1−α if α ∈ [ 1

n′ , 1), and Lα = ∞ if α = 1, we have that
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∣∣{(x′, xn

)
∈ Ω : xn > t

}∣∣ = ωn−1

Lα∫

t

ηα(r)n−1 dr =
Lα∫

t

Mα(r)α dr

=
Lα∫

t

−M ′
α(r) dr = Mα(t) for t ∈ (0, Lα).

Thus,

u∗(s) =
1∫

s

1
rα
1

1∫

r1

1
rα
2

. . .

1∫

rm−1

f(rm)
rα
m

drm drm−1 . . . dr1 for s ∈ (0, 1), (10.4)

∣∣∇ku
∣∣∗(s) =

1∫

s

1
rα
k+1

1∫

rk+1

1
rα
k+2

. . .

1∫

rm−1

f(rm)
rα
m

drm drm−1 . . . drk+1 for s ∈ (0, 1),

(10.5)

for 1 ≤ k ≤ m − 1, and

∣∣∇mu
∣∣∗(s) = f∗(s) for s ∈ (0, 1). (10.6)

Eq. (10.6) ensures that u ∈ V mX(Ω). On the other hand, by (10.3) and (10.4)–(10.6),

∥∥∥∥∥

1∫

s

1
rα
1

1∫

r1

1
rα
2

. . .

1∫

rm−1

f(rm)
rα
m

drm drm−1 . . . dr1

∥∥∥∥∥
Y (0,1)

≤ C‖f‖X(0,1) + C

m−1∑

k=0

1∫

0

1∫

s

1
rα
k+1

1∫

rk+1

1
rα
k+2

. . .

1∫

rm−1

f(rm)
rα
m

drm drm−1 . . . drk+1 ds.

(10.7)

Subsequent applications of Fubini’s theorem tell us that

1∫

s

1
rα
k+1

1∫

rk+1

1
rα
k+2

. . .

1∫

rm−1

f(rm)
rα
m

drm drm−1 . . . drk+1

= 1
(m − k − 1)!

1∫

s

1
rα

( r∫

s

dt

tα

)m−k−1

f(r)dr for s ∈ (0, 1). (10.8)

By (10.8), (3.16) and (8.9) applied with I(t) = tα, one has that
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1∫

0

1∫

s

1
rα
k+1

1∫

rk+1

1
rα
k+2

. . .

1∫

rm−1

f(rm)
rα
m

drm drm−1 . . . drk+1 ds

= 1
(m − k − 1)!

1∫

0

1∫

s

1
rα

( r∫

s

dt

tα

)m−k−1

f(r)dr ds =
∥∥Hm−k

I f
∥∥
L1(0,1)

≤ C
∥∥Hm−k

I f
∥∥

(L1)m−k,I(0,1) ≤ C ′‖f‖L1(0,1) ≤ C ′′‖f‖X(0,1) (10.9)

for k = 0, . . . , m − 1, for some constants C, C ′ and C ′′.
When α = 1, inequality (6.9) follows from (10.7), (10.8) and (10.9). When α ∈ [ 1

n′ , 1), 
inequality (6.8) follows from (10.7), (10.8) and (10.9), via Proposition 8.6, Part (i). �
Theorem 10.2. Let p, q ∈ [1, ∞] and α ∈ R be such that one of the conditions in (3.21)
is satisfied. Let I : [0, 1] → [0, ∞) be a non-decreasing function such that t

I(t) is non-
decreasing. Then

∥∥RIf
∗∥∥

(Lp,q;α)′(0,1) ≈
∥∥∥∥t

1
p′ − 1

q′

(
log 2

t

)−α

RIf
∗(t)
∥∥∥∥
Lq′ (0,1)

for every f ∈ M+(0, 1), up to multiplicative constants depending on p, q, α.

Proof. Fix f ∈ M+(0, 1). By Theorem 9.5, applied with m = 0 and X(0, 1) =
Lp,q;α(0, 1), and Hölder’s inequality, there exists a universal constant C such that

∥∥RIf
∗(t)
∥∥

(Lp,q;α)′(0,1) ≤ C
∥∥RIf

∗(t)
∥∥

(Lp,q;α)′
d(0,1)

= C sup
‖g‖Lp,q;α(0,1)≤1

1∫

0

g∗(t)RIf
∗(t) dt

= C sup
‖g‖Lp,q;α(0,1)≤1

1∫

0

g∗(t)t
1
p − 1

q

(
log 2

t

)α

t
1
p′ − 1

q′

(
log 2

t

)−α

RIf
∗(t) dt

≤ C

∥∥∥∥t
1
p′ − 1

q′

(
log 2

t

)−α

RIf
∗(t)
∥∥∥∥
Lq′ (0,1)

.

In order to prove the reverse inequality, assume first that either 1 < p < ∞ or p = q = 1
and α ≥ 0 or p = q = ∞ and α ≤ 0. By Theorem 9.5 (with m = 0) and (3.23),

∥∥∥∥t
1
p′ − 1

q′

(
log 2

t

)−α

RIf
∗(t)
∥∥∥∥
Lq′ (0,1)

≤
∥∥∥∥t

1
p′ − 1

q′

(
log 2

t

)−α

sup
t≤s≤1

RIf
∗(t)
∥∥∥∥
Lq′ (0,1)
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= ‖GIf‖Lp′,q′;−α(0,1) ≈ ‖GIf‖(Lp,q;α)′(0,1)

≈
∥∥RIf

∗∥∥
(Lp,q;α)′(0,1),

where the last but one equivalence holds up to multiplicative constants depending on 
p, q, α.

It remains to consider the case when p = ∞, q ∈ [1, ∞) and α + 1
q < 0. We have that

∥∥RIf
∗(t)
∥∥

(Lp,q;α)′(0,1) ≈
∥∥RIf

∗(t)
∥∥
L(1,q′;−α−1)(0,1)

=
∥∥∥∥∥t

1− 1
q′

(
log 2

t

)−α−1 1
t

t∫

0

(
RIf

∗)∗(s) ds
∥∥∥∥∥
Lq′ (0,1)

≥
∥∥∥∥∥t

1− 1
q′

(
log 2

t

)−α−1 1
t

t∫

0

RIf
∗(s) ds

∥∥∥∥∥
Lq′ (0,1)

=
∥∥∥∥∥t

− 1
q′

(
log 2

t

)−α−1 t∫

0

f∗(r)
t∫

r

ds

I(s) dr

∥∥∥∥∥
Lq′ (0,1)

≥
∥∥∥∥∥t

− 1
q′

(
log 2

t

)−α−1 t2∫

0

f∗(r)
t∫

r

ds

I(s) dr

∥∥∥∥∥
Lq′ (0,1)

≥
∥∥∥∥∥t

− 1
q′

(
log 2

t

)−α−1 t2∫

0

f∗(r) dr
t∫

t2

s

I(s)
ds

s

∥∥∥∥∥
Lq′ (0,1)

≥
∥∥∥∥t

2− 1
q′

(
log 2

t

)−α−1
f∗∗(t2

) t2

I(t2)

(
log 1

t

)∥∥∥∥
Lq′ (0,1)

≥ 1
2

∥∥∥∥χ(0, 12 )(t)t
2− 1

q′

(
log 2

t

)−α
t2

I(t2)f
∗∗(t2

)∥∥∥∥
Lq′ (0,1)

≥ C

∥∥∥∥t
1− 1

q′

(
log 2

t

)−α

RIf
∗(t)
∥∥∥∥
Lq′ (0,1)

,

for some constant C = C(α, q). The proof is complete. �
Proof of Theorem 6.8. By Corollary 5.9,

‖f‖((Lp)m,α)′(0,1) =
∥∥sm(1−α)f∗∗(s)

∥∥
Lp′ (0,1)

for f ∈ M+(0, 1). If m(1 − α) < 1 and p < 1
m(1−α) and r is given by 1

r = 1
p − m(1 − α)

(note that 1 < r < ∞), then this equality of norms, (3.24) and (3.23) yield
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(
Lp
)
m,α

(0, 1) =
(
L(r′,p′))′(0, 1) =

(
Lr′,p′)′(0, 1) = Lr,p(0, 1).

Since p < r, we have Lr,p(0, 1) → Lr(0, 1), and the claim follows. The optimality of 
Lr(0, 1) is a consequence of the fact that Lq(0, 1) � Lr,p(0, 1) if q > r. If m(1 − α) < 1
and p = 1

m(1−α) , then Lr′(0, 1) → L(1,p)(0, 1) for every r ∈ [1, ∞), and hence

(
Lp
)
m,α

(0, 1) =
(
L(1,p′))′(0, 1) → Lr(0, 1).

Finally, if either m(1 − α) ≥ 1, or m(1 − α) < 1 and p > 1
m(1−α) , then (5.9) is satisfied. 

The conclusion thus follows from Corollary 5.5. �
Proof of Theorem 6.9. First, assume that either m(1 − α) ≥ 1, or m(1 − α) < 1, 
p = 1

m(1−α) and q = 1, or m(1 − α) < 1 and p > 1
m(1−α) . In each of these cases, condi-

tion (5.9) is satisfied with I(t) = tα and X(0, 1) = Lp,q(0, 1). Hence, by Corollary 5.5, 
V mLp,q(Ω) → L∞(Ω).

Next, assume that m(1 − α) < 1, and either 1 ≤ p < 1
m(1−α) , or p = 1

m(1−α) and 

q > 1. Set J(t) = t−m(1−α)+1 for t ∈ [0, 1]. Then J is a non-decreasing function such that 
t

J(t) is non-decreasing on (0, 1). Given f ∈ M+(0, 1), by Theorem 10.2 (with α = 0),

‖f‖(Lp,q
m,α)′(0,1) =

∥∥∥∥∥s
−1+m(1−α)

s∫

0

f∗(r) dr
∥∥∥∥∥

(Lp,q)′(0,1)

=
∥∥RJf

∗∥∥
(Lp,q)′(0,1)

≈
∥∥t 1

p′ − 1
q′ RJf

∗(t)
∥∥
Lq′ (0,1) =

∥∥t 1
p′ − 1

q′ +m(1−α)f∗∗(t)
∥∥
Lq′ (0,1)

= ‖f‖L(r′,q′)(0,1),

where the equivalence holds up to constants depending on p and q, and r′ satisfies 
1
r′ = 1

p′ +m(1 −α). Owing to (3.24), (3.23) and (3.18), L(r′,q′)(0, 1) = (L
p

1−mp(1−α) ,q)′(0, 1)
if m(1 −α) < 1 and 1 ≤ p < 1

m(1−α) , and L(r′,q′)(0, 1) = (L∞,q;−1)′(0, 1) if m(1 −α) < 1, 
p = 1

m(1−α) and q > 1. The conclusion follows. �
Proof of Theorem 6.10, sketched. Since (5.1) holds with I(t) = t, in the case when 1 ≤
p < ∞ the assertion follows from an analogous argument as in the proof of Theorem 7.12
applied with β = 1 (see Section 11 below for the proof of Theorem 7.12). If p = ∞, 
Theorem 7.12 has to be combined with an appropriate embedding between Lebesgue 
spaces. �
Proof of Theorem 6.11, sketched. Since (5.1) holds with I(t) = t, the conclusion is a 
consequence of an analogous argument as in the proof of Theorem 7.12 applied with 
β = 1. �

89



634 A. Cianchi et al. / Advances in Mathematics 273 (2015) 568–650

11. Proofs of the Sobolev embeddings in product probability spaces

This final section is devoted to the proof of the results of Section 7.

Lemma 11.1. Let Φ be as in (7.1). Then:
(i) The function LΦ defined by (7.9) is non-decreasing on [0, 1];
(ii) The inequality

sΦ′
(
Φ−1
(

log
(

1
s

)))
≤ LΦ(s) ≤ 2sΦ′

(
Φ−1
(

log
(

1
s

)))
(11.1)

holds for every s ∈ (0, 12 ];
(iii) The inequality

Φ−1(s)
2s ≤ 1

Φ′(Φ−1(s)) ≤ Φ−1(s) − Φ−1(t)
s − t

≤ Φ−1(s)
s

(11.2)

holds whenever 0 ≤ t < s < ∞.

Proof. (i) The convexity of Φ and the concavity of 
√

Φ imply that

0 ≤ Φ′′(t) ≤ Φ′(t)2
2Φ(t) for t > 0.

Therefore,

L′
Φ(s) = Φ′

(
Φ−1
(

log 2
s

))
− Φ′′(Φ−1(log 2

s ))
Φ′(Φ−1(log 2

s ))
≥ Φ′′(Φ−1(log 2

s ))
Φ′(Φ−1(log 2

s ))

(
2 log 2

s
− 1
)

> 0

for s ∈ (0, 1).

Hence, (i) follows.
(ii) The first inequality in (11.1) trivially holds, since both Φ′ and Φ−1 are non-

decreasing functions. The second inequality follows from (i) and from the fact that

2sΦ′
(
Φ−1
(

log
(

1
s

)))
= LΦ(2s) for s ∈

(
0, 1

2

]
.

(iii) Let 0 ≤ r1 < r2 < ∞. Owing to the convexity of Φ and to the fact that Φ(0) = 0, 
we obtain that

Φ(r2)
r2

≤ Φ(r2) − Φ(r1)
r2 − r1

≤ Φ′(r2). (11.3)

Furthermore, by the concavity of 
√

Φ and the fact that 
√

Φ(0) = 0,
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(
√

Φ)′(r2) = Φ′(r2)
2
√

Φ(r2)
≤
√

Φ(r2)
r2

,

and, therefore,

Φ′(r2) ≤ 2Φ(r2)
r2

. (11.4)

Let 0 ≤ t < s < ∞. If we set r1 = Φ−1(t), r2 = Φ−1(s), then 0 ≤ r1 < r2 < ∞. Hence, 
inequalities (11.3) and (11.4) yield

s

Φ−1(s) ≤ s − t

Φ−1(s) − Φ−1(t) ≤ Φ′(Φ−1(s)
)

≤ 2s
Φ−1(s) .

Assertion (11.2) follows. �
Let m ∈ N. We define the operator Pm

Φ from M+(0, 1) into M+(0, 1) by

Pm
Φ f(t) =

(
Φ−1(log 2

t )
log 2

t

)m
1∫

t

f(s)
s

(
log s

t

)m−1
ds for t ∈ (0, 1), (11.5)

and for f ∈ M+(0, 1). Moreover, let Hm
LΦ

be the operator defined as in (8.4) (see 
also (8.6)), with I = LΦ, namely

Hm
LΦ

f(t) = 1
(m − 1)!

1∫

t

f(s)
LΦ(s)

( s∫

t

dr

LΦ(r)

)m−1

ds for t ∈ (0, 1), (11.6)

and for f ∈ M+(0, 1). Observe that, by the change of variables τ 
→ Φ−1(log 2
t ), we have

1
LΦ(r)

( r∫

s

dt

LΦ(t)

)m−1

= 1
rΦ′(Φ−1(log 2

r ))

( r∫

s

dt

tΦ′(Φ−1(log 2
t ))

)m−1

=
(Φ−1(log 2

s ) − Φ−1(log 2
r ))m−1

rΦ′(Φ−1(log 2
r ))

for 0 < s ≤ r < 1.

(11.7)

In particular, this yields

Hm
LΦ

f(t) = 1
(m − 1)!

1∫

t

f(s)
sΦ′(Φ−1(log 2

s ))

(
Φ−1
(

log 2
t

)
− Φ−1

(
log 2

s

))m−1
ds

for t ∈ (0, 1), (11.8)

and f ∈ M+(0, 1).
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A connection between the operators Pm
Φ and Hm

LΦ
is described in the following propo-

sition.

Proposition 11.2. Suppose that Φ is as in (7.1), m ∈ N and f ∈ M+(0, 1). Then

1
2m(m − 1)!P

m
Φ f(t) ≤ Hm

LΦ
f(t) for t ∈ (0, 1). (11.9)

Moreover, if f is non-increasing on (0, 1), then

Hm
LΦ

f(t) ≤ 1
(m − 1)!P

m
Φ f(t) for t ∈ (0, 1). (11.10)

Proof. Let f ∈ M+(0, 1). Since the function s 
→ 1
Φ′(Φ−1(log 2

s )) is non-decreasing on 

(0, 1), from the first inequality in (11.2) we obtain that

Hm
LΦ

f(t) = 1
(m − 1)!

1∫

t

f(s)
sΦ′(Φ−1(log 2

s ))

( s∫

t

dr

rΦ′(Φ−1(log 2
r ))

)m−1

ds

≥ 1
(m − 1)!

1
(Φ′(Φ−1(log 2

t )))m

1∫

t

f(s)
s

( s∫

t

dr

r

)m−1

ds

= 1
(m − 1)!

1
(Φ′(Φ−1(log 2

t )))m

1∫

t

f(s)
s

(
log s

t

)m−1
ds

≥ 1
(m − 1)!

1
2m

(
Φ−1(log 2

t )
log 2

t

)m
1∫

t

f(s)
s

(
log s

t

)m−1
ds

= 1
(m − 1)!

1
2m

Pm
Φ f(t) for t ∈ (0, 1).

Now, assume that f is non-increasing on (0, 1). In the special case when f is a char-
acteristic function of an open interval, namely, f = χ(0,b) for some b ∈ (0, 1], Eq. (11.8)
tells us that

Hm
LΦ

(χ(0,b))(t) = 1
m!χ(0,b)(t)

(
Φ−1
(

log 2
t

)
− Φ−1

(
log 2

b

))m

and

Pm
Φ (χ(0,b))(t) = χ(0,b)(t)

1
m

(
Φ−1(log 2

t )
log 2

t

)m(
log 2

t
− log 2

b

)m

for t ∈ (0, 1). By the last inequality in (11.2),
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(
Φ−1(log 2

t ) − Φ−1(log 2
b )

log 2
t − log 2

b

)m

≤
(

Φ−1(log 2
t )

log 2
t

)m

for t ∈ (0, b).

Hence,

Hm
LΦ

(χ(0,b)) ≤ 1
(m − 1)!P

m
Φ (χ(0,b)). (11.11)

Assume next that f is a nonnegative non-increasing simple function on (0, 1). Then 
there exist k ∈ N, nonnegative numbers a1, a2, . . . , ak ∈ R and 0 < b1 < b2 < . . . < bk ≤ 1
such that f =

∑k
i=1 aiχ(0,bi) a.e. on (0, 1). Hence, owing to (11.11),

Hm
LΦ

f(t) =
k∑

i=1
aiH

m
LΦ

(χ(0,bi))(t) ≤ 1
(m − 1)!

k∑

i=1
aiP

m
Φ (χ(0,bi))(t)

= 1
(m − 1)!P

m
Φ f(t) for t ∈ (0, 1).

Finally, if f ∈ M+(0, 1) is non-increasing on (0, 1), then there exists a sequence fk of 
nonnegative non-increasing simple functions on (0, 1) such that fn ↑ f . Clearly,

Hm
LΦ

f(t) = lim
n→∞

Hm
LΦ

fn(t) ≤ 1
(m − 1)! lim

n→∞
Pm

Φ fn(t) = 1
(m − 1)!P

m
Φ f(t) for t ∈ (0, 1),

whence (11.10) follows. �
Proposition 11.2 has an important consequence.

Proposition 11.3. Let Φ be as in (7.1), let m ∈ N and let ‖ · ‖X(0,1) and ‖ · ‖Y (0,1) be 
rearrangement-invariant function norms. Then

Pm
Φ : X(0, 1) → Y (0, 1) if and only if Hm

LΦ
: X(0, 1) → Y (0, 1).

Proof. By (11.9), the boundedness of the operator Hm
LΦ

implies the boundedness of Pm
Φ . 

Conversely, if Pm
Φ is bounded from X(0, 1) into Y (0, 1) then, in particular, there exists 

a constant C such that

∥∥Pm
Φ f
∥∥
Y (0,1) ≤ C‖f‖X(0,1)

for every nonnegative non-increasing function f ∈ X(0, 1). Combining this inequality 
with (11.10), we obtain that

∥∥Hm
LΦ

f
∥∥
Y (0,1) ≤ C‖f‖X(0,1)
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for every nonnegative non-increasing f ∈ X(0, 1). In view of Corollary 9.8, this is equiv-
alent to the boundedness of Hm

LΦ
from X(0, 1) into Y (0, 1). �

Proof of Theorem 7.1. Properties (ii) and (iii) are equivalent, by Proposition 4.4. Let us 
show that (i) and (ii) are equivalent as well. First, assume that (i) is satisfied. Owing to 
Proposition 11.3, there exists a constant C such that

∥∥∥∥∥

1∫

t

f(s)
LΦ(s)

( s∫

t

dr

LΦ(r)

)m−1

ds

∥∥∥∥∥
Y (0,1)

≤ C‖f‖X(0,1)

for every nonnegative f ∈ X(0, 1). By Lemma 11.1(i), the function LΦ is non-decreasing 
on [0, 1]. Furthermore, condition (5.2) is clearly satisfied with I = LΦ. Thanks to these 
facts and to (7.10), the assumptions of Theorem 5.1 are fulfilled with (Ω, ν) = (Rn, μΦ,n)
and I = LΦ. Hence, (ii) follows.

It only remains to prove that (ii) implies (i). Assume that (ii) holds, namely, there 
exists a constant C, such that

‖u‖Y (Rn,μΦ,n) ≤ C

(
∥∥∇mu

∥∥
X(Rn,μΦ,n) +

m−1∑

k=0

∥∥∇ku
∥∥
L1(Rn,μΦ,n)

)
(11.12)

for every u ∈ V mX(Rn, μΦ,n).
Given any nonnegative function f ∈ X(0, 1) such that f(s) = 0 if s ∈ (1

2 , 1), consider 
the function u : Rn → R defined as

u(x) =
1∫

H(x1)

1
FΦ(r1)

1∫

r1

1
FΦ(r2)

. . .

1∫

rm−1

f(rm)
FΦ(rm) drm drm−1 . . . dr1 for x ∈ Rn,

where H is given by (7.6). Note that, since H ′(t) = −FΦ(H(t)), then

∣∣∇ku(x)
∣∣ = ∂ku

∂xk
1
(x)

=
1∫

H(x1)

1
FΦ(rk+1)

1∫

rk+1

1
FΦ(rk+2)

. . .

1∫

rm−1

f(rm)
FΦ(rm) drm drm−1 . . . drk+1

for a.e. x ∈ Rn, for k = 1, . . . , m − 1, and

∣∣∇mu(x)
∣∣ = ∂mu

∂xm
1

(x) = f
(
H(x1)

)
for a.e. x ∈ Rn.

Thus, by (7.8),
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∣∣∇ku
∣∣∗(s) =

1∫

s

1
FΦ(rk+1)

1∫

rk+1

1
FΦ(rk+2)

. . .

1∫

rm−1

f(rm)
FΦ(rm) drm drm−1 . . . drk+1

for s ∈ (0, 1), (11.13)

for k = 0, . . . , m − 1, and
∣∣∇mu

∣∣∗(s) = f∗(s) for s ∈ (0, 1). (11.14)

By (11.14), u ∈ V mX(Rn, μΦ,n). From (11.12), (11.13) and (11.14) we thus deduce that

∥∥∥∥∥

1∫

s

1
FΦ(r1)

1∫

r1

1
FΦ(r2)

. . .

1∫

rm−1

f(rm)
FΦ(rm) drm drm−1 . . . dr1

∥∥∥∥∥
Y (0,1)

≤ C‖f‖X(0,1)

+ C
m−1∑

k=0

1∫

0

1∫

s

1
FΦ(rk+1)

1∫

rk+1

1
FΦ(rk+2)

. . .

1∫

rm−1

f(rm)
FΦ(rm) drm drm−1 . . . drk+1 ds.

(11.15)

Owing to Fubini’s Theorem, (7.10) and (11.7),

1∫

s

1
FΦ(r1)

1∫

r1

1
FΦ(r2)

. . .

1∫

rm−1

f(rm)
FΦ(rm) drm drm−1 . . . dr1

≈
1∫

s

f(r)
FΦ(r)

( r∫

s

dt

FΦ(t)

)m−1

dr

≈
1∫

s

f(r)
LΦ(r)

( r∫

s

dt

LΦ(t)

)m−1

dr

=
1∫

s

f(r)
(Φ−1(log 2

s ) − Φ−1(log 2
r ))m−1

rΦ′(Φ−1(log 2
r ))

dr for s ∈ (0, 1). (11.16)

Note that the second equivalence makes use of the fact that f vanishes in (1
2 , 1). On the 

other hand, by (11.16) (with m replaced with m − k), (3.16), and (8.9) (with I replaced 
with LΦ),

1∫

0

1∫

s

1
FΦ(rk+1)

1∫

rk+1

1
FΦ(rk+2)

. . .

1∫

rm−1

f(rm)
FΦ(rm) drm drm−1 . . . drk+1 ds
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≈
1∫

0

1∫

s

f(r)
LΦ(r)

( r∫

s

dt

LΦ(t)

)m−k−1

dr ds ≈ ‖Hm−k
LΦ

f‖L1(0,1)

≤ C
∥∥Hm−k

LΦ
f
∥∥

(L1)m−k,LΦ
(0,1) ≤ C ′‖f‖L1(0,1) ≤ C ′′‖f‖X(0,1) (11.17)

for some constants C, C ′ and C ′′. From inequalities (11.15)–(11.17), we deduce that 
there exists a constant C such that

∥∥∥∥∥

1∫

s

f(r)
(Φ−1(log 2

s ) − Φ−1(log 2
r ))m−1

rΦ′(Φ−1(log 2
r ))

dr

∥∥∥∥∥
Y (0,1)

≤ C‖f‖X(0,1)

for every nonnegative function f ∈ X(0, 1) such that f(s) = 0 if s ∈ (1
2 , 1). By Proposi-

tion 11.2, for each such function f we also have

∥∥∥∥∥

(
Φ−1(log 2

t )
log 2

t

)m
1∫

t

f(s)
s

(
log s

t

)m−1
ds

∥∥∥∥∥
Y (0,1)

≤ 2mC‖f‖X(0,1). (11.18)

Finally, assume that f is any nonnegative function from X(0, 1) (which need not 
vanish in (1

2 , 1)). Then, by the boundedness of the dilation operator on Y (0, 1), there 
exists a constant C such that

∥∥∥∥∥

(
Φ−1(log 2

t )
log 2

t

)m
1∫

t

f(s)
s

(
log s

t

)m−1
ds

∥∥∥∥∥
Y (0,1)

≤ C

∥∥∥∥∥χ(0, 12 )(t)
(

Φ−1(log 1
t )

log 1
t

)m
1∫

2t

f(s)
s

(
log s

2t

)m−1
ds

∥∥∥∥∥
Y (0,1)

. (11.19)

Furthermore, since

Φ−1(log 1
t )

log 1
t

≤ Φ−1(log 2
t )

log 1
t

≤ 2Φ−1(log 2
t )

log 2
t

for t ∈
(

0, 1
2

)
,

from inequality (11.18) with f replaced with χ(0, 12 )(t)f(2t), and the boundedness of the 
dilation operator, we obtain

∥∥∥∥∥χ(0, 12 )(t)
(

Φ−1(log 1
t )

log 1
t

)m
1∫

2t

f(s)
s

(
log s

2t

)m−1
ds

∥∥∥∥∥
Y (0,1)

≤ 2m

∥∥∥∥∥χ(0, 12 )(t)
(

Φ−1(log 2
t )

log 2
t

)m
1
2∫

t

f(2s)
s

(
log s

t

)m−1
ds

∥∥∥∥∥
Y (0,1)

≤ C ′∥∥χ(0, 12 )(t)f(2t)
∥∥
X(0,1) ≤ C ′′‖f‖X(0,1) (11.20)
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for some constants C ′ and C ′′ independent of f . Coupling (11.19) with (11.20) yields 
(7.11). �
Proof of Theorem 7.3. Set J(s) = s for s ∈ [0, 1]. Then condition (5.2) is obvi-
ously fulfilled with I = J . The norm ‖ · ‖

X̃m,J (0,1) is thus well defined and, moreover, 
‖ · ‖

X̃m(0,1) = ‖ · ‖Xm,J (0,1). Therefore, Proposition 8.3 tells us that ‖ · ‖
X̃m(0,1) is a 

rearrangement-invariant function norm. We shall now verify that ‖ · ‖Xm,Φ(0,1) is a 
rearrangement-invariant function norm as well. The first two properties in (P1) and 
properties (P2) and (P3) are straightforward consequences of the corresponding prop-
erties for ‖ · ‖

X̃m(0,1). To prove the triangle inequality, fix f, g ∈ M+(0, 1). By (3.6), ∫ s

0 (f +g)∗(r) dr ≤
∫ s

0 (f∗(r) +g∗(r)) dr for s ∈ (0, 1). We observe that for each t ∈ (0, 1), 
the function s 
→ χ(0,t)(s)(

log 2
s

Φ−1(log 2
s ) )

m is nonnegative and non-increasing on (0, 1). 
Hardy’s lemma therefore yields that

t∫

0

( log 2
s

Φ−1(log 2
s )

)m

(f + g)∗(s) ds

≤
t∫

0

(( log 2
s

Φ−1(log 2
s )

)m

f∗(s) +
( log 2

s

Φ−1(log 2
s )

)m

g∗(s)
)

ds

for t ∈ (0, 1). The triangle inequality now follows using the Hardy–Littlewood–Pólya 
principle and the triangle inequality for ‖ · ‖

X̃m(0,1).
One has that

expL
1
m (0, 1) =

(
L∞)

m
(0, 1) → X̃m(0, 1),

where the equality is a consequence of Theorem 6.11. Thus, there exists a constant C
such that

‖1‖Xm,Φ(0,1) =
∥∥∥∥
( log 2

s

Φ−1(log 2
s )

)m∥∥∥∥
X̃m(0,1)

≤ C

∥∥∥∥
( log 2

s

Φ−1(log 2
s )

)m∥∥∥∥
exp L

1
m (0,1)

≈
∥∥∥∥

1
(Φ−1(log 2

s ))m

∥∥∥∥
L∞(0,1)

= 1
(Φ−1(log 2))m < ∞.

This proves (P4).
Finally, by property (P5) for ‖ · ‖

X̃m(0,1), there exists a positive constant C such that 
for all f ∈ M+(0, 1),

‖f‖Xm,Φ(0,1) ≥
(

log 2
Φ−1(log 2)

)m∥∥f∗∥∥
X̃m(0,1) ≥

(
C log 2

Φ−1(log 2)

)m
1∫

0

f∗(s) ds.

97



642 A. Cianchi et al. / Advances in Mathematics 273 (2015) 568–650

Therefore, ‖ ·‖Xm,Φ(0,1) satisfies (P5). Since the property (P6) holds trivially, ‖ ·‖Xm,Φ(0,1)
is actually a rearrangement-invariant norm.

It follows from the proof of Theorem 7.1 that the assumptions of Theorem 5.4 are ful-
filled with (Ω, ν) = (Rn, μΦ,n) and I = LΦ. Therefore, ‖ · ‖Xm,LΦ

(0,1) is the optimal 
rearrangement-invariant target function norm for ‖ · ‖X(0,1) in the Sobolev embed-
ding (7.12). Thus, the proof will be complete if we show that Xm,Φ(0, 1) = Xm,LΦ

(0, 1). 
We have that

‖f‖X′
m,LΦ

(0,1) = (m − 1)!
∥∥Rm

LΦ
f∗∥∥

X′(0,1) ≈
∥∥Rm

LΦ
f∗∥∥

X′
d(0,1) (by Theorem 9.5)

= sup
‖g‖X(0,1)≤1

1∫

0

g∗(t)Rm
LΦ

f∗(t) dt

= sup
‖g‖X(0,1)≤1

1∫

0

f∗(t)Hm
LΦ

g∗(t) dt

≈ sup
‖g‖X(0,1)≤1

1∫

0

f∗(t)Pm
Φ g∗(t) dt (by Proposition 11.2)

≈ sup
‖g‖X(0,1)≤1

1∫

0

f∗(t)
(

Φ−1(log 2
t )

log 2
t

)m

Hm
J g∗(t) dt

= sup
‖g‖X(0,1)≤1

1∫

0

g∗(t)Rm
J

(
f∗(s)

(
Φ−1(log 2

s )
log 2

s

)m)
(t) dt

=
∥∥∥∥Rm

J

(
f∗(s)

(
Φ−1(log 2

s )
log 2

s

)m)∥∥∥∥
X′

d(0,1)
for f ∈ L1(0, 1), (11.21)

up to multiplicative constants depending on m.
We now claim that, given f ∈ L1(0, 1), there exists a non-decreasing function I on 

[0, 1] fulfilling (5.2) and a function h ∈ M+(0, 1) such that

f∗(s)
(

Φ−1(log 2
s )

log 2
s

)m

≈ RIh
∗(s) for s ∈ (0, 1), (11.22)

up to multiplicative constants depending on m. Indeed, let s0 ∈ (0, 1) be chosen in such 
a way that the function s 
→ s(log 2

s )m+1 is non-decreasing on (0, s0). Then we set

I(s) = 1
f∗(s) for s ∈ (0, 1] and I(0) = 0,

and
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h(s) =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

(Φ−1(log 2
s ))m−1(Φ−1(log 2

s )− log 2
s

Φ′(Φ−1(log 2
s
))

)

s(log 2
s )m+1 , s ∈ (0, s0]

(Φ−1(log 2
s ))m−1(Φ−1(log 2

s )− log 2
s

Φ′(Φ−1(log 2
s
))

)

s0(log 2
s0

)m+1 , s ∈ (s0, 1).

It follows from (11.2) that the function h is non-negative on (0, 1). To verify (11.22) we 
first show that h is non-increasing on (0, 1). The function Φ−1 is clearly non-decreasing 
on (0, ∞). Furthermore, we deduce from the convexity of Φ that the function s 
→
Φ−1(s) − s

Φ′(Φ−1(s)) is non-decreasing on (0, ∞). Altogether, this ensures that the function

s 
→
(
Φ−1
(

log 2
s

))m−1(
Φ−1
(

log 2
s

)
− log 2

s

Φ′(Φ−1(log 2
s ))

)

is non-increasing on (0, 1). By the definition of s0, the function

s 
→
{

s(log 2
s )m+1, s ∈ (0, s0]

s0(log 2
s0

)m+1, s ∈ (s0, 1)

is non-decreasing (and continuous) on (0, 1), and therefore, in particular, h = h∗.
Consequently, we have

f∗(s)
(

Φ−1(log 2
s )

log 2
s

)m

= m

I(s)

s∫

0

(Φ−1(log 2
r ))m−1(Φ−1(log 2

r ) − log 2
r

Φ′(Φ−1(log 2
r )) )

r(log 2
r )m+1 dr

≈ 1
I(s)

s∫

0

h∗(r) dr = RIh
∗(s) for s ∈ (0, 1),

up to multiplicative constants depending on m. This proves (11.22). Furthermore, it can 
be easily verified that the function I fulfills also the remaining required properties.

Coupling (11.21) with (11.22) entails that

‖f‖X′
m,LΦ

(0,1) ≈
∥∥Rm

J RIh
∗∥∥

X′
d(0,1), (11.23)

up to multiplicative constants depending on m.
Now, the same proof as that of Theorem 9.5 yields that

∥∥Rm
J RIh

∗∥∥
X′

d(0,1) ≈
∥∥Rm

J

(
RIh

∗)∗∥∥
X′(0,1), (11.24)

up to multiplicative constants still depending only on m.
On combining (11.23), (11.24) and (11.22), we obtain that for every f ∈ L1(0, 1),

‖f‖X′
m,LΦ

(0,1) ≈
∥∥∥∥Rm

J

(
f∗(·)

(
Φ−1(log 2

(·) )
log 2

(·)

)m)∗
(t)
∥∥∥∥
X′(0,1)
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≈
∥∥∥∥f∗(t)

(
Φ−1(log 2

t )
log 2

t

)m∥∥∥∥
X̃′

m(0,1)
(11.25)

up to multiplicative constants depending on m. Consequently, by (11.25), we have that, 
for every g ∈ M+(0, 1),

‖g‖Xm,LΦ
(0,1) = sup

{ 1∫

0

f∗(s)g∗(s) ds : ‖f‖X′
m,LΦ

(0,1) ≤ 1
}

≈ sup
{ 1∫

0

f∗(s)g∗(s) ds :
∥∥∥∥f∗(t)

(
Φ−1(log 2

t )
log 2

t

)m∥∥∥∥
X̃′

m(0,1)
≤ 1
}

≤
∥∥∥∥g∗(t)

( log 2
t

Φ−1(log 2
t )

)m∥∥∥∥
X̃m(0,1)

,

up to multiplicative constants depending on m.
Conversely,
∥∥∥∥g∗(t)

( log 2
t

Φ−1(log 2
t )

)m∥∥∥∥
X̃m(0,1)

= sup
{ 1∫

0

g∗(t)
( log 2

t

Φ−1(log 2
t )

)m

f∗(t) dt : ‖f‖
X̃′

m(0,1) ≤ 1
}

≈ sup
{ 1∫

0

g∗(t)
( log 2

t

Φ−1(log 2
t )

)m

f∗(t) dt :
∥∥∥∥f∗(t)

( log 2
t

Φ−1(log 2
t )

)m∥∥∥∥
X′

m,LΦ
(0,1)

≤ 1
}

≤ ‖g‖Xm,LΦ
(0,1), (11.26)

up to multiplicative constants depending on m. Note that the equivalence in (11.26)
holds by (11.25) and the fact that the function t 
→ ( log 2

t

Φ−1(log 2
t ) )

m is non-increasing. 
Hence, Xm,Φ(0, 1) = Xm,LΦ

(0, 1). The proof is complete. �
Proof of Proposition 7.5. Since the m-th iteration of the double-star operator g 
→ g∗∗

associates a function g with 1
s

∫ s

0 (log s
r )m−1g∗(r) dr for s ∈ (0, 1), we obtain from the 

boundedness of the double-star operator on X ′(0, 1) that

‖g‖
X̃′

m(0,1) ≈ ‖g‖X′(0,1).

Thus, X̃m(0, 1) = X(0, 1). Consequently, the assertion follows from (7.15). �
Proof of Theorem 7.6. This is a consequence of Theorem 5.7 and of the fact that 
Xm,Φ(0, 1) = Xm,LΦ

(0, 1). �
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Proof of Theorem 7.12. Set X(0, 1) = Lp,q;α(0, 1). We claim that

X̃m(0, 1) =
{

Lp,q;α(0, 1) if p < ∞,

L∞,q;α−m(0, 1) if p = ∞.

Indeed, let p < ∞ and set Φ(t) = t for t ∈ [0, ∞). Then, by Remark 7.2,

X̃m(0, 1) = Xm,Φ(0, 1).

By (3.23) and (3.24), the operator f 
→ f∗∗ is bounded on X ′(0, 1). Therefore, by Propo-
sition 7.5,

Xm,Φ(0, 1) = X(0, 1) = Lp,q;α(0, 1).

Now, let p = ∞, and set I(s) = s for s ∈ [0, 1]. Then RIf
∗ = f∗∗, whence, by Theo-

rem 10.2,

‖f‖(X̃1)′(0,1) =
∥∥f∗∗∥∥

X′(0,1) ≈
∥∥∥∥t

1− 1
q′

(
log 2

t

)−α

f∗∗(t)
∥∥∥∥
Lq′ (0,1)

= ‖f‖L(1,q′;−α)(0,1).

Owing to (3.23) and (3.24),

(
L(1,q′;−α))′(0, 1) = L∞,q;α−1(0, 1).

Thus,

X̃1(0, 1) = L∞,q;α−1(0, 1).

By making use of Theorem 7.6 combined with Remark 7.2, we obtain that

X̃m(0, 1) = L∞,q;α−m(0, 1).

The conclusion is now a consequence of Theorem 7.11. �
12. List of symbols

Function spaces

M(Ω, ν) (3.1)
M+(Ω, ν) (3.2)
M0(Ω, ν) (3.3)
X(Ω, ν) (3.12)
Xloc(Ω, ν) (3.13)
Lp logα L(Ω, ν) below (3.27)
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expLβ(Ω, ν) below (3.27)
exp expLβ(Ω, ν) below (3.27)
V m

⊥ X(Ω, ν) (4.15)

Function norms

‖ · ‖X(0,1) (3.8)
‖ · ‖X′(0,1) (3.9)
‖ · ‖X′

d(0,1) (3.11)
‖ · ‖Lp,q(0,1) (3.17)
‖ · ‖L(p,q)(0,1) (3.17)
‖ · ‖Lp,q;α(0,1) (3.20)
‖ · ‖L(p,q;α)(0,1) (3.20)
‖ · ‖Lp,q;α,β(0,1) (3.22)
‖ · ‖LA(0,1) (3.26)
‖ · ‖L(p,q,D)(0,1) (3.28)
‖ · ‖V mX(Ω,ν) (4.14)
‖ · ‖WmX(Ω,ν) (4.22)
‖ · ‖Xm,I(0,1) (5.6)
‖ · ‖X�

m,I(0,1) (5.16)
‖ · ‖Xm,John(0,1) (6.4)
‖ · ‖Xm,α(0,1) (6.12)
‖ · ‖

X̃m(0,1) (7.14)
‖ · ‖Xm,Φ(0,1) (7.15)
‖ · ‖Xm,G(0,1) (7.18)
‖ · ‖Xm,B,β(0,1) (7.21)
‖ · ‖Xj(0,1) (8.10)

Operators

Eλ (3.15)
HI (8.2)
Hj

I (8.4)
RI (8.3)
Rj

I (8.4)
Gm

I (9.3)
Pm

Φ (11.5)
Hm

LΦ
(11.6)

Miscellaneous

ν (2.1)
ω (2.1)
u∗ (3.4)
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u∗∗ (3.5)
Pν(E, Ω) (4.1)
IΩ,ν (4.2)
med(u) (4.11)
Jα (6.7)
Am,α (6.21)
Φ above (7.1)
μΦ (7.1)
cΦ (7.1)
μΦ,n (7.2)
dγn (7.4)
dγn,β (7.5)
FΦ (7.7)
LΦ (7.9)
ωn−1 above Proposition 10.1
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BANACH ALGEBRAS OF WEAKLY DIFFERENTIABLE FUNCTIONS

ANDREA CIANCHI, LUBOŠ PICK AND LENKA SLAVÍKOVÁ

Abstract. The question is addressed of when a Sobolev type space, built upon a general
rearrangement-invariant norm, on an n-dimensional domain, is a Banach algebra under point-
wise multiplication of functions. A sharp balance condition among the order of the Sobolev
space, the strength of the norm, and the (ir)regularity of the domain is provided for the relevant
Sobolev space to be a Banach algebra. The regularity of the domain is described in terms of
its isoperimetric function. Related results on the boundedness of the multiplication operator
into lower-order Sobolev type spaces are also established. The special cases of Orlicz-Sobolev
and Lorentz-Sobolev spaces are discussed in detail. New results for classical Sobolev spaces on
possibly irregular domains follow as well.

1. Introduction and main results

The Sobolev space Wm,p(Ω) of those functions in an open set Ω ⊂ Rn, n ≥ 2, whose weak
derivatives up to the order m belong to Lp(Ω), is classically well known to be a Banach space for
every m ∈ N and p ∈ [1,∞]. In particular, the sum of any two functions from Wm,p(Ω) always
still belongs to Wm,p(Ω). The situation is quite different if the operation of sum is replaced
by product. In fact, membership of functions to a Sobolev space need not be preserved under
multiplication. Hence, Wm,p(Ω) is not a Banach algebra in general. A standard result in the
theory of Sobolev spaces tells us that if Ω is regular, say a bounded domain with the cone
property, then Wm,p(Ω) is indeed a Banach algebra if and only if either p > 1 and pm > n, or
p = 1 and m ≥ n. Recall that this amounts to the existence of a constant C such that

(1.1) ‖uv‖WmX(Ω) ≤ C‖u‖WmX(Ω)‖v‖WmX(Ω)

for every u, v ∈ WmX(Ω). We refer to Section 6.1 of the monograph [48] for this result, where
a comprehensive updated treatment of properties of Sobolev functions under product can be
found. See also [1, Theorem 5.23] for a proof of the sufficiency part of the result.

In the present paper abandon this classical setting, and address the question of the validity
of an inequality of the form (1.1) in a much more general framework. Assume that Ω is
just a domain in Rn, namely an open connected set, with finite Lebesgue measure |Ω|, which,
without loss of generality, will be assumed to be equal to 1. Moreover, suppose that Lp(Ω)
is replaced with an arbitrary rearrangement-invariant space X(Ω), loosely speaking, a Banach
space of measurable functions endowed with a norm depending only on the measure of level
sets of functions. We refer to the next section for precise definitions concerning function spaces.
Let us just recall here that, besides Lebesgue spaces, Lorentz and Orlicz spaces are classical
instances of rearrangement-invariant spaces.
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2 ANDREA CIANCHI, LUBOŠ PICK AND LENKA SLAVÍKOVÁ

Given any m ∈ N and any rearrangement-invariant space X(Ω), consider the m-th order
Sobolev type space VmX(Ω) built upon X(Ω), and defined as the collection of all m times
weakly differentiable functions u : Ω → R such that |∇mu| ∈ X(Ω). Here, ∇mu denotes the
vector of all m-th order weak derivatives of u, and |∇mu| stands for its length. For notational
convenience, we also set ∇0u = u and V0X(Ω) = X(Ω). Given any fixed ball B ⊂ Ω, we define
the functional ‖ · ‖VmX(Ω) by

(1.2) ‖u‖VmX(Ω) =

m−1∑

k=0

‖∇ku‖L1(B) + ‖∇mu‖X(Ω)

for u ∈ VmX(Ω). Observe that in the definition of VmX(Ω) it is only required that the deriva-
tives of the highest order m of u belong to X(Ω). This assumption does not ensure, for an
arbitrary domain Ω, that also u and its derivatives up to the order m − 1 belong to X(Ω),
or even to L1(Ω). However, owing to a standard Poincaré inequality, if u ∈ VmX(Ω), then
|∇ku| ∈ L1(B) for k = 0, . . . ,m − 1, for every ball B ⊂ Ω. It follows that the functional
‖ · ‖VmX(Ω) is a norm on VmX(Ω). Furthermore, a standard argument shows that VmX(Ω) is a
Banach space equipped with this norm, which results in equivalent norms under replacements
of B with other balls.

We shall exhibit minimal conditions on m, Ω and ‖·‖X(Ω) for VmX(Ω) to be a Banach algebra
under pointwise multiplication of functions, namely for an inequality of the form

‖uv‖VmX(Ω) ≤ C‖u‖VmX(Ω)‖v‖VmX(Ω)

to hold for some constant C and every u, v ∈ VmX(Ω). Variants of this inequality, where
VmX(Ω) is replaced by a lower-order Sobolev space on the left-hand side, are also dealt with.

In our discussion, we neither a priori assume any regularity on Ω, nor we assume that X(Ω)
is a Lebesgue space (or any other specific space). We shall exhibit a balance condition between
the degree of regularity of Ω, the order of differentiation m, and the strength of the norm in
X(Ω) ensuring that VmX(Ω) be a Banach algebra. The dependence on X(Ω) is only through
the representation norm ‖ · ‖X(0,1) of ‖ · ‖X(Ω). In particular, the associate norm ‖ · ‖X′(0,1) of
‖ · ‖X(0,1), a kind of measure theoretic dual norm of ‖ · ‖X(0,1), will be relevant.
As for our assumptions on the domain Ω, a key role in their formulation will be played by the
relative isoperimetric inequality. Let us recall that the discovery of the link between isoperimetric
inequalities and Sobolev type inequalities can be traced back to the work of Maz’ya on one hand
([45, 46]), who proved the equivalence of general Sobolev inequalities to either isoperimetric or
isocapacitary inequalities, and that of Federer and Fleming on the other hand ([29]) who used the
standard isoperimetric inequality by De Giorgi ([26]) to exhibit the best constant in the Sobolev
inequality for W 1,1(Rn). The detection of optimal constants in classical Sobolev inequalities
continued in the contributions [50], [55], [4], where crucial use of De Giorgi’s isoperimetric
inequality was again made. An extensive research followed, along diverse directions, on the
interplay between isoperimetric and Sobolev inequalities. We just mention the papers [2, 5, 6,
9, 10, 11, 12, 15, 17, 18, 19, 22, 24, 27, 28, 30, 32, 33, 35, 36, 37, 38, 40, 41, 42, 43, 49, 54, 56]
and the monographs [13, 14, 16, 31, 34, 47, 53].

Before stating our most general result, let us focus on the situation when m and X(Ω) are
arbitrary, but Ω is still, in a sense, a best possible domain. This is the case when Ω is a John
domain. Recall that a bounded open set Ω in Rn is called a John domain if there exist a constant
c ∈ (0, 1), an l ∈ (0,∞) and a point x0 ∈ Ω such that for every x ∈ Ω there exists a rectifiable
curve $ : [0, l]→ Ω, parameterized by arclength, such that $(0) = x, $(l) = x0, and

dist ($(r), ∂Ω) ≥ cr for r ∈ [0, l].
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Lipschitz domains, and domains with the cone property are customary instances of John do-
mains.

When Ω is any John domain, a necessary and sufficient condition for VmX(Ω) to be a Banach
algebra is provided by the following result.

Theorem 1.1. Let m,n ∈ N, n ≥ 2. Assume that Ω is a John domain in Rn. Let ‖ · ‖X(0,1) be
a rearrangement-invariant function norm. Then VmX(Ω) is a Banach algebra if and only if

(1.3) ‖r−1+m
n ‖X′(0,1) <∞.

As a consequence of Theorem 1.1, and of the characterization of Sobolev embeddings into
L∞(Ω), we have the following corollary.

Corollary 1.2. Let m,n ∈ N, n ≥ 2. Assume that Ω is a John domain in Rn. Let ‖ · ‖X(0,1) be
a rearrangement-invariant function norm. Then the Sobolev space VmX(Ω) is a Banach algebra
if and only if VmX(Ω)→ L∞(Ω).

Let us now turn to the general case. Regularity on Ω will be imposed in terms of its isoperi-
metric function IΩ : [0, 1]→ [0,∞], introduced in [45], and given by

(1.4) IΩ(s) = inf
{
P (E,Ω) : E ⊂ Ω, s ≤ |E| ≤ 1

2

}
if s ∈ [0, 1

2 ],

and IΩ(s) = IΩ(1− s) if s ∈ (1
2 , 1]. Here, P (E,Ω) denotes the perimeter of a measurable set E

relative to Ω, which agrees with Hn−1(Ω∩∂ME), where ∂ME denotes the essential boundary of
E, in the sense of geometric measure theory, and Hn−1 stands for (n−1)-dimensional Hausdorff
measure. The very definition of IΩ implies the relative isoperimetric inequality in Ω, which tells
us that

(1.5) P (E,Ω) ≥ IΩ(|E|),
for every measurable set E ⊂ Ω. In other words, IΩ is the largest non-decreasing function in
[0, 1

2 ], symmetric about 1
2 , which renders (1.5) true.

The degree of regularity of Ω can be described in terms of the rate of decay of IΩ(s) to 0 as
s→ 0. Heuristically speaking, the faster IΩ decays to 0, the less regular Ω is. For instance, the
isoperimetric function IΩ of any John domain Ω ⊂ Rn is known to satisfy

(1.6) IΩ(s) ≈ s 1
n′

near 0, where n′ = n
n−1 . Here, and in what follows, the notation f ≈ g mans that the real-valued

functions f and g are equivalent, in the sense that there exist positive constants c, C such that
cf(c·) ≤ g(·) ≤ Cf(C·). Notice that (1.6) is the best (i.e. slowest) possible decay of IΩ, since,
if Ω is any domain, then

(1.7)
IΩ(s)

s
1
n′
≤ C for s ∈ (0, 1],

for some constant C [25, Proposition 4.1].
What enters in our characterization of Sobolev algebras is, in fact, just a lower bound for IΩ.

We shall thus work with classes of domains whose isoperimetric function admits a lower bound
in terms of some non-decreasing function I : (0, 1) → (0,∞). The function I will be continued
by continuity at 0 when needed. Given any such function I, we denote by JI the collection of
all domains Ω ⊂ Rn such that

(1.8) IΩ(s) ≥ cI(cs) for s ∈ (0, 1
2 ],

for some constant c > 0. The assumption that I(t) > 0 for t ∈ (0, 1) is consistent with the fact
that IΩ(t) > 0 for t ∈ (0, 1), owing to the connectedness of Ω [47, Lemma 5.2.4].
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4 ANDREA CIANCHI, LUBOŠ PICK AND LENKA SLAVÍKOVÁ

In particular, if I(s) = sα for s ∈ (0, 1), for some α ∈ [ 1
n′ ,∞), we denote JI simply by Jα, and

call it a Maz’ya class. Thus, a domain Ω ∈ Jα if there exists a positive constant C such that

IΩ(s) ≥ Csα for every s ∈ (0, 1
2 ].

Observe that, thanks to (1.6), any John domain belongs to the class J 1
n′

.

Our most general result about Banach algebras of Sobolev spaces is stated in the next theorem.
Let us emphasize that, if Ω is not a regular domain, it brings new information even in the
standard case when X(Ω) = Lp(Ω).

Theorem 1.3. Assume that m,n ∈ N, n ≥ 2, and let ‖ · ‖X(0,1) be a rearrangement-invariant
function norm. Assume that I is a positive non-decreasing function on (0, 1). If Ω ∈ JI and

(1.9)

∥∥∥∥∥
1

I(t)

(∫ t

0

ds

I(s)

)m−1
∥∥∥∥∥
X′(0,1)

<∞,

then
VmX(Ω) is a Banach algebra,

or, equivalently, there exists a constant C such that

(1.10) ‖uv‖VmX(Ω) ≤ C‖u‖VmX(Ω)‖v‖VmX(Ω)

for every u, v ∈ VmX(Ω).
Conversely, if, in addition,

(1.11)
I(t)

t
1
n′

is equivalent to a non-decreasing function on (0, 1),

then (1.9) is sharp, in the sense that if VmX(Ω) is a Banach algebra for every Ω ∈ JI , then (1.9)
holds.

Remark 1.4. Assumption (1.11) is not restrictive in view of (1.7), and can just be regarded as
a qualification of the latter.

Remark 1.5. If condition (1.9) holds for some X(0, 1) and m, then necessarily∫

0

ds

I(s)
<∞.

This is obvious for m ≥ 2, whereas it follows from (2.5) below for m = 1.

An analogue of Corollary 1.2 is provided by the following statement.

Corollary 1.6. Let m,n ∈ N, n ≥ 2, and let ‖ · ‖X(0,1) be a rearrangement-invariant function
norm. Assume that I is a positive non-decreasing function on (0, 1) satisfying (1.11). Then
the Sobolev space VmX(Ω) is a Banach algebra for all domains Ω satisfying (1.8) if and only if
VmX(Ω)→ L∞(Ω) for every Ω ∈ JI .

The next corollary of Theorem 1.3 tells us that VmX(Ω) is always a Banach algebra, whatever
X(Ω) is, provided that IΩ is sufficiently well behaved near 0, depending on m.

Corollary 1.7. Let m,n ∈ N, n ≥ 2, and let Ω ∈ JI for some positive non-decreasing function
I on (0, 1). Suppose that

(1.12) lim sup
t→0+

1

I(t)

(∫ t

0

dr

I(r)

)m−1

<∞.

Then the Sobolev space VmX(Ω) is a Banach algebra for every rearrangement-invariant space
X(Ω).
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Remark 1.8. Besides VmX(Ω), one can consider the m-th order Sobolev type space V mX(Ω)
of those functions u such that the norm

(1.13) ‖u‖VmX(Ω) =
m−1∑

k=0

‖∇ku‖L1(Ω) + ‖∇mu‖X(Ω)

is finite, and the space WmX(Ω) of those functions whose norm

‖u‖WmX(Ω) =
m∑

k=0

‖∇ku‖X(Ω)

is finite. Both V mX(Ω) and WmX(Ω) are Banach spaces. Since any rearrangement-invariant
space is embedded into L1(Ω), one has that

(1.14) WmX(Ω)→ V mX(Ω)→ VmX(Ω),

and the inclusions are strict, as noticed above, unless Ω satisfies some additional regularity
assumption. In particular, if

(1.15) inf
t∈(0,1)

IΩ(t)

t
> 0,

then

(1.16) V mX(Ω) = VmX(Ω),

with equivalent norms, as a consequence of [47, Theorem 5.2.3] and of the closed graph theorem.
If assumption (1.15) is strengthened to

(1.17)

∫

0

ds

IΩ(s)
<∞,

then, in fact,

(1.18) WmX(Ω) = V mX(Ω) = VmX(Ω),

up to equivalent norms [25, Proposition 4.5].
If Ω ∈ JI for some I fulfilling (1.9), then, by Remark 1.5, condition (1.17) is certainly satisfied.
Thus, by the first part of Theorem 1.3, assumption (1.9) is sufficient also for V mX(Ω) and
WmX(Ω) to be Banach algebras. Under (1.11), such assumption is also necessary, provided
that the function I is a priori known to fulfil either

(1.19) inf
t∈(0,1)

I(t)

t
> 0,

or

(1.20)

∫

0

ds

I(s)
<∞,

according to whether V mX(Ω) or WmX(Ω) is in question. Let us emphasize that these ad-
ditional assumptions cannot be dispensed with in general. For instance, it is easily seen that
WmL∞(Ω) is always a Banach algebra, whatever m and Ω are.

So far we have analyzed the question of whether VmX(Ω) is a Banach algebra, namely of
the validity of inequality (1.10). We now focus on inequalities in the spirit of (1.10), where the
space VmX(Ω) is replaced with a lower-order Sobolev space Vm−kX(Ω) on the left-hand side.
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The statement of our result in this connection requires the notion of the fundamental function
ϕX : [0, 1]→ [0,∞) of a rearrangement-invariant function norm ‖ · ‖X(0,1). Recall that

(1.21) ϕX(t) = ‖χ(0,t)‖X(0,1) for t ∈ (0, 1].

Theorem 1.9. Let m, n, k ∈ N, n ≥ 2, 1 ≤ k ≤ m, and let ‖ · ‖X(0,1) be a rearrangement-
invariant function norm. Assume that I is a positive non-decreasing function on (0, 1). If
Ω ∈ JI and

(1.22) sup
t∈(0,1)

1

ϕX(t)

(∫ t

0

ds

I(s)

)m+k

<∞,

then

(1.23) ‖uv‖Vm−kX(Ω) ≤ C‖u‖VmX(Ω)‖v‖VmX(Ω)

for every u, v ∈ VmX(Ω).
Conversely, if, in addition, (1.11) is fulfilled, then (1.22) is sharp, in the sense that if (1.23)

is satisfied for all domains Ω ∈ JI , then (1.22) holds.

Remark 1.10. Considerations on the replacement of the space VmX(Ω) with either the space
V mX(Ω), or WmX(Ω) in Theorem 1.9 can be made, which are analogous to those of Remark
1.8 about Theorem 1.3.

In the borderline case when k = 0, condition (1.22) is (essentially) weaker than (1.9) - see
Proposition 3.3 and Remark 3.4, Section 3. The next result asserts that it “almost” implies
inequality (1.10), in that it yields an inequality of that form, with the borderline terms u∇mv
and v∇mu missing in the Leibniz formula for the m-th order derivative of the product uv.

Theorem 1.11. Let m,n ∈ N, m,n ≥ 2, and let ‖·‖X(0,1) be a rearrangement-invariant function
norm. Assume that I is a positive non-decreasing function on (0, 1). If Ω ∈ JI and

(1.24) sup
t∈(0,1)

1

ϕX(t)

(∫ t

0

ds

I(s)

)m
<∞ ,

then there exists a positive constant C such that

(1.25)

m−1∑

k=1

‖|∇ku||∇m−kv|‖X(Ω) ≤ C‖u‖VmX(Ω)‖v‖VmX(Ω)

for every u, v ∈ VmX(Ω).
Conversely, if, in addition, (1.11) is fulfilled, then (1.24) is sharp, in the sense that if (1.25) is
satisfied for all domains Ω ∈ JI , then (1.24) holds.

Theorem 1.3 enables us, for instance, to characterize the Lorentz–Zygmund-Sobolev spaces
and Orlicz-Sobolev spaces which are Banach algebras for all domains Ω ∈ Jα.
Let us first focus on the Lorentz–Zygmund-Sobolev spaces VmLp,q;β(Ω). Recall (see e.g. [52,
Theorem 9.10.4] or [51, Theorem 7.4]) that a necessary and sufficient condition for Lp,q;β(Ω) to
be a rearrangement-invariant space is that the parameters p, q, β satisfy either of the following
conditions:

(1.26)





1 < p <∞, 1 ≤ q ≤ ∞, β ∈ R;

p = 1, q = 1, β ≥ 0;

p =∞, q =∞, β ≤ 0;

p =∞, 1 ≤ q <∞, β + 1
q < 0.
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Proposition 1.12. Let m,n ∈ N, n ≥ 2, and let α ∈ [ 1
n′ ,∞). Assume that 1 ≤ p, q ≤ ∞, β ∈ R

and one of the conditions in (1.26) is in force. Then VmLp,q;β(Ω) is a Banach algebra for every
domain Ω ∈ Jα if and only if α < 1 and either of the following conditions is satisfied:

(1.27)





m(1− α) > 1
p ,

m(1− α) = 1
p , q = 1, β ≥ 0,

m(1− α) = 1
p , q > 1, β > 1

q′ .

The Orlicz-Sobolev spaces VmLA(Ω) are the object of the next result. In particular, it recovers
a result from [21], dealing with the case of regular domains.

Proposition 1.13. Let m ∈ N, n ≥ 2, and α ∈ [ 1
n′ ,∞). Let A be a Young function. Then

VmLA(Ω) is a Banach algebra for every domain Ω ∈ Jα if and only if α < 1 and either of the
following conditions is satisfied:

(1.28)

{
m ≥ 1

1−α ,

m < 1
1−α and

∫∞ ( t
A(t)

) (1−α)m
1−(1−α)mdt <∞.

The Lorentz–Zygmund-Sobolev and Orlicz-Sobolev spaces for which the product operator is
bounded into a lower-order space for every Ω ∈ Jα can be characterized via Theorem 1.9.

Proposition 1.14. Let n,m, k ∈ N, n ≥ 2, 1 ≤ k ≤ m, and let α ∈ [ 1
n′ ,∞). Assume that

1 ≤ p, q ≤ ∞, β ∈ R and one of the conditions in (1.26) is in force. Then, for every domain
Ω ∈ Jα there exists a constant C such that

‖uv‖Vm−kLp,q;β(Ω) ≤ C‖u‖VmLp,q;β(Ω)‖v‖VmLp,q;β(Ω)

for every u, v ∈ VmLp,q;β(Ω) if and only if α < 1, and either of the following conditions is
satisfied:

(1.29)

{
(m+ k)(1− α) > 1

p ,

(m+ k)(1− α) = 1
p , β ≥ 0.

Proposition 1.15. Let n,m, k ∈ N, n ≥ 2, 1 ≤ k ≤ m, and let α ∈ [ 1
n′ ,∞). Let A be a Young

function. Then, for every domain Ω ∈ Jα there exists a constant C such that

‖uv‖Vm−kLA(Ω) ≤ C‖u‖VmLA(Ω)‖v‖VmLA(Ω)

for every u, v ∈ VmLp,q;β(Ω) if and only if α < 1 and either of the following conditions is
satisfied:

(1.30)

{
(m+ k) ≥ 1

1−α ,

(m+ k) < 1
1−α and A(t) ≥ Ct

1
(1−α)(m+k) for large t ,

for some positive constant C.

2. Background

We denote by M(Ω) the set of all Lebesgue measurable functions from Ω into [−∞,∞]. We
also define M+(Ω) = {u ∈M(Ω) : u ≥ 0}, and M0(Ω) = {u ∈M(Ω) : u is finite a.e. in Ω}.

The decreasing rearrangement u∗ : (0, 1)→ [0,∞] of a function u ∈M(Ω) is defined as

u∗(s) = sup{t ∈ R : |{x ∈ Ω : |u(x)| > t}| > s} for s ∈ (0, 1).
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We also define u∗∗ : (0, 1)→ [0,∞] as

u∗∗(s) =
1

s

∫ s

0
u∗(r) dr.

We say that a functional ‖ · ‖X(0,1) :M+(0, 1)→ [0,∞] is a function norm, if, for all f , g and
{fj}j∈N in M+(0, 1), and every λ ≥ 0, the following properties hold:

(P1) ‖f‖X(0,1) = 0 if and only if f = 0 a.e.; ‖λf‖X(0,1) = λ‖f‖X(0,1);
‖f + g‖X(0,1) ≤ ‖f‖X(0,1) + ‖g‖X(0,1);

(P2) f ≤ g a.e. implies ‖f‖X(0,1) ≤ ‖g‖X(0,1);
(P3) fj ↗ f a.e. implies ‖fj‖X(0,1) ↗ ‖f‖X(0,1);
(P4) ‖1‖X(0,1) <∞;

(P5)
∫ 1

0 f(x) dx ≤ C‖f‖X(0,1) for some constant C independent of f .

If, in addition,

(P6) ‖f‖X(0,1) = ‖g‖X(0,1) whenever f∗ = g∗,

we say that ‖ · ‖X(0,1) is a rearrangement-invariant function norm.
Given a rearrangement-invariant function norm ‖ · ‖X(0,1), the space X(Ω) is defined as the

collection of all functions u ∈M(Ω) such that the expression

‖u‖X(Ω) = ‖u∗‖X(0,1)

is finite. Such expression defines a norm on X(Ω), and the latter is a Banach space endowed
with this norm, called a rearrangement-invariant space. Moreover, X(Ω) ⊂ M0(Ω) for any
rearrangement-invariant space X(Ω).

With any rearrangement-invariant function norm ‖·‖X(0,1), it is associated another functional
on M+(0, 1), denoted by ‖ · ‖X′(0,1), and defined, for g ∈M+(0, 1), by

(2.1) ‖g‖X′(0,1) = sup
f∈M+(0,1)

‖f‖X(0,1)≤1

∫ 1

0
f(s)g(s) ds.

It turns out that ‖ · ‖X′(0,1) is also an rearrangement invariant function norm, which is called
the associate function norm of ‖ · ‖X(0,1). The rearrangement invariant space X ′(Ω) built upon
the function norm ‖ · ‖X′(0,1) is called the associate space of X(Ω). Given an rearrangement-
invariant function norm ‖ · ‖X(0,1), the Hölder inequality

(2.2)

∫

Ω
|u(x)v(x)| dx ≤ ‖u‖X(Ω)‖v‖X′(Ω)

holds for every u ∈ X(Ω) and v ∈ X ′(Ω). For every rearrangement-invariant space X(Ω) the
identity X ′′(Ω) = X(Ω) holds and, moreover, for every f ∈M(Ω), we have that

(2.3) ‖u‖X(Ω) = sup
v∈M(Ω); ‖v‖X′(Ω)≤1

∫ 1

0
|u(x)v(x)| dx.

The fundamental functions of a rearrangement-invariant space X(Ω) and its associate space
X ′(Ω) satisfy

(2.4) ϕX(t)ϕX′(t) = t for every t ∈ (0, 1).

Since we are assuming that Ω has finite measure,

(2.5) L∞(Ω)→ X(Ω)→ L1(Ω)
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for every rearrangement-invariant space X(Ω).
A basic property of rearrangements is the Hardy-Littlewood inequality which tells us that, if
u, v ∈M(Ω), then

(2.6)

∫

Ω
|u(x)v(x)|dx ≤

∫ 1

0
u∗(t)v∗(t)dt.

A key fact concerning rearrangement-invariant function norms is the Hardy–Littlewood–Pólya
principle which states that if, for some u, v ∈M(Ω),

(2.7)

∫ t

0
u∗(s) ds ≤

∫ t

0
v∗(s) ds for t ∈ (0, 1),

then

‖u‖X(Ω) ≤ ‖v‖X(Ω)

for every rearrangement-invariant function norm ‖ · ‖X(0,1). Moreover,

(2.8) ‖uv‖X(Ω) ≤ ‖u∗v∗‖X(0,1)

for every rearrangement-invariant function norm ‖ · ‖X(0,1), and all functions u, v ∈ M(Ω).
Inequality (2.8) follows from the inequality

∫ t

0
(uv)∗(s) ds ≤

∫ t

0
u∗(s)v∗(s) ds,

and the Hardy–Littlewood–Pólya principle.
We refer the reader to [7] for proofs of the results recalled above, and for a comprehensive

treatment of rearrangement-invariant spaces.
Let 1 ≤ p, q ≤ ∞ and β ∈ R. We define the functional ‖ · ‖Lp,q;β(0,1) as

‖f‖Lp,q;β(0,1) =
∥∥∥s

1
p
− 1
q logβ

(
2
s

)
f∗(s)

∥∥∥
Lq(0,1)

for f ∈ M+(0, 1). If one of the conditions in (1.26) is satisfied, then ‖ · ‖Lp,q;β(0,1) is equivalent

to a rearrangement-invariant function norm, called a Lorentz–Zygmund norm (for details see
e.g [8], [51] or [52]). The corresponding rearrangement-invariant space Lp,q;β(Ω) is called the
Lorentz–Zygmund space. When β = 0, the space Lp,q;0(Ω) is denoted by Lp,q(Ω) and called
Lorentz space. It is known (e.g. [51, Theorem 6.11] or [52, Theorem 9.6.13]) that

(2.9) (Lp,q;β)′(Ω) =





Lp
′,q′;−β(Ω) if p <∞;

L(1,q′;−β−1)(Ω) if p =∞, 1 ≤ q <∞, β + 1
q < 0;

L1(Ω) if p =∞, q =∞, β = 0,

where L(p,q;β)(Ω) denotes the function space defined analogously to Lp,q;β(Ω) but with the func-
tional ‖ · ‖L(p,q;β)(0,1) given by

‖f‖L(p,q;β)(0,1) =
∥∥∥s

1
p
− 1
q logβ

(
2
s

)
f∗∗(s)

∥∥∥
Lq(0,1)

for f ∈M+(0, 1). Note that, if β = 0, then

Lp,q;0(Ω) = Lp,q(Ω),

a standard Lorentz space. In particular, if p = q, then

Lp,p(Ω) = Lp(Ω),

a Lebesgue space.
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A generalization of the Lebesgue spaces in a different direction is provided by the Orlicz
spaces. Let A : [0,∞) → [0,∞] be a Young function, namely a convex (non-trivial), left-
continuous function vanishing at 0. The Orlicz space LA(Ω) is the rearrangement-invariant
space associated with the Luxemburg function norm defined as

‖f‖LA(0,1) = inf

{
λ > 0 :

∫ 1

0
A

(
f(s)

λ

)
ds ≤ 1

}

for f ∈ M+(0, 1). In particular, LA(Ω) = Lp(Ω) if A(t) = tp for some p ∈ [1,∞), and LA(Ω) =
L∞(Ω) if A(t) =∞χ(1,∞)(t).
The associate function norm of ‖ · ‖LA(0,1) is equivalent to the function norm ‖ · ‖

LÃ(0,1)
, where

Ã is the Young conjugate of A defined as

Ã(t) = sup{ts−A(s) : s ≥ 0} for t ≥ 0.

3. Key one-dimensional inequalities

In this section we shall state and prove two key assertions concerning one-dimensional in-
equalities involving non-increasing functions and rearrangement-invariant spaces defined on an
interval. Both these results are of independent interest and they constitute a new approach to
inequalities involving products of functions.

Assume that I is a positive non-decreasing function on (0, 1). We denote by HI the operator
defined at every nonnegative measurable function g on (0, 1) by

HIg(t) =

∫ 1

t

g(r)

I(r)
dr for t ∈ (0, 1).

Moreover, given m ∈ N, we set

Hm
I = HI ◦HI ◦ · · · ◦HI︸ ︷︷ ︸

m−times

.

We also denote by H0
I the identity operator. It is easily verified that

Hm
I g(t) =

1

(m− 1)!

∫ 1

t

g(s)

I(s)

(∫ s

t

dr

I(r)

)m−1

ds for m ∈ N and t ∈ (0, 1),

see [25, Remark 8.2 (iii)].
LetX(0, 1) be a rearrangement-invariant space and letm ∈ N. If the function I satisfies (1.19),

then the optimal (smallest) rearrangement-invariant space Xm(0, 1) such that

(3.1) Hm
I : X(0, 1)→ Xm(0, 1)

is endowed with the function norm ‖ · ‖Xm(0,1), whose associate function norm is given by

(3.2) ‖g‖X′m(0,1) =

∥∥∥∥∥
1

I(t)

∫ t

0
g∗(s)

(∫ t

s

dr

I(r)

)m−1

ds

∥∥∥∥∥
X′(0,1)

for g ∈M(0, 1) [25, Proposition 8.3].

The following lemma provides us with a pointwise inequality involving the operator Hk
I for

k = 1, . . . ,m− 1 for I satisfying (1.20). For every such I we denote by ψI the function defined
by

(3.3) ψI(t) =

(∫ t

0

dr

I(r)

)m
for t ∈ (0, 1).
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Lemma 3.1. Assume that m, k ∈ N, m ≥ 2, 1 ≤ k ≤ m− 1. Let I be positive a non-decreasing
function on (0, 1) satisfying (1.20) and let ψI be the function defined by (3.3). There exists a
constant C = C(m) such that, if g ∈M+(0, 1) and

(3.4) g∗(t) ≤ 1

ψI(t)
for t ∈ (0, 1),

then

(3.5) Hk
I g
∗(t) ≤ Cg∗(t)1− k

m for t ∈ (0, 1) and k ∈ {1, . . . ,m}.

Proof. Fix g ∈ M+(0, 1) such that (3.4) holds, and any t ∈ (0, 1). Define a ∈ (0, 1] by the
identity

g∗(t) =
1

ψI(a)
if g∗(t) >

1

ψI(1)

and a = 1 otherwise. Note that the definition is correct since ψI is continuous and strictly
increasing on (0, 1), and limt→0+ ψI(t) = 0.

Assume first that g∗(t) > 1
ψI(1) . Then (3.4) and the monotonicity of ψI imply that t ≤ a ≤ 1.

We thus get

g∗(s) ≤
{
g∗(t) if s ∈ [t, a),

1
ψI(s) if s ∈ [a, 1).

Fix k ∈ {1, . . . ,m− 1}. Then, consequently,

(k − 1)!Hk
I g
∗(t) =

∫ a

t

g∗(s)
I(s)

(∫ s

t

dr

I(r)

)k−1

ds+

∫ 1

a

g∗(s)
I(s)

(∫ s

t

dr

I(r)

)k−1

ds

≤ g∗(t)
∫ a

t

1

I(s)

(∫ s

t

dr

I(r)

)k−1

ds+

∫ 1

a

1

ψI(s)I(s)

(∫ s

t

dr

I(r)

)k−1

ds.

By the definition of a,

g∗(t)
∫ a

t

1

I(s)

(∫ s

t

dr

I(r)

)k−1

ds =
g∗(t)
k

(∫ a

t

dr

I(r)

)k
≤ g∗(t)

k

(∫ a

0

dr

I(r)

)k

=
g∗(t)
k

ψI(a)
k
m =

1

k
g∗(t)1− k

m

and

∫ 1

a

1

ψI(s)I(s)

(∫ s

t

dr

I(r)

)k−1

ds =

∫ 1

a

1

I(s)

(∫ s
t

dr
I(r)

)k−1

(∫ s
0

dr
I(r)

)m ds ≤
∫ 1

a

1

I(s)

(∫ s

0

dr

I(r)

)k−m−1

ds

= 1
m−k

[(∫ a

0

dr

I(r)

)k−m
−
(∫ 1

0

dr

I(r)

)k−m]

≤ 1
m−k

(∫ a

0

dr

I(r)

)k−m
= 1

m−kψI(a)
k
m
−1 = 1

m−kg
∗(t)1− k

m .
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Assume next that g∗(t) ≤ 1
ψI(1) . Then a = 1. Similarly as above, we have that

(k − 1)!Hk
I g
∗(t) =

∫ 1

t

g∗(s)
I(s)

(∫ s

t

dr

I(r)

)k−1

ds ≤ g∗(t)
∫ 1

t

1

I(s)

(∫ s

t

dr

I(r)

)k−1

ds

=
g∗(t)
k

(∫ 1

t

dr

I(r)

)k
≤ g∗(t)

k
ψI(1)

k
m ≤ 1

k
g∗(t)1− k

m .

Altogether, inequality (3.5) follows. �
Given a rearrangement-invariant function norm ‖ · ‖X(0,1) and p ∈ (1,∞), we define the

functional ‖ · ‖Xp(0,1) by

‖g‖Xp(0,1) = ‖gp‖
1
p

X(0,1) for g ∈M+(0, 1).

The functional ‖ · ‖Xp(0,1) is also an rearrangement invariant function norm. Moreover, the
inequality

(3.6) ‖fg‖X(0,1) ≤ ‖f‖Xp(0,1)‖g‖Xp′ (0,1)

holds for every f, g ∈M(0, 1) (see e.g. [44, Lemma 1]).
The following lemma, of possible independent interest, is a major tool in the proofs of our

main results.

Lemma 3.2. Assume that m ∈ N, m ≥ 2. Let I be a positive non-decreasing function on (0, 1),
and let ψI be the function defined by (3.3). Let ‖ · ‖X(0,1) be a rearrangement-invariant function
norm. Then the following statements are equivalent:

(i) Condition (1.20) holds, and there exists a positive constant C such that

(3.7) sup
t∈(0,1)

g∗∗(t)ψI(t) ≤ C‖g‖X(0,1)

for every g ∈M+(0, 1).
(ii) Condition (1.20) holds, and there exists a positive constant C such that

(3.8) sup
t∈(0,1)

g∗(t)ψI(t) ≤ C‖g‖X(0,1)

for every g ∈M+(0, 1).
(iii) For every k ∈ N, 1 ≤ k ≤ m− 1, there is a positive constant C such that

(3.9) ‖g‖
X

m
m−k (0,1)

≤ C‖g‖Xk(0,1)

for every g ∈M+(0, 1).
(iv) For every k ∈ N, 1 ≤ k ≤ m− 1, there exists a positive constant C such that

(3.10) ‖fg‖X(0,1) ≤ C‖f‖Xk(0,1)‖g‖Xm−k(0,1)

for every f, g ∈M+(0, 1).
(v) There exists k ∈ N, 1 ≤ k ≤ m− 1, and a positive constant C such that (3.10) holds.
(vi) There exists k ∈ N, 1 ≤ k ≤ m− 1, and a positive constant C such that

(3.11) ‖Hk
I f H

m−k
I g‖X(0,1) ≤ C‖f‖X(0,1)‖g‖X(0,1)

for every f, g ∈M+(0, 1).
(vii) There exists a positive constant C such that

(3.12)

(∫ t

0

ds

I(s)

)m
≤ CϕX(t) for t ∈ (0, 1).
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Proof. (i)⇒(ii) This implication is trivial thanks to the universal pointwise estimate g∗(t) ≤
g∗∗(t) which holds for every g ∈M(0, 1) and every t ∈ (0, 1).

(ii)⇒(iii) Fix k ∈ N, 1 ≤ k ≤ m − 1. In view of the optimality of the space Xk(0, 1) in
Hk
I : X(0, 1) → Xk(0, 1), mentioned above Lemma 3.1, the assertion will follow once we show

that

(3.13) Hk
I : X(0, 1)→ X

m
m−k (0, 1).

Let g ∈ X(0, 1), g 6≡ 0, and let C be the constant from (3.8). Define h = g
C‖g‖X(0,1)

. Inequal-

ity (3.8) implies that h∗(t) ≤ 1
ψI(t) for t ∈ (0, 1), whence, by Lemma 3.1,

Hk
I h
∗(t) ≤ C ′h∗(t)1− k

m for t ∈ (0, 1),

for some constant C ′ = C ′(m, k). Thus,

‖Hk
I g
∗‖
X

m
m−k (0,1)

= C‖g‖X(0,1)‖Hk
I h
∗‖
X

m
m−k (0,1)

≤ C ′C‖g‖X(0,1)‖h∗1−
k
m ‖

X
m

m−k (0,1)

= C ′C‖g‖X(0,1)‖h∗‖
1− k

m

X(0,1) = C ′C
k
m ‖g‖X(0,1).

By [25, Corollary 9.8], this is equivalent to the existence of a positive constant C(m, k,X) such
that

‖Hk
I g‖X m

m−k (0,1)
≤ C(m, k,X)‖g‖X(0,1)

for every g ∈M+(0, 1). Hence, (3.13) follows.
(iii)⇒(iv) Fix k ∈ {1, . . . ,m − 1} and let f, g ∈ M+(0, 1). On applying first (3.9) to f in

place of g, and then (3.9) again, this time with k replaced by m− k, we obtain

‖f‖
X

m
m−k (0,1)

≤ C‖f‖Xk(0,1) and ‖g‖
X
m
k (0,1)

≤ C‖g‖Xm−k(0,1).

Combining these estimates with (3.6), with p = m
m−k , yields

‖fg‖X(0,1) ≤ C2‖f‖Xk(0,1)‖g‖Xm−k(0,1),

and (iv) follows.
(iv)⇒(v) This implication is trivial.
(v)⇒(vi) Let k ∈ N, 1 ≤ k ≤ m− 1, be such that (3.10) holds, and let f, g ∈M+(0, 1). On

making use of (3.10) with Hk
I f and Hm−k

I g in the place of f and g, respectively, we obtain

‖Hk
I f H

m−k
I g‖X(0,1) ≤ C‖Hk

I f‖Xk(0,1)‖Hm−k
I g‖Xm−k(0,1).

It follows from (3.1) that

Hk
I : X(0, 1)→ Xk(0, 1) and Hm−k

I : X(0, 1)→ Xm−k(0, 1).

Coupling these facts with the preceding inequality implies that

‖Hk
I f H

m−k
I g‖X(0,1) ≤ C ′‖f‖X(0,1)‖g‖X(0,1)

for some positive constant C ′ = C ′(m, k, I,X) but independent of f, g ∈ M+(0, 1). Thus, the
property (vi) follows.

(vi)⇒(vii) Let k ∈ N, 1 ≤ k ≤ m−1, be such that (3.11) holds. Assume, for the time being,
that m < 2k. On replacing, if necessary, ‖ · ‖X(0,1) with the equivalent norm C‖ · ‖X(0,1), we
may suppose, without loss of generality, that C = 1 in (3.11). Thus,

(3.14) ‖(Hk
I f)(Hm−k

I g)‖X(0,1) ≤ ‖f‖X(0,1)‖g‖X(0,1)

for every f, g ∈M+(0, 1).
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Let b > −1. Fix a ∈ (0, 1] and ε ∈ (0, a). Set

(3.15) f(t) = χ(ε,a)(t)

(∫ a

t

dr

I(r)

)b
, g(t) = χ(ε,a)(t)

(∫ a

t

dr

I(r)

)(b+k) k
m−k+k−m

for t ∈ (0, 1). One can verify that

(3.16) Hk
I f(t) =

1

(b+ 1) . . . (b+ k)

(∫ a

t

dr

I(r)

)(b+k)

for t ∈ (ε, a).

Since we are assuming that m < 2k and b > −1,

(3.17) (b+ k) k
m−k + k −m > (−1 + k) k

2k−k + k − 2k = −1.

Hence, analogously to (3.16),
(3.18)

Hm−k
I g(t) =

1

[(b+ k) k
m−k + k −m+ 1] . . . [(b+ k) k

m−k ]

(∫ a

t

dr

I(r)

)(b+k) k
m−k

for t ∈ (ε, a).

Note that

(3.19) (b+ k) k
m−k + k −m = bm−kk + (b+ k) m

m−k
2k−m
k .

Set p = k
m−k . The assumption m < 2k guarantees that p > 1. Moreover, p′ = k

2k−m . Thus,

inequality (3.6), applied to this choice of p, and equation (3.19) tell us that

‖g‖X(0,1) =

∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)(b+k) k
m−k+k−m

∥∥∥∥∥
X(0,1)

(3.20)

≤
∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)b∥∥∥∥∥

m−k
k

X(0,1)

∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)(b+k) m
m−k

∥∥∥∥∥

2k−m
k

X(0,1)

= ‖f‖
m
k
−1

X(0,1)

∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)(b+k) m
m−k

∥∥∥∥∥

2k−m
k

X(0,1)

.

Coupling (3.14) with (3.20) yields

(3.21) ‖Hk
I f H

m−k
I g‖X(0,1) ≤ ‖f‖

m
k

X(0,1)

∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)(b+k) m
m−k

∥∥∥∥∥

2k−m
k

X(0,1)

.

By (3.16) and (3.18),

Hk
I f(t)Hm−k

I g(t)

=
1

(b+ 1) . . . (b+ k)[(b+ k) k
m−k + k −m+ 1] . . . [(b+ k) k

m−k ]

(∫ a

t

dr

I(r)

)(b+k) m
m−k

for t ∈ (ε, a). On setting

(3.22) B(b) = (b+ 1) . . . (b+ k)
[
(b+ k) k

m−k + k −m+ 1] . . . [(b+ k) k
m−k

]
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and making use of (3.21), we obtain

1

B(b)

∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)(b+k) m
m−k

∥∥∥∥∥
X(0,1)

=
∥∥∥χ(ε,a)H

k
I f H

m−k
I g

∥∥∥
X(0,1)

(3.23)

≤
∥∥∥Hk

I f H
m−k
I g

∥∥∥
X(0,1)

≤ ‖f‖
m
k

X(0,1)

∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)(b+k) m
m−k

∥∥∥∥∥

2k−m
k

X(0,1)

.

The function

(0, 1) 3 t 7→ χ(ε,a)(t)

(∫ a

t

dr

I(r)

)(b+k) m
m−k

is bounded and hence, by (2.5), belongs to X(0, 1). Thus,
∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)(b+k) m
m−k

∥∥∥∥∥
X(0,1)

<∞.

Moreover, 1− 2k−m
k = m

k − 1. Therefore, (3.23) yields

∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)(b+k) m
m−k

∥∥∥∥∥

m
k
−1

X(0,1)

≤ B(b) ‖f‖
m
k

X(0,1) .

On raising this inequality to the power k
m , and recalling the definition of f , we get

(3.24)

∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)(b+k) m
m−k

∥∥∥∥∥

1− k
m

X(0,1)

≤ B(b)
k
m

∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)b∥∥∥∥∥
X(0,1)

.

Next, assume that m = 2k. Note that (3.17) holds also in this case. Let f and g be defined
by (3.15) again. Then

(b+ k) k
m−k + k −m = b,

whence f = g. Moreover, since k = m − k, we also have that Hk
I f = Hm−k

I g. There-
fore, (3.14), (3.16) and (3.18) imply that

∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)2(b+k)
∥∥∥∥∥

1
2

X(0,1)

≤ (b+ 1) . . . (b+ k)

∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)b∥∥∥∥∥
X(0,1)

.

The assumption m = 2k entails that B(b) = [(b+ 1) . . . (b+ k)]2, and k
m = 1

2 . Hence, (3.24) fol-
lows. We have thus established (3.24) whenever m ≤ 2k. From now on, we keep this assumption
in force.
Define b0 = 0 and, for j ∈ N,

bj = (bj−1 + k) m
m−k ,

namely

(3.25) bj = m
[
( m
m−k )j − 1

]
.
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We next set, for j ∈ N,

Kj =

j−1∏

i=0

B(bi)
k
m

(m−k
m

)i .

Let us note that the assumption 2k ≥ m implies that B(bj) ≥ 1 for j ∈ N ∪ {0}, and hence
Kj ≥ 1 as well.
We claim that, for every j ∈ N,

(3.26)

∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)bj∥∥∥∥∥

(m−k
m

)j

X(0,1)

≤ Kj‖χ(ε,a)‖X(0,1).

Indeed, choosing b = 0 in (3.24), yields (3.26) for j = 1. Assume now that (3.26) holds for some
fixed j ∈ N. Then, by (3.24) with b = bj ,

∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)bj+1

∥∥∥∥∥

(m−k
m

)j+1

X(0,1)

≤ B(bj)
k
m

(m−k
m

)j

∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)bj∥∥∥∥∥

(m−k
m

)j

X(0,1)

.

Thus, by the induction assumption,
∥∥∥∥∥χ(ε,a)(t)

(∫ a

t

dr

I(r)

)bj+1

∥∥∥∥∥

(m−k
m

)j+1

X(0,1)

≤ B(bj)
k
m

(m−k
m

)jKj

∥∥χ(ε,a)‖X(0,1) = Kj+1‖χ(ε,a)

∥∥
X(0,1)

,

and (3.26) follows.
Letting ε → 0+ in (3.26) and making use of property (P3) of rearrangement-invariant function
norms yields

(3.27)

∥∥∥∥∥χ(0,a)(t)

(∫ a

t

dr

I(r)

)bj∥∥∥∥∥

(m−k
m

)j

X(0,1)

≤ Kj‖χ(0,a)‖X(0,1).

Fix j ∈ N, and set

gj(t) = χ(0,a)(t)

(∫ a

t

dr

I(r)

)bj
for t ∈ (0, 1).

Then, owing to (3.27)

(3.28) ‖gj‖
(m−k
m

)j

X(0,1) ≤ Kj‖χ(0,a)‖X(0,1).

By the Hölder inequality and (2.4),
∫ a

0
gj(t) dt ≤ ‖gj‖X(0,1)‖χ(0,a)‖X′(0,1) =

a‖gj‖X(0,1)

‖χ(0,a)‖X(0,1)
.

By (3.28),

1

a

∫ a

0
gj(t) dt ≤ K

1

(m−km )j

j ‖χ(0,a)‖
1−(m−km )j

(m−km )j

X(0,1) .

We have thus shown that

(3.29)

(
1

a

∫ a

0
gj(t) dt

) (m−km )j

1−(m−km )j ≤ K
1

1−(m−km )j

j ‖χ(0,a)‖X(0,1)

for j ∈ N.

124



BANACH ALGEBRAS OF WEAKLY DIFFERENTIABLE FUNCTIONS 17

Observe that

lim
j→∞

(
1

a

∫ a

0
gj(t) dt

) (m−km )j

1−(m−km )j

= lim
j→∞

(
1

a

∫ a

0

(∫ a

t

dr

I(r)

)bj
dt

) 1

( m
m−k )j−1

(3.30)

= lim
j→∞

(
1

a

∫ a

0

(∫ a

t

dr

I(r)

)m(( m
m−k )j−1)

dt

) 1

( m
m−k )j−1

=

∥∥∥∥χ(0,a)(t)

(∫ a

t

dr

I(r)

)m∥∥∥∥
L∞(0,1)

=

(∫ a

0

dr

I(r)

)m
.

On the other hand, since m−k
m < 1,

1−
(
m−k
m

)j ≥ 1− m−k
m = k

m

for j ∈ N. As observed above, Kj ≥ 1 for every j ∈ N. By (3.22), if b > −1, then

B(b) ≤ (b+ k)k((b+ k) k
m−k )m−k ≤ (b+ k)m( m

m−k )m.

With the choice b = bj , the last chain and (3.25) yield

B(bj) ≤ (m(( m
m−k )j − 1) + k)m( m

m−k )m ≤ (m( m
m−k )j+1)m

for j ∈ N ∪ {0}. Altogether, we deduce that

K

1

1−(m−km )j

j ≤ K
m
k
j =

j−1∏

i=0

B(bi)
(m−k
m

)i ≤
∞∏

i=0

((
m
(

m
m−k

)i+1
)m)(m−k

m
)i

<∞.

On setting

K =
∞∏

i=0

((
m
(

m
m−k

)i+1
)m)(m−k

m
)i

,

we have that

(3.31) lim sup
j→∞

K

1

1−(m−km )j

j ≤ K.

Therefore, combining (3.29), (3.30) and (3.31) tells us that
(∫ a

0

dr

I(r)

)m
≤ K‖χ(0,a)‖X(0,1).

Hence, inequality (3.12) follows. Thus, property (vii) is proved when m ≤ 2k. However, if this
is not the case, then m ≤ 2(m − k). The same argument as above, applied with m − k in the
place of k, leads to the conclusion.

(vii)⇒(i) Let g ∈M(0, 1). Then, by (3.12),

sup
t∈(0,1)

g∗∗(t)ψI(t) ≤ C sup
t∈(0,1)

g∗∗(t)ϕX(t).

One has that
sup
t∈(0,1)

g∗∗(t)ϕX(t) ≤ ‖g‖X(0,1)

for every g ∈ M(0, 1) (see e.g. It is a classical fact (see e.g. [7, Chapter 2, Proposition 5.9]).
Combining the last two estimates yields

sup
t∈(0,1)

g∗∗(t)ψI(t) ≤ C‖g‖X(0,1)
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for g ∈M(0, 1), namely (3.7). �
We conclude this section by showing that assumption (1.9) is actually essentially stronger

than (1.24).

Proposition 3.3. Let m,n ∈ N, n ≥ 2, m ≥ 2, and let ‖ · ‖X(0,1) be a rearrangement-invariant
function norm. Assume that I is a positive non-decreasing function on (0, 1). If (1.9) holds,
then (1.24) holds as well.

Proof. By the Hölder inequality in rearrangement-invariant spaces,
(∫ t

0

ds

I(s)

)m
= m

∫ t

0

1

I(s)

(∫ s

0

dr

I(r)

)m−1

ds ≤ m
∥∥∥∥∥

1

I(s)

(∫ s

0

dr

I(r)

)m−1
∥∥∥∥∥
X′(0,1)

‖χ(0,t)‖X(0,1)

= m

∥∥∥∥∥
1

I(s)

(∫ s

0

dr

I(r)

)m−1
∥∥∥∥∥
X′(0,1)

ϕX(t) for t ∈ (0, 1).

Hence, the assertion follows. �
Remark 3.4. It is easily seen that (1.9) is in fact essentially stronger than (1.24), in general.
Indeed, let I(t) = tα for some α ∈ R such that α ≥ 1

n′ and α > 1
m′ , and let ‖ ·‖X(0,1) = ‖ ·‖Lq(0,1)

with q = 1
m(1−α) . Then (1.24) holds but (1.9) does not. In other words, by Theorems 1.3 and 1.9,

VmL
1

m(1−α) (Ω) is not a Banach algebra for every Ω ∈ Jα, yet it satisfies (1.25) for every Ω ∈ Jα.

4. Proofs of the main results

Here, we accomplish the proofs of the results stated in Section 1.
A result to be exploited in our proofs is an embedding theorem for the space VmX(Ω), which
tells us that, under assumption (1.19),

(4.1) V mX(Ω)→ Xm(Ω)

where Xm(Ω) is the rearrangement-invariant space built upon the function norm ‖ · ‖Xm(0,1)

given by (3.1), and that Xm(Ω) is the optimal (smallest) such rearrangement-invariant space
[25, Theorem 5.4] (see also [27], [19] and [39] for earlier proofs in special cases).

The next three lemmas are devoted to certain “worst possible” domains whose isoperimetric
function has a prescribed decay. Such domains will be of use in the proof of the necessity of our
conditions in the main results.

Lemma 4.1. Let n ∈ N, n ≥ 2, and let I be a positive , non-decreasing function satisfying (1.11).

Then there exists a positive non-decreasing function Î in (0, 1) such that Î ∈ C1(0, 1), În
′

is
convex on (0, 1), and

(4.2) Î(s) ≈ I(s) for s ∈ (0, 1).

Proof. By (1.11), there exists a non-decreasing function ς : (0, 1)→ (0,∞) such that

(4.3)
I(s)n

′

s
≈ ς(s) for s ∈ (0, 1).

Set

I1(s) =

(∫ s

0
ς(r) dr

)1/n′

for s ∈ (0, 1).

Then I1 ∈ C0(0, 1), and In
′

1 is convex in (0, 1). Moreover, we claim that

(4.4) I1(s) ≈ I(s) for s ∈ (0, 1).
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Indeed, by the monotonicity of ς,

1
2 ς(s/2) ≤ 1

s

∫ s

s/2
ς(r)dr ≤ I1(s)n

′

s
=

1

s

∫ s

0
ς(r)dr ≤ ς(s) for s ∈ (0, 1).(4.5)

Equation (4.4) follows from (4.3) and (4.5). Similarly, on setting

Î(s) =

(∫ s

0

I1(r)n
′

r
dr

)1/n′

for s ∈ (0, 1),

one has that Î ∈ C1(0, 1), În
′

is convex in (0, 1), and

(4.6) Î(s) ≈ I1(s) for s ∈ (0, 1).

Coupling (4.4) with (4.6) yields (4.2). Thus, the function Î has the required properties. �

Lemma 4.2. Let n ∈ N, n ≥ 2, and let I be a positive, non-decreasing function on (0, 1)
satisfying (1.11). Then there exist L ∈ (0,∞] and a convex function η : (0, L) → (0,∞) such
that the domain ΩI ⊂ Rn, defined by

(4.7) ΩI = {x ∈ Rn : x = (x′, xn), xn ∈ (0, L), x′ ∈ Rn−1, |x′| < η(xn)},
satisfies |ΩI | = 1 and

(4.8) IΩI (s) ≈ I(s) for s ∈ (0, 1
2 ].

Proof. By Lemma 4.1, we can assume with no loss of generality that I ∈ C1(0, 1) and In
′

is
convex in (0, 1). Let L ∈ (0,∞] be defined by

(4.9) L =

∫ 1

0

dr

I(r)
,

and let M : [0, L)→ (0, 1] be the function implicitly defined as

(4.10)

∫ 1

M(t)

dr

I(r)
= t for t ∈ [0, L).

The function M strictly decreases from 1 to 0. In particular, M is continuously differentiable in
(0, L), and

(4.11) I(M(r)) = −M ′(r) for r ∈ (0, L) .

On defining η : (0, L)→ (0,∞) as

(4.12) η(r) =

(
I(M(r))

ωn−1

) 1
n−1

for r ∈ (0, L),

where ωn−1 is the volume of the (n − 1)-dimensional unit ball, we have that η(r) > 0 for
r ∈ (0, L), and, by (4.11),

|{x ∈ ΩI : t < xn < L}| = ωn−1

∫ L

t
η(r)n−1 dr =

∫ L

t
I(M(r)) dr(4.13)

=

∫ L

t
−M ′(r) dr = M(t) for t ∈ (0, L).
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Moreover, η is convex. To see this, notice that, by (4.11),

ω
1

n−1

n−1η
′(r) =

(
I(M(r))

1
n−1
)′

=
1

n− 1
I ′(M(r))I(M(r))

1
n−1
−1M ′(r)(4.14)

= − 1

n− 1
I ′(M(r))I(M(r))

1
n−1 for r ∈ (0, L).

Thus, since M(r) is decreasing, η′(r) is increasing if and only if I ′(s)I(s)
1

n−1 is increasing, and

this is in turn equivalent to the convexity of I(s)n
′
. Equation (4.14) also tells us that

η′(0+) = − 1

n− 1
ω
− 1
n−1

n−1 I ′(1−)I(1−)
1

n−1 > −∞.

By (4.13), with t = 0, the set ΩI as in (4.7), with η given by (4.12), satisfies |ΩI | = 1. Further-
more, owing to the properties of η, from either [47, Example 5.3.3.1] or [47, Example 5.3.3.2],
according to whether L <∞ or L =∞, we infer that there exist positive constants C1 and C2

such that

(4.15) C1 η(M−1(s))n−1 ≤ IΩI (s) ≤ C2 η(M−1(s))n−1 for s ∈ (0, 1
2 ].

Hence, by (4.12),

(4.16)
C1

ωn−1
I(s) ≤ IΩI (s) ≤

C2

ωn−1
I(s) for s ∈ (0, 1

2 ],

and (4.8) follows. �

Lemma 4.3. Let n ∈ N, n ≥ 2. Let I be a positive non-decreasing function on (0, 1) such

that I ∈ C1(0, 1) and In
′

is convex in (0, 1). Let L, M , η and ΩI be as in Lemma 4.2. Given
h ∈M+(0, 1), let F : ΩI → [0,∞) be the function defined by

F (x) = h(M(xn)) for x ∈ ΩI .

Then

(4.17) F ∗(t) = h∗(t) for t ∈ (0, 1).

Proof. On making use of (4.12), of a change of variables and of (4.11), we obtain that

|{x ∈ ΩI : F (x) > λ}| = |{x ∈ ΩI : h(M(xn)) > λ}| = ωn−1

∫

{r∈(0,L) : h(M(r))>λ}
η(r)n−1 dr

=

∫

{r∈(0,L) : h(M(r))>λ}
I(M(r)) dr =

∫

{t∈(0,1) : h(t)>λ}
− I(t)

M ′(M−1(t))
dt

= |{t ∈ (0, 1) : h(t) > λ}| for λ > 0.

Equation (4.17) hence follows, via the definition of the decreasing rearrangement. �

Proposition 4.4. Assume that m,n ∈ N, n ≥ 2, and let I be a positive non-decreasing function
satisfying (1.11). Let ‖ · ‖X(0,1) be a rearrangement-invariant function norm. Assume that for
every domain Ω ∈ JI , the Sobolev space VmX(Ω) is a Banach algebra. Then condition (1.9)
holds. Moreover,

(4.18) VmX(Ω)→ L∞(Ω)

for every such domain Ω.

128



BANACH ALGEBRAS OF WEAKLY DIFFERENTIABLE FUNCTIONS 21

Proof. By Lemma 4.1, we can assume, without loss of generality, that I ∈ C1(0, 1) and In
′

is
convex in (0, 1). Let L, M , η and ΩI be as in Lemma 4.2. Let f, g ∈ M+(0, 1). We define the
functions u, v : ΩI → [0,∞] by

(4.19) u(x) =

∫ 1

M(xn)

1

I(r1)

∫ 1

r1

1

I(r2)
. . .

∫ 1

rm−1

f(rm)

I(rm)
drm drm−1 . . . dr1 for x ∈ ΩI ,

and

(4.20) v(x) =

∫ 1

M(xn)

1

I(r1)

∫ 1

r1

1

I(r2)
. . .

∫ 1

rm−1

g(rm)

I(rm)
drm drm−1 . . . dr1 for x ∈ ΩI .

Then the functions u and v are m times weakly differentiable in ΩI . Since u is a non-decreasing
function of the variable xn,

|∇u(x)| = ∂u

∂xn
(x) = − M ′(xn)

I(M(xn))

∫ 1

M(xn)

1

I(r2)

∫ 1

r2

. . .

∫ 1

rm−1

f(rm)

I(rm)
drm drm−1 . . . dr2

=

∫ 1

M(xn)

1

I(r2)

∫ 1

r2

. . .

∫ 1

rm−1

f(rm)

I(rm)
drm drm−1 . . . dr2 for a.e. x ∈ ΩI ,

where the last equality holds by (4.11). Similarly, if 1 ≤ k ≤ m− 1,
(4.21)

|∇ku(x)| = ∂ku

∂xkn
(x) =

∫ 1

M(xn)

1

I(rk+1)

∫ 1

rk+1

. . .

∫ 1

rm−1

f(rm)

I(rm)
drm drm−1 . . . drk+1 for a.e. x ∈ ΩI ,

and

(4.22) |∇mu(x)| = ∂mu

∂xmn
(x) = f(M(xn)) for a.e. x ∈ ΩI .

Thus, if 0 ≤ k ≤ m, then

(4.23) |∇ku(x)| = ∂ku

∂xkn
(x) = Hm−k

I f(M(xn)) for a.e. x ∈ ΩI ,

where, as agreed, H0
I f = f . Analogously, if 0 ≤ k ≤ m,

(4.24) |∇kv(x)| = ∂kv

∂xkn
(x) = Hm−k

I g(M(xn)) for a.e. x ∈ ΩI .

By the Leibniz Rule,

|∇m(uv)(x)| = ∂m(uv)

∂xmn
(x) =

m∑

k=0

(
m

k

)
∂ku

∂xkn
(x)

∂m−kv

∂xm−kn

(x)

=
m∑

k=0

(
m

k

)
Hm−k
I f(M(xn))Hk

I g(M(xn)) for a.e. x ∈ ΩI .

Since ΩI ∈ JI , the space VmX(ΩI) is a Banach algebra by our assumption. Therefore, in
particular, there exists a positive constant C such that

‖∇m(uv)‖X(ΩI) ≤ C‖u‖VmX(ΩI)‖v‖VmX(ΩI),

namely,

(4.25)

∥∥∥∥∥
m∑

k=0

(
m

k

)
Hm−k
I f(M(xn))Hk

I g(M(xn))

∥∥∥∥∥
X(ΩI)

≤ C‖u‖VmX(ΩI)‖v‖VmX(ΩI).
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Now, if 0 ≤ k ≤ m, then

Hm−k
I f(M(xn))Hk

I g(M(xn)) ≥ 0 for a.e. x ∈ ΩI .

Therefore, we can disregard the terms with k 6= 0 in (4.25), and obtain

(4.26) ‖Hm
I f(M(xn)) g(M(xn))‖X(ΩI) ≤ C‖u‖VmX(ΩI)‖v‖VmX(ΩI).

By Lemma 4.3, the function Fm,I : ΩI → [0,∞), defined as

Fm,I(x) = Hm
I f(M(xn))g(M(xn)) for x ∈ ΩI ,

is such that
F ∗m,I = (Hm

I fg)∗ .
Hence,

(4.27) ‖Hm
I f(M(xn))g(M(xn))‖X(ΩI) = ‖Hm

I fg‖X(0,1).

As for the terms on the right-hand side, note that, by (1.2), (4.22) and Lemma 4.3,

(4.28) ‖u‖VmX(Ω) = ‖f‖X(0,1) +

m−1∑

k=0

‖∇ku‖L1(B),

where B is any ball in ΩI . It is readily verified from (4.13) that there exists a constant c > 0
such that M(xn) ≥ c for every x ∈ B. Thus,

1

I(r)
≤ 1

I(c)
if x ∈ B and r ∈ [M(xn), 1].

Hence, by (4.19) and (4.21), if 0 ≤ k ≤ m− 1,

|∇ku(x)| ≤ 1

I(c)m−k

∫ 1

M(xn)

∫ 1

rk+1

. . .

∫ 1

rm−1

f(rm)drm drm−1 . . . drk+1

≤ C1

I(c)m−k

∫ 1

M(xn)
f(rm)drm ≤ C2

∫ 1

0
f(r) dr for a.e. x ∈ B,

for suitable positive constants C1 and C2. Consequently, by (2.5), if 0 ≤ k ≤ m− 1

‖∇ku‖L1(B) ≤ C2|B|‖f‖L1(0,1) ≤ C3‖f‖X(0,1)

for a suitable constant C3. Hence, via (4.28),

(4.29) ‖u‖VmX(Ω) ≤ C‖f‖X(0,1)

for some constant C. Analogously,

(4.30) ‖v‖VmX(Ω) ≤ C‖g‖X(0,1).

From (4.26), (4.27), (4.29) and (4.30) we infer that

(4.31) ‖gHm
I f‖X(0,1) ≤ C‖f‖X(0,1)‖g‖X(0,1)

for some positive constant C.
We now claim that

(4.32) ‖Hm
I f‖L∞(0,1) ≤ sup

g≥0,‖g‖X(0,1)≤1
‖gHm

I f‖X(0,1).

Indeed, if λ < ‖Hm
I f‖L∞(0,1), then there exists a set E ⊂ (0, 1) of positive measure such that

Hm
I f ≥ λχE . Thus,

sup
g≥0,‖g‖X(0,1)≤1

‖gHm
I f‖X(0,1) ≥ λ sup

g≥0,‖g‖X(0,1)≤1
‖gχE‖X(0,1) = λ ,

130



BANACH ALGEBRAS OF WEAKLY DIFFERENTIABLE FUNCTIONS 23

whence (4.32) follows. Coupling inequality (4.32) with (4.31) tells us that

‖Hm
I f‖L∞(0,1) ≤ C‖f‖X(0,1)

for every f ∈ X(0, 1). The last inequality can be rewritten in the form
∫ 1

0

f(r)

I(r)

(∫ r

0

dt

I(t)

)m−1

dr ≤ C‖f‖X(0,1),

and hence, by (2.1), ∥∥∥∥∥
1

I(t)

(∫ t

0

ds

I(s)

)m−1
∥∥∥∥∥
X′(0,1)

≤ C,

namely (1.9).
In particular, we have established (1.20), and hence also (1.17). Therefore, by Remark 1.8,

the three spaces V mX(Ω), VmX(Ω) and WmX(Ω) coincide. Moreover, thanks to (1.9), we may
apply [25, Corollary 5.5] and obtain thereby that V mX(Ω) → L∞(Ω) for every Ω ∈ JI . This
establishes (4.18). Since V mX(Ω) = VmX(Ω), the proof is complete. �

The following theorem shows that the embedding into the space of essentially bounded func-
tions is necessary for a Banach space to be a Banach algebra, in a quite general framework.

Theorem 4.5. Assume that Z(Ω) is a Banach algebra such that Z(Ω) ⊂M(Ω) and

(4.33) Z(Ω)→ L1,∞(Ω).

Then

(4.34) Z(Ω)→ L∞(Ω).

Proof. Since Z(Ω) is a Banach algebra, there exists a constant C ≥ 1 such that

(4.35) ‖uv‖Z(Ω) ≤ C‖u‖Z(Ω)‖v‖Z(Ω)

for every u, v ∈ Z(Ω). Suppose, by contradiction, that (4.34) fails. Then there exists a function
w ∈ Z(Ω) such that

‖w‖L∞(Ω) > 2C‖w‖Z(Ω),

where C is the constant from (4.35). In other words, the set

E = {x ∈ Ω; |w(x)| > 2C‖w‖Z(Ω)}
has positive Lebesgue measure. Fix j ∈ N. Applying (4.35) (j − 1)-times, we obtain

‖wj‖Z(Ω) ≤ Cj−1‖w‖jZ(Ω).

Combining this inequality with (4.33) yields

λ|{x ∈ Ω : |w(x)|j > λ}| ≤ C ′Cj−1‖w‖jZ(Ω).

for some constant C ′, and for every λ > 0. In particular, the choice λ = (2C‖w‖Z(Ω))
j yields

(2C‖w‖Z(Ω))
j |E| ≤ C ′Cj−1‖w‖jZ(Ω),

namely

2j |E| ≤ CC−1.

However, this is impossible, since |E| > 0 and j is arbitrary. �
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Given a multi-index γ = (γ1, . . . , γn), with γi ∈ N∪{0} for i = 1, . . . , n, set |γ| = γ1 + · · ·+γn,

and Dγu = ∂|γ|u
∂x
γ1
1 ...∂xγnn

for u : Ω→ R. Moreover, given two multi-indices γ and δ, we write γ ≤ δ
to denote that γi ≤ δi for i = 1, . . . , n. Accordingly, by γ < δ we mean that γ ≤ δ and γi < δi
for at least one i ∈ {1, . . . , n}.
Proof of Theorem 1.9. Let 1 ≤ k ≤ m. Fix any multi-index γ satisfying |γ| ≤ m− k. Assump-
tion (1.22) implies that

(4.36)

∫ 1

0

ds

I(s)
<∞.

From (1.22) and (4.36), we obtain that there exists a positive constant C such that

(4.37)

(∫ t

0

ds

I(s)

)2m−|γ|
≤
(∫ 1

0

ds

I(s)

)m−k−|γ|(∫ t

0

ds

I(s)

)m+k

≤ CϕX(t).

Suppose that δ is any multi-index fulfilling δ ≤ γ. Since (1.22) holds, Lemma 3.2, implication
(vii) ⇒ (iii), combined with (4.1), tells us that

(4.38) V m−|δ|X(Ω)→ X
2m−|γ|

m−|γ|+|δ| (Ω) and V m−|γ|+|δ|(Ω)→ X
2m−|γ|
m−|δ| (Ω).

On applying (3.6) with p = 2m−|γ|
m−|γ|+|δ| and the two embeddings in (4.38), we deduce that

‖DδuDγ−δv‖X(Ω) ≤ ‖Dδu‖
X

2m−|γ|
m−|γ|+|δ| (Ω)

‖Dγ−δv‖
X

2m−|γ|
m−|δ| (Ω)

(4.39)

≤ C‖Dδu‖Vm−|δ|X(Ω)‖Dγ−δv‖Vm−|γ|+|δ|X(Ω) ≤ C ′‖u‖VmX(Ω)‖v‖VmX(Ω),

for some constants C and C ′, and for every u, v ∈ V mX(Ω). In particular, inequality (4.39)
implies that

∑
δ≤γ |DδuDγ−δv| ∈ L1(Ω). Hence, via [3, Ex. 3.17], we deduce that the function

uv is (m− k)-times weakly differentiable and

Dγ(uv) =
∑

δ≤γ

γ!

δ!(γ − δ)!D
δuDγ−δv.

It follows from (4.39) that

‖Dγ(uv)‖X(Ω) ≤
∑

δ≤γ

γ!

δ!(γ − δ)!‖D
δuDγ−δv‖X(Ω) ≤ C‖u‖VmX(Ω)‖v‖VmX(Ω),

for some constant C. Thus,

(4.40) ‖uv‖Wm−kX(Ω) =
∑

|γ|≤m−k
‖Dγ(uv)‖X(Ω) ≤ C‖u‖VmX(Ω)‖v‖VmX(Ω)

for some constant C, and for every u, v ∈ V mX(Ω). Since (4.36) is in force, Wm−kX(Ω) =
Vm−kX(Ω) and V mX(Ω) = VmX(Ω), up to equivalent norms. As a consequence of (4.40),
inequality (1.23) follows.

In order to prove the converse assertion, observe that, by Lemma 4.1, we can assume with no
loss of generality that I ∈ C1(0, 1) and In

′
is convex. Let L, M , η and ΩI be as in Lemma 4.2.

Since, by (4.8), ΩI ∈ JI , condition (1.23) is fulfilled. Thus, there exists a positive constant C
such that

(4.41) ‖∇m−k(uv)‖X(ΩI) ≤ C‖u‖VmX(ΩI)‖v‖VmX(ΩI)
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for every u, v ∈ VmX(ΩI). Given f, g ∈ M+(0, 1), define u, v : ΩI → [0,∞] as in (4.19)
and (4.20), respectively. The functions u and v are m-times weakly differentiable in ΩI . Fur-
thermore, by (4.23) and (4.24),

|∇m−k(uv)(x)| = ∂m−k(uv)

∂xm−kn

(x) =

m−k∑

`=0

(
m− k
`

)
∂`u

∂x`n
(x)

∂m−k−`v

∂xm−k−`n

(x)(4.42)

=
m−k∑

`=0

(
m− k
`

)
Hm−`
I f(M(xn))Hk+`

I g(M(xn))

≥ Hm
I f(M(xn))Hk

I g(M(xn)) for a.e. x ∈ ΩI .

From (4.41), (4.42), (4.29) and (4.30) we infer that

‖Hm
I f H

k
I g‖X(0,1) = ‖Hm

I f(M(xn))Hk
I g(M(xn))‖X(Ω) ≤ C‖f‖X(0,1)‖g‖X(0,1)

for some constant C, and for every f, g ∈ M+(0, 1). Since 1 ≤ k ≤ m ≤ m + k − 1, it follows
from Lemma 3.2, implication (vi) ⇒ (vii), that (1.22) holds. �

Proof of Theorem 1.11. Let Ω ∈ JI , ‖ · ‖X(0,1) and 1 ≤ k ≤ m be such that (1.22) is fulfilled.
By Theorem 1.9, there exists a positive constant C such that

(4.43)

m−k∑

l=0

‖|∇lu||∇m−k−lv|‖X(Ω) ≤ C‖u‖VmX(Ω)‖v‖VmX(Ω)

for every u, v ∈ VmX(Ω).
In order to prove (1.25), it suffices to show that there exists C > 0 such that

(4.44) ‖DγuDδv‖X(Ω) ≤ C‖u‖VmX(Ω)‖v‖VmX(Ω)

for every u, v ∈ VmX(Ω) and every multi-indices γ and δ satisfying |γ| + |δ| = m, |γ| ≥ 1 and
|δ| ≥ 1. Fix such u, v, γ and δ. Without loss of generality we may assume that |γ| ≤ |δ|.
Let σ be an arbitrary multi-index such that σ ≤ δ and |σ| = |γ|. Assumption (1.24) ensures
that condition (1.22) is fulfilled, with m and k replaced with m − |γ| and |γ|. Thus, owing
to (4.43), applied with u, v, m and k replaced by Dγu, Dδ0v, m− |γ| and |γ|, respectively, (and
disregarding the terms with ` > 0 on the left-hand side) we obtain that

‖DγuDδv‖X(Ω) ≤ ‖Dγu|∇m−2|γ|Dσv|‖X(Ω)

≤ C‖Dγu‖Vm−|γ|X(Ω)‖Dσv‖Vm−|γ|X(Ω)

≤ C‖u‖VmX(Ω)‖v‖VmX(Ω),

whence (4.44) follows.
A proof of the necessity of condition (1.24), under (1.25) and (1.11) follows along the same lines
as in the proof of (1.22) in Theorem 1.9, and will be omitted for brevity. �

We shall now prove a general sufficient condition for the space WmX(Ω) to be a Banach
algebra.

Proposition 4.6. Let m,n ∈ N, n ≥ 2, and let I be a positive non-decreasing function in (0, 1).
Assume that Ω ∈ JI . Let ‖ · ‖X(0,1) be a rearrangement invariant function norm. If (1.9) holds,
then the Sobolev space WmX(Ω) is a Banach algebra.
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Proof. It suffices to show that, for each pair of multi-indices γ and δ such that |γ| ≤ m and
δ ≤ γ, there exists a positive constant C such that inequality

(4.45) ‖DδuDγ−δv‖X(Ω) ≤ C‖u‖WmX(Ω)‖v‖WmX(Ω).

holds for all u, v ∈WmX(Ω). Indeed, such inequality implies, in particular, that
∑

δ≤γ
|DδuDγ−δv| ∈ L1(Ω).

Hence, once again, one can use [3, Ex. 3.17] to deduce that the function uv is m-times weakly
differentiable in Ω, and that, for each γ with 1 ≤ |γ| ≤ m,

(4.46) Dγ(uv) =
∑

δ≤γ

γ!

δ!(γ − δ)!D
δuDγ−δv.

In order to prove (4.45), let us begin by noting that, by (1.9) and (2.3),

(4.47)

∫ 1

0

g(t)

I(t)

(∫ t

0

dr

I(r)

)m−1

dt ≤ C‖g‖X(0,1),

for some constant C and every function g ∈M+(0, 1). Since (4.47) can be rewritten in the form
∥∥∥∥∥

∫ 1

t

g(s)

I(s)

(∫ s

t

dr

I(r)

)m−1

ds

∥∥∥∥∥
L∞(0,1)

≤ C‖g‖X(0,1),

it follows from [25, Theorem 5.1] that V mX(Ω)→ L∞(Ω). Thus, by (1.14), WmX(Ω)→ L∞(Ω)
as well.
Assume now that γ is an arbitrary multi-index such that 0 ≤ |γ| ≤ m. Then, for every u, v ∈
WmX(Ω),

‖uDγv‖X(Ω) ≤ ‖u‖L∞(Ω)‖Dγv‖X(Ω) ≤ C‖u‖WmX(Ω)‖v‖WmX(Ω),

and, analogously,

‖(Dγu)v‖X(Ω) ≤ C‖u‖WmX(Ω)‖v‖WmX(Ω).

This establishes (4.45) whenever |γ| ≤ m and either δ = 0 or δ = γ.
Assume now that |δ| ≥ 1 and δ < γ. It follows from Proposition 3.3 that (1.9) implies (1.24),

and hence also (1.22) for every k ∈ N. Clearly,

(4.48) ‖DδuDγ−δv‖X(Ω) ≤ ‖ |∇|δ|u| |∇|γ−δ|v| ‖X(Ω).

On the other hand, we claim that

(4.49) ‖ |∇|δ|u| |∇|γ−δ|v| ‖X(Ω) ≤ C‖u‖VmX(Ω)‖v‖VmX(Ω)

for some positive C and for every u, v ∈ VmX(Ω). Indeed, if |γ| = m, then the claim is a
straightforward consequence of Theorem 1.11. If |γ| < m, then the claim follows from inequality
(4.43), applied with the choice k = m− |γ|. Combining inequalities (4.48), (4.49) and the first
embedding in (1.14) completes the proof. �

Proof of Theorem 1.3. Assume that (1.9) is satisfied. Then, by Proposition 4.6, the space
WmX(Ω) is a Banach algebra for all Ω ∈ Jα. Moreover, as we have already observed, condi-
tion (1.9) implies (1.17). Therefore, by Remark 1.8, the spaces WmX(Ω) and VmX(Ω) coincide.
Consequently, VmX(Ω) is a Banach algebra.
The second part of the theorem is a straightforward consequence of Proposition 4.4. �
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Proof of Corollary 1.6. Assume that the embedding VmX(Ω)→ L∞(Ω) holds for every Ω ∈ JI .
Let ΩI be the domain defined by (4.7). Given f ∈ M+(0, 1), define u by (4.19). It follows
from (4.23) with k = 0 that u(x) = Hm

I f(M(xn)) for a.e. x ∈ ΩI and M defined by (4.10).
Therefore, ‖u‖L∞(Ω) = ‖Hm

I f‖L∞(0,1). Furthermore, by (4.29), we get ‖u‖VmX(Ω) ≤ C‖f‖X(0,1)

for some constant C > 0. Hence, our assumptions imply that there exists a positive constant C
such that

(4.50) ‖Hm
I f‖L∞(0,1) ≤ C‖f‖X(0,1)

for every nonnegative function f ∈ X(0, 1). Inequality (4.50) implies (1.9), as was again observed
in the course of proof of Proposition 4.4. By Theorem 1.3, this tells us that VmX(Ω) is a Banach
algebra for every Ω ∈ JI .
The converse implication follows at once from Proposition 4.4. �
Proof of Corollary 1.7. Let ‖ · ‖X(0,1) be a rearrangement-invariant function norm. Then, by
the assumption and (2.5), condition (1.9) is satisfied. Hence, owing to Theorem 1.3, the space
VmX(Ω) is a Banach algebra. �
Proof of Theorem 1.1. Assume first that VmX(Ω) is a Banach algebra. Due to (1.6), condi-
tion (1.17) is satisfied. Hence, by Remark 1.8, the spaces VmX(Ω) and WmX(Ω) coincide.
In particular, WmX(Ω) is a Banach algebra. Furthermore, by (2.5) and trivial inclusions, we
clearly have

WmX(Ω)→ X(Ω)→ L1(Ω)→ L1,∞(Ω),

hence the assumption (4.33) of Theorem 4.5 is satisfied. Thus, as a special case of Theorem 4.5
we obtain that WmX(Ω)→ L∞(Ω). Therefore, WmX(Ω)→ L∞(Ω). On the other hand, by [25,
Theorem 6.1], this embedding is equivalent to the inequality

∫ 1

0
g(s)s

m
n
−1 ds ≤ C‖g‖X(0,1)

for some constant C, and for every nonnegative function g ∈ X(0, 1). Hence, via the very
definition of associate function norm, we obtain (1.3).

Conversely, assume that (1.3) holds. Since Ω is a John domain, inequality (1.8) is satisfied

with I(t) = t
1
n′ , t ∈ (0, 1). Hence, it follows from Theorem 1.3 that the space VmX(Ω) is

a Banach algebra. �
Proof of Proposition 1.12. If I(t) = tα, with α ∈ [ 1

n′ ,∞), then condition (1.11) is clearly satis-

fied. Hence, by Theorem 1.3, the space VmLp,q;β(Ω) is a Banach algebra for every Ω ∈ Jα if and
only if (1.9) holds. Owing to Remark 1.5, condition (1.9) entails that α < 1. Thus,

1

I(t)

(∫ t

0

ds

I(s)

)m−1

= ( 1
1−α)m−1tm(1−α)−1 for t ∈ (0, 1).

Therefore, it only remains to analyze under which conditions the power function tm(1−α)−1

belongs to (Lp,q;β)′(0, 1). It is easily verified, via (2.9), that this is the case if and only if one of
the conditions in (1.27) is satisfied. �
Proof of Proposition 1.13. By the same argument as in the proof of Proposition 1.12 we deduce
that for VmLA(Ω) to be a Banach algebra it is necessary that α < 1. If m ≥ 1

1−α , then (1.12)

holds with I(t) = tα, t ∈ (0, 1), hence, by Corollary 1.7, VmLA(Ω) is a Banach algebra whatever
A is. If m < 1

1−α , then assumption (1.9) of Theorem 1.3 is equivalent to

(4.51) ‖rm(1−α)−1‖
LÃ(0,1)

<∞.
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The latter condition is, in turn, equivalent to

(4.52)

∫

0
Ã
(
rm(1−α)−1

)
dr <∞ ,

namely to

(4.53)

∫ ∞ Ã(t)

t
1+ 1

1−m(1−α)

dt <∞.

By [20, Lemma 2.3], equation (4.53) is equivalent to

∫ ∞( t

A(t)

) (1−α)m
1−(1−α)m

dt <∞.

�
Proof of Proposition 1.14. Condition (1.11) is satisfied if I(t) = tα, with α ∈ [ 1

n′ ,∞). By

Theorem 1.9, condition (1.23) for X(Ω) = Lp,q;β(Ω) holds for every Ω ∈ Jα if and only if (1.22)
is in force. In turn, inequality (1.22) entails (1.20), whence α < 1. Now,

(4.54) ϕLp,q;β (t) ≈





t
1
p (log 2

t )
β if 1 < p <∞, 1 ≤ q ≤ ∞, β ∈ R;

t(log 2
t )
β if p = 1, q = 1, β ≥ 0;

1 if p =∞, q =∞, β = 0;

(log 2
t )
β+ 1

q if p =∞, 1 ≤ q <∞, β + 1
q < 0,

for t ∈ (0, 1) (see e.g. [52, Lemma 9.4.1, page 318]). On the other hand,

(4.55)

(∫ t

0
s−α ds

)m+k

= (1− α)−m−kt(1−α)(m+k) for t ∈ (0, 1).

Thus, inequality (1.22) holds, with X(0, 1) = Lp,q;β(0, 1), if and only if one of the conditions
in (1.29) is satisfied. �
Proof of Proposition 1.15. As observed in the above proof, we may assume that α < 1, and, by
Theorem 1.9, reduce (1.23), with I(t) = tα, t ∈ (0, 1), and X(Ω) = LA(Ω), to the validity of
(1.22). It is easily seen that

ϕLA(t) =
1

A−1(1/t)
for t ∈ (0, 1).

Thus, the conclusion follows via (4.55). �
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A SOBOLEV SPACE EMBEDDED TO L∞ DOES NOT NEED TO BE

A BANACH ALGEBRA

LENKA SLAVÍKOVÁ

In [1, 2, 3] it was shown that a quite general Sobolev-type space is a Banach algebra with
respect to a pointwise multiplication of functions if and only if it is continuously embedded into
the space of essentially bounded functions L∞. In this note we prove that such an equivalence
is not true in full generality. Namely, we present an example of a domain Ω ⊆ R2 for which the
Sobolev space W 2,2(Ω) is embedded into L∞(Ω) but is not a Banach algebra. The domain Ω
from our example is very much in the spirit of the domain appearing in [5, Section 3], where
it is shown that the space W 2,2 ∩ L∞ over a general domain in R2 is not necessarily a Banach
algebra.

Let us start by introducing some notation. Given a set M ⊆ R2, we denote by M0, M and
∂M the interior, the closure and the boundary of M , respectively. If G ⊆ R2 is a bounded open
set then C2(G) stands for the space of all continuous functions on G whose partial derivatives
up to the second order exist everywhere in G and can be extended to a continuous function on
G.

For any measurable set E ⊆ R2 and any q ∈ [1,∞], we denote by Lq(E) the Lebesgue space
consisting of all measurable functions f on E for which ‖f‖Lq(E) <∞, where

‖f‖Lq(E) =

{(∫
E |f |q

) 1
q , q ∈ [1,∞);

esssupE |f |, q =∞.

Further, given a domain Ω ⊆ R2, p ∈ [1,∞] and k ∈ N, W k,p(Ω) stands for the Sobolev space of
all k-times weakly differentiable functions u on Ω for which

‖u‖Wk,p(Ω) = ‖u‖Lp(Ω) +

k∑

l=1

‖|∇lu|‖Lp(Ω) <∞,

where ∇lu denotes the vector of all l-th order weak derivatives of the function u and |∇lu| its
Euclidean length.

We are going to make use of the following well known facts about Sobolev spaces (see, e.g., [4]
for more details and proofs).

Given an open square S in R2, we have the first-order Sobolev embeddings

W 1,2(S) ↪→ Lp(S) for any p ∈ [1,∞)

and

W 1,q(S) ↪→ L∞(S) for any q ∈ (2,∞).

The latter embedding is equivalent to the Poincaré inequality

(1) esssupx∈S

∣∣∣∣v(x)− 1

|S|

∫

S
v(z) dz

∣∣∣∣ ≤ C‖|∇v|‖Lq(S).

1
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2 LENKA SLAVÍKOVÁ

In particular, if v ∈ C2(S) then inequality (1) implies that for any x, y ∈ S,

(2) |v(x)− v(y)| ≤
∣∣∣∣v(x)− 1

|S|

∫

S
v(z) dz

∣∣∣∣+

∣∣∣∣
1

|S|

∫

S
v(z) dz − v(y)

∣∣∣∣ ≤ 2C‖|∇v|‖Lq(S).

We shall also make use of the first-order trace embedding

W 1,2(S) ↪→ Lp(∂S) for any p ∈ [1,∞)

and of the second-order embedding

W 2,r(S) ↪→ L∞(S) for any r ∈ (1,∞).

The final result that will be needed tells us that if Ω ⊆ R2 is a bounded domain having a
continuous boundary, then the space C2(Ω) is dense in W k,p(Ω) for any k ∈ N and any p ∈ [1,∞).

Let us now present two auxiliary results.

Lemma 1. There is a positive constant C such that for every closed square S in R2 whose sides
are parallel to coordinate axes and of length at most 1, for every u ∈ C2(S) and for all x, y ∈ S,
we have

(3)
1

C
|u(x)− u(y)| ≤

(∫

S
|∇u|2

) 1
2

+

(∫

S
|∇2u|2

) 1
2

.

Proof. Without loss of generality we may assume that S = [0, b]2 for some b ∈ (0, 1]. Set
T = [0, 1]2. A combination of (2) with q = 3 and of the embedding W 1,2(T 0) ↪→ L3(T 0) yields
that whenever x, y ∈ T and v ∈ C2(T ) then

(4) |v(x)− v(y)| ≤ C1‖|∇v|‖L3(T ) ≤ C
(
‖|∇v|‖L2(T ) + ‖|∇2v|‖L2(T )

)

for some constants C1, C independent of x, y and v. Given a function u ∈ C2(S), define the
function v ∈ C2(T ) by v(z) = u(bz), z ∈ T . Then, applying (4) to this choice of v and using the
change of variables formula, we obtain that for any x, y ∈ S,

1

C
|u(x)− u(y)| = 1

C

∣∣∣v
(x
b

)
− v

(y
b

)∣∣∣ ≤
(∫

T
|∇v|2

) 1
2

+

(∫

T
|∇2v|2

) 1
2

=

(∫

S
|∇u|2

) 1
2

+

(
b2
∫

S
|∇2u|2

) 1
2

≤
(∫

S
|∇u|2

) 1
2

+

(∫

S
|∇2u|2

) 1
2

.

�

Remark 2. Let us now show that the statement of Lemma 1 cannot be extended to rectangles
in R2. Namely, suppose that p > 1 and for every a ∈ (0, 1] denote Ra = [0, ap] × [0, a]. Let
Ca be the least constant in the inequality (3) with S replaced by Ra. Then we claim that
lima→0+ Ca =∞.

To prove the claim, we set

ua(t, s) = a−
p+1
2 s, (t, s) ∈ Ra.

Then (∫

Ra

|∇ua|2
) 1

2

+

(∫

Ra

|∇2ua|2
) 1

2

=

(∫ ap

0

∫ a

0
a−p−1 ds dt

) 1
2

= 1

and

|ua(0, a)− ua(0, 0)| = a−
p−1
2 .
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A COUNTEREXAMPLE ON SOBOLEV ALGEBRAS 3

Thus,

lim
a→0+

Ca ≥ lim
a→0+

a−
p−1
2 =∞,

as required.

Despite of Remark 2, we can still find a version of inequality (3) which holds for certain class
of rectangles in R2 with a constant independent of the size of the rectangle. The inequality is
the object of the following lemma.

Lemma 3. Let 0 < b ≤ a ≤ b
1
3 . Set R = [0, b] × [0, a]. Suppose that u ∈ C2(R) and x, y ∈ R.

Then

(5)
1

4
|u(x)− u(y)| ≤

(∫ b

0
|∇u(t, 0)|3 dt

) 1
3

+

(∫

R
|∇2u|2

) 1
2

.

Proof. Let z = (z1, z2) ∈ R. Then

u(z1, z2)− 1

ab

∫

R
u =

1

ab

∫

R
(u(z1, z2)− u(t, s)) dtds

=
1

ab

∫

R
(u(z1, z2)− u(t, z2)) dtds+

1

ab

∫

R
(u(t, z2)− u(t, s)) dtds

=
1

ab

∫

R

∫ z1

t

∂u

∂x1
(r, z2) drdtds+

1

ab

∫

R

∫ z2

s

∂u

∂x2
(t, r) drdtds

=
1

ab

∫

R

∫ z1

t

(
∂u

∂x1
(r, 0) +

∫ z2

0

∂2u

∂x2∂x1
(r, q) dq

)
drdtds

+
1

ab

∫

R

∫ z2

s

(
∂u

∂x2
(t, 0) +

∫ r

0

∂2u

∂x2
2

(t, q) dq

)
drdtds.

Therefore,

∣∣∣∣u(z1, z2)− 1

ab

∫

R
u

∣∣∣∣ ≤
1

ab

∫

R

∫ b

0
|∇u(r, 0)| drdtds+

1

ab

∫

R

∫ b

0

∫ a

0
|∇2u(r, q)| dqdrdtds

+
1

ab

∫

R

∫ a

0
|∇u(t, 0)| drdtds+

1

ab

∫

R

∫ a

0

∫ a

0
|∇2u(t, q)| dqdrdtds

≤
∫ b

0
|∇u(r, 0)| dr +

∫

R
|∇2u|+ a

b

∫ b

0
|∇u(t, 0)| dt+

a

b

∫

R
|∇2u|

≤ 2a

b

(∫ b

0
|∇u(t, 0)| dt+

∫

R
|∇2u|

)

≤ 2a

b
1
3

(∫ b

0
|∇u(t, 0)|3 dt

) 1
3

+
2a

3
2

b
1
2

(∫

R
|∇2u|2

) 1
2

≤ 2



(∫ b

0
|∇u(t, 0)|3 dt

) 1
3

+

(∫

R
|∇2u|2

) 1
2


 ,
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where the last but one inequality is a consequence of the Hölder inequality. We thus conclude
that, whenever x, y ∈ R, then

|u(x)− u(y)| ≤
∣∣∣∣u(x)− 1

ab

∫

R
u

∣∣∣∣+

∣∣∣∣u(y)− 1

ab

∫

R
u

∣∣∣∣

≤ 4



(∫ b

0
|∇u(t, 0)|3 dt

) 1
3

+

(∫

R
|∇2u|2

) 1
2


 .

This completes the proof. �
We are now in a position to construct the set Ω mentioned in the first paragraph of this note

and to prove that it has the required properties.
Suppose that (ak)

∞
k=1 is a nonincreasing sequence of positive real numbers such that

∑∞
k=1 ak ≤

1
2 . Set a0 = 0. Given k ∈ N, we consider the rectangle

Rk = [2
k−1∑

i=0

ai, a
3
k + 2

k−1∑

i=0

ai]× [0, ak]

and the square

Sk = [2

k−1∑

i=0

ai, ak + 2

k−1∑

i=0

ai]× [ak, 2ak].

Further, we set

M = [0, 1]× [−1, 0] ∪
∞⋃

k=1

Rk ∪
∞⋃

k=1

Sk

and Ω = M0.
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Theorem 4. The Sobolev space W 2,2(Ω) satisfies W 2,2(Ω) ↪→ L∞(Ω), but it is not a Banach
algebra.

Proof. We shall first prove the embedding W 2,2(Ω) ↪→ L∞(Ω). Fix a function u ∈ W 2,2(Ω).
For every k ∈ N we denote Mk = [0, 1] × [−1, 0] ∪ Rk ∪ Sk and Ωk = M0

k . Then, in particular,
u ∈W 2,2(Ωk). Since Ωk is a domain having a continuous boundary, there is a sequence (vk,`)

∞
`=1

of functions belonging to C2(Mk) such that vk,` → u in W 2,2(Ωk). Then vk,` → u in L2(Ωk),
and thus, in particular (passing, if necessary, to a subsequence) vk,` → u a.e. in Ωk.

We recall that W 2,2((0, 1) × (−1, 0)) ↪→ L∞((0, 1) × (−1, 0)) and denote by K the constant
of the embedding. Thus, whenever x ∈ [0, 1]× [−1, 0], we have

(6) |vk,`(x)| ≤ K‖vk,`‖W 2,2((0,1)×(−1,0)) ≤ K‖vk,`‖W 2,2(Ωk).

Further, if x ∈ Rk, then, by Lemma 3 and by (6), we obtain that

|vk,`(x)| ≤ |vk,`(x)− vk,`(
a3
k

2
+ 2

k−1∑

i=0

ai, 0)|+ |vk,`(
a3
k

2
+ 2

k−1∑

i=0

ai, 0)|(7)

≤ 4



(∫ a3k+2

∑k−1
i=0 ai

2
∑k−1

i=0 ai

|∇vk,`(t, 0)|3 dt
) 1

3

+

(∫

Rk

|∇2vk,`|2
) 1

2


+K‖vk,`‖W 2,2(Ωk)

≤ 4



(∫

∂((0,1)×(−1,0))
|∇vk,`|3

) 1
3

+

(∫

Ωk

|∇2vk,`|2
) 1

2


+K‖vk,`‖W 2,2(Ωk)

≤ D‖vk,`‖W 2,2(Ωk),

where the last inequality also makes use of the embeddings W 1,2(Ωk) ↪→W 1,2((0, 1)×(−1, 0)) ↪→
L3(∂((0, 1)× (−1, 0))) applied to first-order derivatives of the function vk,`. Note that the first
of these embeddings holds with a constant independent of k (namely, with constant 1). Finally,
if x ∈ Sk then, by Lemma 1 and by (7), we have

|vk,`(x)| ≤ |vk,`(x)− vk,`(
a3
k

2
+ 2

k−1∑

i=0

ai, ak)|+ |vk,`(
a3
k

2
+ 2

k−1∑

i=0

ai, ak)|(8)

≤ C‖vk,`‖W 2,2(Sk) +D‖vk,`‖W 2,2(Ωk)

≤ (C +D)‖vk,`‖W 2,2(Ωk).

Combining estimates (6), (7) and (8), we obtain that for every x ∈ Ωk,

|vk,`(x)| ≤ (C +D)‖vk,`‖W 2,2(Ωk).

Passing to limit when ` tends to infinity, this yields

|u(x)| ≤ (C +D)‖u‖W 2,2(Ωk) ≤ (C +D)‖u‖W 2,2(Ω)

for a.e. x ∈ Ωk. Therefore, since Ω = ∪∞k=1Ωk,

‖u‖L∞(Ω) ≤ (C +D)‖u‖W 2,2(Ω),

which implies the embedding W 2,2(Ω) ↪→ L∞(Ω).
We shall now construct a function u ∈ W 2,2(Ω) such that u2 does not belong to W 2,2(Ω).

This will prove that W 2,2(Ω) is not a Banach algebra.
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We set

u(t, s) =





0, (t, s) ∈ (0, 1)× (−1, 0),
s2

2k
3
4 a2k

, (t, s) ∈ Rk,
2s−ak
2k

3
4 ak

, (t, s) ∈ Sk.

It is not hard to verify that u is twice weakly differentiable on Ω,

|∇u(t, s)| = ∂u

∂x2
(t, s) =





0, (t, s) ∈ (0, 1)× (−1, 0),
s

k
3
4 a2k

, (t, s) ∈ Rk,
1

k
3
4 ak

, (t, s) ∈ Sk,

and

|∇2u(t, s)| = ∂2u

∂x2
2

(t, s) =





0, (t, s) ∈ (0, 1)× (−1, 0),
1

k
3
4 a2k

, (t, s) ∈ Rk,

0, (t, s) ∈ Sk.
Therefore, using also the estimate ak ≤ 1

2 , we obtain

‖u‖W 2,2(Ω) = ‖u‖L2(Ω) + ‖|∇u|‖L2(Ω) + ‖|∇2u|‖L2(Ω)

=

( ∞∑

k=1

a4
k

20k
3
2

+
∞∑

k=1

13a2
k

12k
3
2

) 1
2

+

( ∞∑

k=1

a2
k

3k
3
2

+
∞∑

k=1

1

k
3
2

) 1
2

+

( ∞∑

k=1

1

k
3
2

) 1
2

≤ C ′
( ∞∑

k=1

1

k
3
2

) 1
2

<∞.

Consequently, u ∈W 2,2(Ω). Further,

‖u2‖W 2,2(Ω) ≥
∥∥∥∥
∂2u2

∂x2
2

∥∥∥∥
L2(Ω)

=

∥∥∥∥∥2

(
∂u

∂x2

)2

+ 2u
∂2u

∂x2
2

∥∥∥∥∥
L2(Ω)

≥ 2

∥∥∥∥∥

(
∂u

∂x2

)2
∥∥∥∥∥
L2(Ω)

≥ 2

∥∥∥∥∥

(
∂u

∂x2

)2
∥∥∥∥∥
L2(∪∞k=1Sk)

≥ 2

( ∞∑

k=1

1

k3a2
k

) 1
2

≥ 2

( ∞∑

k=1

4

k

) 1
2

=∞.

Notice that the last inequality follows from the estimate

kak ≤
k∑

i=1

ai ≤
∞∑

i=1

ai ≤
1

2
.

We have thus shown that u2 does not belong to W 2,2(Ω). This completes the proof. �
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NORMS SUPPORTING THE LEBESGUE DIFFERENTIATION THEOREM

PAOLA CAVALIERE, ANDREA CIANCHI, LUBOŠ PICK AND LENKA SLAVÍKOVÁ

Abstract. A version of the Lebesgue differentiation theorem is offered, where the Lp norm
is replaced with any rearrangement-invariant norm. Necessary and sufficient conditions for a
norm of this kind to support the Lebesgue differentiation theorem are established. In par-
ticular, Lorentz, Orlicz and other customary norms for which Lebesgue’s theorem holds are
characterized.

1. Introduction and main results

A standard formulation of the classical Lebesgue differentiation theorem asserts that, if u ∈
L1

loc(Rn), n ≥ 1, then

(1.1) lim
r→0+

1

Ln(Br(x))

∫

Br(x)
u(y) dLn(y) exists and is finite for a.e. x ∈ Rn,

where Ln denotes the Lebesgue measure in Rn, and Br(x) the ball, centered at x, with radius
r. Here, and in what follows, “a.e.” means “almost every” with respect to Lebesgue measure.
In addition to (1.1), one has that

(1.2) lim
r→0+

‖u− u(x)‖�L1(Br(x)) = 0 for a.e. x ∈ Rn,

where ‖ · ‖�L1(Br(x)) stands for the averaged norm in L1(Br(x)) with respect to the normalized

Lebesgue measure 1
Ln(Br(x))Ln. Namely,

‖u‖�L1(Br(x)) = 1
Ln(Br(x))

∫

Br(x)
|u(y)| dLn(y)

for u ∈ L1
loc(Rn).

A slight extension of this property ensures that an analogous conclusion holds if the L1-norm
in (1.2) is replaced with any Lp-norm, with p ∈ [1,∞). Indeed, if u ∈ Lploc(R

n), then

(1.3) lim
r→0+

‖u− u(x)‖�Lp(Br(x)) = 0 for a.e. x ∈ Rn,

the averaged norm ‖·‖�Lp(Br(x)) being defined accordingly. By contrast, property (1.3) fails when
p =∞.
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The question thus arises of a characterization of those norms, defined on the space L0(Rn)
of measurable functions on Rn, for which a version of the Lebesgue differentiation theorem
continues to hold.

In the present paper we address this issue in the class of all rearrangement-invariant norms,
i.e. norms which only depend on the “size” of functions, or, more precisely, on the measure of
their level sets. A precise definition of this class of norms, as well as other notions employed
hereafter, can be found in Section 2 below, where the necessary background material is collected.

Let us just recall here that, if ‖ · ‖X(Rn) is a rearrangement-invariant norm, then

(1.4) ‖u‖X(Rn) = ‖v‖X(Rn) whenever u∗ = v∗,

where u∗ and v∗ denote the decreasing rearrangements of the functions u, v ∈ L0(Rn). More-
over, given any norm of this kind, there exists another rearrangement-invariant function norm
‖ · ‖X(0,∞) on L0(0,∞), called the representation norm of ‖ · ‖X(Rn), such that

(1.5) ‖u‖X(Rn) = ‖u∗‖X(0,∞)

for every u ∈ L0(Rn). By X(Rn) we denote the Banach function space, in the sense of Luxem-
burg, of all functions u ∈ L0(Rn) such that ‖u‖X(Rn) <∞. Classical instances of rearrangement-
invariant function norms are Lebesgue, Lorentz, Orlicz, and Marcinkiewicz norms.

In analogy with (1.3), a rearrangement-invariant norm ‖ · ‖X(Rn) will be said to satisfy the
Lebesgue point property if, for every u ∈ Xloc(Rn),

(1.6) lim
r→0+

‖u− u(x)‖�X(Br(x)) = 0 for a.e. x ∈ Rn.

Here, ‖ · ‖�X(Br(x)) denotes the norm on X(Br(x)) with respect to the normalized Lebesgue

measure 1
Ln(Br(x))Ln – see (2.15), Section 2.

We shall exhibit necessary and sufficient conditions for ‖ · ‖X(Rn) to enjoy the Lebesgue point
property. To begin with, a necessary condition for ‖ · ‖X(Rn) to satisfy the Lebesgue point
property is to be locally absolutely continuous (Proposition 3.1, Section 3). This means that,
for each function u ∈ Xloc(Rn), one has lim

j→∞
‖uχKj‖X(Rn) = 0 for every non-increasing sequence

{Kj} of bounded measurable sets in Rn such that ∩j∈NKj = ∅.
The local absolute continuity of ‖ · ‖X(Rn) is in turn equivalent to the local separability of
X(Rn), namely to the separability of each subspace of X(Rn) consisting of all functions which
are supported in any given bounded measurable subset of Rn.

As will be clear from applications of our results to special instances, this necessary assumption
is not yet sufficient. In order to ensure the Lebesgue point property for ‖ · ‖X(Rn), it has to
be complemented with an additional assumption on the functional GX , associated with the
representation norm ‖ · ‖X(0,∞), and defined as

(1.7) GX(f) = ‖f−1‖X(0,∞)

for every non-increasing function f : [0,∞) → [0,∞]. Here, f−1 : [0,∞) → [0,∞] denotes the
(generalized) right-continuous inverse of f . Such an assumption amounts to requiring that GX
be “almost concave”. By this expression, we mean that the functional GX , restricted to the
convex set C of all non-increasing functions from [0,∞) into [0, 1], fulfils the inequality in the
definition of concavity possibly up to a multiplicative positive constant c. Namely,

(1.8) c
k∑

i=1

λiGX(fi) ≤ GX
( k∑

i=1

λifi

)
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for any numbers λi ∈ (0, 1), i = 1, . . . , k, k ∈ N, such that
∑k

i=1 λi = 1, and any functions
fi ∈ C, i = 1, . . . , k. Clearly, the functional GX is concave on C, in the usual sense, if inequality
(1.8) holds with c = 1.

Theorem 1.1. A rearrangement-invariant norm ‖ · ‖X(Rn) satisfies the Lebesgue point property
if, and only if, it is locally absolutely continuous and the functional GX is almost concave.

Remark 1.2. In order to give an idea of how the functional GX looks like in classical instances,
consider the case when ‖ · ‖X(Rn) = ‖ · ‖Lp(Rn). One has that

GLp(f) =

{(
p
∫∞

0 sp−1f(s) dL1(s)
) 1

p if p ∈ [1,∞),

L1({s ∈ [0,∞) : f(s) > 0}) if p =∞ ,

for every non-increasing function f : [0,∞) → [0,∞]. The functional GLp is concave for every
p ∈ [1,∞]. However, ‖ · ‖Lp(Rn) is locally absolutely continuous only for p <∞.

Remark 1.3. The local absolute continuity of a rearrangement invariant norm ‖ · ‖X(Rn) and
the almost concavity of the functional GX are independent properties. For instance, as noticed
in the previous remark, the norm ‖ · ‖L∞(Rn) is not locally absolutely continuous, although the
functional GL∞ is concave. On the other hand, whenever q <∞, the Lorentz norm ‖·‖Lp,q(Rn) is
locally absolutely continuous , but GLp,q is almost concave if and only if q ≤ p. The Luxemburg
norm ‖ · ‖LA(Rn) in the Orlicz space LA(Rn) is almost concave for every N -function A, but is
locally absolutely continuous if and only if A satisfies the ∆2-condition near infinity. These
properties are established in Section 6 below, where the validity of the Lebesgue point property
for various classes of norms is discussed.

An alternative characterization of the rearrangement-invariant norms satisfying the Lebesgue
point property involves a maximal function operator associated with the norms in question. The
relevant operator, denoted by MX , is defined, at each u ∈ Xloc(Rn), as

(1.9) MXu(x) = sup
B3x
‖u‖�X(B) for x ∈ Rn,

where B stands for any ball in Rn.
In the case when X(Rn) = L1(Rn), the operator MX coincides with the classical Hardy-

Littlewood maximal operator M. It is well known that M is of weak type from L1(Rn) into
L1(Rn). Moreover, since

‖u∗‖�L1(0,s) =
1

s

∫ s

0
u∗(t) dL1(t) for s ∈ (0,∞),

for every u ∈ L1
loc(Rn), the celebrated Riesz-Wiener inequality takes the form

(Mu)∗(s) ≤ C‖u∗‖�L1(0,s) for s ∈ (0,∞),

for some constant C = C(n) [4, Theorem 3.8, Chapter 3].
The validity of the Lebesgue point property for a rearrangement-invariant norm ‖ · ‖X(Rn)

turns out to be intimately connected to a suitable version of these two results for the maximal
operator MX defined by (1.9). This is the content of our next result, whose statement makes
use of a notion of weak-type operators between local rearrangement-invariant spaces. We say
that MX is of weak type from Xloc(Rn) into L1

loc(Rn) if for every bounded measurable set
K ⊆ Rn, there exists a constant C = C(K) such that

(1.10) Ln({x ∈ K :MXu(x) > t}) ≤ C

t
‖u‖X(Rn) for t ∈ (0,∞),

for every function u ∈ Xloc(Rn) whose support is contained in K.
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Theorem 1.4. Let ‖·‖X(Rn) be a rearrangement-invariant norm. Then the following statements
are equivalent:

(i) ‖ · ‖X(Rn) satisfies the Lebesgue point property;
(ii) ‖ · ‖X(Rn) is locally absolutely continuous, and the Riesz-Wiener type inequality

(1.11) (MXu)∗(s) ≤ C‖u∗‖�
X(0,s)

for s ∈ (0,∞),

holds for some positive constant C, and for every u ∈ Xloc(Rn);
(iii) ‖·‖X(Rn) is locally absolutely continuous, and the operatorMX is of weak type from Xloc(Rn)

into L1
loc(Rn).

Remark 1.5. The local absolute continuity of the norm ‖·‖X(Rn) is an indispensable hypothesis
in both conditions (ii) and (iii) of Theorem 1.4. Indeed, its necessity is already known from
Theorem 1.1, and, on the other hand, it does not follow from the other assumptions in (ii) or
(iii). For instance, both these assumptions are fulfilled by the rearrangement-invariant norm
‖ · ‖L∞(Rn), which, however, is not locally absolutely continuous, and, in fact, does not satisfy
the Lebesgue point property.

Remark 1.6. Riesz-Wiener type inequalities for special classes of rearrangement-invariant
norms have been investigated in the literature – see e.g. [3, 2, 11, 12]. In particular, in [2]
inequality (1.11) is shown to hold when ‖ · ‖X(Rn) is an Orlicz norm ‖ · ‖LA(Rn) associated with

any Young function A. The case of Lorentz norms ‖·‖Lp,q(Rn) is treated in [3], where it is proved
that (1.11) holds if, and only if, 1 ≤ q ≤ p. In fact, a different notion of maximal operator is
considered in [3], which, however, is equivalent to (1.9) when ‖ · ‖X(Rn) is a Lorentz norm, as is
easily seen from [7, Equation (3.7)].
A simple sufficient condition for the validity of the Riesz-Wiener type inequality for very gen-
eral maximal operators is proposed in [12]. In our framework, where maximal operators built
upon rearrangement-invariant norms are taken into account, such condition turns out to be
also necessary, as will be shown in Proposition 4.2. The approach introduced in [12] leads to
alternative proofs of the Riesz-Wiener type inequality for Orlicz and Lorentz norms, and was
also used in [14] to prove the validity of (1.11) for further families of rearrangement-invariant
norms, including, in particular, all Lorentz endpoint norms ‖ ·‖Λϕ(Rn). A kind of rearrangement
inequality for the maximal operator built upon these Lorentz norms already appears in [11].
Results on weak type boundedness of the maximal operator MX are available in the literature
as well [1, 8, 13, 15, 22]. For instance, in [22] it is pointed out that the operator MLp,q is of
weak type from Lp,q(Rn) into Lp(Rn), if 1 ≤ q ≤ p, and hence, in particular, it is of weak type
from Lp,qloc(R

n) into L1
loc(Rn).

Our last main result provides us with necessary and sufficient conditions for the Lebesgue
point property of a rearrangement-invariant norm which do not make explicit reference to the
local absolute continuity of the relevant norm.

Theorem 1.7. Let ‖·‖X(Rn) be a rearrangement-invariant norm. Then the following statements
are equivalent:

(i) ‖ · ‖X(Rn) satisfies the Lebesgue point property;
(ii) For every function u ∈ X(Rn), supported in a set of finite measure,

Ln({x ∈ Rn : MXu(x) > 1}) <∞;

(iii) For every function u ∈ X(Rn), supported in a set of finite measure,

lim
s→∞

(MXu)∗(s) = 0.
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Theorems 1.1, 1.4 and 1.7 enable us to characterize the validity of the Lebesgue point property
in customary classes of rearrangement-invariant norms.

The following proposition deals with the case of standard Lorentz norms ‖ · ‖Lp,q(Rn).

Proposition 1.8. The Lorentz norm ‖ · ‖Lp,q(Rn) satisfies the Lebesgue point property if, and
only if, 1 ≤ q ≤ p <∞.

Since Lp,p(Rn) = Lp(Rn), Proposition 1.8 recovers, in particular, the standard result, men-
tioned above, that the norm ‖ · ‖Lp(Rn) enjoys the Lebesgue point property if, and only if,
1 ≤ p <∞.
This fact is also reproduced by the following proposition, which concerns Orlicz norms ‖·‖LA(Rn)

built upon a Young function A.

Proposition 1.9. The Orlicz norm ‖ · ‖LA(Rn) satisfies the Lebesgue point property if, and only
if, the Young function A satisfies the ∆2-condition near infinity.

The last two results concern the so called Lorentz and Marcinkiewicz endpoint norms
‖ · ‖Λϕ(Rn) and ‖ · ‖Mϕ(Rn), respectively, associated with a (non identically vanishing) concave
function ϕ : [0,∞)→ [0,∞).

Proposition 1.10. The Lorentz norm ‖ · ‖Λϕ(Rn) satisfies the Lebesgue point property if, and
only if, lim

s→0+
ϕ(s) = 0.

Proposition 1.11. The Marcinkiewicz norm ‖ · ‖Mϕ(Rn) satisfies the Lebesgue point property

if, and only if, lim
s→0+

s
ϕ(s) > 0, namely, if and only if, (Mϕ)loc(Rn) = L1

loc(Rn).

When the present paper was almost in final form, it was pointed out to us by A. Gogatishvili
that the Lebesgue point property of rearrangement-invariant spaces has also been investigated
in [5, 6, 17, 19]. The analysis of those papers is however limited to the case of functions of one
variable. Moreover, the characterizations of those norms having Lebesgue point property that
are proved there are less explicit, and have a somewhat more technical nature.

2. Background

In this section we recall some definitions and basic properties of decreasing rearrangements
and rearrangement-invariant function norms. For more details and proofs, we refer to [4, 16].

Let E be a Lebesgue-measurable subset of Rn, n ≥ 1. The Riesz space of measurable functions
from E into [−∞,∞] is denoted by L0(E). We also set L0

+(E) = {u ∈ L0(E) : u ≥ 0 a.e. inE},
and L0

0(E) = {u ∈ L0(E) : u is finite a.e. inE}. The distribution function u∗ : [0,∞) → [0,∞]
and the decreasing rearrangement u∗ : [0,∞)→ [0,∞] of a function u ∈ L0(E) are defined by

(2.1) u∗(t) = Ln({y ∈ E : |u(y)| > t}) for t ∈ [0,∞),

and by

(2.2) u∗(s) = inf{t ≥ 0 : u∗(t) ≤ s} for s ∈ [0,∞),

respectively.
The Hardy-Littlewood inequality tells us that

(2.3)

∫

E
|u(y)v(y)| dLn(y) ≤

∫ ∞

0
u∗(s)v∗(s) dL1(s)

for every u, v ∈ L0(E). The function u∗∗ : (0,∞)→ [0,∞], given by

(2.4) u∗∗(s) =
1

s

∫ s

0
u∗(t)dL1(t) for s ∈ (0,∞) ,
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is non-increasing and satisfies u∗ ≤ u∗∗. Moreover,

(2.5) (u+ v)∗∗ ≤ u∗∗ + v∗∗

for every u, v ∈ L0
+(E).

A rearrangement-invariant norm is a functional ‖ · ‖X(E) : L0(E)→ [0,∞] such that

(N1): ‖u+ v‖X(E) ≤ ‖u‖X(E) + ‖v‖X(E) for all u, v ∈ L0
+(E);

‖λu‖X(E) = |λ| ‖u‖X(E) for all λ ∈ R, u ∈ L0(E);
‖u‖X(E) > 0 if udoes not vanish a.e. in E;

(N2): ‖u‖X(E) ≤ ‖v‖X(E) whenever 0 ≤ u ≤ v a.e. in E;

(N3): sup
k
‖uk‖X(E) = ‖u‖X(E) if {uk} ⊂ L0

+(E) with uk ↗ u a.e. in E;
(N4): ‖χG‖X(E) < ∞ for every measurable set G ⊆ E, such that Ln(G) <∞;
(N5): for every measurable set G ⊆ E, with Ln(G) < ∞, there exists a positive constant
C(G) such that ‖u‖L1(G) ≤ C(G) ‖uχG‖X(E) for all u ∈ L0(E);

(N6): ‖u‖X(E) = ‖v‖X(E) for all u, v ∈ L0(E) such that u∗ = v∗.

The functional ‖ · ‖X(E) is a norm in the standard sense when restricted to the set

(2.6) X(E) = {u ∈ L0(E) : ‖u‖X(E) <∞}.
The latter is a Banach space endowed with such norm, and is called a rearrangement-invariant
Banach function space, briefly, a rearrangement-invariant space.

Given a measurable subset E′ of E and a function u ∈ L0(E′), define the function û ∈ L0(E)
as

û(x) =

{
u(x) if x ∈ E′,
0 if x ∈ E \ E′.

Then the functional ‖ · ‖X(E′) given by

‖u‖X(E′) = ‖û‖X(E)

for u ∈ L0(E′) is a rearrangement-invariant norm.
If Ln(E) <∞, then

(2.7) L∞(E)→ X(E)→ L1(E),

where → stands for a continuous embedding.
The local r.i. space Xloc(E) is defined as

Xloc(E) = {u ∈ L0(E) : uχK ∈ X(E) for every bounded measurable setK ⊂ E}.
The fundamental function of X(E) is defined by

(2.8) ϕX(E)(s) = ‖χG‖X(E) for s ∈ [0,Ln(E)),

where G is any measurable subset of E such that Ln(G) = s. It is non-decreasing on [0,Ln(E)),
ϕX(E)(0) = 0 and ϕX(E)(s)/s is non-increasing for s ∈ (0,Ln(E)).

Hardy’s Lemma tells us that, given u, v ∈ L0(E) and any rearrangement-invariant norm ‖·‖X(E),

(2.9) if u∗∗ ≤ v∗∗, then ‖u‖X(E) ≤ ‖v‖X(E).

The associate rearrangement-invariant norm of ‖ ·‖X(E) is the rearrangement-invariant norm
‖ · ‖X′(E) defined by

(2.10) ‖v‖X′(E) = sup
{
∫
E
|u(y)v(y)| dLn(y) : u ∈ L0(E), ‖u‖X(E) ≤ 1

}
.
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The corresponding rearrangement-invariant space X ′(E) is called the associate space of X(E).
The Hölder type inequality

(2.11)

∫

E
|u(y)v(y)| dLn(y) ≤ ‖u‖X(E)‖v‖X′(E)

holds for every u ∈ X(E) and v ∈ X ′(E). One has that X(E) = X
′′
(E).

The rearrangement-invariant norm, defined as

‖f‖X(0,Ln(E)) = sup
‖u‖X′(E)≤1

∫ ∞

0
f∗(s)u∗(s) dL1(s)

for f ∈ L0(0,Ln(E)), is a representation norm for ‖ · ‖X(E). It has the property that

(2.12) ‖u‖X(E) = ‖u∗‖X(0,Ln(E))

for every u ∈ X(E). For customary rearrangement-invariant norms, an expression for ‖ ·
‖X(0,Ln(E)) is immediately derived from that of ‖ · ‖X(E).

The dilation operator Dδ : X(0,Ln(E)) → X(0,Ln(E)) is defined for δ > 0 and f ∈
X(0,Ln(E)) as

(2.13) (Dδf)(s) =

{
f(sδ) if sδ ∈ (0,Ln(E)),

0 otherwise,

and is bounded [4, Chap. 3, Proposition 5.11].
We shall make use of the subspace X1(0,∞) of X(0,∞) defined as

(2.14) X1(0,∞) = {f ∈ X(0,∞) : f(s) = 0 for a.e. s > 1}.
Now, assume that E is a measurable positive cone in Rn with vertex at 0, namely, a measur-

able set which is closed under multiplication by positive scalars. In what follows, we shall focus
the nontrivial case when Ln(E) does not vanish, and hence Ln(E) = ∞. Let ‖ · ‖X(E) be a
rearrangement-invariant norm, and let G be a measurable subset of E such that 0 < Ln(G) <∞.

We define the functional ‖ · ‖�X(G) as

(2.15) ‖u‖�X(G) =
∥∥(uχG)( n

√
Ln(G) ·)

∥∥
X(E)

for u ∈ L0(E). We call it the averaged norm of ‖ · ‖X(E) on G, since

(2.16) ‖u‖�X(G) = ‖uχG‖X
(
G, L

n

Ln(G)

)

for u ∈ L0(E), where ‖ · ‖
X
(
G, L

n

Ln(G)

) denotes the rearrangement-invariant norm, defined as

‖ · ‖X(G), save that the Lebesgue measure Ln is replaced with the normalized Lebesgue measure
Ln
Ln(G) . Notice that

(2.17) ‖u‖�X(G) = ‖(uχG)∗(Ln(G) ·)‖X(0,∞)

for u ∈ L0(E). Moreover,

(2.18) ‖1‖�X(G) is independent of G.

The Hölder type inequality for averaged norms takes the form:

(2.19)
1

Ln(G)

∫

G
|u(y)v(y)| dLn(y) ≤ ‖u‖�X(G) ‖v‖

�
X′(G)
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for u, v ∈ L0(E).
We conclude this section by recalling the definition of some customary, and less standard,

instances of rearrangement-invariant function norms of use in our applications. In what follows,
we set p′ = p

p−1 for p ∈ (1,∞), with the usual modifications when p = 1 and p = ∞. We also

adopt the convention that 1/∞ = 0.
Prototypal examples of rearrangement-invariant function norms are the classical Lebesgue norms.
Indeed, ‖u‖Lp(Rn) = ‖u∗‖Lp(0,∞), if p ∈ [1,∞), and ‖u‖

L∞(Rn)
= u∗(0).

Let p, q ∈ [1,∞]. Assume that either 1 < p <∞ and 1 ≤ q ≤ ∞, or p = q = 1, or p = q =∞.
Then the functional defined as

(2.20) ‖u‖Lp,q(Rn) = ‖s
1
p
− 1

q u∗(s)‖Lq(0,∞)

for u ∈ L0(Rn), is equivalent (up to multiplicative constants) to a rearrangement-invariant
norm. The corresponding rearrangement-invariant space is called a Lorentz space. Note that
‖ · ‖Lp,q(0,∞) is the representation norm for ‖ · ‖Lp,q(Rn), and Lp,p(Rn) = Lp(Rn). Moreover,
Lp,q(Rn)→ Lp,r(Rn) if 1 ≤ q < r ≤ ∞.

Let A be a Young function, namely a left-continuous convex function from [0,∞) into [0,∞],
which is neither identically equal to 0, nor to∞. The Luxemburg rearrangement-invariant norm
associated with A is defined as

(2.21) ‖u‖LA(Rn) = inf

{
λ > 0 :

∫

Rn

A

( |u(x)|
λ

)
dLn(x) ≤ 1

}

for u ∈ L0(Rn). Its representation norm is ‖u‖LA(0,∞). The space LA(Rn) is called an Orlicz

space. In particular, LA(Rn) = Lp(Rn) if A(t) = tp for p ∈ [1,∞), and LA(Rn) = L∞(Rn) if
A(t) =∞χ

(1,∞)
(t).

Recall that A is said to satisfy the ∆2–condition near infinity if it is finite valued and there
exist constants C > 0 and t0 ≥ 0 such that

(2.22) A(2t) ≤ CA(t) for t ∈ [t0,∞) .

If A satisfies the ∆2–condition near infinity, and u ∈ LA(Rn) has support of finite measure, then
∫

Rn

A(c|u(x)|)dLn(x) <∞

for every positive number c.
A subclass of Young functions which is often considered in the literature is that of the so called
N -functions. A Young function A is said to be an N -function if it is finite-valued, and

lim
t→0+

A(t)

t
= 0 lim

t→∞
A(t)

t
=∞ .

Let ϕ : [0,∞) → [0,∞) be a concave function which does not vanish identically. Hence, in
particular, ϕ is non-decreasing, and ϕ(t) > 0 for t ∈ (0,∞). The Marcinkiewicz and Lorentz
endpoint norm associated with ϕ are defined as

(2.23) ‖u‖Mϕ(Rn) = sup
s∈(0,∞)

u∗∗(s)ϕ(s),

(2.24) ‖u‖Λϕ(Rn) =

∫ ∞

0
u∗(s)dϕ(s),

for u ∈ L0(Rn), respectively. The representation norms are ‖ · ‖Mϕ(0,∞) and ‖ · ‖Λϕ(0,∞), respec-
tively. The spaces Mϕ(Rn) and Λϕ(Rn) are called Marcinkiewicz endpoint space and Lorentz
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endpoint space associated with ϕ. The fundamental functions of Mϕ(Rn) and Λϕ(Rn) coincide
with ϕ. In fact, Mϕ(Rn) and Λϕ(Rn) are respectively the largest and the smallest rearrangement-
invariant space whose fundamental function is ϕ, and this accounts for the expression “endpoint”
which is usually attached to their names. Note the alternative expression

(2.25) ‖f‖Λϕ(0,∞) = f∗(0)ϕ(0+) +

∫ ∞

0
f∗(s)ϕ′(s)dL1(s),

for f ∈ L0(0,∞), where ϕ(0+) = lim
s→0+

ϕ(s).

3. A necessary condition: local absolute continuity

In the present section we are mainly concerned with a proof of the following necessary con-
ditions for a rearrangement-invariant norm to satisfy the Lebesgue point property.

Proposition 3.1. If ‖ · ‖X(Rn) is a rearrangement-invariant norm satisfying the Lebesgue point
property, then:

(i) ‖ · ‖X(Rn) is locally absolutely continuous;
(ii) X(Rn) is locally separable.

The proof of Proposition 3.1 is split in two steps, which are the content of the next two
lemmas.

Lemma 3.2. Let ‖ · ‖X(Rn) be a rearrangement-invariant norm which satisfies the Lebesgue
point property. Then:

(H) Given any function f ∈ X1(0,∞), any sequence {Ik} of pairwise disjoint intervals in
(0, 1), and any sequence {ak} of positive numbers such that ak ≥ L1(Ik) and

(3.1) ‖(fχIk)∗‖�
X(0,ak)

> 1,

one has that
∞∑

k=1

ak <∞.

Let us stress in advance that condition (H) is not only necessary, but also sufficient for a
rearrangement-invariant norm to satisfy the Lebesgue point property. This is a consequence of
Proposition 5.1, Section 5, and of the following lemma.

Lemma 3.3. If a rearrangement-invariant norm ‖ · ‖X(Rn) fulfills condition (H) of Lemma 3.2,
then ‖ · ‖X(Rn) is locally absolutely continuous.

The proof of Lemma 3.2 in turn exploits the following property, which will also be of later
use.

Lemma 3.4. Let ‖ · ‖X(Rn) be a rearrangement-invariant norm. Given any function f ∈
X(0,∞), the function F : (0,∞)→ [0,∞), defined as

(3.2) F (r) = r ‖f∗‖�
X(0,r)

for r ∈ (0,∞),

is non-decreasing on (0,∞), and the function F (r)
r is non-increasing on (0,∞). In particular,

the function F is continuous on (0,∞).
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Proof. Let 0 < r1 < r2. An application of (2.10) tells us that

F (r1) = r1‖(f∗χ(0,r1))(r1 ·)‖X(0,∞) = r1 sup
‖g‖

X
′
(0,∞)

≤1

∫ 1

0
g∗(s)f∗(r1s) dL1(s)

= sup
‖g‖

X
′
(0,∞)

≤1

∫ r1

0
g∗
(
t
r1

)
f∗(t) dL1(t) ≤ sup

‖g‖
X
′
(0,∞)

≤1

∫ r2

0
g∗
(
t
r1

)
f∗(t) dL1(t)

≤ sup
‖g‖

X
′
(0,∞)

≤1

∫ r2

0
g∗
(
t
r2

)
f∗(t) dL1(t) = r2 sup

‖g‖
X
′
(0,∞)

≤1

∫ 1

0
g∗(s)f∗(r2s) dL1(s)

= r2‖(f∗χ(0,r2))(r2 ·)‖X(0,∞) = F (r2).

Namely, F is non-decreasing on (0,∞). The fact that the function F (r)
r is non-increasing on

(0,∞) is a consequence of property (N2) and of the inequality

f∗(r1 ·)χ(0,r1)(r1 ·) ≥ f∗(r2 ·)χ(0,r2)(r2 ·)
if 0 < r1 < r2. Hence, in particular, the function F is continuous on (0,∞) (see e.g. [10,
Chapter 2, p. 49]). �
Proof of Lemma 3.2. Assume that ‖ · ‖X(Rn) satisfies the Lebesgue point property. Suppose,

by contradiction, that condition (H) fails, namely, there exist a function f ∈ X1(0,∞), a
sequence {Ik} of pairwise disjoint intervals in (0, 1) and a sequence {ak} of positive numbers,
with ak ≥ L1(Ik), fulfilling (3.1) and such that

∑∞
k=1 ak =∞.

We may assume, without loss of generality, that

(3.3) lim
k→∞

ak = 0.

Indeed, if (3.3) fails, then the sequence {ak} can be replaced with another sequence, enjoying
the same properties, and also (3.3). To verify this assertion, note that, if (3.3) does not hold,
then there exist ε > 0 and a subsequence {akj} of {ak} such that akj ≥ ε for all j. Consider
the sequence {bj}, defined as

(3.4) bj = max
{
ε
j , L1(Ikj )

}
for j ∈ N.

Equation (3.4) immediately tells us that bj ≥ L1(Ikj ), and
∑∞

j=1 bj =∞. Moreover, Lemma 3.4

and the inequality bj ≤ akj for j ∈ N ensure that (3.1) holds with ak and Ik replaced by bj and

Ikj , respectively. Finally, lim
j→∞

bj = 0, since
∑∞

j=1 L1(Ikj ) ≤ 1, and hence lim
j→∞

L1(Ikj ) = 0.

Moreover, by skipping, if necessary, a finite number of terms in the relevant sequences, we
may also assume that

(3.5)
∞∑

k=1

L1(Ik) < 1 .

Now, set a0 = 0, and Jk = (
∑k−1

j=0 aj ,
∑k

j=0 aj) for each k ∈ N. We define the function g :

(0,∞)→ [0,∞) as

g(s) =
∞∑

k=1

(fχIk)∗
(
s−

k−1∑

j=0

aj

)
χJk(s) for s ∈ (0,∞),

and the function u : Rn → [0,∞) as

u(y) = sup
k∈N

g(y1 + k − 1)χ(0,1)n(y) for y = (y1, . . . , yn) ∈ Rn.
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The function u belongs to X(Rn). To verify this fact, note that

(3.6) Ln({y ∈ Rn : u(y) > t}) ≤ L1({s ∈ (0,∞) : |fχ∪k∈NIk |(s) > t})
for every t ≥ 0. Indeed, thanks to the equimeasurability of g and fχ∪k∈NIk ,

Ln({y ∈ Rn : u(y) > t}) = L1({s ∈ (0, 1) : sup
k∈N

g(s+ k − 1) > t})

= L1(∪k∈N{s ∈ (0, 1) : g(s+ k − 1) > t}) ≤
∞∑

k=1

L1({s ∈ (0, 1) : g(s+ k − 1) > t})

= L1({s ∈ (0,∞) : g(s) > t}) = L1({s ∈ (0,∞) : |fχ∪k∈NIk |(s) > t}).
From (3.6) it follows that

‖u‖X(Rn) ≤ ‖fχ∪k∈NIk‖X(0,∞) ≤ ‖f‖X(0,∞) <∞ ,

whence u ∈ X(Rn). Next, one has that

(3.7) lim sup
r→0+

‖u‖�X(Br(x)) > 0 for a.e. x ∈ (0, 1)n.

To prove (3.7), set
Λk = {l ∈ N : Jl ⊆ [k − 1, k]} for k ∈ N.

Since
∑∞

l=0 al =∞ and lim
l→∞
|Jl| = lim

l→∞
al = 0, we have that

(3.8) lim
k→∞

⋃

l∈Λk

(Jl − k + 1) = (0, 1),

where Jl denotes the closure of the open interval Jl. Equation (3.8) has to be interpreted in the
following set-theoretic sense: fixed any x ∈ (0, 1)n, there exist k0 and an increasing sequence
{lk}∞k=k0

in N such that lk ∈ Λk and x1 ∈ (Jlk − k + 1) for all k ∈ N greater than k0. Such a k0

can be chosen so that B√nalk (x) ⊆ (0, 1)n for all k ≥ k0, since lim
k→∞

alk = 0.

On the other hand, for every k ≥ k0, one also has

B√nalk (x) ⊇
n∏

i=1

[xi − alk , xi + alk ] ⊇ (Jlk − k + 1) ×
n∏

i=2

[xi − alk , xi + alk ].

Consequently, for every y ∈ Rn,

uχB√nalk
(x)(y) ≥ g(y1 + k − 1) χ(Jlk−k+1)(y1)

n∏

i=2

χ[xi−alk ,xi+alk ](yi)

= (fχIlk )∗
(
y1 + k − 1−

k−1∑

j=0

aj

)
χ(Jlk−k+1)(y1)

n∏

i=2

χ[xi−alk ,xi+alk ](yi).

Hence,

(3.9) (uχB√nalk
(x))
∗(s) ≥ (fχIlk )∗

(
(2alk)1−ns

)
for s ∈ (0,∞).

Therefore, thanks to the boundedness on rearrangement-invariant spaces of the dilation opera-
tor, defined as in (2.13), one gets

‖u‖�X(B√nalk
(x)) = ‖(uχB√nalk

)∗(Ln(B√nalk (x)) ·)‖X(0,∞)

≥ C ‖(fχIlk )∗(alk ·)‖X(0,∞) = ‖(fχIlk )∗‖�
X(0,alk )

> 1
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for some positive constant C = C(n). Hence inequality (3.7) follows, since lim
k→∞

alk = 0.

To conclude, consider the set M = {y ∈ (0, 1)n : u(y) = 0}. This set M has positive measure.
Indeed, (3.6) with t = 0 and (3.5) imply

Ln(M) = 1− Ln({y ∈ (0, 1)n : u(y) > 0}) ≥ 1− L1({s ∈ (0,∞) : |fχ∪k∈NIk |(s) > 0})

≥ 1−
∞∑

k=1

L1(Ik) > 0.

Then, estimate (3.7) tells us that

lim sup
r→0+

‖u− u(x)‖�X(Br(x)) = lim sup
r→0+

‖u‖�X(Br(x)) > 0 for a.e. x ∈M .

This contradicts the Lebesgue point property for ‖ · ‖X(Rn). �

Proof of Lemma 3.3. Let ‖ ·‖X(Rn) be a rearrangement-invariant norm satisfying condition (H).
We first prove that, if (H) is in force, then

(3.10) lim
t→0+

‖g∗χ(0,t)‖X(0,∞) = 0

for every g ∈ X1(0,∞).
Arguing by contradiction, assume the existence of some g ∈ X1(0,∞) for which (3.10) fails.
From property (N2) of rearrangement-invariant norms, this means that some ε > 0 exists such
that ‖g∗χ(0,t)‖X(0,∞) ≥ ε for every t ∈ (0, 1). Thanks to (N1), we may assume, without loss of

generality, that ε = 2.
Then, by induction, construct a decreasing sequence {bk}, with 0 < bk ≤ 1, such that

(3.11) ‖g∗χ(bk+1,bk)‖X(0,∞) > 1

for every k ∈ N. To this purpose, set b1 = 1, and assume that bk is given for some k ∈ N. Then
define

hl = g∗χ( bk
l
,bk

) for l ∈ N, with l ≥ 2.

Since 0 ≤ hl ↗ g∗χ(0,bk), property (N3) tells us that ‖hl‖X(0,∞) ↗ ‖g∗χ(0,bk)‖X(0,∞). Inasmuch

as ‖g∗χ(0,bk)‖X(0,∞) ≥ 2, then there exists an l0, with l0 ≥ 2, such that ‖hl0‖X(0,∞) > 1. Defining

bk+1 = bk
l0

entails that 0 < bk+1 < bk and ‖g∗χ(bk+1,bk)‖X(0,∞) = ‖hl0‖X(0,∞) > 1, as desired.

Observe that choosing f = g∗χ(0,1), and ak = 1, Ik = (bk+1, bk) for each k ∈ N provides a
contradiction to assumption (H). Indeed, inequality (3.1), which agrees with (3.11) in this case,
holds for every k, whereas

∑∞
k=1 ak =∞. Consequently, (3.10) does hold.

Now, take any u ∈ Xloc(Rn) and any non-increasing sequence {Kj} of measurable bounded
sets in Rn such that ∩j∈NKj = ∅. Clearly, uχK1 ∈ X(Rn) and lim

j→∞
Ln(Kj) = 0. We may

assume that Ln(K1) < 1, whence (uχKj )
∗ ∈ X1(0,∞) for each j ∈ N.

From (3.10) it follows that

lim
j→∞

‖uχKj‖X(Rn) = lim
j→∞

‖(uχKj )
∗‖X(0,∞) ≤ lim

j→∞
‖(uχK1)∗χ(0,Ln(Kj))‖X(0,∞) = 0,

namely the local absolute continuity of ‖ · ‖X(Rn). �

Proof of Proposition 3.1. Owing to [4, Corollary 5.6, Chap. 1], assertions (i) and (ii) are equiv-
alent. Assertion (i) follows from Lemmas 3.2 and 3.3. �
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4. The functional GX and the operator MX

This section is devoted to a closer analysis of the functional GX and the operator MX

associated with a rearrangement-invariant norm ‖ · ‖X(Rn).
We begin with alternate characterizations of the almost concavity of the functional GX . In

what follows, we shall make use of the fact that

(4.1) ‖h‖X(0,∞) = ‖h∗‖X(0,∞) = ‖(h∗)∗‖X(0,∞) = GX(h∗)

for every h ∈ L0(0,∞).
Moreover, by a partition of the interval (0, 1) we shall mean a finite collection {Ik : k = 1, . . . ,m},
where Ik = (τk−1, τk) with 0 = τ0 < τ1 < · · · < τm = 1.

Proposition 4.1. Let ‖ · ‖X(Rn) be a rearrangement-invariant norm. Then the following con-
ditions are equivalent:

(i) the functional GX is almost concave;
(ii) a positive constant C exists such that

(4.2)
m∑

k=1

L1(Ik) ‖f‖
�

X(Ik)
≤ C‖f‖X(0,∞)

for every f ∈ X1(0,∞), and for every partition {Ik : k = 1, . . . ,m} of (0, 1);
(iii) a positive constant C exists such that

(4.3)

m∑

k=1

Ln(Bk) ‖u‖
�
X(Bk) ≤ C Ln

(
∪mk=1 Bk

)
‖u‖�X(∪mk=1Bk)

for every u ∈ Xloc(Rn), and for every finite collection {Bk : k = 1, . . . ,m} of pairwise
disjoint balls in Rn.

Proof. (i) ⇒ (ii) Assume that GX is almost concave. Fix any function f ∈ X1(0,∞), and any
partition {Ik : k = 1, . . . ,m} of (0, 1). It is easily verified that

(
(fχIk)∗(L1(Ik)·)

)
∗

=
(fχIk)∗
L1(Ik)

and
(
fχ∪mk=1Ik

)
∗ =

m∑

k=1

(fχIk)∗ .

Hence, by (4.1) and the almost concavity of GX , there exists a constant C such that

m∑

k=1

L1(Ik) ‖f‖
�

X(Ik)
=

m∑

k=1

L1(Ik) ‖(fχIk)∗(L1(Ik)·)‖X(0,∞) =

m∑

k=1

L1(Ik)GX
((fχIk)∗
L1(Ik)

)

≤ C GX
( m∑

k=1

(fχIk)∗
)

= C GX
(

(fχ∪mk=1Ik
)∗
)
≤ C GX(f∗) = C ‖f‖X(0,∞).

This yields inequality (4.2).
(ii) ⇒ (i) Take any finite collections {gk : k = 1, . . . ,m} in C and {λk : k = 1, . . . ,m} in (0, 1),

respectively, with
∑m

k=1 λk = 1. For each k = 1, . . . ,m, write fk = (gk)∗, ak =
∑k

i=1 λi, and
Ik = (ak−1, ak) with a0 = 0. Then define

f(t) =
m∑

k=1

fk(
t−ak−1

λk
)χIk(t) for t ∈ (0,∞).
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Observe that f∗ =
∑m

k=1 λk(fk)∗ =
∑m

k=1 λkgk. Owing to (4.1) and (4.2), one thus obtains

GX
( m∑

k=1

λkgk

)
= GX(f∗) = ‖f‖X(0,∞) ≥

1

C

m∑

k=1

λk‖f‖
�

X(Ik)
=

1

C

m∑

k=1

λk‖f∗k ( 1
λk
·)‖�

X(0,λk)

=
1

C

m∑

k=1

λk‖f∗k‖X(0,∞) =
1

C

m∑

k=1

λkGX
(
(fk)∗

)
=

1

C

m∑

k=1

λkGX(gk),

whence the almost concavity of GX follows.
(ii) ⇒ (iii) Fix any function u ∈ Xloc(Rn), and any finite collection {Bk : k = 1, . . . ,m} of
pairwise disjoint balls in Rn. Set ak = Ln(Bk), for k = 1, . . . ,m, and a0 = 0. Define

Ik =

(∑k−1
j=0 aj∑m
j=1 aj

,

∑k
j=0 aj∑m
j=1 aj

)
for k = 1, . . . ,m.

Thanks to rearrangement-invariance of X(0,∞), assumption (ii) ensures that

‖u‖�X(∪mk=1Bk) =
∥∥∥
(
uχ∪mk=1Bk

)∗( m∑

k=1

ak ·
)∥∥∥
X(0,∞)

=
∥∥∥

m∑

k=1

(uχBk
)∗
( m∑

j=1

aj · −
k−1∑

j=0

aj
)
χIk

∥∥∥
X(0,∞)

≥ 1

C

m∑

k=1

ak∑m
j=1 aj

∥∥∥(uχBk
)∗
( m∑

k=1

ak · −
k−1∑

j=0

aj
)
χIk

∥∥∥
�

X(Ik)

=
1

C
∑m

j=1 aj

m∑

k=1

ak ‖(uχBk
)∗(ak ·)‖X(0,∞) =

1

C Ln(∪mk=1Bk)

m∑

k=1

Ln(Bk)‖u‖
�
X(Bk).

Inequality (4.3) is thus established.
(iii) ⇒ (ii) Assume that f ∈ X1(0,∞), and that {Ik : k = 1, . . . ,m} is a partition of (0, 1). Let
{Bk : k = 1, . . . ,m} be a family of pairwise disjoint balls in Rn such that Ln(Bk) = L1(Ik),
and let u be a measurable function on Rn vanishing outside of ∪mk=1Bk and fulfilling (uχBk

)∗ =
(fχIk)∗, for k = 1, 2, . . . ,m. Assumption (iii) then tells us that

m∑

k=1

L1(Ik)‖f‖
�

X(Ik)
≤ C L1(∪mk=1Ik)‖f‖

�

X(∪mk=1Ik)
= C ‖f‖�

X(0,1)
= C ‖f‖X(0,∞),

namely (4.2). �

We next focus on the maximal operator MX . Criteria for the validity of the Riesz-Wiener
type inequality (1.11) are the content of the following result.

Proposition 4.2. Let ‖ · ‖X(Rn) be a rearrangement-invariant norm. Then the following con-
ditions are equivalent:

(i) the Riesz-Wiener type inequality (1.11) holds for some positive constant C, and for every
u ∈ Xloc(Rn);

(ii) a positive constant C1 exists such that

(4.4) min
k=1,...,m

‖u‖�X(Bk) ≤ C1‖u‖
�
X(∪mk=1Bk)

for every u ∈ Xloc(Rn), and for every finite collection {Bk : k = 1, . . . ,m} of pairwise
disjoint balls in Rn;
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(iii) a positive constant C2 exists such that

min
k=1,...,m

‖f‖�
X(Ik)

≤ C2‖f‖X(0,∞)

for every f ∈ X1(0,∞), and for every partition {Ik : k = 1, . . . ,m} of (0, 1).

Proof. (i) ⇒ (ii) Let u ∈ Xloc(Rn), and let {Bk : k = 1, . . . ,m} be a collection of pairwise

disjoint balls in Rn. When mink=1,...,m ‖u‖
�
X(Bk) = 0, then (4.4) trivially holds. Assume that

mink=1,...,m ‖u‖
�
X(Bk) > 0. Fix any s ∈

(
0,Ln(∪mk=1Bk)

)
, and any t ∈

(
0,mink=1,...,m ‖u‖

�
X(Bk)

)
.

If x ∈ Bj for some j = 1, . . . ,m, then

MX(uχ∪mk=1Bk
)(x) ≥ ‖uχ∪mk=1Bk

‖�X(Bj) ≥ min
k=1,...,m

‖u‖�X(Bk) > t.

Thus,
Ln({x ∈ Rn :MX(uχ∪mk=1Bk

)(x) > t}) ≥ Ln(∪mk=1Bk) > s,

and, consequently, (
MX(uχ∪mk=1Bk

)
)∗

(s) ≥ t.
Since the last inequality holds for every t < mink=1,...,m ‖u‖

�
X(Bk), one infers that

(4.5)
(
MX(uχ∪mk=1Bk

)
)∗

(s) ≥ min
k=1,...,m

‖u‖�X(Bk).

On the other hand, an application of assumption (i) with u replaced by uχ∪mk=1Bk
tells us that

(4.6)
(
MX(uχ∪mk=1Bk

)
)∗

(s) ≤ C ‖(uχ∪mk=1Bk
)∗‖�

X(0,s)
for s ∈

(
0,Ln(∪mk=1Bk)

)
.

Coupling (4.5) with (4.6) implies that

min
k=1,...,m

‖u‖�X(Bk) ≤ C ‖(uχ∪mk=1Bk
)∗‖�

X(0,s)
for s ∈

(
0,Ln(∪mk=1Bk)

)
.

Thus, owing to the continuity of the function s 7→ ‖(uχ∪mk=1Bk
)∗‖�

X(0,s)
, which is guaranteed by

Lemma 3.4, we deduce that

min
k=1,...,m

‖u‖�X(Bk) ≤ C‖(uχ∪mk=1Bk
)∗‖�

X(0,Ln(∪mk=1Bk))
= C‖u‖�X(∪mk=1Bk),

namely (4.4).
(ii)⇒ (i) By [14, Proposition 3.2], condition (ii) implies the existence of a constant C ′ such that

(4.7) (MXu)∗(s) ≤ C ′‖u∗
(
3−ns ·

)
χ(0,1)( · )‖X(0,∞) for s ∈ (0,∞),

for every u ∈ Xloc(Rn). By the boundedness of the dilation operator on rearrangement-invariant
spaces, there exists a constant C ′′, independent of u, such that

‖u∗
(
3−ns ·

)
χ(0,1)( · )‖X(0,∞) ≤ C ′′‖u∗(s ·)χ(0,1)(3

n · )‖X(0,∞)(4.8)

≤ C ′′‖u∗(s ·)χ(0,1)( · )‖X(0,∞) = C ′′‖u∗‖�
X(0,s)

for s ∈ (0,∞).

Inequality (1.11) follows from (4.7) and (4.8).
(ii) ⇔ (iii) The proof is completely analogous to that of the equivalence between conditions (ii)
and (iii) in Proposition 4.1. We omit the details for brevity. �

Condition (H) introduced in Lemma 3.2 can be characterized in terms of the maximal operator
MX as follows.

Proposition 4.3. Let ‖ · ‖X(Rn) be a rearrangement-invariant norm. Then the following asser-
tions are equivalent:
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(i) ‖ · ‖X(Rn) fulfils condition (H) in Lemma 3.2;
(ii) For every function u ∈ X(Rn), supported in a set of finite measure,

Ln({x ∈ Rn : MXu(x) > 1}) <∞.
Proof. (i) ⇒ (ii) Let u ∈ X(Rn) be supported in a set of finite measure. Set E = {x ∈ Rn :
MXu(x) > 1}. According to (1.9), for any y ∈ E, there exists a ball By in Rn such that y ∈ By
and ‖u‖�X(By) > 1. Define

(4.9) E1 =
{
y ∈ E : Ln(By) > max{1,Ln({|u| > 0})}

}
.

We claim that, if y ∈ E1, then

(4.10) (uχBy)∗
(
Ln(By)s

)
≤ (uχBy)∗(s)χ(

0,
Ln({|u|>0})
Ln(By)

)(s) for s ∈ (0,∞).

Indeed, since Ln(By) ≥ 1, by the monotonicity of the decreasing rearrangement

(uχBy)∗(s) ≥ (uχBy)∗
(
Ln(By)s

)
for s ∈ (0,∞).

Thus, inequality (4.10) certainly holds if s ∈
(
0, L

n({|u|>0})
Ln(By)

]
. On the other hand, Ln(By) ≥

Ln({|u| > 0}), and since (uχBy)∗(s) = 0 for s ≥ Ln({|u| > 0}), we have that (uχBy)∗
(
Ln(By)s

)
=

0 if s ∈
(Ln({|u|>0})
Ln(By) ,∞

)
. Thereby, inequality (4.10) also holds for these values of s. Owing to

(4.10),

1 < ‖u‖�X(By) = ‖(uχBy)∗(Ln(By) ·)‖X(0,∞)(4.11)

≤
∥∥∥(uχBy)∗χ(

0,
Ln({|u|>0})
Ln(By)

)
∥∥∥
X(0,∞)

≤
∥∥∥u∗χ(

0,
Ln({|u|>0})
Ln(By)

)
∥∥∥
X(0,∞)

.

Since (i) is in force, equation (3.10) holds with g = u∗χ(0,1) ∈ X1(0,∞), namely,

lim
t→0+

‖u∗χ(0,t)‖X(0,∞) = 0.

This implies the existence of some t0 ∈ (0, 1) such that ‖u∗χ(0,t)‖X(0,∞) < 1 for every t ∈ (0, t0).

Thus, (4.11) entails that

Ln({|u| > 0})
Ln(By)

≥ t0

for every y ∈ E1. Hence, by (4.9),

(4.12) sup
y∈E
Ln(By) ≤ max

{
1,
Ln({|u| > 0})

t0

}
.

An application of Vitali’s covering lemma, in the form of [21, Lemma 1.6, Chap. 1], ensures that
there exists a countable set I ⊆ E such that the family {By : y ∈ I} consists of pairwise disjoint
balls, such that E ⊆ ∪y∈I5By. Here, 5By denotes the ball, with the same center as By, whose
radius is 5 times the radius of By. If I is finite, then trivially Ln(E) ≤ 5n

∑
y∈I Ln(By) < ∞.

Assume that, instead, I is infinite, and let {yk} be the sequence of its elements. For each k ∈ N,
set, for simplicity, Bk = Byk , and

(4.13) αk = Ln({y ∈ Bk : u(y) 6= 0}), Ik =

(∑k−1
i=0 αi
α

,

∑k
i=1 αi
α

)
, ak =

Ln(Bk)

α
,
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where α = Ln({y ∈ Rn : u(y) 6= 0}) and α0 = 0. Note that {Ik} is a sequence of pairwise
disjoint intervals in (0, 1), and ak ≥ L1(Ik) for each k ∈ N. The function f : (0,∞) → [0,∞),
defined by

f(s) =

∞∑

k=1

(
uχ{x∈Bk:u(x)6=0}

)∗(
αs−

k−1∑

i=1

αi

)
χIk(s) for s ∈ (0,∞),

belongs to X1(0,∞), and

‖(fχIk)∗‖�
X(0,ak)

= ‖(uχ{x∈Bk:u(x)6=0})
∗(α ·)‖�

X(0,ak)

= ‖(uχBk
)∗(Ln(Bk) ·)‖X(0,∞) = ‖u‖�X(Bk) > 1.

By (i), one thus obtains that
∑∞

k=1 Ln(Bk) = α
∑∞

k=1 ak <∞. Hence Ln(E) ≤ 5n
∑∞

k=1 Ln(Bk) <
∞, also in this case.
(ii)⇒ (i) Let f ∈ X1(0,∞), let {Ik} be any sequence of pairwise disjoint intervals in (0, 1), and
let {ak} be a sequence of real numbers, such that ak ≥ L1(Ik), fulfilling (3.1).
Consider any sequence {Bk} of pairwise disjoint balls in Rn, such that Ln(Bk) = ak for k ∈ N.
For each k ∈ N, choose a function gk : Rn → [0,∞), supported in Bk, and such that gk is
equimeasurable with fχIk . Then, define u =

∑∞
k=1 gk. Note that u ∈ X(Rn), since u∗ =

(fχ⋃∞
k=1 Ik

)∗ ≤ f∗. Furthermore, u is supported in a set of finite measure. Thus, assumption

(ii) implies that

(4.14) Ln({x ∈ Rn :MXu(x) > 1}) <∞.
If x ∈ Bk for some k ∈ N, then

(4.15) MXu(x) ≥ ‖u‖�X(Bk) = ‖gk‖
�
X(Bk) = ‖g∗k‖

�

X(0,Ln(Bk))
= ‖(fχIk)∗‖�

X(0,ak)
> 1.

Consequently,

∪∞k=1Bk ⊆ {x ∈ Rn :MXu(x) > 1}
and

∞∑

k=1

ak = Ln(∪∞k=1Bk) ≤ Ln({x ∈ Rn :MXu(x) > 1}) <∞.

Condition (i) is thus fulfilled. �

5. Proofs of Theorems 1.1, 1.4 and 1.7

The core of Theorems 1.1, 1.4 and 1.7 is contained in the following statement.

Proposition 5.1. Given a rearrangement-invariant norm ‖ · ‖X(Rn), consider the following
properties:

(i) ‖ · ‖X(Rn) satisfies the Lebesgue point property;
(ii) ‖ · ‖X(Rn) fulfills condition (H) of Lemma 3.2;
(iii) The functional GX is almost concave;
(iv) The Riesz-Wiener type inequality (1.11) holds for some positive constant C, and for

every u ∈ Xloc(Rn);
(v) The operator MX is of weak type from Xloc(Rn) into L1

loc(Rn).

Then:

(i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v).

If, in addition, ‖ · ‖X(Rn) is locally absolutely continuous, then
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(v) ⇒ (i).

A proof of Proposition 5.1 requires the next lemma.

Lemma 5.2. Let ‖ · ‖X(Rn) be a rearrangement-invariant norm such that

(5.1) lim
s→0+

ϕX(Rn)(s) = 0.

If u : Rn → R is any simple function, then

lim
r→0+

‖u− u(x)‖�X(Br(x)) = 0 for a.e. x ∈ Rn.

Proof. Let E be any measurable subset of Rn. By the Lebesgue density theorem,

(5.2)

lim
r→0+

Ln(Br(x) \ E)

Ln(Br(x))
= 0 for a.e. x ∈ E

lim
r→0+

Ln(Br(x) ∩ E)

Ln(Br(x))
= 0 for a.e. x ∈ Rn \ E.

Since

(5.3) lim
r→0+

‖χE − χE(x)‖�X(Br(x)) =





lim
r→0+

∥∥∥χ(
0,
Ln(Br(x)\E)
Ln(Br(x))

)
∥∥∥
X(0,∞)

for a.e. x ∈ E,

lim
r→0+

∥∥∥χ(
0,
Ln(Br(x)∩E)
Ln(Br(x))

)
∥∥∥
X(0,∞)

for a.e. x ∈ Rn \ E,

it follows from (5.1) that

(5.4) lim
r→0+

‖χE − χE(x)‖�X(Br(x)) = 0 for a.e. x ∈ Rn.

Hence, if u is any simple function having the form u =
∑k

i=1 aiχEi , where E1, . . . , Ek are
pairwise disjoint measurable subsets of Rn, and a1, . . . , ak ∈ R, then

(5.5) lim
r→0+

‖u− u(x)‖�X(Br(x)) ≤ lim
r→0+

k∑

i=1

|ai| ‖χEi − χEi(x)‖�X(Br(x)) = 0

for a.e. x ∈ Rn. �

Proof of Proposition 5.1. (i) ⇒ (ii) This is just the content of Lemma 3.2 above.
(ii) ⇒ (iii) We prove this implication by contradiction. Assume that the functional GX is not
almost concave. Owing to Proposition 4.1, this amounts to assuming that, for every k ∈ N,
there exist a function fk ∈ X1(0,∞) and a partition {Jk,l : l = 1, . . . ,mk} of (0, 1) such that

(5.6)

mk∑

l=1

L1(Jk,l) ‖fk‖
�

X(Jk,l)
> 4k‖fk‖X(0,∞).

Define the function f : (0,∞)→ R as

(5.7) f(t) =
∞∑

k=1

χ(2−k,2−k+1)(t) fk(2
kt− 1)

2k
∥∥χ(2−k,2−k+1) fk(2

k · −1)
∥∥
X(0,∞)

for t ∈ (0,∞).

Since f ∈ L0(0,∞), f = 0 on (1,∞) and ‖f‖X(0,∞) ≤
∑∞

k=1 2−k, we have that f ∈ X1(0,∞).

Let us denote by Λ the set {(k, l) ∈ N2 : l ≤ mk}, ordered according to the lexicographic order,
and define the sequence {Ik,l} as

(5.8) Ik,l =
1

2k
Jk,l +

1

2k
for (k, l) ∈ Λ.
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Each element Ik,l is an open subinterval of (0, 1). Moreover, the intervals Ik,l and Ih,j are disjoint
if (k, l) 6= (h, j). Actually, if k 6= h, then

Ik,l ∩ Ih,j ⊆ (2−k, 21−k) ∩ (2−h, 21−h) = ∅;
if, instead, k = h but l 6= j, then the same conclusion immediately follows from the fact that
the intervals Jk,l and Jk,j are disjoint. Owing to (5.6) and (5.7),

∑

(k,l)∈Λ

L1(Ik,l) ‖f‖
�

X(Ik,l)
=

∑

(k,l)∈Λ

L1(Ik,l) ‖(fχIk,l)∗(L1(Ik,l) ·)‖X(0,∞)(5.9)

=
∑

(k,l)∈Λ

L1(Jk,l)

2k

‖(fkχJk,l)∗(L1(Jk,l) ·)‖X(0,∞)

2k‖χ(2−k,21−k)fk(2
k · −1)‖X(0,∞)

=
∞∑

k=1

1

4k‖f∗k (2k ·)‖X(0,∞)

mk∑

l=1

L1(Jk,l) ‖fk‖
�

X(Jk,l)

≥
∞∑

k=1

4k‖fk‖X(0,∞)

4k‖f∗k (2k ·)‖X(0,∞)

≥
∞∑

k=1

4k‖fk‖X(0,∞)

4k‖f∗k‖X(0,∞)

=
∞∑

k=1

1 =∞.

Set M = {(k, l) ∈ Λ : ‖f‖�
X(Ik,l)

≤ 2}, and observe that

(5.10)
∑

(k,l)∈M
L1(Ik,l) ‖f‖

�

X(Ik,l)
≤ 2

∑

(k,l)∈M
L1(Ik,l) ≤ 2.

From (5.9) and (5.10) we thus infer that
∑

(k,l)∈Λ\M
L1(Ik,l) ‖f‖

�

X(Ik,l)
=∞.

On the other hand, assumption (ii) implies property (3.10). This property, applied with g =
fχIk,l , in turn ensures that, for every (k, l) ∈ Λ,

lim
t→+∞

‖(fχIk,l)∗‖
�

X(0,t)
= lim

t→+∞
‖(fχIk,l)∗(t ·)‖X(0,∞) ≤ lim

t→+∞
‖(fχIk,l)∗ χ(0, 1

t
)‖X(0,∞) = 0.

Note that the inequality holds since the function (fχIk,l)
∗ belongs to X1(0,∞), and is non-

increasing, and hence (fχIk,l)
∗(ts) ≤ (fχIk,l)

∗(s)χ(0, 1
t
)(s) for s ∈ (0,∞).

Thus, owing to Lemma 3.4, if (k, l) ∈ Λ \M , there exists a number ak,l ≥ L1(Ik,l) such that

(5.11) ‖(fχIk,l)∗‖
�

X(0,ak,l)
= 2 .

Furthermore, by (5.11),

∑

(k,l)∈Λ\M
ak,l =

1

2

∑

(k,l)∈Λ\M
ak,l ‖(fχIk,l)∗‖

�

X(0,ak,l)
≥ 1

2

∑

(k,l)∈Λ\M
L1(Ik,l) ‖(fχIk,l)∗‖

�

X(0,L1(Ik,l))

(5.12)

=
1

2

∑

(k,l)∈Λ\M
L1(Ik,l) ‖f‖

�

X(Ik,l)
=∞.

Thanks to (5.12), the function f ∈ X1(0,∞), defined by (5.7), the sequence {Ik,l}, defined by
(5.8), and the sequence {ak,l} contradict condition (H) in Lemma 3.2, and, thus, assumption (ii).
(iii)⇒ (iv) This implication follows from Propositions 4.1 and 4.2, since condition (ii) of Propo-
sition 4.1 trivially implies condition (iii) of Proposition 4.2.
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(iv) ⇒ (v) Let K be a bounded subset of Rn. Fix any function u ∈ Xloc(Rn) whose support is
contained in K. Clearly, u = uχK . From (iv), we infer that

sup
t>0

tLn({x ∈ K :MXu(x) > t}) = sup
t>0

tLn({x ∈ Rn : χKMXu(x) > t})

= sup
s>0

s
(
χKMXu

)∗
(s) ≤ sup

s∈(0,Ln(K))
s
(
MXu

)∗
(s) ≤ C sup

s∈(0,Ln(K))
s‖u∗‖�

X(0,s)

≤ C Ln(K) ‖u∗‖�
X(0,Ln(K))

≤ C ′‖u∗‖X(0,∞) = C ′‖u‖X(Rn),

for some constants C and C ′, where the last but one inequality follows from Lemma 3.4, and
the last one from the boundedness of the dilation operator on rearrangement-invariant spaces.
Property (v) is thus established.

Finally, assume that ‖ · ‖X(Rn) is locally absolutely continuous and satisfies condition (v).
Since Rn is the countable union of balls, in order to prove (i) it suffices to show that, given any
u ∈ Xloc(Rn) and any ball B in Rn,

(5.13) lim
r→0+

‖u− u(x)‖�X(Br(x)) = 0 for a.e. x ∈ B.

Equation (5.13) will in turn follow if we show that, for every t > 0, the set

(5.14) At = {x ∈ B : lim sup
r→0+

‖u− u(x)‖�X(Br(x)) > 2t}

has measure zero. To prove this, we begin by observing that, since ‖·‖X(Rn) is locally absolutely
continuous, [4, Theorem 3.11, Chap. 1] ensures that for any ε > 0 there exists a simple function
vε supported on B such that uχB = vε + wε and ‖wε‖X(B) < ε. Clearly, wε is supported on B
as well. Moreover, [4, Theorem 5.5, Part (b), Chap. 2] and Lemma 5.2 imply that

lim
r→0+

‖vε − vε(x)‖�X(Br(x)) = 0 for a.e. x ∈ B.

Fix any ε > 0. Then

lim sup
r→0+

‖u− u(x)‖�X(Br(x)) ≤ lim sup
r→0+

‖vε − vε(x)‖�X(Br(x)) + lim sup
r→0+

‖wε − wε(x)‖�X(Br(x))

= lim sup
r→0+

‖wε − wε(x)‖�X(Br(x)) ≤MXwε(x) + |wε(x)| ‖χ(0,1)‖X(0,∞).

Therefore,

(5.15) At ⊆ {x ∈ B :MXwε(x) > t} ∪ {y ∈ B : |wε(y)| ‖χ(0,1)‖X(0,∞) > t} for t ∈ (0,∞).

Owing to (v),

Ln({x ∈ B :MXwε(x) > t}) ≤ C

t
‖wε‖X(B) for t ∈ (0,∞).

On the other hand,

Ln({y ∈ B : |wε(y)|‖χ(0,1)‖X(0,∞) > t}) ≤ 1

t
‖χ(0,1)‖X(0,∞) ‖wε‖L1(B) ≤

C0

t
‖χ(0,1)‖X(0,∞)‖wε‖X(B)

for every t ∈ (0,∞), where C0 is the norm of the embedding X(B) → L1(B). Inasmuch as
‖wε‖X(B) < ε, the last two inequalities, combined with (5.15) and with the subadditivity of the
outer Lebesgue measure, imply that the outer Lebesgue measure of At does not exceed

ε

t

(
C + C0‖χ(0,1)‖X(0,∞)

)

for every t ∈ (0,∞). Hence, Ln(At) = 0, thanks to the arbitrariness of ε > 0. �
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Proof of Theorem 1.1. This is a consequence of Propositions 3.1 and 5.1. �

Proof of Theorem 1.4. This is a consequence of Propositions 3.1 and 5.1. �

Proof of Theorem 1.7. The equivalence of conditions (i) and (ii) follows from Proposition 4.3,
Proposition 5.1 and Lemma 3.3.
In order to verify the equivalence of (ii) and (iii), it suffices to observe that, thanks to the positive
homogeneity of the maximal operatorMX , one has that Ln({x ∈ Rn :MXu(x) > 1}) <∞ for
every u ∈ X(Rn) supported in a set of finite measure if, and only if, Ln({x ∈ Rn :MXu(x) >
t}) <∞ for every u ∈ X(Rn) supported in a set of finite measure and for every t ∈ (0,∞). The
latter condition is equivalent to (iii). �

6. Proofs of Propositions 1.8–1.11

In this last section, we show how our general criteria can be specialized to characterize
those rearrangement-invariant norms, from customary families, which satisfy the Lebesgue point
property, as stated in Propositions 1.8–1.11. In fact, these propositions admit diverse proofs,
based on the different criteria provided by Theorems 1.1, 1.4 and 1.7. For instance, Propositions
1.8–1.10 can be derived via Theorem 1.4, combined with results on the local absolute continuity
of the norms in question and on Riesz-Wiener type inequalities contained in [2] (Orlicz norms),
[3] (norms in the Lorentz spaces Lp,q(Rn)), and [14] (norms in the Lorentz endpoint spaces
Λϕ(Rn)). Let us also mention that, at least in the one-dimensional case, results from these
propositions overlap with those of [5, 6, 19].

Hereafter, we provide alternative, more self-contained proofs of Propositions 1.8–1.11, relying
upon our general criteria. Let us begin with Proposition 1.8, whose proof requires the following
preliminarily lemmas.

Lemma 6.1. Let p, q ∈ [1,∞] be admissible values in the definition of the Lorentz norm
‖ · ‖Lp,q(Rn). Then

(6.1) GLp,q(f) =





(
p
∫∞

0 sq−1(f(s))
q
p dL1(s)

) 1
q

if 1 < p <∞ and 1 ≤ q <∞, or p = q = 1;

sup
s∈(0,∞)

s(f(s))
1
p if 1 < p <∞ and q =∞;

L1({s ∈ (0,∞) : f(s) > 0}) if p = q =∞ ,

for every non-increasing function f : [0,∞)→ [0,∞]. Hence, the functional GLp,q is concave if
1 ≤ q ≤ p.

Proof. Equation (6.1) follows from a well-known expression of Lorentz norms in terms of the
distribution function (see, e.g., [9, Proposition 1.4.9]), from equality (4.1) and from the fact
that every non-increasing function f : [0,∞)→ [0,∞] agrees a.e. with the function f = (f∗)∗.
The fact that GLp,q is concave if 1 ≤ q ≤ p is an easy consequence of the representation formulas
(6.1). In particular, the fact that the function [0,∞) 3 t 7→ tα is concave if 0 < α ≤ 1 plays a
role here. �

Lemma 6.2. Suppose that 1 ≤ p < q <∞. Then there exists a function u ∈ Lp,q(Rn), having
support of finite measure, such that

(6.2) Ln({x ∈ Rn :MLp,qu(x) > 1}) =∞.
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Proof. We shall prove that the norm ‖·‖Lp,q(Rn) does not satisfy condition (H) from Lemma 3.2,
if 1 ≤ p < q <∞. The conclusion will then follow via Proposition 4.3.
To this purpose, define f : (0,∞)→ [0,∞) as

(6.3) f(s) = c
∞∑

k=1

(
3k

k

) 1
p

χ(
1

2·3k
, 1
2·3k−1

)(s) for s ∈ (0,∞),

where c >
( q
p

) 1
q . Observe that f = f∗χ(0,1) a.e., since f is a nonnegative decreasing function in

(0,∞) with support in (0, 1). Moreover, f ∈ Lp,q(0,∞), since

‖f‖qLp,q(0,∞) = cq
∞∑

k=1

∫ 1

2·3k−1

1

2·3k

(
3k

k

) q
p

s
q
p
−1
dL1(s) ≤ cq

∞∑

k=1

(
3k

k

) q
p
∫ 1

2·3k−1

0
s

q
p
−1
dL1(s) <∞ ,

thanks to the assumption that q > p. For each k ∈ N, set Ik =
(

1
2·3k ,

1
2·3k−1

)
and ak = 1

k . Then

‖(fχIk)∗‖�
Lp,q(0,ak)

= c

(∫ ∞

0

(
3k

k

) q
p

χ(0, 1

3k
)

( s
k

)
s

q
p
−1
dL1(s)

) 1
q

= c

(
p

q

) 1
q

> 1,

and hence condition (H) of Lemma 3.2 fails for the norm ‖ · ‖Lp,q(Rn). �
We are now in a position to accomplish the proof of Proposition 1.8.

Proof of Proposition 1.8. By Lemma 6.1, the functional GLp,q is concave if 1 ≤ q ≤ p. Moreover,
the norm ‖ · ‖Lp,q(Rn) is locally absolutely continuous if and only if q < ∞ – see e.g. [16,
Theorem 8.5.1]. Thereby, an application of Theorem 1.1 tells us that, if 1 ≤ q ≤ p < ∞, then
the norm ‖ · ‖Lp,q(Rn) has the Lebesgue point property.
On the other hand, coupling Theorem 1.7 with Lemma 6.2 implies that the norm ‖ · ‖Lp,q(Rn)

does not have the Lebesgue point property if 1 ≤ p < q <∞.
In the remaining case when q = ∞, the norm ‖ · ‖Lp,q(Rn) is not locally absolutely continuous.
Hence, by Theorem 1.1, it does not have the Lebesgue point property. �

One proof of Proposition 1.9, dealing with Orlicz norms, will follow from Theorem 1.7, via
the next lemma.

Lemma 6.3. Let A be a Young function satisfying the ∆2-condition near infinity. Then

Ln({x ∈ Rn :MLAu(x) > 1}) <∞
for every u ∈ LA(Rn), supported in a set of finite measure.

Proof. Owing to Proposition 4.3, it suffices to show that condition (H) from Lemma 3.2 is
fulfilled by the Luxemburg norm.
Consider any function f ∈ LA1 (0,∞), any sequence {Ik} of pairwise disjoint intervals in (0, 1),
and any sequence {ak} of positive real numbers such that

ak ≥ L1(Ik) and ‖(fχIk)∗‖�LA(0,ak) > 1 for k ∈ N.

Since

ak <

∫ ak

0
A((fχIk)∗(s)) dL1(s) =

∫

Ik

A(|f(s)|) dL1(s)

for every k ∈ N, one has that
∞∑

k=1

ak <
∞∑

k=1

∫

Ik

A(|f(s)|) dL1(s) ≤
∫ 1

0
A(|f(s)|) dL1(s) <∞.

172



NORMS SUPPORTING THE LEBESGUE DIFFERENTIATION THEOREM 23

Notice that the last inequality holds owing to the assumption that A satisfies the ∆2-condition
near infinity, and f has support of finite measure. Altogether, condition (H) is satisfied by the
norm ‖ · ‖LA(Rn). �

Proof of Proposition 1.9. If A satisfies the ∆2-condition near infinity, then the norm ‖ · ‖LA(Rn)

fulfills the Lebesgue point property, by Lemma 6.3 and Theorem 1.7. Conversely, assume that
the norm ‖ · ‖LA(Rn) fulfills the Lebesgue point property. Then it has to be locally absolutely

continuous, by either Theorem 1.1 or Theorem 1.4. Owing to [18, Theorem 14 and Corollary 5,
Section 3.4], this implies that A satisfies the ∆2-condition near infinity. �

In the next proposition, we point out the property, of independent interest, that the functional
GLA is almost concave for any N -function A. Such a property, combined with the fact that the
norm ‖ · ‖LA(Rn) is locally absolutely continuous if and only if A satisfies the ∆2-condition near
infinity, leads to an alternative proof of Proposition 1.9, at least when A is an N -function, via
Theorem 1.1.

Proposition 6.4. The functional GLA is almost concave for every N -function A.

Proof. The norm ‖ · ‖LA(Rn) is equivalent, up to multiplicative constants, to the norm ‖·‖LA(Rn)

defined as

‖u‖LA(Rn) = inf

{
1

k

(
1 +

∫

Rn

A(k|u(x)|) dx
)

: k > 0

}

for u ∈ L0(Rn) – see [18, Section 3.3, Proposition 4 and Theorem 13]. One has that

1

k

(
1 +

∫

Rn

A(k|u(x)|) dx
)

=
1

k
+

∫ ∞

0
A′(kt)u∗(t) dt,

where A′ denotes the left-continuous derivative of A. Altogether, we have that

GLA
(f) = inf

{
1

k
+

∫ ∞

0
A′(kt)f(t) dt

}

for every non-increasing function f : [0,∞)→ [0,∞). The functional GLA
is concave, since it is

the infimum of a family of linear functionals, and hence the functional GLA is almost concave. �

Let us next focus on the case of Lorentz endpoint norms, which is the object of Proposi-
tion 1.10.

Lemma 6.5. Assume that ϕ : [0,∞)→ [0,∞) is a (non identically vanishing) concave function.
Then

(6.4) GΛϕ(f) =

∫ L1({f>0})

0
ϕ(f(t)) dL1(t)

for every non-increasing function f : [0,∞) → [0,∞]. In particular, the functional GΛϕ is
concave.

Proof. Take any non-increasing function f : [0,∞) → [0,∞]. Set h = f∗, whence f = f∗ =
(f∗)∗ = h∗ a.e., and h∗(0) = f∗(0) = L1({f > 0}). From equations (2.25) and (4.1), one has,
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via Fubini’s theorem,

GΛϕ(f) = GΛϕ(h∗) = ‖h‖Λϕ(0,∞) = h∗(0)ϕ(0+) +

∫ ∞

0
h∗(s)ϕ′(s) dL1(s)

= h∗(0)ϕ(0+) +

∫ ∞

0

∫ h∗(s)

0
dL1(t)ϕ′(s) dL1(s)

= h∗(0)ϕ(0+) +

∫ h∗(0)

0

∫ h∗(t)

0
ϕ′(s) dL1(s) dL1(t)

= h∗(0)ϕ(0+) +

∫ h∗(0)

0
[ϕ(h∗(t))− ϕ(0+)] dL1(t)

=

∫ h∗(0)

0
ϕ(h∗(t)) dL1(t) =

∫ L1({f>0})

0
ϕ(f(t)) dL1(t).

Hence, formula (6.4) follows.
In order to verify the concavity of GΛϕ , fix any pair of non-increasing functions f, g : [0,∞) →
[0,∞] and λ ∈ (0, 1). Observe that

{t ∈ [0,∞) : λf(t) + (1− λ)g(t) > 0} = {t ∈ [0,∞) : f(t) > 0} ∪ {t ∈ [0,∞) : g(t) > 0}.
The monotonicity of f and g ensures that the two sets on the right-hand side of the last equation
are intervals whose left endpoint is 0. Consequently,

(6.5) L1({λf + (1− λ)g > 0}) = max{L1({f > 0}),L1({g > 0})}.
On making use of equations (6.4) and (6.5), and of the concavity of ϕ, one infers that the
functional GΛϕ is concave as well. �

Proof of Proposition 1.10. By Lemma 6.5, the functional GΛϕ is concave for every non identically
vanishing concave function ϕ : [0,∞) → [0,∞). On the other hand, it is easily verified, via
equation (2.25), that the norm ‖·‖Λϕ(Rn) is locally absolutely continuous if, and only if, ϕ(0+) =
0. The conclusion thus follows from Theorem 1.1. �

We conclude with a proof of Proposition 1.11.

Proof of Proposition 1.11. Assume first that lims→0+
s

ϕ(s) = 0. Then we claim that the norm

‖·‖Mϕ(Rn) is not locally absolutely continuous, and hence, by either Theorem 1.1 or Theorem 1.4,
it does not have the Lebesgue point property. To verify this claim, observe that the function
(0,∞) 3 s 7→ s

ϕ(s) is quasiconcave in the sense of [4, Definition 5.6, Chapter 2], and hence,

by [4, Chapter 2, Proposition 5.10], there exists a concave function ψ : (0,∞) → [0,∞) such
that 1

2ψ(s) ≤ s
ϕ(s) ≤ ψ(s) for s ∈ (0,∞). Let ψ′ denote the right-continuous derivative of ψ,

and define u(x) = ψ′(ωn|x|n) for x ∈ Rn, where ωn is the volume of the unit ball in Rn. Then
u∗ = ψ′ in (0,∞), so that

1 ≤ u∗∗(s)ϕ(s) ≤ 2 for s ∈ (0,∞).

The second inequality in the last equation ensures that u ∈Mϕ(Rn), whereas the first one tells
us that u does not have a locally absolutely continuous norm in Mϕ(Rn).
Conversely, assume that lims→0+

s
ϕ(s) > 0, then (Mϕ)loc(Rn) = L1

loc(Rn), with equivalent norms

on any given subset of Rn with finite measure (see e.g. [20, Theorem 5.3]). Hence, the norm
‖ · ‖Mϕ(Rn) has the Lebesgue point property, since ‖ · ‖L1(Rn) has it. �
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ON THE NECESSITY OF BUMP CONDITIONS FOR THE

TWO-WEIGHTED MAXIMAL INEQUALITY

LENKA SLAVÍKOVÁ

Abstract. We study the necessity of bump conditions for the boundedness of the Hardy-
Littlewood maximal operator between weighted Lp spaces with different weights. The conditions

in question are obtained by replacing the Lp′ -average of σ
1
p′ in the Muckenhoupt Ap-condition

by an average with respect to a stronger Banach function norm, and are known to be sufficient
for the two-weighted maximal inequality. We show that these conditions are in general not
necessary for such an inequality to be true.

1. Introduction and statement of the result

The Hardy–Littlewood maximal operator M is defined for every measurable function f on
Rn by

Mf(x) = sup
Q:x∈Q

1

|Q|

∫

Q
|f |, x ∈ Rn,

where the supremum is taken over all cubes Q containing x. By a “cube” we always mean a
compact cube with sides parallel to coordinate axes.

Assume that 1 < p <∞. A longstanding open problem in harmonic analysis is to characterize
those couples (w, σ) of nonnegative locally integrable functions, called weights in the sequel,
which satisfy the inequality

(1.1)

∫

Rn

w(M(fσ))p ≤ C
∫

Rn

σ|f |p

for all measurable functions f and some positive constant C.
In the special case when σ = w1−p′ , where p′ = p

p−1 , inequality (1.1) was characterized by

Muckenhoupt [14]. He showed that the correct necessary and sufficient condition is the Ap-
condition

(1.2) sup
Q

(
1

|Q|

∫

Q
w

)(
1

|Q|

∫

Q
σ

)p−1

<∞.

We note that throughout this paper, the notation supQ means that the supremum is taken over
all cubes Q in Rn.

The situation is much more complicated in the two-weighted case, when we do not assume
any relationship between w and σ. It is well known that the Ap-condition (1.2) is still necessary
for (1.1) in this setting, but it is not sufficient any more (see, e.g., [9, Chapter 4, Example 1.15]).
A solution to the two-weighted problem was given by Sawyer [21], who showed that (1.1) holds

2010 Mathematics Subject Classification. 42B25, 42B35.
Key words and phrases. Bump condition, two-weighted inequality, Hardy-Littlewood maximal operator.
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if and only if there is a positive constant C such that

(1.3)

∫

Q
w(M(χQσ))p ≤ C

∫

Q
σ

for every cube Q. This characterizing condition, however, still involves the operator M itself,
and hence does not give a quite satisfactory answer to the above-mentioned problem.

Another approach to the two-weighted problem (1.1) consists in finding sufficient conditions
for (1.1) that are close in form to the Ap-condition (1.2). These conditions are called “bump
conditions” in the literature. They are more explicit than (1.3), and thus more appropriate
for the use in applications. On the other hand, as we will show in the present paper, these
conditions are not necessary for (1.1) - at least not in their currently available form.

To introduce the bump theory, let us first observe that the Ap-condition (1.2) can be written
in the form

(1.4) sup
Q
‖w

1
p ‖Lp,Q‖σ

1
p′ ‖Lp′ ,Q <∞,

where, for any q ∈ (1,∞) and any cube Q, ‖ · ‖Lq ,Q denotes the Lq-norm on Q with respect to
the normalized Lebesgue measure dx/|Q|.

Neugebauer [17] showed that if the norms in (1.4) are replaced by stronger Lebesgue norms,
namely, if

(1.5) sup
Q
‖w

1
p ‖Lpr,Q‖σ

1
p′ ‖Lp′r,Q <∞

holds for some r > 1, then the two-weighted maximal inequality (1.1) is fulfilled.
Pérez [19] found a way how to weaken the sufficient condition (1.5). He noticed that in order

to obtain (1.1) one just needs to “bump” in a suitable way the Lp
′
-norm of σ

1
p′ in (1.4). He also

showed that more general norms than just those of Lebesgue can be used in this connection. For
instance, if LB denotes the Orlicz space induced by the Young function B and ‖ · ‖LB ,Q stands
for the normalized Orlicz norm on a cube Q, then the bump condition

(1.6) sup
Q
‖w

1
p ‖Lp,Q‖σ

1
p′ ‖LB ,Q <∞

was proved in [19] to be sufficient for (1.1) provided that the complementary Young function
B ∈ Bp, that is, B satisfies the Bp-condition

(1.7)

∫ ∞

1

B(t)

tp
dt

t
<∞.

(See Section 2 for definitions regarding Orlicz spaces.) We point out that condition (1.7) is sharp
in the sense that whenever LB is an Orlicz space such that (1.6) implies (1.1) for every couple
(w, σ), then (1.7) has to be fulfilled.

A basic example of an Orlicz space for which this result can be applied is the Lebesgue space
Lq with q > p′. The strength of the result lies, however, in Orlicz spaces that are “closer to
Lp

′
”, such as, for instance, the space Lp

′
(logL)γ with γ > p′ − 1.

The last result can be further improved if yet more general spaces of measurable functions,
the so called “Banach function spaces” (see Section 2 for the definition), are brought into play.
For any Banach function space X, we define the normalized X-norm on a cube Q by

‖f‖X,Q = ‖τ`(Q)fχQ‖X ,
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where τδ denotes, for δ > 0, the dilation operator τδf(x) = f(δx), and `(Q) stands for the
sidelength of the cube Q. The maximal operator MX is then given by

MXf(x) = sup
Q:x∈Q

‖f‖X,Q, x ∈ Rn.

Notice that if X = L1 then MX coincides with the classical Hardy-Littlewood maximal operator
M .

A sufficient condition for (1.1), proved in [19] again, has the form

(1.8) sup
Q
‖w

1
p ‖Lp,Q‖σ

1
p′ ‖X,Q <∞,

where X is any Banach function space whose associate space X ′ fulfils

(1.9)

∫

Rn

(MX′f)p ≤ C
∫

Rn

|f |p

for all measurable functions f and some positive constant C. Condition (1.9) can be reduced to
the Bp-condition if X is an Orlicz space.

Condition (1.9) can be weakened if we allow it to depend on σ. Namely, the following impli-
cation holds: if X is a Banach function space such that (1.8) is fulfilled and there is a positive
constant C for which

(1.10)

∫

Q
(MX′(σ

1
pχQ))p ≤ C

∫

Q
σ

for every cube Q, then (1.1) holds. This was proved by Pérez and Rela [20] as a consequence
of the Sawyer characterization of the two-weighted maximal inequality. We note that the result
in [20] is restricted only to Orlicz spaces, however, it is easy to observe that the proof given there
works equally well for an arbitrary Banach function space over Rn. Moreover, the paper [20]
gives even a quantitative version of this result which is shown to hold, at least for Orlicz spaces,
not only in the Euclidean setting, but also in the more general context of spaces of homogeneous
type.

It is worth noticing that (1.10) is in many situations considerably weaker than (1.9). For
instance, one can easily observe that (1.9) is not valid when X ′ = Lp, while (1.10) holds with
X ′ = Lp if and only if

(1.11)

∫

Q
(MLp(σ

1
pχQ))p =

∫

Q
M(σχQ) ≤ C

∫

Q
σ

for all cubes Q. It was shown by Fujii [8] and rediscovered later by Wilson [22] that the validity
of condition (1.11) is equivalent to the fact that σ is an A∞-weight, that is, a weight which
satisfies the one-weighted Ap-condition for some p > 1.

Let us mention that the bump theory is an active area of research not only in connection
with the two-weighted inequality for the Hardy-Littlewood maximal operator, but especially in
connection with a similar inequality for singular integral operators. The situation is, however,
significantly more complicated in that setting, and there are still important open problems that
wait to be resolved. So far, it has been shown that the bump condition

(1.12) sup
Q
‖w

1
p ‖LA,Q‖σ

1
p′ ‖LB ,Q <∞

is sufficient for the two-weighted inequality for singular integral operators provided that A ∈
Bp′ and B ∈ Bp. Several partial results regarding the sufficiency of (1.12) appeared in the

literature [3, 4, 5, 6, 12, 18] until the proof in full generality was found by Lerner [13] and
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independently by Nazarov, Reznikov, Treil and Volberg [15] (for p = 2). It was conjectured that
the weaker condition

sup
Q
‖w

1
p ‖Lp,Q‖σ

1
p′ ‖LB ,Q <∞ & sup

Q
‖w

1
p ‖LA,Q‖σ

1
p′ ‖Lp′ ,Q <∞

with A ∈ Bp′ and B ∈ Bp might be sufficient as well, however, only partial results have been
proved so far - see, e.g., [1, 7, 10, 11, 16].

The principal question we shall discuss in this paper is the necessity of bump conditions for
the two-weighted maximal inequality. As we have seen, several versions of bump conditions are
now available in the literature. We shall focus on the one due to Pérez and Rela [20], which has
been the weakest so far.

Question 1.1. Given a couple (w, σ) of weights satisfying (1.1), is it true that there is a Banach
function space X fulfilling (1.8) and (1.10)?

We notice that the answer to this question is positive whenever σ is an A∞-weight. Indeed,
in this situation it suffices to take X = Lp

′
. We already know that (1.10) is then fulfilled

(see (1.11)). Further, condition (1.8) is in this case just the standard Ap-condition, which is
well known to be necessary for (1.1). In fact, according to the reverse Hölder inequality (see,

e.g., [9, Chapter 4, Lemma 2.5]), condition (1.1) implies even (1.8) with X = Lp
′+ε for some

ε > 0, depending on σ. Since the space X = Lp
′+ε satisfies not only (1.10), but also the stronger

condition (1.9) (or, equivalently, condition (1.7) with B(t) = tp
′+ε), one can obtain even a better

conclusion in this case.
The interesting problem is whether a similar result holds without the A∞-assumption. We

show that this is not the case in general.
Given x ∈ Rn, we shall denote by |x|max the maximum norm of x, that is, if x = (x1, . . . , xn)

then |x|max = maxi=1,...,n |xi|. We shall also use the notation log+ x = max{log x, 0}, x > 0.

Theorem 1.2. Let 1 < p <∞, and let

w(x) =
|x|n(p−1)

max

(1 + log+ |x|nmax)p
,

σ(x) =
1

|x|nmax(1 + log+
1

|x|nmax
)p′
, x ∈ Rn \ {0}.

Then the couple (w, σ) fulfils (1.1), but there is no Banach function space X for which (1.8)
and (1.10) hold simultaneously.

Remark 1.3. Assume that α ∈ (0, n) and β ∈ R, and set

σ(x) =
1

|x|αmax(1 + log+
1

|x|nmax
)β
, x ∈ Rn \ {0}.

Then the answer to Question 1.1 is positive, regardless of what w is. This follows from the fact
that σ is an A∞-weight, combined with our previous observations.

2. Preliminaries

In this section we collect necessary prerequisities from the theory of Banach function spaces.
An interested reader can find more details in [2].

Let n ∈ N. We denote byM the set of all Lebesgue measurable functions on Rn having their
values in [−∞,∞]. If F is a measurable subset of Rn, then |F | denotes the Lebesgue measure
of F .
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We say that a functional ‖ · ‖X :M→ [0,∞] is a Banach function norm if, for all functions
f , g ∈ M, for all sequences (fk)

∞
k=1 in M and for all constants a ∈ R, the following properties

hold:

(P1) ‖f‖X = 0 if and only if f = 0 a.e.; ‖af‖X = |a|‖f‖X ;
‖f + g‖X ≤ ‖f‖X + ‖g‖X ;

(P2) |f | ≤ |g| a.e. implies ‖f‖X ≤ ‖g‖X ;
(P3) |fk| ↗ |f | a.e. implies ‖fk‖X ↗ ‖f‖X ;
(P4) if F ⊆ Rn with |F | <∞ then ‖χF ‖X <∞;
(P5) if F ⊆ Rn with |F | <∞ then

∫
F |f(x)| dx ≤ CF ‖f‖X for some constant CF

depending on F but independent of f .

The collection of all f ∈ M for which ‖f‖X < ∞ is denoted by X and is called a Banach
function space.

To every Banach function norm ‖ · ‖X there corresponds another functional on M, denoted
by ‖ · ‖X′ and defined, for g ∈M, by

(2.1) ‖g‖X′ = sup
‖f‖X≤1

∫

Rn

|f(x)g(x)| dx.

It turns out that ‖ · ‖X′ is also a Banach function norm, we call it the associate norm of ‖ · ‖X .
The Banach function space X ′ built upon the Banach function norm ‖·‖X′ is called the associate
space of X. It is known (see, e.g., [2, Chapter 1, Theorem 2.7]) that (X ′)′ = X.

Let us now mention particular examples of Banach function spaces. The basic examples are
the Lebesgue spaces Lp, given by

‖f‖Lp =

{(∫
Rn |f(y)|p dy

) 1
p , 1 ≤ p <∞;

esssupy∈Rn |f(y)|, p =∞, f ∈M.

A generalization of Lebesgue spaces is provided by the notion of Orlicz spaces. Given a Young
function B, namely, a nonnegative continuous increasing convex function on [0,∞) such that

limt→0+
B(t)
t = 0 and limt→∞

B(t)
t =∞, the Orlicz norm ‖ · ‖LB is given by

(2.2) ‖f‖LB = inf

{
λ > 0 :

∫

Rn

B

( |f(y)|
λ

)
dy ≤ 1

}
, f ∈M.

It can be shown that ‖·‖LB is indeed a Banach function norm and, for any cube Q, the normalized
Orlicz norm on Q can be expressed in the form

‖f‖LB ,Q = inf

{
λ > 0 :

1

|Q|

∫

Q
B

( |f(y)|
λ

)
dy ≤ 1

}
, f ∈M.

The associate norm to ‖·‖LB is equivalent to another Orlicz norm induced by the complementary
Young function B defined by

B(t) = sup
s≥0

(st−B(s)), t ∈ [0,∞).

For any p ∈ (1,∞), the particular choice of B(t) = tp in (2.2) yields the Lebesgue space Lp.

We note that (Lp)′ = Lp
′
, where we employ the usual notation p′ = p

p−1 . The Orlicz space

induced by the Young function B(t) = tp logγ(e + t) for p ∈ (1,∞) and γ ∈ R is denoted by

Lp(logL)γ and one has (Lp(logL)γ)′ = Lp
′
(logL)−γ .
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6 LENKA SLAVÍKOVÁ

3. Proof of Theorem 1.2

We devote this section to the proof of Theorem 1.2. Throughout the proof, we shall denote

Qr = {x ∈ Rn : |x|max ≤ r}, r > 0;

in other words, Qr will stand for the cube centered at 0 and with sidelength 2r. We shall write
“≈” in order to express that the two sides of an equation are equivalent up to multiplicative
constants independent of appropriate quantities.

Proof of Theorem 1.2. We first prove that

(3.1) Mσ(x) ≈
1 +

∣∣∣log 1
|x|nmax

∣∣∣
|x|nmax(1 + log+

1
|x|nmax

)p′
, x ∈ Rn \ {0},

up to multiplicative constants depending on p and n.
Consider the function

f(t) =
1

t(1 + log+
1
t )
p′
, t > 0.

Since limt→0+ f(t) =∞ and f is nonincreasing on some neighbourhood of 0, we can find a ∈ (0, 1)
such that f(a) ≥ 1 and f is nonincreasing on (0, a). Let us set

g(t) =





1
t(1+log 1

t
)p′
, t ∈ (0, a),

1, t ∈ [a, 1],
1
t , t ∈ (1,∞).

Then g is nonincreasing on (0,∞) and f ≈ g on (0,∞), since f(t) = g(t) unless t ∈ [a, 1], and
c1 ≤ f(t) ≤ c2 for some c1 > 0, c2 > 0 and every t ∈ [a, 1]. Therefore,

σ(x) = f(|x|nmax) ≈ g(|x|nmax) =: h(x), x ∈ Rn \ {0},
and, by the coarea formula,

Mσ(x) ≈Mh(x) =
1

Q|x|max

∫

Q|x|max

h(y) dy =
1

2n|x|nmax

∫ |x|max

0

∫

{y∈Rn:|y|max=r}
h(y) dHn−1(y) dr

(3.2)

≈ 1

|x|nmax

∫ |x|max

0
g(rn)rn−1 dr ≈ 1

|x|nmax

∫ |x|nmax

0
g(s) ds ≈ 1

|x|nmax

∫ |x|nmax

0
f(s) ds,

where Hn−1 denotes the (n− 1)-dimensional Hausdorff measure.
Given t ∈ (0, 1], we have

(3.3)

∫ t

0
f(s) ds =

∫ t

0

ds

s(1 + log 1
s )p′
≈ 1

(1 + log 1
t )
p′−1

=
1 + | log 1

t |
(1 + log+

1
t )
p′
.

Also, if t ∈ (1,∞) then

(3.4)

∫ t

0
f(s) ds =

∫ 1

0
f(s) ds+

∫ t

1
f(s) ds = C+

∫ t

1

ds

s
= C+log t ≈ 1+log t =

1 + | log 1
t |

(1 + log+
1
t )
p′
.

A combination of (3.2), (3.3) and (3.4) yields (3.1).
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Using (3.1), we obtain

(Mσ)p(x)w(x) ≈

(
1 +

∣∣∣log 1
|x|nmax

∣∣∣
)p

|x|nmax(1 + log+
1

|x|nmax
)p′p(1 + log+ |x|nmax)p

=





1
|x|nmax(1+log 1

|x|nmax
)p′
, |x|max ≤ 1;

1
|x|nmax

, |x|max > 1

=
1

|x|nmax(1 + log+
1

|x|nmax
)p′

= σ(x), x ∈ Rn \ {0}.

Hence, for any cube Q,∫

Q
(M(χQσ))p(x)w(x) dx ≤

∫

Q
(Mσ)p(x)w(x) dx ≈

∫

Q
σ(x) dx,

and Sawyer’s characterization (1.3) of the two-weighted maximal inequality yields that the couple
(w, σ) satisfies (1.1).

Let X be any Banach function space. Given b ∈ (0, 1), we have
∥∥∥σ

1
p

∥∥∥
X′,Qb

=
∥∥∥
(
σ

1
pχQb

)
(2by)

∥∥∥
X′

=
1

(2b)
n
p

∥∥∥∥∥∥∥∥

χQ 1
2

(y)

|y|
n
p
max

(
1 + log+

1
(2b|y|max)n

) p′
p

∥∥∥∥∥∥∥∥
X′

≥ 1

(2b)
n
p

∥∥∥∥∥∥

χQ 1
2
\Q b

2

(y)

|y|
n
p
max

(
1 + log+

1
b2n

) p′
p

∥∥∥∥∥∥
X′

=
1

(2b)
n
p
(
1 + 2 log+

1
bn

) p′
p

∥∥∥∥∥∥

χQ 1
2
\Q b

2

(y)

|y|
n
p
max

∥∥∥∥∥∥
X′

≥ 1

2
n+p′

p b
n
p (1 + log+

1
bn )

p′
p

∥∥∥∥∥∥

χQ 1
2
\Q b

2

(y)

|y|
n
p
max

∥∥∥∥∥∥
X′

.

Thus, for any a ∈ (0, 1),
∫

Qa

(
MX′(σ

1
pχQa)

)p
(x) dx ≥

∫

Qa

∥∥∥σ
1
p

∥∥∥
p

X′,Q|x|max

dx(3.5)

≥
∫

Qa

1

2p′+n|x|nmax(1 + log+
1

|x|nmax
)p′

∥∥∥∥∥∥

χQ 1
2
\Q |x|max

2

(y)

|y|
n
p
max

∥∥∥∥∥∥

p

X′

dx

≥ 1

2p′+n

∥∥∥∥∥∥

χQ 1
2
\Qa

2
(y)

|y|
n
p
max

∥∥∥∥∥∥

p

X′

∫

Qa

dx

|x|nmax(1 + log+
1

|x|nmax
)p′

=
1

2p′+n

∥∥∥∥∥∥

χQ 1
2
\Qa

2
(y)

|y|
n
p
max

∥∥∥∥∥∥

p

X′

∫

Qa

σ(x) dx.
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Assume that X fulfils (1.10). Then there is a constant C > 0, independent of a ∈ (0, 1), such
that

(3.6)

∫

Qa

(
MX′(σ

1
pχQa)

)p
(x) dx ≤ C

∫

Qa

σ(x) dx.

Since
∫
Qa
σ(x) dx is positive and finite, a combination of (3.5) and (3.6) yields that

∥∥∥∥∥∥

χQ 1
2
\Qa

2
(y)

|y|
n
p
max

∥∥∥∥∥∥
X′

≤ 2
p′+n

p C
1
p =: D.

Passing to limit when a tends to 0 and using the property (P3) of ‖ · ‖X , we obtain

(3.7)

∥∥∥∥∥
χQ 1

2

(y)

|y|
n
p
max

∥∥∥∥∥
X′

≤ D.

To get a contradiction, assume that condition (1.8) is satisfied as well. Since


∫

Q 1
2

w(x) dx




1
p

‖σ
1
p′ ‖X,Q 1

2

= ‖w
1
p ‖Lp,Q 1

2

‖σ
1
p′ ‖X,Q 1

2

≤ sup
Q
‖w

1
p ‖Lp,Q‖σ

1
p′ ‖X,Q <∞

and
∫
Q 1

2

w(x) dx is clearly positive, we deduce that ‖σ
1
p′ ‖X,Q 1

2

<∞. However, by (3.7) and by

the identity X = (X ′)′, we have

‖σ
1
p′ ‖X,Q 1

2

= sup
‖u‖X′≤1

∫

Q 1
2

σ
1
p′ (x)|u(x)| dx

≥ 1

D

∫

Q 1
2

σ
1
p′ (x)

|x|
n
p
max

dx

=
1

D

∫

Q 1
2

dx

|x|nmax(1 + log+
1

|x|nmax
)

=∞,

a contradiction. Thus, conditions (1.8) and (1.10) cannot be fulfilled simultaneously. The proof
is complete. �
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