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Abstract

The current dissertation thesis is focused on the investigation of metal-catalyzed reac-

tions using electrospray ionization mass spectrometry as the primary research technique.

However, other gas-phase methods such as tandem mass spectrometry, infrared multipho-

ton dissociation spectroscopy and quantum chemical calculations have also been involved

to unravel and support the �ndings and proposals. As organometallic chemistry is a very

broad and complicated topic, this thesis is only focused on a few projects. The �rst of

them is dedicated to copper acetate speciation in organic solvents, the second - to the

mechanistic investigation of copper catalyzed aerobic cross coupling of thiol esters and

arylboronic acids, the third project studied coordination and bond activation of nickel(II)

- phenylpyridine complexes and carboxylate assisted C-H activation reactions were inves-

tigated last.

P°edkládaná dizerta£ní práce je zam¥°ena na studium reakcí katalyzovaných kovy s

pouºitím hmotnostní spektrometrie spojené s elektrosprejovou ionizací p°edstavující zák-

ladní metodu výzkumu. Nicmén¥ dal²í metody jako tandemová hmotnostní spektrome-

trie, infra£ervená multifotonová disocia£ní spektroskopie a kvantov¥ chemické výpo£ty byly

pouºity pro do°e²ení a podporu výsledk· a návrh·. Organokovová chemie zahrnuje ²irokou

²kálu £asto velmi komplikovaných témat, tato práce je zam¥°ena na °e²ení pouze n¥kolika

z nich. První £ást dizerta£ní práce se v¥nuje studiu chování acetátu m¥di v organických

rozpou²t¥dlech, druhá výzkumu m¥dí katalyzovaného aerobního cross couplingu thiolester·

a arylboronových kyselin, t°etí studiu koordinace a vazebné aktivace nikl(II) - fenylpyri-

diniových komplex· a poslední výzkumu karboxylátem asistované C-H aktivace.
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Chapter 1

Literature overview and aims of the

present work

1.1 Metal catalysis in contemporary organic synthesis

The discovery of cross-coupling reactions has brought about the breakthrough of organo-

metallic chemistry, which was recently acknowledged by award of the Nobel Prize in

Chemistry (2010)1�4. These reactions have dramatically changed the synthetic approach

to produce many natural compounds, supramolecular materials or polymers, and many

well-known organic molecules; in the past their synthesis required many more steps than

nowadays5.

Therefore the mechanistic investigation of metal-catalyzed reactions has become a �hot

topic� in contemporary physical organic chemistry, as their mechanisms greatly di�er from

what is considered as classical mechanistic schemes (e.g. AdE or SN2 ). The �rst di�erence

is the presence of the catalytic cycle and recovery of the metal catalyst. The second is

the formation of organometallic complexes that are sometimes di�cult to characterize and

study. Many of them are unstable at standard conditions and require careful handling

(e.g. under an atmosphere of inert gas). The situation is also complicated by the constant

growth of various catalytic species that may behave di�erently in the catalytic cycle.

The rational design of catalytic complexes represents a popular challenge as many

catalytic species are di�cult and expensive to synthesize. Such design allows evaluation of

the possible properties and estimation of catalytic activity6.

1



1.2 Reaction mixture monitoring and ESI-MS

Reaction mixture monitoring is widely used for mechanistic investigations of new re-

actions. It has a wide potential allowing for kinetic studies, establishment of reaction end

points and modi�cation of the synthetic procedure (improve yields, reduce catalyst loading

and by-product formation, make the reaction more environmentally friendly, etc.). Among

many available techniques nuclear magnetic resonance spectroscopy, infrared spectroscopy

and mass spectrometry are used frequently.

Electrospray ionization mass spectrometry (ESI-MS) is very popular for reaction mon-

itoring. An ideal reaction for ESI-MS studies would proceed at room temperature, in

a polar volatile solvent (e.g. acetonitrile, methanol, or water), in ambient atmosphere

and would contain ionic reaction intermediates for easy detection and characterization.

Organometallic reactions commonly ful�ll most of these requirements and therefore are

popular for investigations with ESI-MS. ESI is also a soft method for ion transfer from

solution to the gas phase7�9, and has been called the �major tool for the investigation of

reaction mechanisms�10�12. Moreover, mass spectrometry allows for the advantageous in-

vestigation of both the intermediates properties in greater detail, and the thermodynamic

and kinetic properties of elemental reaction steps13,14.

In principle, there are two ways to investigate a reaction mixture using mass spec-

trometry: on-line and o�-line monitoring. O�-line monitoring indicates that the reaction

mechanism is being investigated in many steps, requiring the analysis of various di�erently

prepared mixtures (with di�erent amounts, concentrations or numbers of reagents in the

mixture, as well as the use of di�erent solvents). These condition changes, ideally, allow

for the generation of di�erent reaction intermediates that can be characterized by tandem

mass spectrometry.

On the other hand, an on-line approach requires the determination of reaction mixture

composition over time, and can be done either by repetitive sampling from an investigated

reaction mixture at �xed time intervals, or by the direct connection of a reactor to the

ionization source. The latter option can be achieved under atmospheric pressure15,16 (see

Figure 1.1a), and also using a glovebox - to maintain special reaction conditions (see

Figure 1.1b)17. It should be kept in mind that continuous �ow monitoring methods are

not suitable for heterogeneous reactions, because they can cause capillary blockage and lead

to signal loss. On the other hand, repetitive sampling from the reaction mixture allows

2



these di�culties to be overcome18. The combination of recently developed paper-spray

ionization with MS is also worth mentioning as it provides a convenient way for on-line

monitoring19,20.

Figure 1.1: a) Continuous pressurized sample infusion set-up with on-line sample dilution
via a syringe pump (reprinted from [16], copyright (2012) with permission from Elsevier);
b) inert-atmosphere glovebox situated next to the ESI mass spectrometer. Syringe pump
for sample infusion is located inside the glovebox; the PEEK tubing passes through a
standard glovebox feedthrough sealed with O-rings. Adapted from ref. [17].

1.3 ESI-MS as a tool for mechanistic investigations and catal-

ysis research

There are many approaches for the gas-phase analysis of a catalytic reaction21. ESI-

MS investigation of metal-catalyzed reactions is often facilitated by the formation of metal

intermediates that are either charged or can easily be charged during the catalytic course.

However, the identi�cation of active catalytic species in the reaction mixture is always a

challenging task as mechanistic considerations can often predict the presence of several

active species. Moreover, as was demonstrated by Halpern22, the most abundant complex

in solution does not necessarily need to participate in the catalytic cycle, and might, in fact,

represent a dead end. However, ESI-MS can help to recognize activity levels of various

detected species, selectively ��sh out� important intermediates, isolate them in the gas

phase and subject them to more detailed investigation.

�Fishing� for reactive intermediates was �rst elegantly introduced by C. Adlhart and P.

Chen in 2000 in their publication devoted to the investigation of ring-opening metathesis

polymerization (ROMP)23. To this end, Adlhart and Chen applied ESI-MS on-line mon-

itoring of a reaction mixture, containing norbornene and a neutral methathesis catalyst

3



(Cy3P)2Cl2Ru=CHPh, and introduced charged-tagged norbornens (see Scheme 1.1) for

easier detection of reacting intermediates. These steps allowed the ROMP process to be

followed up to oligomers with n > 30.

Scheme 1.1: Ring-opening metathesis polymerization (ROMP), catalyzed by the neutral
complex (Cy3P)2Cl2Ru=CHPh (Cy = cyclohexyl) via a monophosphine active complex.

Introduction of a charged tag has become an important tool for ESI-MS investiga-

tions24�38. As ESI-MS preferentially samples ionic species, the components in the reac-

tion mixture that are not easily chargeable (e.g. by protonation) might escape detection.

Therefore a remote group bearing a charge (for example, trimethylamonium or a sulphonic

group) can be arti�cially introduced to either substrate or catalyst molecule39,40. It is

very important that the �tag� stays unchanged during the reaction and does not in�uence

its course. Moreover, the use of a charged molecule only as a co-substrate (as shown by

Adlhart and Chen) can be bene�cial as adding charge to the major reactant may result

in formation of multiply charged species thus complicating the analysis. Another simple

method of forced ionization is the addition of traces of alkali salts to the samples, which

leads to the formation of corresponding alkali cation adducts41.

An example of the successful incorporation of a charged tag to a catalyst molecule was

demonstrated in 2010 by Vikse et al., whose studies were focused on the investigation of the

Sonogashira cross coupling reaction40. In contrast to the previous studies, the introduction

of an anionic phosphine ligand enabled investigation of the reaction in negative ion mode

and detection of anionic reaction intermediates (Scheme 1.2). This method, developed in

McIndoe's group, also allows organometallic compounds sensitive to air and hydrolysis to

be studied by ESI-MS as the mass spectrometer is connected directly to glovebox17.

Recently, another group have successfully applied ESI-MS for the investigation of such

fragile metallic compounds as organocuprates42.

Advanced tools in mass spectrometry bring additional prospects for mechanistic in-

vestigations in the gas phase. Thus, ESI-MS coupled to tandem mass spectrometry not
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Scheme 1.2: Mechanistic scheme showing intermediates directly observed by negative ion
mode ESI-MS. 1 represents negatively charged phosphine ligand: [PPh2(m-C6H4SO3)]-.

only provides structural information, but also allows for the reactivity investigation of

the mass-selected species via ion-molecule reactions in a collision cell. This can eliminate

solution-phase e�ects from the solvent, counterions or pH43,44.

For example, in recent studies on the mechanism of a cobalt-catalyzed Diels-Alder reac-

tion, Fiebig and co-workers investigated intermediates using tandem mass spectrometry45.

In brief, it was shown that the catalyst CoBr2(dppe) is reduced in situ by Zn/ZnI2 to form

the reactive catalytic cobalt(I) species [Co(dppe)]+. The reactivity of these species with

isoprene and phenylacetylene was further tested in the collision cell. It was shown that

the central solution-phase intermediate [Co(dppe)(isoprene)(phenylacetylene)]+ could also

be generated in the collision cell via ion-molecule reactions. CID of [Co(dppe)(isoprene)

(phenylacetylene)]+ showed the elimination of a product molecule and thus the occurrence

of a collision induced Diels-Alder reaction (Scheme 1.3).

Particularly remarkable is the progress achieved in the spectroscopy of gaseous ions,

especially infrared multiphoton dissociation (IRMPD) spectroscopy46�51 . As a represen-

tative example, Scheme 1.4 shows the mechanism of naphthol coupling as revealed by the

combination of ESI-MS, and tandem mass spectrometry52,53. Two intermediate complexes

assigned as [(1-H)Cu(TMEDA)]+ and [(1-H)2Cu2Cl(TMEDA)2]+ were revealed by ESI-

MS and subjected to further analysis. Previous studies on the same reaction suggested

5



Scheme 1.3: Cobalt-catalyzed Diels=Alder reaction of phenylacetylene and isoprene.

that mononuclear species were the key intermediates in the catalytic cycle. Behaving as

carbon-centered radicals these intermediates could couple to the second naphthol molecule

to yield binol 2. Accordingly, the reactivity of the observed mononuclear complex [(1-

H)Cu(TMEDA)]+ was tested in the collision cell with CH3�S�S�CH3 and CH3�Se�Se�CH3.

If [(1-H)Cu(TMEDA)]+ behaved as a C-centered radical, homogeneous cleavage of the S-

S or Se-Se bond would be expected, however no reaction was observed. Therefore, the

[(1-H)Cu(TMEDA)]+ complex would not be capable of reacting with a second naphtole

molecule.

Figure 1.2: IRMPD spectra (black lines) of a) [(1-H)Cu(TMEDA)]+ and b) [(1-H)2Cu2Cl
(TMEDA)2]+ compared with the theoretical IR spectra (black bars and gray areas).
Adapted from ref. [53].
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Scheme 1.4: Mechanism of naphthol coupling mediated by a binuclear copper complex,
where X stands for a counterion (X = NO3	, Cl	, or Br	). Adapted according to ref. [52].

The [(1-H)Cu(TMEDA)]+cation structure was also checked by IRMPD spectroscopy53.

Figure 1.2a shows the comparison of the experimental IRMPD spectrum and the theoreti-

cal IR spectrum of the most stable structure found for the corresponding complex. Careful

analysis of the experimental bands revealed that the unpaired electron is localized at the

copper(II) center and therefore the structure cannot represent a C-radical. These observa-

tions suggested that that the [(1-H)Cu(TMEDA)]+ complex would not react with a second

inactivated naphthol molecule to yield the binol 2.

Therefore the investigation turned to the binuclear complex [(1-H)2Cu2Cl(TMEDA)2]+

as the potential key reaction intermediate. CID experiments on this complex revealed

three fragmentation channels: i) dissociation into complexes [(1-H)Cu(TMEDA)]+ and

[(1-H)CuCl(TMEDA)]+, ii) loss of the TMEDA ligand and iii) the elimination of the binol

2. IRMPD studies on the complex [(1-H)2Cu2Cl(TMEDA)2]+ (Figure 1.2b) revealed that

it contains two naphthoxo ligands, separated from each other. Therefore, elimination of

binol 2 is a sign of a C-C coupling reaction that can be induced by collisional activation.

On the other hand, it is a well-known fact that sometimes complexes detected by ESI-

MS represent artifacts and not species generated in solution54. Therefore, identi�cation

of species relevant to the solution phase catalysis is an important and challenging task.

In 2012 Roithova et al. accounted for this correlation in the studies of gold(I)-mediated

addition of methanol to alkynes (see Scheme 1.5)55.
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Scheme 1.5: The mechanism of methanol addition to alkynes, catalyzed by gold (I).

To this end, a reaction mixture containing 1-phenylpropyne and AuCl(PMe3) was in-

vestigated. ESI-MS revealed the formation of [(PMe3)2Au2(OCH3)(PhCCMe)]+ cation

(X) which could correspond to a possible intermediate (see Figure 1.3a). In order to prove

the relevance of ion X to the condensed phase chemistry, the behavior of this ion was inves-

tigated in experiments with CD3OD. Thus, 1-phenylpropyne was mixed with AuCl(PMe3)

in CD3OD, kept for one hour, diluted to a double volume by CH3OH and immediately

sprayed to the mass spectrometer. The spectra recorded at the very beginning of the ex-

periment showed dominant abundance of the [D3]-X complex, whereas after 20 minutes

the statistically expected 1:1 ratio of the unlabeled X and the labeled [D3]-X complexes

was established (Figure 1.3).

The mass spectrum in Figure 1.3 also shows the generation of species Y (m/z 421)

at minor abundances which corresponds to a complex between a (trimethylphosphino)gold

cation and the product of methanol addition to 1-phenylpropyne. Thus intermediate X

could formally be related to Y by replacement of H by AuPMe3. Likewise, in the experi-

ments with CD3OD, only the fully deuterated version of Y was observed in the beginning

(Figure 1.3c).

Therefore, the labeling experiments demonstrated that the ions X and Y are formed in

the solution and thus are not ESI-MS artifacts. The experiment also allowed determination

of the half-life of X, which was about 3.7 minutes at 25 oC in the reaction solution.

Subsequent IRMPD and DFT studies on the [(PMe3)2Au2(OCH3)(PhCCMe)]+ cation
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Figure 1.3: a) ESI-MS spectrum of a MeOH solution of 1-phenylpropyne with a gold
catalyst. b) Time dependence of the relative abundances of [D3]-X and X upon adding
CH3OH to a solution of 1-phenylpropyne in CD3OD and the catalyst after 1 hour reaction
time. c) The averaged spectra sections in the beginning and in the end of the experiment.
The �gure is adapted from ref. [55].

helped to reveal its structure and account for the reaction mechanism (Scheme 1.5) as well

as the role of the diaurated complex.

1.4 Links between ESI-MS and solution

Nowadays, as more and more scientists use ESI-MS for the analysis of various reaction

mixtures, the general question of whether the obtained mass spectrum has any correlation

to the composition of an investigated solution is being passionately debated. The very

�rst question that every solution chemist would have in mind is whether ESI-MS can,

in fact, characterize, or at least predict solution properties21,56,57. Recently, an example

fully illustrating this skepticism was published in Organometallics58�60. The discussion

was concentrated on the mechanism of C-H bond activation of benzene catalyzed by Pt(II)

diimine complexes.

It has been argued that either ESI-MS has a direct correlation, or no correlation at all.
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In fact, neither extreme appears to be correct61,62. However, while interpreting the ESI-

MS results it is very important to recognize the major changes occurring during transfer

from solution to the gas phase and account for them.

First of all, changes in concentration, pH, solvation, etc. occur during ESI-MS, and an

important factor is how a system would respond to these changes63,64. Secondly, ESI-MS

samples charged species and therefore neutral compounds from the reaction mixture can

only be detected if they undergo ionization (e.g. deprotonation or protonation, formation

of alkali cation adducts, etc., see examples in Section 1.3). Although this fact does not pose

problems in detection of various species, especially after the introduction of charged tags,

their sampling does not occur in a 1:1 ratio. In fact, the detection of neutral substrates can

be discriminated by other ionic species existing in solution65. Similar discrimination e�ect

can occur for di�erent neutral substrates while being ionized. Thirdly, the resulting mass

spectra can be substantially a�ected by electrochemical processes in ESI and the ionization

conditions66�68. In addition, gas-phase reactions are often driven by systems with a limited

(or even absent) solvation of the reactive centers. Therefore, these reactions might be

irrelevant to the solution-phase equilibrium and even may not occur in solution69�71.

The question of whether ESI-MS samples solution structures has been addressed by

recent studies on p-hydroxybenzoic acid by a number of laboratories72�75. In solution, p-

hydroxybenzoic acid is well-known to be deprotonated at the acid, whereas deprotonation

of the phenol group is preferred in the gas phase (see Scheme 1.6)76.

Thus, Tian and Kass showed a pronounced e�ect of the solvent on the resulting struc-

ture of the p-hydroxybenzoic acid anion observed with ESI-MS72. The study concluded

that protic solvents allow tautomerization to the more stable gas-phase phenoxide structure

while aprotic solvents preserve the solution structure, i.e. the carboxylate tautomer.

Scheme 1.6: Di�erent tautomers of deprotonated p-hydroxybenzoic acid.

On the other hand, Steill and Oomens73 recorded IRMPD spectra of p-hydroxybenzoic

acid anions generated from protic and aprotic solvents, and con�rmed the e�ect that solvent

had on tautomer formation. However their assignment of the resulting anions was opposite
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to that of Tian and Kass.

An explanation for this apparent controversy was found by Schröder et al.75. They

used NMR to show that in both aprotic and protic solvents the carboxylate anion is

formed. On the other hand, in the gas phase both tautomers exist and their distribution

depends on the solvent used during ESI-MS experiments. Ion mobility mass spectrometry

experiments allowed separation of the two tautomers. During the experiments with p-

hydroxybenzoic acid dissolved in pure D2O, H/D exchange was observed due to background

H2O present in the IMS cell. The H/D exchange was found to be more pronounced for

the phenoxide tautomer than that of the carboxylate tautomer. Therefore the di�erent

populations of the two tautomers observed during ESI-MS experiments is the result of

reversible protonation/deprotonation steps taking place within the ESI source. This can

occur in a protic solvent (methanol, water) whereas this option does not exist for aprotic

acetinotrile.

It is thus important for both gas-phase and synthetic chemists to work in parallel,

in order to provide a uni�ed view of the investigated problem. Thus, combination with

di�erent methods (infrared spectroscopy, NMR spectroscopy, crystallography, etc.) is of-

ten required for the full interpretation of ESI-MS results, providing a good base for the

establishment of the reaction mechanism.

1.5 Aims and objectives of the current work

At present, mechanistic understanding of organometallic reactions is far from complete.

Development of e�cient on-line monitoring techniques for organometallic reactions is im-

portant. Ideally these techniques should provide rapid and accurate analysis of a reaction

mixture, detection of reactive intermediates, and determination of kinetic data that are

useful for fundamental mechanistic investigations as well as synthesis optimization and

other areas of research.

The aim of the current dissertation work was the investigation of metal catalyzed

reaction mechanisms with ESI-MS using suitable reaction monitoring methods. Therefore,

several projects devoted to the investigation of di�erent reactions and catalyst speciation

were carried out.

As a pilot project, speciation of Cu(OAc)2 in di�erent organic solvents was studied

under various conditions. Following that, a coupling reaction catalyzed by copper acetate
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was investigated and monitored on-line, with a characterization of detected intermediates

using tandem mass spectrometry.

As ion mobility mass spectrometry represents yet another dimension to gain struc-

tural and mechanistic information, the investigation of various Ni-PhPy complexes was

performed.

Last, a carboxylate assisted C-H activation was studied. To this end, the metal com-

plexes with to-be-activated substrate where C-H activation would proceed by the loss of

acetic acid were generated. This enabled us to demonstrate an experimental proof of the

C-H activation step, and by a combination of the IRMPD experiments with other mass-

spectrometric techniques (energy resolved collision induced dissociation), we were able to

determine the energy barriers for C-H activation.
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Chapter 2

Methods and instrumentation

This dissertation covers research that was done using a wide range of techniques, both

experimental and theoretical. Existing literature provides a great depth of information,

regarding these methods11,50,77�83. Therefore, this chapter will only brie�y summarize the

most important aspects.

2.1 Electrospray ionization

Figure 2.1: Schematic representation of the CRM for the ESI process. Adapted from ref.
[84].

Electrospray ionization (ESI) is probably the most widely used ionization method in

mass spectrometry83. Since its introduction by Fenn7,9 in 1984, its use has grown rapidly,

especially for the analysis of macromolecules that do not usually survive hard ionization

conditions. There are two major theories that explain ion formation during ESI: the ion

evaporation model (IEM) and the charge residue model (CRM).
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In the CRM the process of ion formation can be divided into 3 major steps (Figure

2.1): i) formation of charged droplets (aerosol) from the solution exiting of the electrospray

capillary, ii) shrinkage of the charged droplets due to the solvent evaporation, and �nally

iii) release of the naked ions into the gas phase. The investigated solution is transferred to

the electrospray capillary, which has a high voltage (usually 3�5 kV) applied to it. At the

edge of the capillary tip the liquid becomes charged and forms a cone shape (Taylor cone).

The droplets then burst away from each other, creating a highly charged aerosol. Then,

charged droplets are led into the evaporation chamber, where the solvent from the droplets

is evaporated with assistance of a gas (usually nitrogen). When charges are pushed close

together they repel each other (Coulombic repulsion) dividing the droplets into smaller

pieces. The process of the gradual shrinking/repulsion is repeated until the point when no

solvent is left.

The major di�erence of the IEM when compared with the CRM is that the �nal ion is

produced by desorption rather than by solvent evaporation from the droplet85,86. There is

evidence that smaller ions prefer to be delivered to the gas phase by the ion evaporation

model, while larger ions as, for example, proteins, are liberated by the charge residue

model86�88.

It should be taken into the account that ESI conditions can dramatically a�ect the

speciation of the investigated mixture. Thus, typical ESI-MS operational conditions that

were optimized for the investigation of large multiply charged biomolecules are of limited

use for organometallic complexes. An example of such an e�ect was shown by Schröder

et al. in studies of [Cu(urea)]+ complexes89. At low capillary voltages the multimeric

clusters were preferred, whereas high voltages caused cluster breakage (so-called source

fragmentation) leading to the formation of monomers.

2.2 Collision induced dissociation

2.2.1 Basic principles

Collision induced dissociation (CID) is a mass spectrometry technique that induces

fragmentation of molecular ions in the gas phase. Conventionally, the ions are accelerated

by some electrical potential to increase their kinetic energy and then allowed to collide with

molecules of a noble gas (often helium, argon or xenon). During the collision process some

of the kinetic energy is converted into internal energy which can result in bond breakage
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and the fragmentation of the molecular ion into smaller fragments. These fragment ions

can then be analyzed by tandem mass spectrometry.

The process of CID under single-collision conditions can be explained by the Lindemann-

Hinshelwood mechanism shown in equations 2.1�2.290,91.

(AB+) +N 
 (AB+) ∗+N (2.1)

(AB+)∗ → A+ +B (2.2)

In the �rst step the parent ion (AB+) undergoes a collision with a noble gas (N) and

becomes energetically excited. In the second step, the excited ion (AB+)* dissociates into

charged and neutral fragments. For the majority of dissociation pathways, the dissociation

reaction is intrinsically endothermic as there is no activation barrier for the reverse process.

The threshold energy, also called appearance energy (AE ), can be converted into a bond

dissociation energy (BDE ).

Measurements of energy-resolved CID cross-sections are widely used for the extrac-

tion of the threshold energy and have been originally employed for small ions92. Later,

the method was extended for larger organometallic complexes involved in homogeneous

catalysis93�97.

Pioneering work in modeling energy-resolved CID curves was done by P. Armentrout

and co-workers that resulted in creation of the CRUNCH program98. Although CRUNCH

allows very accurate values to be obtained for the threshold energy, and is considered as

�the current state-of-the-art in deconvolution of energy-resolved CID cross sections�99, it

requires the vibrational frequencies for the reactant ion as well as those for the transition

state to be calculated. This makes the estimation of threshold energies a rather complicated

and time-consuming process.

As an alternative to CRUNCH that can be used on larger organometallic complexes,

Chen et al. developed the L-CID approach99. In comparison to CRUNCH, L-CID is easier

to use as it substitutes the set of initial vibrational rotational parameters with an e�ective

frequency thus reducing the amount of input parameters.

Although accurate thermochemical data are important for the investigation of gas-

phase reactions and explanation of their mechanisms, special equipment is required for their

collection, applicable for use with either L-CID or CRUNCH99,100. When less accurate ex-
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perimental data are treated with either L-CID or CRUNCH programs, only qualitative

conclusions can be drawn. Therefore, in the current dissertation thesis, a phenomenolog-

ical approach developed in Schröder's group was used for the determination of activation

energies (see Section 2.3)101. This method also allows for qualitative comparison of the

obtained energies, however is is much simpler in terms of both experimental setup and the

treatment the obtained data.

2.2.2 Thermodynamic vs. kinetic control in CID

As shown in Section 2.2.1, CID experiments can provide accurate bond dissociation

and/or activation energies, however the data will strongly depend on whether thermody-

namic or kinetic control is operative102,103.

The question of which type of control is present can be addressed by estimation of the

activation entropy (4S‡) for the activated parent ion ((AB+)*)104. Thus, a fairly positive

4S‡ indicates that ion dissociation occurs via a so-called �loose� transition state. This is

the case for the majority of gas-phase reactions and is represented by simple bond cleavage

with a monotonically rising energy pro�le (see Figure 2.2a) . On the other hand, the tran-

sition state for rearrangement reactions requiring formation of new bonds is �tight�, with

a much lover value of 4S‡ compared to that for dissociation. Therefore, fragmentation,

occurring via a tight transition state is thermostatically favored, but needs a longer time

to proceed, whereas simple dissociation processes are quicker. Thus, the appearance (or

threshold) energy obtained from the experiment is always the highest energy along the

reaction coordinate for simple dissociation, and describes the actual activation barrier in

the case of a tight transition state. In general, simple bond cleavages tend to have higher

activation energy thresholds than rearrangements, where bond formation in the transition

state decreases the energetic cost of a simultaneous bond rupture.

However, while considering the thermodynamic picture with the potential energy pro-

�les for loose vs. tight transition states (see Figure 2.2b), kinetic aspects should also be

included. In this context it is important to consider unimolecular dissociation reactions

from a statistical point of view which can be done with Rice-Ramsperger-Kassel-Marcus

(RRKM) theory. In RRKM theory the microcanonical rate constant k(E) is described as

a ratio of the sum of states of the transition stateW 6=(E−E0) with an energy less or equal

to (E − E0) over the total density of states of the reactant ion ρ(E) (Equation 2.3).
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k(E) =
W 6=(E − E0)

hρ(E)
(2.3)

When the activation energy for a reaction is exceeded, the rate constant increases

rapidly with increasing internal energy. Since a larger number of rotational states is ac-

cessible at the loose transition state, in comparison to the tight transition state, the rate

constant for a rearrangement reaction will increase much slower (dashed curve in Figure

2.2b).

Figure 2.2: a) Potential energy pro�le for reaction over a loose (simple bond cleavage) or
a tight (rearrangement) transition state105; b) hypothetical dependencies of log k(E) vs. E
for simple bond cleavage (via a loose transition state), and a rearrangement reaction (via
a tight transition state)106.

Some of the investigated fragmentation reactions can produce two competitive channels:

fragmentation occurring via a tight transition state (TS2 in Figure 2.3) and a dissociation

via a loose transition state (TS1 in Figure 2.3, for further examples see Sections 4.3 and

4.4). Clearly, at low internal energies only the lower activation barrier of the tight transi-

tion state will be overcome, so the rate constant k2(E) plotted versus the internal energy of

the activated complex starts rising at a lower internal energy E value (as shown in Figure

2.2b). However, at higher internal energies the situation changes and the rate constant for

a reaction over a loose transition state (k1(E)) exceeds the rate constant for the tight tran-

sition state reaction k2(E) because of the larger number of available quantum states. This

will lead to larger thresholds for a fragmentation channel occurring via a loose transition

state.
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Figure 2.3: Competitive dissociation over a tight vs. loose transition state. Adapted from
ref. [107].

2.3 Quadrupole ion trap mass spectrometer and determina-

tion of activation energies

The ESI quadrupole ion trap (QIT) mass spectrometer represents the combination

of two Nobel Prize winning technologies: electrospray ionization and the quadrupole ion

trap9,108,109.

Most of the experiments for this dissertation were performed on a Finnigan LCQ Classic

ion trap mass spectrometer (Figure 2.4) bearing a conventional ESI source that consisted

of a spray unit connected to a syringe pump (typical applied �ow rates: 0.3�0.7 mL·h-1).

Nitrogen was used as a sheath and, when required, auxiliary gas. After the ESI the ions

are directed into a heated transfer capillary, usually kept in the range 100�200 oC, and

then through the �rst set of lenses that determined the ionization conditions (hard or soft

by varying the degree of collisional activation in the medium-pressure regime)89,110. After

exiting from the lenses the ions travel through two transfer octopoles and end in a Paul

ion trap109,111. The ions are stored in the ion trap in the presence of the bath gas (usual

He, 10-3 mbar) and ejected from the ion trap to an electron multiplier for detection.

It should be mentioned in passing that IT-MS experiments are usually a�ected by the

presence of solvent molecules (acetonitrile, water, etc.) in the ion trap and their ability to

attach to the investigated ion. This happens due to the relatively short distance between

the inlet system and the trap.
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Figure 2.4: Simpli�ed schematic diagram of the ESI-QIT mass spectrometer. The �gure
is adapted from ref. [112].

The instrumental setup of IT-MS also allows tandem mass spectrometric experiments

to be performed. Tandem mass spectrometry, also known as MS/MS or MS2, involves

multiple steps of mass spectrometry selection, with some form of fragmentation occurring

in between the stages. Fragmentation of the mass-selected ions in the Finnigan LCQ IT-

MS is induced by resonance excitation processes that are achieved by the application of a

supplementary RF voltage to the end caps of the trap. This increases the kinetic energy

of the ions and induces collisions between the ions stored in the trap and the helium bu�er

gas. During the collision process, the kinetic energy of the ion can be partially transformed

into internal energy which, when large enough, results in ion fragmentation. The product

ions are then recorded by scanning the RF voltage to perform a second mass-analysis scan.

A unique feature of the ion trap instruments is the ability to perform MSn experiments

(where n > 2). This means that an ion can be fragmented, and the resulting fragments

further isolated and analyzed, helping to obtain structural information about complex

molecules.

As collisional activation of the stored ions in an ion trap is induced by their RF-

excitation, the ions undergo multiple collisions with the helium bu�er gas present in the

trap. Hence, CID experiments are easy to perform in IT-MS, but their quantitative analysis

is di�cult and cannot be performed by either CRUNCH or L-CID approaches113,114.

It was shown that the RF voltage needed to induce an optimal amount of fragmenta-

tion is linearly dependent on the m/z of the mass-selected ion (Figure 2.5). Finnigan IT
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mass spectrometers use an empirical approach called normalized collision energy (NCE )

to compensate for this mass dependency. Here, the peak-to-peak voltage is scaled as

Vpp = NCE/30 · (a · mz + b), where a and b are variable parameters115.

However the use of NCE s to determine the appearance energies (AE s) of fragment

ions is disadvantageous as it gives little information about real energetic demands for

fragmentation. Therefore a calibration method was desired that would transform the

manufacturer's NCE s into an approximate energy scale. Thus in 2010 the group of Detlef

Schröder developed a method that allowed for this conversion101.

Brie�y, a series of benzylpyridinium salts was used as calibrants. A correlation was

established between their phenomenological AEs determined with LCQ and the theoreti-

cally calculated activation energies. The fragmentation of benzylpyridinium salts is well-

studied, both computationally and experimentally116,117, as they were frequently used as

�thermometer ions� for the evaluation of internal energy distributions118�121. During CID

experiments most of the benzylpyridinium salts fragment with the loss of the neutral pyri-

dine molecule and the formation of a benzylium ion.

Figure 2.5: NCE technology in Finnigan instruments. The �gure was adapted from ref.
[115].

The energy dependent CID experiments result in a breakdown curve with a sigmoid

shape. Quantitative analysis of this shape allows determination of the appearance energy

of the ion. Then, an approach suggested by Bouchoux et al. can be used to model

experimentally obtained curves122. The modeling is performed with sigmoid functions of

the type Ii(E) = ai/(1 + e(E1/2,i−E)bi) using a least-squares criterion. For the parent ion

M, the dependence could be rewritten as:

IM (E) = 1− [ai/(1 + e(E1/2,i−E)bi)] (2.4)

where ai stands for the branching ratio of a particular product ion (
∑
ai = 1), E1/2
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is the energy at which the sigmoid function has reached half of its maximum, E is the

collision energy and b (in eV−1) describes the rise of the sigmoid curve and thus the

phenomenological energy dependence. The phenomenological AEs are then derived from

a linear extrapolation of the rise of the sigmoid curve at E1/2 to the baseline.

An example of a calibration obtained by the described method is shown in Figure 2.6.

For this calibration energy-resolved CID experiments were performed for four benzylpyri-

dinium ions (2,5-dimethyl-, 3,5-dimethyl-, o-methyl- and pentamethyl-). The obtained

curves were modeled with the above mentioned sigmoid functions and the AEs of the

fragment ions were obtained (in NCE, Figure 2.6a�d). Then the experimental NCE values

were plotted against calculated AE values for the corresponding ions (Figure 2.6e). The

resulting linear dependence was then used for the conversion of the experimentally relevant

AEs. Note that the line is forced through the origin.

As was shown by Zins et al.101, the addition of an adjustable abscissa does not signif-

icantly increase the quality of the �t. Moreover, the obtained conversion factor strongly

depend on the instrument used and also sensitive to the condition changes of the IT-MS.

In this respect, a single-parameter �t is considered to be more convenient and robust for a

rapid re-calibration.

In conclusion, the family of closely related benzylpyridinium ions showed a good corre-

lation between the experimental AE s with the calculated values. However, it is important

not to overestimate this approach, because both the assumption of a sigmoid behavior and

the use of a linear conversion factor are phenomenological approaches to ion dissociation,

which is fairly more complex.
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Figure 2.6: a) Breakdown diagrams of mass-selected a) [3,5-dimethylC6H3-CH2-NC5H5]+;
b) [2,5-dimethylC6H3-CH2-NC5H5]+; c) [o-CH3-C6H4-CH2-NC5H5]+ and d) [C6(CH3)5-
CH2-NC5H5]+ as a function of the relative collision energy. The dots represent the exper-
imental data; the solid lines - the sigmoid functions used for analysis. e) Calibration plot
of the characteristic experimental parameters AEexp versus the computed AEcalc values.
The correlation line is forced to cross the origin.
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2.4 Ion mobility mass spectrometry

In early 60's McDaniel and co-workers introduced the idea of gaseous ion separation in

a drift tube, by attaching a low-�eld ion mobility drift cell to a sector mass spectrometer.

At that time it was done for the investigation of ion-molecule reactions123. However the

potential of such separation was not fully realized until it was demonstrated for protein

conformers by Clemmer et al.124.

Ion mobility spectrometry (IMS) separates ions in accordance with their shape, and is

often called �chromatography in the gas phase�125,126. During this analysis, the investigated

ions are directed into a chamber with a weak electric �eld, �lled with an inert gas. While

traversing the chamber, the ions reduce their speed by undergoing a number of collisions

with the neutral gas molecules. Larger ions undergo more collisions and therefore require

more time to elute from the chamber than the smaller ions.

The result of coupling IMS with mass spectrometry is often called ion mobility mass

spectrometry (IM-MS). These two analytical methods perfectly complement one another

and therefore IM-MS has become a rapidly developing technique in analytical chemistry.

Although IM-MS is mostly used for the analysis of complex biological mixtures, the sepa-

ration of small molecules is also possible127. For example, IM-MS of the p-hydroxybenzoic

acid solution is capable of tautomer separation in the gas phase75. The IM-MS results

discussed in this dissertation were obtained with a SYNAPT G2 mass spectrometer (WA-

TERS, Manchester, U.K.), equipped with an ESI source (see Figure 2.7).

The instrument consists of four main regions: ion generation, ion selection, ion mobility

separation and ion mass analysis. The ions are generated in the ESI source. Its geometry

and design are considerably di�erent than those of ion sources employing a heated transfer

capillary (e.g. LCQ instrument). The ESI source in Synapt G2 instrument has so-called

Z-spray geometry, where an electrospray is placed orthogonally to a sampling cone. The

voltage applied to a sampling cone attracts appropriately charged ions with a velocity that

allows them to come into the mass spectrometer. The desolvation of ions is facilitated by

heated nebulizing gas (N2).

The ions, entering the vacuated region, are being transferred to the quadrupole analyzer

(capable of detecting ions up to 32000 m/z ), which can be used as a mass �lter. Behind

the quadrupole, linear ion trap �lled with argon is situated, where the selected ions are

collected. When the ion mobility mode is switched on, the ions are emitted from linear
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ion trap in a single pulse to the ion mobility cell �lled with ∼2 mbar of nitrogen. After

the mobility cell, the ions pass a transfer cell and end up in the re�ectron time-of-�ight

mass spectrometer. The absolute values of the arrival times (ta) in the SYNAPT G2

depend on the voltage and pressure settings. Therefore, any comparison between di�erent

arrival times should be done under identical conditions128. Also, di�erent options exist for

energizing the ions in the SYNAPT instrument129. As such, the ionization conditions (soft

to hard) can be modi�ed by changing the cone voltage (UC) in the ion source. Larger cone

voltages can sometimes induce source fragmentation68,89.

Figure 2.7: General scheme describing the SYNAPT G2 ion mobility mass spectrometer.
The scheme is adapted from ref. [130].

2.5 Infrared multiphoton dissociation spectroscopy

Ion spectroscopy represents yet another dimension for ion structure investigations. The

basic principle of such studies lies in the comparison of experimentally obtained infrared

or ultraviolet ion spectra with theoretical spectra of di�erent possible isomeric structures

of the investigated ion. Therefore the exact structure of the experimentally observed ion

can be determined.

The spectra discussed in this dissertation were achieved with multiple photon absorp-

tion; ion fragmentation was induced by the sequential absorption of several IR photons

(Figure 2.8). The method is therefore called infrared multiphoton dissociation spectroscopy

(IRMPD). As the experimental spectra are multiphotonic in nature, they do not always
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Figure 2.8: Sequential excitation�relaxation cycles during infrared multiphoton dissocia-
tion spectroscopy. This �gure is adapted from ref. [51].

match with the calculated IR spectra131,132.

Sequential processes of photon absorption are best achieved with free-electron lasers

(FELs, on the order of 40 MeV). In a FELs an accelerated beam of electrons travels through

a periodic magnetic �eld (undulator) that forces electrons to oscillate around the axis. This

results in emission of light from the electron beam, which is stored in an optical cavity and

can again interact with the electrons. This interaction leads to the growth of the intensity

of emitted light and to the modulation of its electronic density.

Changing the energy of the electron beam and the parameters of the undulator produces

a wide range of wavelengths. The IRMPD spectra for this dissertation were obtained at

CLIO (Centre Laser Infrarouge Orsay, France), which is operating in the �nger-print region

(800�1800 cm-1).
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Chapter 3

Experimental details

Instrument control and data analysis for the Finnigan LCQ Classic ion trap mass spec-

trometer were performed with Xcalibur software version 2.0.7 (Thermo Fisher Scienti�c).

For ion isolation in MSn (n > 2) experiments, where possible, the isolation width was ad-

justed to select a single nominal mass and the lightest isotope (e.g. 1H, 12C, 32S, 63Cu). We

found an isolation width of 1-2 amu to be su�cient for that purpose. The whole isotopic

range (typically, m/z 10�15) for a selected ion was used when the mass-selection of a single

isotope did not provide an intensity su�cient for further MSn experiments. Instrument

control and data analysis for SYNAPT G2 instrument were performed with MassLynx

software version 4.1.

All of the mass spectra were acquired for > 2 min with a scan duration of 1 s. These

accumulated spectra were exported from Xcalibur and MassLynx software into an Excel

sheet for further analysis. Identi�cation of peaks was usually done by comparison of ex-

perimental and theoretical m/z ratios as well as by creation of isotope distribution model

for an ion of interest in the Xcalibur and MassLynx software.

It is important to note that speciation of any spraying solution is instrument depen-

dent. Thus, it is often impossible to obtain identical spectra for the same solution with two

di�erent instruments (also within the same type), even when identical electrospray condi-

tions are used. Therefore, all of the spectra within the same project were recorded with

the same instrument. In addition, the speciation and distribution of abundances of the

observed ions are dependent on how clean a particular instrument is. For example, dirt at

the heated transfer capillary (e.g. resulting from the adsorption of salts from spraying solu-

tions) may a�ect the abundance distribution, and in fact may lead to the irreproducibility

of the previously obtained spectra.
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3.1 Copper acetate speciation

3.1.1 Chemicals

Preparation of copper(II) d3-acetate monohydrate was done according to the litera-

ture133. Brie�y, Cu(OH)2·CuCO3 (prepared by precipitation of aqueous CuSO4·5H2O with

Na2CO3; 1.125 g; 5.088 mmol) was suspended in 20 mL of water with subsequent dropwise

addition of d4-acetic acid. Then, the reaction mixture was stirred at room temperature

for 30 minutes, �ltered and precipitated by adding dropwise into 500 mL of acetone. The

resulting blue-green precipitate was collected by �ltration, washed with acetone (100 mL)

and dried under reduced pressure. Copper(II) d3-acetate was obtained in 66% yield (1.380

g).

Copper(II) acetate as well as the solvents were purchased from Sigma-Aldrich and used

without further puri�cation. Distilled water was used in all of the experiments.

3.1.2 Preparation of the spraying solutions

For the initial ESI-MS experiments separate 10-3 M solutions of Cu(OAc)2 in methanol

and acetonitrile were prepared. We found that while acetonitrile solutions with lower con-

centrations of Cu(OAc)2 (e.g. 10-4 M) were su�cient, dilute methanol solutions produced

unsatisfactory spectra. For example, ESI-MS of a 10-4 M Cu(OAc)2 solution in methanol

resulted in the large abundance of peaks most likely arising from impurities accompanying

the Cu(OAc)2 salt (see Figure 3.1). In addition, we were not able to detect any peaks that

had a characteristic Cu-isotope pattern.

Figure 3.1: ESI-MS of a methanolic solution of Cu(OAc)2 (10-4 M) in a positive ion mode.

During the concentration series analysis, the measurements started with spraying the
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most dilute solutions and continued towards higher concentrations. The inlet system was

properly cleaned in-between measurements with pure methanol/acetonitrile.

In all of the working solutions prepared for the investigation of the water e�ect, the

concentration of Cu(OAc)2 was 10-3 M. In order to avoid memory e�ects, the investigation

started with the analysis of a Cu(OAc)2 solution in pure methanol/acetonitrile and con-

tinued in small steps to the investigation of higher water contents. The inlet system was

again thoroughly cleaned in-between measurements with pure methanol/acetonitrile.

The solubility of Cu(OAc)2 was determined for 11 methanolic solutions with di�erent

amount of added water (in vol%): 0% , 0.5%, 1%, 1.5%, 2%, 2.5%, 3%, 5%, 7%, 10% and

15%. The method for all 10 samples was the following: �rst, the supersaturated solution

of a Cu(OAc)2 in the corresponding solvent (pure methanol or a mixture MeOH/H2O, 2.5

mL) was prepared (a large excess of Cu(OAc)2 was put into the solvent and then sonicated

for 1 hour). Afterwards the solution was �ltrated and the solvent evaporated under reduced

pressure. The mass of the dry residue was recorded.

For the experiments with deuterated copper acetate, a 10-3 M solution of Cu(CD3COO)2

in MeOH was prepared.

3.1.3 ESI-MS experiments

The mass spectrometric experiments were performed with a Finnigan LCQ ion-trap

mass spectrometer equipped with an ESI source. Nitrogen was used as the nebulizing gas,

and samples were introduced into the ESI source via a silica capillary (100 µm, internal

diameter) at a �ow rate of 2 µL·min-1. The operating conditions were set as follows: spray

voltage 4.5 kV, capillary voltage 0 V, heated capillary temperature 200 oC, tube lens o�set

0 V, sheath and auxiliary gas �ow rate 30 and 10 arbitrary units, respectively. Under

these conditions, the ionization in ESI is relatively soft, such that quasi-molecular ions,

as well as their aggregates with solvents, can be observed. Slightly softer conditions can

still be achieved, however they may cause the observed abundances of cluster ions to be

highly dependent on the voltage settings. Thus the selected conditions are a compromise

between the softness of the ionization process and achieving a su�cient reproducibility

and sensitivity for the sampling of all the copper species described in Section 4.1. For

further characterization, dissociation of the mass-selected ions was achieved by collisional

activation via RF excitation using the helium bu�er gas present in the ion trap as a

collision partner. Mass spectra were recorded from m/z 50 to 2000 in positive- as well as
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in negative-ion mode.

In order to support the assignments made for the various species observed with the ion

trap mass spectrometer, additional exploratory high resolution MS experiments were per-

formed with a Waters SYNAPT G2 ion mobility instrument. The spectra on the SYNAPT

G2 were recorded with cone voltages (UC) of 20 V, which represented relatively mild con-

ditions. The samples were introduced with a �ow rate 0.5 mL·h-1. Other parameters were

set as follows: electrospray capillary voltage 3.5 kV, desolvation gas temperature 150 oC,

extraction cone voltage 4 V. Accurate masses were determined via internal calibration

with spiked reference compounds with known mass-to-charge ratios. In most cases, the

obtained di�erences are below ± 0.002 amu (Table 3.1) and thus fully support the assign-

ments made on the basis of the IT-MS experiments. The only exception is the somewhat

larger deviation for the ion at m/z 699 assigned as [Cu4(OAc)6(OCH3)3]-.

Table 3.1: Measured and calculated masses of complexes discussed in Section 4.1.
calculated experimental Δm, milliamu

[Cu(CH3CN)]+ 103.9561 103.9565 -0.4
[Cu(CH3CN)(H2O)]+ 121.9667 121.9668 -0.1

[Cu(CH3CN)2]+ 144.9827 144.9827 0.0
[CuOAc(CH3OH)]+ 153.9691 153.9692 -0.1
[Cu(OAc)(CH3CN)]+ 162.9694 162.9695 -0.1
[Cu(OAc)(CH3OH)2]+ 185.9953 185.9946 0.7

[NaCu(OAc)2]+ 203.9459 203.9460 -0.1
[Cu2(OAc)2]+ 243.8857 243.8871 -1.4

[Cu2(OAc)3(CH3CN)]+ 343.9256 343.9262 -0.6
[NaCu2(OAc)4]+ 384.9021 384.9026 -0.5

[Cu3(OAc)4(OCH3)]+ 455.8604 455.8606 -0.2
[Cu3(OAc)5]+ 483.8553 483.8551 0.2

[NaCu3(OAc)6]+ 565.8583 565.8574 0.9
[Cu4(OAc)4(OCH3)3]+ 580.8267 580.8249 1.8
[Cu4(OAc)5(OCH3)2]+ 608.8216 608.8235 -1.9

[Cu4(OAc)7]+ 664.8115 664.8118 -0.3
[Cu5(OAc)5(OCH3)4]+ 733.7880 733.7861 1.9

[NaCu4(OAc)8]+ 746.8145 746.8145 0.0
[Cu5(OAc)6(OCH3)3]+ 761.7829 761.7839 -1.0

[Cu5(OAc)9]+ 845.7677 845.7680 -0.3
AcO- 59.013295 59.0135 -0.2

[Cu(OAc)2]- 180.9562 180.9557 0.5
[Cu(OAc)3]- 239.9695 239.9696 -0.1

[Cu2(OAc)4(OCH3)]- 392.9308 392.9307 0.1
[Cu2(OAc)5]- 420.9257 420.9260 -0.3

[Cu3(OAc)5(OCH3)2]- 545.8920 545.8910 1.0
[Cu3(OAc)6(OCH3)]- 573.8870 573.8863 0.7
[Cu4(OAc)6(OCH3)3]- 698.8533 698.8616 -8.3
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3.1.4 EPR measurements

EPR spectra were recorded by our collaborators (Bradford L. Ryland and Shannon

S. Stahl ) on a Bruker EleXsys E500 spectrometer at 77 K under nonsaturating condi-

tions. Spin quantitation was performed by baseline-corrected double integration of spectra

relative to calibration curves of a Cu(OTf)2 external standard.

3.2 Investigation of copper catalyzed aerobic cross coupling

of thiol esters and arylboronic acids

3.2.1 Chemicals

The general procedure for the coupling of thiol esters with boronic acids was de-

scribed previously134. S-(2-(benzylcarbamoyl)phenyl) benzothioate (thiol ester 1), S-(2-

(benzylcarbamoyl)phenyl) benzothioate (thiol ester 1') and N-benzyl-2-mercaptobenzamidel

(thiol 5) were provided by our collaborators: Dr. Adam Henke and Dr. Ji°i �rogl.

Copper(II) acetate and methanol were purchased from Sigma-Aldrich and used without

further puri�cation.

3.2.2 Preparation of the spraying solutions

a) thiol ester 1 solution: ∼1 mg of thiol ester 1 was dissolved in 1 mL of methanol

(solution A). A drop (∼10 μL) of solution A was taken, and dissolved in 1 mL of methanol

(solution B). The obtained solution B was used in ESI-MS experiments.

b) 4-tolylboronic acid solution: the methanolic solution of 4-tolylboronic acid used for

ESI-MS characterization was prepared similarly to solution B of thiol ester 1.

c) mixture of 4-tolylboronic acid with Cu(OAc)2: ∼0.5 mg of 4-tolylboronic acid was

mixed with∼0.5 mg of Cu(OAc)2 in 1 mL of methanol (sonicated for 10 min). The obtained

mixture was dissolved three fold and the resulting solution used in ESI-MS experiments.

d) mixture of thiol ester with Cu(OAc)2: ∼1 mg of thiol ester 1 was mixed with ∼0.5

mg of Cu(OAc)2 in methanol (sonicated for 10 min). The obtained mixture was diluted

three fold and the resulting solution used in ESI-MS experiments.

e) mixture of all the reaction components in methanol: ∼1 mg of thiol ester 1 was

mixed with ∼0.5 mg of Cu(OAc)2 and ∼0.5 mg of 4-tolylboronic acid in 1 mL of methanol.

The obtained mixture was diluted three fold and the resulting solution used in ESI-MS
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experiments.

f) mixture of thiol ester 1', 4-tolylboronic acid and Cu(OAc)2 in methanol: ∼1 mg of

thiol ester 1' was mixed with ∼0.5 mg of Cu(OAc)2 and ∼0.5 mg of 4-tolylboronic acid in

1 mL of methanol. The obtained mixture was diluted three fold and the resulting solution

used in ESI-MS experiments.

g) mixture of thiol ester 1, phenylboronic acid and Cu(OAc)2 in methanol: ∼1 mg of

thiol ester 1 was mixed with ∼0.5 mg of Cu(OAc)2 and ∼0.5 mg of phenylboronic acid in

1 mL of methanol. The obtained mixture was diluted three fold and the resulting solution

used in ESI-MS experiments.

h) mixture of thiol 5 and Cu(OAc)2: ∼1 mg of thiol 5 was mixed with ∼0.5 mg of

Cu(OAc)2 in 1 mL of methanol. The obtained solution was diluted three fold and the

resulting solution used in ESI-MS experiments.

i) mixture of thiol 5, Cu(OAc)2 and 4-tolylboronic acid: ∼1 mg of thiol 5 was mixed

with ∼0.5 mg of Cu(OAc)2 and ∼0.5 mg of 4-tolylboronic acid in 1 mL of methanol.

The obtained solution was diluted three fold and the resulting solution used in ESI-MS

experiments.

j) for on-line monitoring experiments the reaction mixture was prepared by mixing thiol

ester (0.0016 g, 4.6·10-6 mol, 1.0 equiv) in a 10 mL vial equipped with a magnetic stirrer

bar with a catalytic amount (5 mol%) of copper acetate and 4-tolylboronic acid (0.0014

g, 10.6·10-6 mol, 2.5 equiv). 2 mL of dry dimethylformamide was added, and the mixture

was stirred at a certain temperature (40, 50, 60 or 80 oC). After a given time from the

beginning of the reaction, an aliquot (20 μL) of the reaction solution was taken, dissolved

in 2 mL of MeOH, and sprayed into the mass spectrometer.

The catalyst (Cu(OAc)2), 4-tolylboronic acid, phenylboronic acid and HPLC-grade

solvents were purchased from Sigma Aldrich and used without further puri�cation.

3.2.3 ESI-MS experiments

The reaction mixtures were studied using a Finnigan LCQ Classic ion-trap mass spec-

trometer equipped with an ESI ion source. The operation conditions were the following:

spray voltage 4.5 kV; capillary voltage 0 V, capillary temperature 150 oC; tube lens o�set

0 V, auxiliary gas �ow rate 50 arbitrary units, sheath gas �ow rate 30 arbitrary units. The

samples were introduced at a �ow rate of 0.7 mL·h-1. Mass spectra were recorded from

m/z 50 to 1500.
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The assignments of the complexes were further supported by high resolution measure-

ments on a SYNAPT G2 mass spectrometer. The samples were introduced at a �ow rate

0.5 mL·h-1. Other parameters were set as follows: electrospray capillary voltage 3.5 kV,

desolvation gas temperature 150 oC, sampling cone voltage 20 V, extraction cone voltage 4

V. Internal calibration with reference compounds of known mass-to-charge ratios allowed

accurate masses to be determined. In most cases, the di�erences are below ± 0.0002 amu

(Table 3.2), fully supporting the assignments made on the basis of the IT-MS experiments.

Table 3.2: Measured and calculated masses of complexes discussed in Section 4.2.
calculated experimental Δm, milliamu

[(1)H]+ 348.1058 348.1059 -0.1
[(1)Na]+ 370.0878 370.0877 0.1
[(1)Cu]+ 410.0276 410.0273 0.3
[(1)2Na]+ 717.1857 717.1854 0.3
[(1)2Cu]+ 757.1256 757.1254 0.2
[(int)Cu]+ 304.9936 304.9942 -0.6

[(1)CuOAc]+ 469.0409 469.0409 0.0
[(1)2CuOAc]+ 816.1389 816.1381 0.8
[(1)3Ca]2+ 540.6283 540.6277 0.6
[(4)H]+ 334.1266 334.1248 1.8
[(4)Na]+ 356.1085 356.1095 -1.0
[(4)Cu]+ 396.0483 396.0485 -0.2

[(4)CuOAc]+ 455.0616 455.0614 0.2
[(1)(int)Cu]+ 652.0915 652.0910 0.5
[(1)(4)Cu]+ 743.1463 743.1457209 0.6
[(1)(4)Na]+ 703.2065 703.2075 -1.0

The empirical calibration scheme described in detail in Section 2.3 (with an excita-

tion period of 20 ms and a trapping parameter (qz) of 0.25) allowed conversion of the

experimental AE s of the fragmentation pathways to an absolute energy scale.

Figure 3.2: Calibration plot of the characteristic experimental parameters AE exp versus
the computed AE calc values. The correlation line is forced through the origin.

32



To this end, for all of the CID experiments in Section 4.2 the calibration dependence

shown in Figure 3.2 was used. The energy-resolved CID experiments were performed for

six benzylpyridinium ions (2,5 dimethyl-, 3,5-dimethyl-, H-, o-methy-, pentamethyl- and

p-methoxy-).

For accurate determination of AE values, at least three reproducible energy-resolved

CID experiments were performed, and the �nal AE was taken as an average of these

experiments.

3.3 Coordination and bond activation in complexes of regioi-

someric phenylpyridines with nickel(II)

3.3.1 Chemicals

2-, 3-, and 4-PhPy, D5-pyridine as well as the solvents were purchased from Sigma-

Aldrich and used without further puri�cation.

3.3.2 Preparation of the spraying solutions

For all mass spectrometric experiments (if not noted otherwise) dilute solutions (10-4 M)

of nickel(II) chloride in water/methanol (1:1) in the presence of a three-fold excess of the

respective phenylpyridine(s) were prepared.

For the generation of mixed complexes of the form [NiCl(PhPy)(D5-Py)]+ the following

solution was used: to the 10-4 M solution of nickel(II) chloride in water/methanol (1:1), 3

equivalents of both phenylpyridine and D5-Py were added.

3.3.3 ESI-MS experiments

Initial experiments for the characterization of the ions of interest were performed using

a Finnigan LCQ Classic ion trap mass spectrometer. The ions of interest were generated

by electrospray ionization of dilute solutions of nickel(II) chloride in water/methanol (1:1)

in the presence of a three-fold excess of the respective phenylpyridine(s). The operation

conditions were the following: spray voltage 4.5 kV; capillary voltage 0 V, capillary tem-

perature 200 oC; tube lens o�set 0 V, auxiliary gas �ow rate 30 arbitrary units, sheath gas

�ow rate 10 arbitrary units. The samples were introduced at a �ow rate of 0.5 mL·h-1.

The empirical calibration scheme described in detail in Section 2.3 (with an excita-

tion period of 20 ms and a trapping parameter of qz = 0.25) allowed conversion of the
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experimental AE s to an absolute energy scale. For all of the CID experiments in Section

4.3 the calibration dependence shown in Figure 3.3 was used. The energy-resolved CID

experiments were performed for six benzylpyridinium ions (2,5-dimethyl-, 3,5-dimethyl-,

H-, o-methyl-, pentamethyl- and p-methoxy-).

For accurate determination of AE values, at least three reproducible energy-resolved

CID experiments were performed, and the �nal AE was taken as an average of these

experiments.

Figure 3.3: Calibration plot of the characteristic experimental parameters AE exp versus
the computed AE calc values. The correlation line is forced through the origin.

3.3.4 Ion mobility measurements

The SYNAPT G2 mass spectrometer was used for ion mobility experiments. The

investigated species were formed by ESI of the same NiCl2-PhPy solutions that were used

for initial ESI-MS experiments. The solutions were infused at a �ow rate of 0.5 mL·h-1;

the desolvation gas temperature was kept at 200 oC, electrospray capillary voltage 2.5 kV,

Extracting cone voltage was 4 V and sampling cone voltage is speci�ed below for each

experiment in Section 4.3.

3.3.5 Quantum chemical calculations

Density functional theory calculations were performed with the Gaussian 09 suite135

and Turbomole 6.3136. Geometry optimizations were done at the B3LYP-D3/def2-SVP

level137�141, which includes version 3 of Grimme's empirical dispersion correction142. For all

optimized structures, frequency analysis was performed at the same level of theory in order

to assign them as genuine minima or transition structures on the potential energy surface

(PES), as well as to calculate zero-point vibrational energies (ZPVEs). Subsequently,
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single-point energy calculations were performed using the M06 functional143 and the def2-

TZVPP basis set141, where no empirical dispersion is added because the functional itself

accounts for dispersion in the vicinity of equilibrium geometries. The energies in the

thesis refer to a temperature of 0 K in the gaseous state; singlet=triplet state splittings

are adiabatic and include ZPVE. Singlet states were calculated with broken-symmetry144

open-shell wave functions that were lower in energy than the closed-shell solutions.

3.4 Carboxylate assisted C-H activation of phenylpyridines

with copper, palladium and ruthenium

3.4.1 Chemicals

All of the chemicals used in the experiments were purchased from Sigma Aldrich and

used without further puri�cation.

3.4.2 Preparation of the spraying solutions

For the initial MS experiments, 10-4 M stock solutions of the corresponding carboxylate

salt (e.g. Cu(OAc)2, Pd(OAc)2) in acetonitrile were prepared. In the case of ruthenium

carboxylate catalyzed C-H activation, the reactive catalytic species had to be generated

in situ from the commercially available dimeric complex: [(C6H6)RuCl2]2. We therefore

prepared a 10-4 M solution of the corresponding ruthenium dimer in acetonitrile, and added

1 equivalent of acetic acid and triethylamine.

For the investigation of carboxylate assisted C-H activation, 1 equivalent of 2-phenyl-

pyridine was added to each of the stock solutions. It is very important that solutions

containing 2-PhPy are freshly prepared (especially those used in energy-resolved CID mea-

surements) so that the concentration of non-activated complexes allows for their easier

detection and characterization.

The dependence of 2-phenylpyridine concentration on the formation of Ru-ions in the

gas phase was studied with more concentrated solutions to allow for easier detection of

ruthenium complexes. The catalytic solution was prepared as following: a 10-3 M solution

of ruthenium dimer in acetonitrile was prepared, followed by addition of 1 equivalent of

acetic acid and triethylamine.

For Hammett studies, 1 equivalent of 2-phenylpyridine and 1 equivalent of the corre-

sponding benzoic acid were added to the stock solutions and the obtained mixtures were
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used in MS experiments.

3.4.3 ESI-MS experiments

The experiments were performed on a Finnigan LCQ ion trap mass spectrometer

equipped with an ESI source. The studied solutions were introduced to the ESI source

through a fused-silica capillary by a syringe pump at a rate of 3 µL·min-1. Nitrogen was

used as a nebulizing and drying gas throughout the experiments. The operating condi-

tions were set as follows: spray voltage 4.5 kV, capillary voltage 0 V, tube lens o�set 0

V, heated capillary temperature 150 oC. Auxiliary gas �ow and sheath gas �ow rates were

set at 5 arbitrary units each. All of the mass spectra were recorded from m/z 50 to m/z

1000. Collision-induced dissociation of mass selected precursor ions was achieved by RF-

excitation of the ions within the ion trap where He was used as the bu�er gas and collision

partner.

The collision energy was optimized for each experiment and Schröder's calibration

method allowed conversion of experimental AE values to an absolute energy scale. For

the CID experiments that required an isolation width of 1 m/z, discussed in Section 4.4,

the calibration dependence shown in Figure 3.4 was used. The energy-resolved CID ex-

periments were performed for four benzylpyridinium ions (2,5-dimethyl-, 3,5-dimethyl-,

o-methyl- and pentamethyl-).

For accurate determination of AE values, at least three reproducible energy-resolved

CID experiments were performed, and the �nal AE was taken as an average of these

experiments.

Figure 3.4: Calibration plot of the characteristic experimental parameters AEexp versus
the computed AEcalc values. The correlation line is forced through the origin.

For the estimation of AE s for palladium complexes a di�erent calibration, performed
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speci�cally for the case with isolation width 10 m/z was used (Figure 3.5)

Figure 3.5: Calibration plot of the characteristic experimental parameters AEexp versus
the computed AEcalc values. The correlation line is forced through the origin.

3.4.4 Quantum chemical calculations

Density functional theory calculations were performed with the Gaussian 09 suite135.

The B3LYP method was used for all calculations. Two di�erent combinations of basis sets

were applied. With the acetate counter ion, the cc-pVTZ basis set was used for O, N, C

and H and where appropriate the cc-pVTZ-pp basis set was applied for the metals. With

benzoate and 4-nitrobenzoate counter ions, the 6-31G* basis set was used for O, N, C

and H and the SDD basis set was applied for Ru, Cu and Pd. All of the structures have

been fully optimized and established as genuine minima or transition states on the ap-

propriate potential energy surfaces as con�rmed by analysis of the corresponding Hessian

matrices. Frequency analysis also enabled calculation of thermochemical corrections and

energies are subsequently reported as zero point energies. D2 and D3 versions of Grimme's

dispersion142,145 were also enabled for certain calculations. Corrections for the basis set

superposition error were included for dissociations. The theoretical IR spectra were cor-

rected with a scaling factor of 0.985. The geometries of all optimized structures can be

found in the electronic supporting information attached to the current dissertation thesis.

3.4.5 IRMPD measurements

Infrared multiphoton dissociation (IRMPD) spectra were recorded on a Bruker Esquire

3000 ion trap mass spectrometer coupled to the free electron laser at CLIO (Centre Laser

Infrarouge Orsay, France). The solutions used for IRMPD measurements were prepared

in the same way as those used in the ESI-MS experiments described above. The ions of
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interest were generated with an electrospray source, mass selected and stored in the ion

trap. The free electron laser operating at 44 MeV electron energy provided light in the

900�2000 cm-1 range and with a spectral resolution (full width at half-maximum) in the

range of 15�20 cm=1. Fragmentation of the ions was induced by 5�10 laser macropulses

of 8 µs directed into the ion trap. The IRMPD spectra are given by dependence of the

fragmentation intensities on the wavelength of the IR light. At a given wavelength each

point in a raw spectrum is obtained by the evaluation of four mass spectra and each mass

spectrum is an average of �ve measurements. The IRMPD spectra are not corrected for the

power of the free-electron laser, which dropped towards high wavenumbers (see Figure 3.6).

Experimental spectra for the ions [(C6H6)Ru(OAc)(2-PhPy)]+, [Cu(OAc)(2-PhPy)2]+ and

[Pd(OAc)(2-PhPy)2]+ were recorded in the wavenumber range 900 cm-1 to 1800 cm-1. As

is routine practice, these are individually compared with theoretical IR spectra calculated

by DFT calculations for multiple possible isomers. The comparison allowed identi�cation

of the isomer that was isolated and analyzed in the gas phase51,53,146�148.

Figure 3.6: Dependence of the free electron laser power on the wavelength during measure-
ment of the IRMPD spectra reported in this thesis shown in a) Figure 4.45a; b) Figure
4.46a and Figure 4.47a

38



Chapter 4

Results and discussion

This chapter describes results obtained while working towards the current dissertation

thesis. Various metal catalyzed reactions and catalytic complexes were chie�y studied in

the gas phase. The primary means of the investigation was ESI-MS which was combined

with other research techniques (like IRMPD, DFT calculations and EPR spectroscopy).

Catalytic species play a large role in the course of organometallic reactions, therefore, in

parallel to monitoring by ESI-MS we investigated the behavior of catalytic complexes in

more detail.

4.1 Copper acetate speciation

Copper(II) acetate is a cheap catalyst that is frequently used in organic synthesis. For

example, it was found to be a cost e�cient alternative to expensive palladium catalysts

for some cross-coupling reactions134. While in the solid state it is present as a dimer

[Cu2(OAc)4(H2O)2] (also called the �paddle-wheel� structure)149, in solution the situation

is di�erent. In aqueous solutions, due to complete hydrolysis of the salt, the solvatized

ions Cu2+(H2O)n and AcO-(H2O)m are present150. Previous electron and chemical ion-

ization mass spectrometry studies on Cu(OAc)2 behavior in organic solvents showed that

Cu(OAc)2 prefers to form aggregates151.

Therefore, prior to investigation of the mechanisms catalyzed by Cu(OAc)2, we decided

to study its ESI-MS behavior in methanol and acetonitrile � frequently used solvents in

organic synthesis.
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4.1.1 ESI-MS studies

We started with the analysis of a methanolic (10-3 M) solution of Cu(OAc)2. The

positive as well as negative mode ESI-MS experiments revealed the formation of clusters

(Figure 4.1) with highest degree of clusterization noted with the positive ESI-MS.

The suggested peak assignments in Figure 4.1 are supported by the subsequent high-

resolution MS measurements (on SYNAPT G2, see Section 3.1) and the experiments with

deuterated copper acetate (see Figure 4.2). Both positive and negative mode spectra in

Figure 4.1 show copper trimers to be the most abundant species.

Figure 4.1: ESI mass spectra of a methanolic solution of Cu(OAc)2 (10-3 M) in a) positive-
ion mode and b) negative-ion mode. Note that the m/z ratios of ions are shown for the
63Cu isotope.

The acetonitrile spectrum also demonstrated a signi�cant clustering ability (Figure

4.3). However, in a big contrast to the methanolic solution, we have observed a large

abundance of the monomer copper(I) species. Previous ESI-MS studies on copper salts

have shown that the appearance of Cu(I) species while spraying Cu(II) solution can happen

either due to reduction of Cu(II) already in solution, or within the electrospray course due
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Figure 4.2: Positive ESI mass spectrum of a solution of Cu(CD3COO)2 (10-3 M) in pure
methanol. Note that the m/z ratios of ions are shown for the 63Cu isotope.

to the desolvation process89,152,153. We believe the latter option to be correct in this case.

Thus, during the desolvation process a Cu(II) ion of the form [Cu(OAc)(CH3CN)n ]+ can

lose an acetoxy radical to form a Cu(I) species.

Also, in the case of acetonitrile solutions we did not observed any replacement of the

acetato ligands by deprotonated solvent ions (i.e. �CH2CN ligands); this is easily explained

by the much lower acidity of acetonitrile compared with that of methanol.

Figure 4.3: Positive-ion ESI mass spectrum of a Cu(OAc)2 solution (2 mM) in acetonitrile.
The signals marked with asterisks are due to a sodium contamination of acetonitrile and
these correspond to the series sodiated copper(II) acetate clusters, [Cun(OAc)2nNa]+. Note
that the m/z ratios of ions are shown for the 63Cu isotope.

In order to better understand the process of cluster formation we have analyzed concen-

tration series (Figure 4.4) for both solvents. Even with the limited number of points, we can

clearly see a decrease in the abundance of mononuclear species (although more pronounced

in the acetonitrile case) with an increase of concentration. In detail, Figure 4.4a shows
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that the increasing concentration of salt leads to an increase in the abundances of hexa-

and heptanuclear species, whereas the abundance of other multimers slowly decreases. In

contrast, the acetonitrile case (Figure 4.4b) does not show an increasing abundance of the

largest clusters (n=6).

Figure 4.4: Normalized abundances of a) [Cun(OAc)2n−1−m(CH3O)m(CH3OH)o]+ and
b) [Cun(OAc)2n−1(CH3OH)o]+ as a function of the solution concentration in pure a)
methanol, b) acetonitrile; n, m and o are variable integers that de�ne cluster size. For the
sake of simplicity, the intensities for groups of clusters were summed.

Next, we have studied cluster degradation processes by CID. The clusters observed with

ESI-MS of the methanolic Cu(OAc)2 solution were subjected to MSn analysis in order to

establish a connection between various observed species. Figure 4.5 shows CID spectra

recorded for some of the investigated clusters and the obtained data are summarized in

Scheme 4.1.

Scheme 4.1 shows that two pathways are possible for the fragmentation of copper

clusters: degradation or reduction. The question of which of these processes is going to

prevail is strongly dependent on the cluster contents and size. Thus, the fragmentation

of ions where the number of acetate ligands exceeds the number of methoxy ligands by

two or more is dominated by the loss of neutral Cu(OAc)2 (e.g. clusters with m/z 1040,

and 762). For clusters where the number of acetate ligands is only larger by one, the

elimination of Cu(OAc)2 competes with the elimination of (MeO)2 (e.g. m/z 609), which

is probably formed by the reduction of two Cu(II) centers into Cu(I). The dominance of

one of the competing channels depends on the cluster size. For the clusters with n = 5 or

more, the loss of Cu(OAc)2 prevails, whereas for the smaller clusters only the elimination

of (MeO)2 is observed. Therefore, the occurrence of either the reductive or degradation

channel depends on the coordination at the copper atoms. The greater the number of

acetate ligands (bidentate counterions), the more pronounced is the cluster degradation.
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Figure 4.5: CID spectra of mass-selected ions: a) m/z 1040; b) m/z 734; c) m/z 609; d)
m/z 762; e) m/z 581; f) m/z 491.

The reduction processes are feasible for the smaller clusters with the greater number of

monodentate methoxy ligands. Of special notice is a sequential degradation/reduction

process occurring during CID of large clusters. That is, formation of m/z 734 during

CID of m/z 1040 most likely resulting from subsequent degradation of m/z 859; next,

formation of m/z 366 during CID of m/z 609 resulting from subsequent reduction of m/z

428; formation of m/z 491 during CID of m/z 734 resulting subsequent degradation of m/z

553.
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Scheme 4.1: Cluster degradation studied with CID.

During our experiments we experienced some di�culties with the reproducibility of

our results. It turned out to be connected with small amount of moisture present in the

inlet system of the mass spectrometer from previous experiments. To our surprise we

have observed that small amounts of water dramatically increased the abundance of the

mononuclear clusters, while at the same time, the abundance of larger clusters decreased.

Figure 4.6 shows the comparison of the positive-ion mode spectra obtained for a pure

methanolic Cu(OAc)2 (10-3 M) solution, and a 10-3 M Cu(OAc)2 solution with the addition

of 0.5 vol% water. Therefore we decided to study this water e�ect in greater detail. To

this end, we have prepared several mixtures of Cu(OAc)2 in either methanol or acetonitrile

with di�erent amounts of water added to the solution.

While working with methanol solutions, we faced problems with signal assignments

with larger amounts of added water. To this end, while at 2 vol% added water only a

few peaks correspond to the impurities (e.g. at m/z 409 and 459, see Figure 4.7) , at 10

vol% added water - the majority of the peaks were from impurities. Thus, ions similar

to those formed during the analysis of a 10-4 M solution of Cu(OAc)2 in pure methanol
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Figure 4.6: ESI mass spectra of a Cu(OAc)2 (10-3 M) solution in a) pure methanol and
b) after addition of 0.5 vol% of water to methanol. Note that the m/z ratios of ions are
shown for 63Cu isotope.

(see Figure 3.1) were formed (e.g. m/z 597 which was observed in both cases). This e�ect

might be explained by the changes in solubility of Cu(OAc)2 and its impurities in the

methanol-water mixture. It is likely that with increasing amount of water, the solubility

of the impurities increases which is re�ected in their increased abundances.

The same e�ect was observed during analysis of acetonitrile solutions. Figure 4.8 shows

the speciation of Cu(OAc)2 in acetonitrile after the addition of 1 vol% and 3 vol% water,

respectively.

We have therefore restricted ourselves to the quantitative analysis of those Cu-clusters

that were present in the spectra with pure solvent (Figure 4.9). To this end, Figure

4.9a shows that in a pure methanol solution mononuclear species only correspond to a

few percent of the total signal abundance. After the addition of 5 vol% of water the

mononuclear species become the most abundant in the spectrum. A similar, although not

as dramatic e�ect is observed for the acetonitrile solution (Figure 4.9b).

Interestingly enough, although we observed a few copper complexes bearing a water
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Figure 4.7: ESI mass spectra of a methanolic Cu(OAc)2 (10-3 M) solution after a) addition
of 2 vol% of water and b) addition of 10 vol% of water . Note that the m/z ratios of ions
are shown for the 63Cu isotope.

ligand while spraying the solutions from pure methanol or acetonotrile, we have not seen

any increase in their appearance during analysis of the mixtures with higher water contents.

This e�ect can be caused by the discrimination of [CuL(H2O)]n+ ions by other ionic species

present in solution as was explained in Section 1.4.

Overall, the observed water e�ect can have at least two explanations: either cluster

breakage happens in solution, or it is an artifact of the ESI-MS process. In order to

distinguish between these options we have performed a series of solution-phase experiments.

4.1.2 Solubility determination of Cu(OAc)2 in the methanol-water mix-

ture with di�erent amount of water

The solubility was determined for eleven solutions with di�erent amounts of added

water (Table 4.1). As Cu(OAc)2 is hygroscopic, an elemental analysis of the samples

(including the Cu(OAc)2 starting material) was carried out, the percentage of absorbed

water was determined and taken into account during the solubility calculations. The results
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Figure 4.8: ESI mass spectra of a Cu(OAc)2 (10-3 M) solution in acetonitrile after a)
addition of 1 vol% of water and b) addition of 3 vol% of water . Note that the m/z ratios
of ions are shown for the 63Cu isotope.

Figure 4.9: Normalized abundances of a) [Cun(OAc)2n− 1−m(CH3O)m(CH3OH)o]+ and
b) [Cun(OAc)2n�1(CH3CN)o]+ cations, where n, m and o are variable integers that de�ne
cluster size, as a function of the water content in the solution of Cu(OAc)2 (1 mM) in a)
methanol and b) acetonitrile.

are presented in Table 4.1 and Figure 4.10.

It can be seen that solubility of Cu(OAc)2 in methanol increases with increasing

amounts of water, added to the solution.
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Table 4.1: Data for the solubility determination of Cu(OAc)2 in the methanol-water mix-
ture with the di�erent amounts of water.

H2O, % mdry residue, g formula mCu(OAc)2 S, g/(100 mL)

0 0.06 Cu(OAc)2 � 0.5 H2O 0.05 0.54

0.5 0.08 Cu(OAc)2 � H2O 0.07 0.69

1 0.08 Cu(OAc)2 � H2O 0.07 0.69

1.5 0.04 Cu(OAc)2 � H2O 0.03 0.67

2 0.04 Cu(OAc)2 � H2O 0.04 0.74

2.5 0.03 Cu(OAc)2 � H2O 0.03 0.57

3 0.04 Cu(OAc)2 � H2O 0.04 0.78

5 0.05 Cu(OAc)2 � H2O 0.04 0.86

7 0.07 Cu(OAc)2 � H2O 0.07 1.29

10 0.09 Cu(OAc)2 � H2O 0.08 1.61

15 0.10 Cu(OAc)2 � H2O 0.10 2.00

Figure 4.10: Dependence of the determined solubility for each sample on the amount of
added H2O.

4.1.3 EPR measurements

Additional EPR measurements were performed to complement our solubility studies.

Figure 4.11 shows that the pure methanol solution of copper(II) acetate is almost EPR

inactive, producing a small EPR signal. However, addition of water increases the signal,

with the EPR parameters (A and g) remaining unchanged. This suggests that the signal

growth corresponds to the concentration increase of monomers in the solution. The de-

pendence of EPR signal growth on the amount of water is linear (Figure 4.11b) and shows

that at 10 vol% of added water 80% of copper acetate become EPR active. These obser-

vations suggest that the mononuclear species are formed after the addition of water. We

also assume that, similar to the solid paddle-wheel dimer, high order [Cu(OAc)2]n species
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exhibit antiferromagnetic properties when n is even, or produce a small EPR signal when n

is odd. Therefore, these results support the hypothesis of water leading to cluster breakage

in solution.

Figure 4.11: a) EPR spectra of Cu(OAc)2 solutions, 3.75 mM in methanol with variable
water content. b) Fraction of EPR-active Cu(II) species in Cu(OAc)2 solutions in methanol
with variable water content, obtained via double integration of spectra relative to an
external standard.

Direct comparison of the EPR and ESI dependencies shows that they do not agree

quantitatively. This is easily explained as ESI does not accurately sample concentration

in the solution (as was explained in detail in Section 1.4). While obvious correlation exists

between ESI mass spectra and solution properties, the match is not 1:1. We suggest that

during the ESI process, methanol is preferentially evaporated from the droplets, (due to its

lower boiling point) and the water concentration in the droplets increases. Thus, ESI-MS

experiments re�ect a somewhat larger water content than the one in the solution.

In general, the results show that the addition of small quantities of water signi�cantly

in�uences the speciation of copper(II) acetate in organic solvents. The speciation is shifted

towards the formation of monomers, suppressing the formation of larger clusters. We

believe that this �nding is important for future mechanistic studies of various copper(II)

acetate catalyzed reactions.

4.2 Investigation of copper catalyzed aerobic cross coupling

of thiol esters and arylboronic acids

In 2007 Villalobos et al. found a convenient method for the synthesis of non-symmetrical

ketones (Scheme 4.2a)134. The reaction is a modi�cation of the Liebeskind��rogl coupling

reaction154. All of the previous synthetic procedures based on the cross-coupling of thioor-
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ganic compounds and boronic acids required the presence of a palladium catalyst and a

stoichiometric amount of a Cu(I) salt155�161. However, the procedure suggested by Villalo-

bos et al. only uses a copper catalyst, which makes the reaction much more �nancially

appealing (Scheme 4.2a). The authors reasoning behind the procedure's design was that

the second equivalent of boronic acid, added to the reaction mixture, would recover the

copper catalyst from the Cu-SR intermediate, and therefore a second catalytic species

would not be needed for the reaction to proceed. This was indeed the case, however a

concrete mechanism of the reaction was not clear: the authors suggested several possi-

ble pathways, including transmetallation, ligand exchange, or the involvement of oxidated

copper clusters162.

Scheme 4.2: a) Aerobic coupling of thiol esters and boronic acids and b) speci�c reaction
investigated here.

Therefore we decided to investigate the mechanism using ESI-MS and tandem mass

spectrometry, for the particular reaction described in Scheme 4.2b. We began with the o�-

line monitoring, investigating the reaction mixture in steps, starting from less complicated

systems. Subsequent addition of the reagents and comparison of the spectra obtained for

di�erent mixtures allowed easier identi�cation of reaction intermediates.

4.2.1 O�-line monitoring via ESI-MS

Accordingly, we investigated the behavior of thiol ester 1 solution in methanol with ESI-

MS. The positive mass spectrum (Figure 4.12) shows a large abundance of singly charged

sodiated complexes (m/z 370 and 717), and also signals of doubly charged magnesium,

calcium and iron complexes (m/z 532.6, 540.7 and 548.5, respectively).

Next, we studied the behavior of 4-tolylboronic acid in methanol. Negative ESI mass
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Figure 4.12: Positive-mode ESI-MS of the solution of thiol ester 1 in methanol.

Figure 4.13: Negative-mode ESI-MS of 4-tolylboronic acid in methanol.

spectrum of the boronic acid solution shows the formation of 4-tolylboronic esters at m/z

149, 195 and 385 (Figure 4.13). Possible mechanisms for the ester anions formation are

shown in Scheme 4.3. We have also observed the [4-TolO]- anion at m/z 107, which could

be formed upon deborylation of an ester. Similar observations were reported by Wang et

al.163 in their detailed study of the ESI-MS behavior of di�erent boronic acids. They have

also accounted for the deborylation mechanism leading to the formation of [4-TolO]- anions.

As the peaks at m/z 221 and 299 do not correspond to the isotope pattern associated with

the boron atom, we consider them to be the result of impurities.

The mixture of 4-tolylboronic acid with Cu(OAc)2 in methanol was also investigated.

Neither positive nor negative ESI mass spectra show the formation of any species con-

taining both boron and copper atoms. Most likely, it is caused by the fact that under

these conditions boronic acid rapidly reacts with methanol leading to p-methylanisol as is

shown for boronic esters (Scheme 4.4)164. We have also tested mixtures containing phenyl-
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Scheme 4.3: The proposed formation mechanisms for some of the observed ions present in
the negative ESI-MS of the 4-tolylboronic acid solution.

boronic acid and copper acetate. Nevertheless, in either case we could not successfully

assign most of the observed peaks. High resolution MS measurements (performed on a

SYNAPT G2 instrument) also have not helped with the peak assignments. This makes

the Cu(OAc)2 - boronic acid case an interesting one, and more studies should be carried

out in order to understand the ESI-MS behavior of these mixtures. One potential study

would implement the synthesis of a boronic acid bearing a charged tag. Another option

would involve experiments carried out under inert gas atmosphere (glovebox coupled to a

mass spectrometer).

Scheme 4.4: Cu-catalyzed methoxylation of tolylboronic ester.

Next we analyzed the mixture of thiol ester 1 with Cu(OAc)2. The spectrum in Figure

4.14a shows the formation of the complexes with both copper(I) and copper(II) species

with the starting thiol ester 1 at m/z 410, 469 and 757. These complexes were subjected

to MS/MS analysis for further characterization.

CID analysis of the complex atm/z 469 (Figure 4.15) showed the elimination of a mixed

anhydride of benzoic and acetic acid (e.g. Ph-CO-O-CO-CH3). The fragment ion at m/z
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305 (assigned as [(int)Cu]+) was also observed in the source spectrum (see Figure 4.14).

We found that the appearance energy for [(int)Cu]+ corresponds to 121 ± 3 kJ·mol=1. The

structure of the ion at m/z 305 was checked in MSn experiments. MS2 spectra of m/z 305

from the source spectrum were compared with MS3 spectra of the fragment m/z 305 by

activation of m/z 469. The spectra appeared to be identical. Also, the most pronounced

fragmentation channel of m/z 305 is the elimination of a CO molecule (see Figure 4.16a).

Therefore we suggest that the intermediate has a cyclic structure as shown in Figure 4.15.

Figure 4.14: Positive mode ESI mass spectra of a) the mixture of thiol ester 1 and
Cu(OAc)2 in methanol; b) the mixture of thiol ester 1, 4-tolylboronic acid and Cu(OAc)2
in methanol, taken 1h after mixing the reagents at room temperature.

Next we have analyzed the mixture of all the reaction components (thiol ester 1, 4-

tolylboronic acid and Cu(OAc)2) in methanol. In addition to the previously observed

complexes with Cu(I/II) and the starting thiol 1, Figure 4.14b shows the formation of the

complexes of the product 4 with Cu(I/II) and sodiated complexes of 4.

Although the signals containing product 4 were observed in the recorded spectra, we

have not observed any complexes of ketone 3 in the mixture. Although ketone complexes

are usually easily detectable with ESI-MS, we suppose that their absence can be explained
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Figure 4.15: a) CID spectrum of the mass-selected m/z 469 and b) its breakdown curve.

Figure 4.16: CID spectra of mass-selected ions: a) m/z 305, b) m/z 540.7, c) m/z 455 and
d) m/z 757.

by the discrimination e�ect from the better ligand 4.

Especially puzzling were the CID spectra obtained for Cu(I) complexes of the thiol

ester 1 and product 4 (m/z 410 and 396, respectively). CID of m/z 410 showed the loss

of 122, which could correspond to the elimination of benzoic acid. Therefore we suggested

a fragmentation pathway shown in Figure 4.17 which explains the formation of ion at m/z
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288. Although this fragmentation is interesting on its own we have not studied it in more

detail (for example, the reactivity of m/z 288 could have been checked in ion-molecule

reactions). It should also be noted that neither the structure of m/z 410, nor that of

m/z 288 was con�rmed by a complementary spectroscopic technique (e.g. IRMPD) and

therefore should be considered as purely hypothetical.

Figure 4.17: CID spectrum of the mass-selected m/z 410 and a possible scheme describing
its fragmentation pathway.

Similarly, CID of m/z 396 also showed the formation of ion at m/z 288. In addition,

the main fragmentation pathway led to the elimination of water molecule and formation

of m/z 378. We suggest that these ions are created similarly to the m/z 410 case, and the

hypothetical scheme together with CID spectrum of m/z 396 are shown in Figure 4.18.

In order to further support our assignments of various ions we have performed the

experiments with the methyl-derivative of thiol ester 1 (further noted as 1'). The spectrum

of its mixture with 4-tolylboronic acid and Cu(OAc)2 in methanol is shown in Figure 4.19.

It can be seen that all of the peaks that contained thiol ester 1 moiety now lay 14 m/z

higher.

We have also analyzed reaction mixture containing thiol ester 1, phenylboronic acid

and copper catalyst in methanol. Figure 4.20 shows the formation of product ion at m/z

382.
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Figure 4.18: CID spectrum of the mass-selected m/z 396 and a possible scheme describing
its fragmentation pathway.

4.2.2 Experiments with N-benzyl-2-mercaptobenzamide

In order to test the rationality as to whether the intermediate complex [(int)Cu]+ is

participating in the reaction mechanism (possible pathway shown in Scheme 4.5), we have

carried out experiments with N-benzyl-2-mercaptobenzamide (thiol 5) in order to simulate

the conditions for the formation of the complex at m/z 305.

Scheme 4.5: Proposed reactivity scheme of 5 with 4-tolylboronic acid investigated here.

Figure 4.21a shows the positive ESI mass spectrum obtained for the mixture of 5 and

copper acetate (1:1) in methanol. Although we have not observed the formation of the

desired intermediate, we have detected the ion with m/z 304 which can be associated

with the oxidated 5-Cu complex. Nevertheless, the spectrum of the mixture of all three

components (5, 4-tolylboronic acid and Cu(OAc)2, Figure 4.21b) shows that product 4 is

formed. Therefore we believe that the complex at m/z 305 is not formed during the course

of the reaction and rather is produced during the ESI process.
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Figure 4.19: Positive-mode ESI mass spectrum of the mixture of thiol ester derivative (1'),
4-tolylboronic acid and Cu(OAc)2 in MeOH.

Figure 4.20: Positive-mode ESI mass spectrum of the mixture of thiol ester 1, phenyl-
boronic acid and Cu(OAc)2 in MeOH.

4.2.3 On-line monitoring and kinetic studies

We next performed on-line monitoring of the reaction mixture under identical condi-

tions as was used for synthesis (e.g 5 mol% of Cu(OAc)2, 1 eq. of thiol ester 1, 2.5 eq. of

4-tolylboronic acid, DMF). Monitoring was performed by repetitive sampling of portions

of the reaction mixture at given time intervals. The small portions of the reaction mixture

(20 μL) were diluted in MeOH (2 mL) and the resulting solutions sprayed into the mass

spectrometer. Table 4.2 shows the intensity changes for the most abundant ions in the

spectrum over time. The product complex could already be detected 15 minutes after the

beginning of the reaction. Due to the small amounts of copper catalyst in the reaction

mixture and the dominance of sodiated complexes, the detection of Cu complexes was very

limited. Figure 4.22 shows examples of spectra obtained during monitoring procedure. We
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Figure 4.21: Positive-mode ESI mass spectra of a) the mixture of 5 and Cu(OAc)2 in
MeOH and b) the mixture of 5, 4-tolylboronic acid and Cu(OAc)2 in MeOH.

note in passing that only part of the observed peaks was possible to assign, leaving aside

complexes formed within the range of m/z 400�680.

Table 4.2: Relative intensities of the major complexes observed in the reaction mixture
performed in DMF at 50 oC.

Time, h
m/z 356 m/z 370 m/z 396 m/z 689 m/z 703 m/z 717

[(4)Na]+ [(1)Na]+ [(4)Cu]+ [(4)2Na]+ [(1)(4)Na]+ [(1)2Na]+

0.3 0.3 19.6 0.0 0.6 10.5 69.0

0.5 0.6 14.3 0.4 1.4 13.1 70.2

1.0 0.7 10.3 0.3 2.6 21.4 64.7

2.0 0.9 7.9 0.4 7.8 31.3 51.7

3.3 1.7 7.7 1.1 11.3 38.2 40.0

5.3 2.0 5.0 0.0 21.2 43.9 27.9

6.7 3.3 5.7 0.0 26.6 42.3 22.1

8.2 3.7 5.6 0.0 32.2 42.0 16.5

23.0 4.7 0.7 0.0 71.9 20.8 1.9

On-line monitoring was performed at di�erent temperatures (40, 50, 60 and 80 oC) re-
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Figure 4.22: The ESI mass spectrum of the reaction mixture obtained a) 1,5 hours and b)
6 hours after the addition of Cu-catalyst to a solution of thiol ester 1 and 4-tolylboronic
acid at 60 oC.

sulting in the creation of kinetic curves (see Figure 4.23). Fractional abundances of the re-

actant complexes were determined as the sum of the abundances of [(1)Na]+, [(1)(4)Na]+,

and [(1)2Na]+ divided by the sum of the abundances of all complexes in Table 4.2. Simi-

larly, fractional abundances of the product complexes were determined as the sum of the

abundances of [(4)Na]+, [(1)(4)Na]+ and [(4)2Na]+ divided by the sum of the abundances

of all complexes in Table 4.2.

Treating the reaction as pseudo �rst order gives the linear dependencies shown in Figure

4.24 (we note however that experiments at 60 and 80 oC showed linear dependence only

during the �rst few hours), and the rate constant can be determined from the slope of the

resulting lines. Linearization of the kinetic curves shown in Figure 4.23 was done with the

equation 4.1. The �nal data obtained upon linearization are presented in Table 4.4. It can

be seen that increasing the temperature of the reaction increases its rate. The temperature

dependency of the rate constants can be further investigated using the Arrhenius and

Eyring equations (4.2, 4.3) for the determination of thermodynamic parameters of the
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reaction. Analysis of the Arrhenius equation gave us Ea = 81 ± 5 kJ·mol=1. The Eyring

equation gave an activation enthalpy of 76 ± 5 kJ·mol=1, and an activation entropy -100

± 5 J·mol=1·K=1. The Gibbs energy according to equation 4.4 was found to be 103 ± 5

kJ·mol=1 at 298 K.

dI

dt
= k(T ) · [1]n · [2]m (4.1)

ln(k) = −Ea

R
· 1
T

+ ln(A) (4.2)

ln
k

T
=
−4H‡

R
· 1
T

+ ln
kB
h

+
4S‡

R
(4.3)

4G‡(T ) = 4H‡ − T · 4S‡

1000
(4.4)

Figure 4.23: Dependence of the abundances of a) reagent and b) product complexes on the
reaction time at di�erent temperatures.

Table 4.3: Data obtained from linearization.
t, oC T, K 1/T, K-1 k, L·mol-1·s -1·105 ln(k)

40 313.15 0.0032 0.85 -11.39

50 323.15 0.0031 1.81 -9.40

60 333.15 0.0030 8.04 -9.02

80 353.15 0.0028 27.80 -8.23

In conclusion, although ESI-MS experiments did not resolve the mechanism of the in-

vestigated reaction, we pro�ted from the formation of highly abundant sodiated complexes.

These species allowed us to follow the kinetics of the investigated reaction. The kinetic
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Figure 4.24: a) Logarithmic plot of the abundance of reactant complexes in dependence
of the reaction time at di�erent temperatures; b) Arrhenius (1) and Eyring (2) plots for
thiol ester 1 coupling with 4-tolylboronic acid. The resulting values were determined
from two independent measurements (I represents the sum of the abundances of [(1)Na]+,
[(1)(4)Na]+, and [(1)2Na]+ divided by the sum of the abundances of all complexes in Table
4.2).

experiments enabled determination of the rate constants and thermodynamic parameters.

4.3 Coordination and bond activation in complexes of regioi-

someric phenylpyridines with nickel(II)

Pyridine derivatives are a common class ligands in organometallic chemistry. Thus,

phenylpyridine (PhPy) isomers, especially 2-phenylpyridine, are frequently used in the

mechanistic studies of metal-catalyzed C-H activation165�174.

It was shown that a metal catalyst can coordinate to the nitrogen atom of 2-phenyl-

pyridine and facilitate activation of the C-H bond in the position 2' of the phenyl ring

(so-called directed C-H activation)175,176. The mechanism of directed C-H activation was

extensively studied in solution and was shown to be strongly dependent on the nature of

metal catalyst, its ligands, substrate and solvent177. The general mechanism of directed

cyclometalation is described in Scheme 4.6. The reaction starts with the coordination of

an atom Y with a lone electron pair to a metal atom. The cyclization proceeds via agostic

interactions and C-H activation resulting in bidentate coordination of a metal with the

carbon and Y atoms178.
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Scheme 4.6: General mechanistic scheme for cyclometalation reactions.

In order to account for other PhPy regioisomers, we have theoretically compared the

bond dissociation energies of the phenyl- C-H bonds of 2- 3- and 4-PhPy (Scheme 4.7). It

can be seen that the C-H bond in the 2' position of 2-PhPy is only by a small extent weaker

than those in the 3- and 4- regioisomers. Therefore, it cannot be considered �pre-activated�

in the 2-PhPy molecule. However, once the metal is coordinated to the nitrogen atom, the

metal is in close proximity to the 2' position of the phenyl ring, making the C-H bond in

this position easily activated.

In this project we decided to investigate dilute mixtures of 2,- 3- and 4-phenylpyridines

with nickel(II) chloride in methanol/water (1:1) by means of ESI-MS, IMS and tandem

mass spectrometry.

Scheme 4.7: Computed C=H bond dissociation energies (M06/def2-TZVPP//B3LYP-
D3/def2-SVP, in kJ·mol=1 at 0 K) of the phenyl substituent in 2-PhPy, 3-PhPy and
4-PhPy.

4.3.1 ESI-MS studies

Positive ESI mass spectra revealed the formation of two types of nickel complex: dica-

tions [Ni(PhPy)n]2+ and monocations [Ni(PhPy)m]+, where n and m are dependent on the

electrospray conditions67,68,89,179. A typical mass spectrum obtained for such a solution

is shown in Figure 4.25.

For all of the investigated phenylpyridines, the major signal observed at m/z 156 cor-

responds to the protonated phenylpyridine ([PhPyH]+). For clarity, further discussion is

focused on the spectra recorded within the range 200 - 700 m/z. When this is taken into

account, the major signal for the 2-PhPy solution appears at m/z 367 ( [Ni(2-PhPy)2-H]+,

Table 4.4). On the other hand, this activated complex is absent in the case of both 3- and
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Figure 4.25: Positive ESI-MS of the solution of NiCl2 and 2-PhPy in MeOH/H2O recorded
with a cone voltage UC = 10 V.

4-PhPy solutions. These observations suggest a strong preference for the C-H activation

of 2-PhPy. For 3- and 4-PhPy a dication at m/z 339 is the most abundant ion, whereas it

is hardly seen in the case of 2-PhPy due to large steric demands.

Table 4.4: Relative intensities of the major nickel complexes in the ESI mass spectra of
NiCl2- PhPy solutions with the isomeric PhPys (∼3Ö10=4 M) in water/methanol (1:1).
The column [Ni(PhPy)3]2+ includes a signal for [Ni(H2O)(PhPy)3]2+, which is formed by
association of the [Ni(PhPy)3]2+ dication with water.

[Ni(PhPy)3]
2+ [Ni(PhPy)4]

2+ [Ni(PhPy)2- H]+ [NiCl(PhPy)2]
+ [NiCl(PhPy)3]

+

m/z 261.5 m/z 339 m/z 367 m/z 403 m/z 558

2-PhPy 2 <1 100 30 2

3-PhPy 2 100 <0.1 <1 6

4-PhPy 12 100 <0.1 3 10

Scheme 4.8: C-H activation reaction we study here.

As is implied in Scheme 4.8, the ion at m/z 403 might be the precursor for the ac-

tivated complex [Ni(2-PhPy)2-H]+. In order to test this possibility we have isolated the

corresponding ion in the collision cell and subjected it to the CID experiments. Figure

4.26 shows that two fragmentation channels are present for the ion at m/z 403: either
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elimination of HCl (which corresponds to collision induced C-H activation) or elimination

of the neutral 2-PhPy ligand. We experimentally found that the HCl elimination channel,

although being the minor one, requires 160 ± 5 kJ·mol=1 of energy, whereas the elimination

of 2-PhPy needs about 10 kJ·mol=1 more.

Figure 4.26: a) CID spectrum of the mass-selected [NiCl(2-PhPy)2]+ (m/z = 403) leading
to two fragmentation channels: the loss of HCl (product ion with m/z = 367) and 2-PhPy
(product ion with m/z = 248); b) its breakdown curve.

The AE s of both losses are signi�cantly lower in energy for the case of 2-PhPy, consis-

tent with the observations described in Table 4.4. The smaller ligand binding energy for

the 2-PhPy complex is associated with bigger steric hindrance and thus with more facile

C-H activation channel.

Table 4.5: Fragment ions appearance energies (in kJ·mol=1) and relative fragment inten-
sities upon CID of mass-selected m/z 403 and m/z 332.

[NiCl(PhPy)2]+ [NiCl(PhPy)(D5-Py)]+

-HCl -PhPy -HCl -DCl -(D5-Py) -PhPy

2-PhPy 160 (27%) 170 (73%) 160 (6%) - 160 (94%) -

3-PhPy 215 (13%) 215 (87%) 200 (4%) 205 (1%) 205 (91%) 205 (4%)

4-PhPy 220 (5%) 230 (95%) 200 (1%) 215 (<1%) 205 (98%) 215 (1%)

Likewise, mixed complexes of the form [NiCl(PhPy)(D5-Py)]+were generated in the

gas phase and their CID behavior was compared to that of the [NiCl(PhPy)2]+ complexes.

As an example, the CID spectrum obtained for [NiCl(2-PhPy)(D5-Py)]+and its breakdown

curve is shown in Figure 4.27

The ligand loss AE s were again found to be the smallest in case of 2-PhPy complexes.

In all of the mixed complexes the elimination of the perdeuterated pyridine ligand prevails.

As the PhPy ligand has an extra coordination site to the nickel atom (benzene ring), in
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Figure 4.27: a) CID spectrum of the mass-selected [NiCl(2-PhPy)(D5-Py)]+ (m/z = 332)
leading to two fragmentation channels: the loss of HCl (product ion with m/z = 296) and
D5-Py (product ion with m/z = 248); b) its breakdown curve.

contrast to Py ligand (which is coordinated only with a N-atom), elimination of PhPy

occurs only in small amounts. C-H bond activation, on the other hand, is largely suppressed

for the mixed pyridinium complexes, which suggests that the barrier associated with the

formation of HCl is close to the binding energy of D5-Py. Furthermore, for the mixed

complexes, signi�cant amounts of DCl elimination are observed. While in the case of 2-

PhPy we selectively observe HCl elimination, the corresponding loss for 3- and 4-PhPy

complexes is consistent with larger thresholds for these channels. The modeled breakdown

curves for all of the investigated complexes can be found in Appendix A, Section 6.2.

4.3.2 Ion mobility studies

In the next step, we studied the above mentioned ions by ion mobility mass spectrome-

try. Initially, we were interested whether the mobilities of isomeric Ni-complexes would be

di�erent. An example of a typical mobilogram obtained for the ion at m/z 403 from the 1:1

mixture of 2- and 3-PhPy is shown in Figure 4.28a. At low cone voltage (UC = 20 V) all

three features (e.g. [NiCl(2-PhPy)2]+, [NiCl(2-PhPy)(3-PhPy)]+, and [NiCl(3-PhPy)2]+)

are detectable and observed in an approximately 1:2:1 ratio. This is expected from the 1:1

concentration ratio of the isomers. When the cone voltage is increased, [NiCl(2-PhPy)2]+

starts to disappear �rst, followed by the depletion of the mixed [NiCl(2-PhPy)(3-PhPy)]+

ion. This observation is in agreement with the predicted steric e�ects in the complexes: in

the case of 2-PhPy the energy of the ligand binding is lower than for the 3-PhPy (Table

4.5), therefore at higher cone voltages it eliminates easier.
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Figure 4.28: a) Arrival time distributions of the mass-selected complex [NiCl(PhPy)2]+

(m/z = 403) generated upon ESI of a methanolic solution of NiCl2 in the presence of a
1:1 mixture of 2- and 3-PhPy at cone voltages of UC = 20, 35, and 50 V; b) arrival time
distribution of the mass-selected complex [NiCl(2-PhPy)2]+ (m/z = 403) generated with
a cone voltage of UC = 35 V. The second component appears at about 5.45 ms. The dots
represent the experimental data, black lines - modeled Gaussian curves.

We have compared the arrival times of various complexes generated by ESI-MS and

summarized the obtained data in Table 4.6. It should be noted that the meaning of

the absolute arrival times that can be determined in a SYNAPT is limited, because they

strongly depend on the settings (gas pressure, voltage, etc.) of the mobility unit. Therefore,

they only can be compared for the species measured under identical conditions.

Table 4.6: Arrival times (in ms) of the ions generated upon ESI of various NiCl2 - PhPy
solutions.

m/z 2-PhPy 3-PhPy 4-PhPy

[NiCl(PhPy)]+ 248 2.98 3.80 3.80

[NiCl(PhPy)2-H]+ 367 4.83 5.32 5.97

[NiCl(PhPy)2]+ 403 4.94 6.08 6.35

[NiCl(PhPy)3]+ 558 a 8.90 9.77

[Ni(PhPy)3]2+ 261.5 a 3.09 3.20

[Ni(PhPy)4]2+ 339 a 3.74 4.07
aThe species did not survive mobility sampling.

Naturally, the data in Table 4.6 show that the more compact ions have lower arrival

times. Namely, the observed arrival times are drastically smaller for dications, increase

with the number of ligands and are also smaller for ions containing 2-PhPy. Thus the

arrival times of the isomeric complexes con�rm the di�erences in ligand coordination to
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the cationic metal center, and can be a measure of the structural properties of gaseous

ions.

When we looked closely at the arrival time distributions of the isolated ions, we

faced a challenge in the interpretation of the second feature on the mobilogram for the

[NiCl(PhPy)2]+ cation (Figure 4.28b). In addition to the major component with an arrival

time ta = 4.94 ms, we have observed a second component arriving at approximately 5.45

ms. A careful check of the exact masses for both species revealed that both of them corre-

spond to the same structure of [NiCl(PhPy)2]+. We have therefore decided to study more

closely the properties of the second component on mobilogram at Figure 4.28b. Figure 4.29

shows the dependence of the second component's intensity, as it appears on mobilogram,

on the cone voltage. It can be seen that increasing cone voltage leads to an increase in the

abundance of the second component at the mobilogram of the [NiCl(PhPy)2]+ cation.

Figure 4.29: a) Arrival time distributions of the mass-selected complex [NiCl(2-PhPy)2]+

(m/z = 403) generated with cone voltages of UC = 35 V, 30 V, 24 V, 15 V and 10 V,
respectively. b) Dependence of the relative intensity of the slower component on the cone
voltage.

Next, we have performed a series of quantum chemical calculations, in order to unravel

the nature of the second feature.

4.3.3 Quantum chemical calculations

Density functional theory (DFT) was used for the theoretical calculations that were

performed by Dr. Tibor András Rokob. A more detailed description of the methods and

calculations can be found in the original paper180. Therefore, in this section only the most

important results are summarized.
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For [NiCl(PhPy)2]+ cation both the singlet and triplet state structures were calculated

and optimized. Several isomeric structures of [NiCl(PhPy)2]+ were located, however their

relative energy di�erences were rather small. It was shown that the interconversion within

located structures proceeded with minor barriers and should be facile. The calculations

also showed that the triplet state was slightly more stable than the singlet. Comparison of

the geometries for these two states showed that they largely did not di�er. Moreover the

spin-state changes are faster with respect to the millisecond scale of the IM-MS module181.

Taking into account the small barriers to interconversion and changes in spin-states, theo-

retical analysis did not provide a logical explanation for the existence of the second feature

in the ion mobility trace of [NiCl(2-PhPy)2]+.

The possible structures of the ion [NiCl(PhPy)]+ that could be formed after the loss

of phenylpyridine ligand were also analyzed. The energies for the lowest-lying structures

and the respective dissociation channels are summarized in Table 4.7. The data show that,

as was found in the experiment, the energy required for ligand loss is signi�cantly smaller

in the case of 2-PhPy. When we take into account the error values for the experiment

as well as for the DFT method, good agreement can be found between experimentally

obtained appearance energies for the phenylpyridine loss and the corresponding calculated

values (e.g. 198 kJ·mol=1 vs. 170 kJ·mol=1 for 2-PhPy, 222 kJ·mol=1 vs. 215 kJ·mol=1

for 3-PhPy, and 220 kJ·mol=1 vs. 230 kJ·mol=1 for 4-PhPy derivatives).

Table 4.7: 0 K relative energies (in kJ·mol=1) of the various complexes (M06/def2-
TZVPP// B3LYP-D3/def2-SVP).

[NiCl(PhPy)2]+ [NiCl(PhPy)]++ PhPy [Ni(PhPy)2-H]++ HCl

singlet triplet singlet triplet singlet triplet

2-PhPy 5.1 0 227.5 197.9 109.4 (128.7)a 163.3

3-PhPy 84.6 60.1 326.3 281.9 b b

4-PhPy 70.8 46.1 310.5 265.2 b b
aThe energy necessary to initiate a reaction leading to this species exceeds the relative
energy of the most stable product; this energy requirement is shown in parentheses. bNot
calculated.

With respect to the experimental �ndings, the complete reaction pathway for the loss

of HCl from [NiCl(2-PhPy)2]+ ion was also calculated. The theoretical results agree with

experiment in �nding that the elimination of HCl requires less energy than phenylpyridine

loss (Table 4.7). For the triplet case 163.3 kJ·mol=1 is necessary for C-H activation which

lies in a very good agreement with the experimentally obtained value of 160 kJ·mol=1. The
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reaction however may also proceed along the more favorable singlet pathway with an overall

energy demand of only 128.7 kJ·mol=1. In that case the experimental appearance energy

might be overestimated due to the higher kinetic shift associated with the rearrangements

happening along the singlet pathway, and the agreement between theory and experiment

might be considered as reasonable.

In conclusion, theoretical investigations excluded several possibilities that might ex-

plain the existence of the second feature in the ion mobility trace of [NiCl(2-PhPy)2]+.

The theory con�rmed the existence of several possible structures with di�erent cross sec-

tions, however all of them were predicted to interconvert under the conditions of IM-MS

experiments.

As the computational data did not succeed in �nding a suitable explanation for the

observation of the second feature in the [NiCl(2-PhPy)2]+ mobilogram, we returned from

theory back to experiment. Comparison of the arrival times of the various [NiCl(PhPy)2]+

ions with the computed cross sections (Figure 4.30) revealed a good linear correlation.

Figure 4.30: Measured arrival times in IM-MS versus computed cross sections of selected
[NiCl(PhPy)2]+ complexes. The red horizontal line denotes the arrival time of the second
feature from the [NiCl(2-PhPy)2]+ sample.

Moreover, the arrival time of the second feature of [NiCl(2-PhPy)2]+ agrees well with

the computed cross section of the mixed complex [NiCl(2-PhPy)(3-PhPy)]+. Therefore

we have checked the commercial sample of 2-PhPy for possible impurities. Selected ion

monitoring GC/MS has indeed con�rmed a contamination of the commercial sample of 2-

PhPy with about 0.2% of 3-PhPy. The presence of this impurity explains the appearance

of the second component in Figure 4.28b.
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4.4 Carboxylate assisted C-H activation of phenylpyridines

with copper, palladium and ruthenium

It was shown that C-H activation reactions can proceed more e�ciently via so-called lig-

and direction, especially with ligands acting as bases168. Recent mechanistic investigations

have shown that ligand assisted C-H bond activation can proceed via a simultaneous meta-

lation and intramolecular deprotonation: the so-called concerted metalation-deprotonation

(CMD) mechanism182�184.

In this study we have chosen to investigate the role of carboxylate, as a directing lig-

and for C-H activation, and compare the behavior of three metal catalysts: ruthenium,

palladium and copper in the gas phase. It was shown that these types of reaction proceed

smoothly with unsaturated heterocycles. For example, copper acetate is capable of activat-

ing a C-H bond in the C-2 position of 2-phenylpyridine, enabling subsequent nucleophilic

substitution171,185. Therefore, for our mechanistic study, we have chosen 2-phenylpyridine

as the main substrate for C-H activation (Scheme 4.9).

Scheme 4.9: The carboxylate assisted C-H activation investigated here; M corresponds to
Ru, Cu and Pd.

4.4.1 ESI-MS studies

C-H activation catalyzed by ruthenium carboxylate

For ruthenium catalysis, we have generated the catalytic LRuOAc species in situ using

the commercially available complex [(C6H6)RuCl2]2. This was possible upon addition of

carboxylic acid and a base to a solution of ruthenium chloride dimer168. To this end, we

have added 1 equivalent of the acetic acid and triethylamine to a 0.1 mM solution of the

corresponding ruthenium dimer in acetonitrile. The use of triethylamine was motivated by

the fact that it is soluble in acetonitrile and therefore suitable for ESI-MS experiments. The

spectrum of the resulting mixture is shown in Figure 4.31a (mixture A). It indeed shows the

formation of the desired catalytic ruthenium carboxylate species at m/z 400. After that,

we added 1 equivalent of 2-PhPy to mixture A (mixture B) and observed the ion atm/z 394

that could correspond to the formation of the [(C6H6)Ru((2-PhPy)OAc)]+ complex. When
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subjected to CID, the ion at m/z 394 loses acetic acid, forming the ion at m/z 334 with

the probable formula [(C6H6)Ru((2-PhPy)-H)]+. Hence, fragmentation of the ion at m/z

394 could either correspond to C-H activation of the ion [(C6H6)Ru((2-PhPy)OAc)]+, or to

elimination of the loosely bound AcOH ligand from the already activated phenylpyridinium

complex ([(C6H6)Ru(2-PhPy-H)HOAc]+). The appearance energy for the acetic acid loss

was determined as 113 ± 3 kJ·mol-1(see Figure 4.32). We note in passing that analogues

ruthenium carboxylate complexes were synthesized and isolated from reaction mixtures

similar to those used in our experiments169,186,187.

Figure 4.31: a) ESI-MS spectrum of Ru-dimer complex, acetic acid and triethylamine in
acetonitrile (mixture A); b) ESI-MS spectrum of Ru-dimer complex, acetic acid, triethy-
lamine and 2-phenylpyridine (mixture B) in acetonitrile.

If mixture B is allowed to stand for longer time, new peaks appear on the ESI mass

spectrum. For example, Figure 4.33 shows the spectrum taken 5 hours after the preparation

of reaction mixture B.

The peak appearing at m/z 469 is noteworthy. Closer analysis of its isotopic pattern

reveals that this ion has one ruthenium atom and therefore might either represent a complex

with two activated phenylpyridines and a formal Ru(IV) center or a complex with a Ru(II)
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Figure 4.32: a) CID spectrum of the mass selected peak at m/z 394 (2-PhPy); b) the
breakdown curve for m/z 394 (2-PhPy). The appearance energy for acetic acid loss was
determined to be AE (-AcOH) = 113 ± 3 kJ·mol-1.

Figure 4.33: ESI-MS spectrum of the Ru-dimer complex, acetic acid, triethylamine and
2-phenylpyridine in acetonitrile taken 5 hours after mixing the components showing the
appearance of m/z 469.

center (see Scheme 4.10).

Scheme 4.10: Possible structures for the complex at m/z 469.

In order to study the ion at m/z 469 in greater detail we performed CID analysis.

Figure 4.34 shows the CID spectrum and a breakdown curve for the complex at m/z
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Figure 4.34: CID spectrum of the mass selected peak at m/z 469; b) the breakdown curve
for m/z 469. The appearance energies for acetic acid and CO2 losses were determined to
be AE (-AcOH) = 228 ± 3 kJ·mol-1 and AE (-CO2) = 222 ± 3 kJ·mol-1, respectively.

469. The main fragmentation pathway being the loss of acetic acid occurs at a fairly high

appearance energy (228 ± 3 kJ·mol-1), which would be anticipated for secondary activation

of 2-PhPy. The observation that the main fragmentation channel is acetic acid loss, and

not elimination of 2-(pyridin-2-yl)phenyl acetate may demonstrate that the observed ion

at m/z 469 corresponds to a species with a Ru(IV) center. On the other hand, the loss of

an acetoxy radical would be expected for a Ru(IV) species, and this fragmentation channel

was not experimentally observed. The second fragmentation pathway is decarboxylation,

occurring with a slightly lower appearance energy (222 ± 3 kJ·mol-1). This CO2 loss

appears to be unlikely for a Ru(IV) species and would rather appear for an ion with Ru(II)

center bearing 2-(pyridin-2-yl)phenyl acetate. The presence of other minor peaks in the

CID spectrum in Figure 4.34a is caused by the addition of solvent molecules (H2O and

acetonitrile) to the daughter ions in the ion trap. Unfortunately, our initial IRMPD studies

for m/z 469 were inconclusive, and the obtained spectra did not help to reveal the structure

of this ion. Nevertheless potential formation of the Ru(IV) species is very interesting, and

more studies (IRMPD, DFT, etc.) are being carried out in order to investigate the ion at

m/z 469 in greater detail.

In order to better understand the behavior of the reaction mixture for ruthenium

catalysis and its speciation under ESI-MS conditions, we have studied the dependence

of 2-phenylpyridine concentration on the formation of ions in the gas phase. Figure 4.35

shows an example of the spectrum obtained for such investigation. The experiment showed

that increasing the concentration of 2-phenylpyridine increases the abundance of both non-

activated and activated (m/z 394 and m/z 334) ruthenium complexes (Figure 4.36).
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Figure 4.35: ESI-MS spectrum of Ru-dimer complex, acetic acid and triethylamine in
acetonitrile (1:1:1 eq, 10-3 M) after addition of 0.25 eq. of 2-PhPy. Note that the m/z
ratios for ions are shown for the 102Ru isotope.

Figure 4.36: Dependence of the relative abundance of various Ru-clusters on the amount
of 2-PhPy in the solution (where n, m and o are vibrate integers that specify the number
of ligands).

We have also compared the ability of LRuOAc catalyst to activate 3-PhPy. To this

end, we prepared solutions with 3-PhPy identically to those with 2-PhPy and subjected

them to ESI-MS and CID analysis. Resulting spectrum is shown in Figure 4.37. CID of

the ion at m/z 394 showed that although the C-H activation of 3-PhPy is still possible, the

major fragmentation pathway is the loss of the neutral 3-PhPy ligand (Figure 4.38a, blue).

The energy required for elimination of acetic acid was determined as 170 ± 3 kJ·mol-1.
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Figure 4.37: ESI-MS spectrum of Ru-dimer complex, acetic acid, triethylamine and 3-
phenylpyridine in acetonitrile.

Figure 4.38: a) CID spectrum of the mass selected peak at m/z 394 for 3-PhPy; b) the
breakdown curve for m/z 394 (3-PhPy). The appearance energy for acetic acid and 3-PhPy
loss was determined to be AE (-AcOH) = 170 ± 3 kJ·mol-1and AE (-3-PhPy) = 174 ± 3
kJ·mol-1, respectively.

C-H activation catalyzed by copper acetate

ESI-MS of a copper acetate/2-PhPy solution (1:1) in acetonitrile is shown in Figure

4.39. We observed the formation of complex at m/z 432 that can be formally described as a

CuOAc+ core bearing two 2-PhPy moieties. CID of this complex showed the appearance of

two elimination channels: acetic acid and 2-PhPy losses (Figure 4.40a). We determined the

appearance energies for the losses as: 138 ± 5 kJ·mol-1 for acetic acid and 147 ± 5 kJ·mol-1

for 2-phenylpyridine. As is shown in Figure 4.40, the loss of 2-PhPy is more abundant al-

though it has a higher appearance energy. Hence, elimination 2-PhPy is favored kinetically,

whereas elimination of AcOH most likely corresponds to C-H activation via a tight transi-

tion state. Therefore, the structure of the ion at m/z 432 corresponds to the non-activated
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[Cu(OAc)(2-PhPy)2]+ rather than activated [Cu(2-PhPy)(2-PhPy-H)(AcOH)]+.

Figure 4.39: ESI-MS spectrum of the mixture of Cu(OAc)2 and 2-PhPy in acetonitrile.
Note that the m/z ratios for ions are shown for the 63Cu isotope.

Figure 4.40: The CID spectrum and the breakdown curve for the mass selected peak at
m/z 432. AE for the AcOH loss: 138 ± 5 kJ·mol-1, AE for the 2-PhPy loss: 147 ± 5
kJ·mol-1.

C-H activation catalyzed by palladium acetate

ESI-MS of a palladium acetate-2-PhPy solution (1:1) in acetonitrile is shown in Figure

4.41. The spectrum shows the appearance of ions with a Pd-C bond (e.g. m/z 415 and

m/z 570) and possibly non-activated complexes containing an acetoxy ligand (m/z 475 and

630). The latter are present in small abundances which means that most of the 2-PhPy is

already activated. Similar to the copper catalysis, the ion at m/z 475 may correspond to

the non-activated Pd-complex: ([Pd(OAc)(2-PhPy)2]+).

CID activation of the complex at m/z 475 leads to the exclusive elimination of acetic

acid (Figure 4.42), and the appearance energy for this loss is 65 ± 3 kJ·mol-1. The AE
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for acetic acid loss is much lower than for the previously investigated complexes, therefore

the ion at m/z 475 may correspond to already activated complex [Pd(2-PhPy)(2-PhPy-

H)(AcOH)]+.

Figure 4.41: ESI-MS spectrum of Pd(OAc)2 and 2-PhPy in acetonitrile. Note that the
m/z ratios for ions are shown for the 106Pd isotope.

Figure 4.42: The CID spectrum of the mass selected peak at m/z 475 and its breakdown
curve. AE for AcOH loss: 65 ± 3 kJ·mol-1.

On the other hand, CID analysis of the complexes containing more 2-phenylpyridine

ligands (e.g. the complex at m/z 630, which could correspond to [Pd(OAc)(2-PhPy)3]+

) showed the elimination of neutral 2-phenylpyridine and subsequent C-H activation (see

Figure 4.43). Observation of a �step� at around 180 kJ·mol-1 on the breakdown curve for

the complex at m/z 630 could be explained by the fact that a mixture of two isomers is

generated and the second isomer starts to fragment at a much higher energy188. We have

not determined the structure of the second isomer, so more studies are being carried out

in this direction.
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Figure 4.43: CID spectrum for the mass selected peak at m/z 630 and its breakdown curve.
Appearance energy for 2-PhPy loss is 108 ± 3 kJ·mol-1.

4.4.2 Theoretical investigations of reaction pathways

The quantum chemical calculations for this project were performed by Dr. Andrew

Gray. Therefore, this section will only brie�y summarize the most important results.

More detailed discussion together with all of the calculated structures and potential energy

surfaces can be found in the recently published paper189.

To this end, three complexes (m/z 394, m/z 432 and m/z 475) investigated with ESI-

MS were subjected to DFT calculations to study the mechanism of acetate assisted C-H

activation. The mechanisms have common steps and therefore similar labeling is used

to enable their comparison. The progression of the investigated reactions is described in

Scheme 4.11.

The individual potential energy surfaces shown below are labeled in accordance with

Scheme 4.11. For Ru catalysis L represents the π-bonded benzene ligand, while in the Cu

or Pd complexes L stands for 2-PhPy. Labeling is consistent for all metal complexes; the

metal is indicated in the text using superscript pre�xes.

The calculated reaction pathway for [(C6H6)Ru(OAc)(2-PhPy)]+ is shown in Figure

4.44a. The lowest energy intermediate Ru1a (with acetate bound to Ru as a bidentate

ligand) interconverts to Ru2a (where Ru is bearing acetate monodentally) with an energy

barrier of 60 kJ·mol-1. The hydrogen transfer from this complex requires only 4 kJ·mol-1

forming the transition state RuTS2a-3a. The transition state leads to the activated in-

termediate Ru3a with acetic acid bound to Ru, which is 14 kJ·mol-1 less stable than the

non-activated initial structure. In intermediate Ru3a a weak interaction between the OH

group and 2-PhPy is present that can be removed with an energy cost of 16 kJ·mol-1. From
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Scheme 4.11: Structural representations of the di�erent calculated species involved in the
C-H activation reactions; M corresponds to Ru, Cu and Pd.

Figure 4.44: Potential energy surfaces for the a) Ru-, b) Cu- and c) Pd-assisted C-H
activation of 2-PhPy. All energies are at 0 K and the depicted structures represent the
transition structures; distances are in Å. B3LYP/cc-pVTZ:cc-pVTZ-pp(M ).

this point, dissociation of the acetic acid ligand can take place with an energy cost of 112

kJ·mol-1 giving an overall energy increase for this transformation of 142 kJ·mol-1.

The calculated potential energy surface for Cu-catalyzed C-H activation is shown in

Figure 4.44b. In the Cu1b structure the metal bears a monodentate acetate ligand. This
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structure lies 94 kJ·mol-1 higher in energy and is strongly disfavored. Hydrogen transfer

from 2-PhPy to acetate now requires 139 kJ·mol-1 and the energy gap between the activated

and non-activated complexes (i.e. 3b and 1a) is 96 kJ·mol-1. Next, the energy requirement

for the elimination of AcOH from Cu3b is 60 kJ·mol-1 and the overall energy demand

is 156 kJ·mol-1. The large initial activation barrier suggests that we observe and excite

the initial Cu1a isomer in the mass spectrometry experiments. The 2-PhPy dissociation

pathway proceeded theoretically at 179 kJ·mol-1 which is 23 kJ·mol-1 higher than AcOH

elimination. Collision-induced dissociation of 2-PhPy should proceed via a loose transition

state (for more details see Section 2.2.1), and it was not possible to locate a transition state

for 2-PhPy dissociation.

The calculated reaction pathway for Pd-catalyzed C-H activation is shown in Figure

4.44c. The monodentate version of the starting conformation is 88 kJ·mol-1 less stable than

the bidentate isomer. Next, interconversion to a distorted bidentate isomer Pd2a requires

44 kJ·mol-1. The TS has an activation energy of 83 kJ·mol-1. The di�erence in the relative

energy of structures Pd3a/b is probably the most signi�cant. These structures, still bearing

AcOH ligand, actually appeared to be more stable than the non-activated Pd1a structure.

The energy of acetic acid dissociation from Pd3b was found to be 76 kJ·mol-1. Elimination

of 2-PhPy from Pd1a was shown to take place with an energy considerably higher than for

AcOH (186 kJ·mol-1). Therefore this fragmentation channel is not observed experimentally.

4.4.3 Infrared multiphoton dissociation studies

The ions [(C6H6)Ru(OAc)(2-PhPy)]+, [Cu(OAc)(2-PhPy)2]+ and [Pd(OAc)(2-PhPy)2]+

were further subjected to IRMPD experiments. The band positions on the obtained spec-

tra were then compared with theoretically calculated spectra. It should be noted that due

to the multiphotonic character of IRMPD spectra, the intensities of individual bands can

be very di�erent in comparison to those obtained for single-photon theoretical spectra190.

The experimental IRMPD spectrum for the complex [(C6H6)Ru(OAc)(2-PhPy)]+ is

shown in Figure 4.45. It compares well with the theoretical spectrum for the non-activated

isomer (Ru1a) which was found to have the lowest energy and is therefore the most stable

in comparison to the other calculated isomers. In structure Ru1a acetate is bound as a

bidentate ligand to the ruthenium atom, which is coordinated to the nitrogen of 2-PhPy

and π-bonded to the aromatic system of benzene. The vibration bands of Ru1a show a

strong match to the experimentally observed spectrum: the bands at 1480 cm-1 represent
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Figure 4.45: a) IRMPD spectrum of the mass-selected [(C6H6)Ru(OAc)(2-PhPy)]+ com-
plex and theoretical IR spectra of b) Ru1a, c) Ru2a and d) Ru3a. The line spectra are
presented along with a Gaussian function with fwhm = 16 cm-1.

symmetric and asymmetric C-O acetate stretching modes, and C-C double bond stretches

of the 2-PhPy ligand (1557 and 1605 cm-1). The experimental spectrum also shows bands

at 1403 and 1435 cm-1 that correspond to C-H bends within the acetate ligand.

Figures 4.45c and 4.45d representing complexes Ru2a and Ru3a, respectively, show poor

match with experiment especially for the key experimental C-O and C-C stretches with

weak bands present in the key experimental range.

An experimental IRMPD spectrum for [Cu(OAc)(2-PhPy)2]+ is shown in Figure 4.46a.

Again, excellent agreement was found between the theoretical spectrum for the stable
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Figure 4.46: a) IRMPD spectrum of the mass-selected [Cu(OAc)(2-PhPy)2]+ complex and
theoretical IR spectra of b) Cu1a, c) Cu1b and d) Cu3b. The line spectra are presented
along with a Gaussian function with fwhm = 16 cm-1.

non-activated intermediate (Cu1a) and the experimental spectrum. In particular, a strong

correlation was found for the dominant peaks centered around 1490 cm-1. In the theoretical

spectrum these signals are largely the result of symmetric and asymmetric C-O stretches.

For both Cu1b (Figure 4.46c) and Cu3b (Figure 4.46d) structures the key peaks resulting

from oxygen involvement are not represented experimentally. The clear experimental ob-

servation of Cu1a is in line with the theoretically predicted potential energy surface where

this isomer was by far the most stable. This observation strongly indicates the presence of

collisionally induced C-H activation of 2-PhPy for the [Cu(OAc)(2-PhPy)2]+ complex.

The experimental IRMPD spectrum for [Pd(OAc)(2-PhPy)2]+ is shown in Figure 4.47a
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Figure 4.47: a) IRMPD spectrum of the mass-selected [Pd(OAc)(2-PhPy)2]+ complex and
theoretical IR spectra of b) Pd1a, c) Pd2a and d) Pd3a. The line spectra are presented along
with a Gaussian function with fwhm = 16 cm-1.

and is considerably more complicated than the spectra shown for the earlier examples. Its

comparison with the calculated individual theoretical spectra does not provide an ideal

match. Therefore it is possible that the experimental spectrum represents a contribution

from two or more isomers. Analysis of the corresponding potential energy surface (Figure

4.44c) reveals that a mixed contribution is possible due to the small energy di�erences

between structures Pd1a and Pd3a. It seems that the experimental spectrum is dominated

by the Pd1a isomer with the large C-O stretching peak at 1485 cm-1. The peaks at 1401

and 1433 cm-1 also match well and correspond to the C-H bending of acetic acid, while the

peaks at 1575 and 1621 cm-1 correspond to C-C stretching modes of the 2-PhPy ligands.
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The experimental bands that do not match with Pd1a structure could result from the

presence of the Pd3a isomer. This isomer shows particularly good matches with the bands

at 1225 and 1695 cm-1, where the former results from a combination of a O-C-C asymmetric

stretch and an O-H bend, while the latter corresponds to a C-O stretch involving the metal

coordinated oxygen.

4.4.4 Comparison of the experimental and theoretical results

During our theoretical studies we have applied a number of methods and basis sets

in order to better understand and theoretically describe the gas-phase behavior of the

investigated ions. Table 4.8 summarizes some of the most important results. For clarity,

the discussion below will be focused only on data obtained with the B3LYP-D2 method.

Table 4.8: Calculated and experimental activation energies for AcOH loss.

Method
Metal

Ru Cu Pd

Experimental (CID), kJ·mol-1 113 ± 3 138 ± 5 65 ± 3

Ediss ETS Ediss ETS Ediss ETS

B3LYP-D2, kJ·mol-1 142 64 156 139 71 83

B3LYP-D3, kJ·mol-1 - - 152 143 64 82

B3LYP, kJ·mol-1 103 67 111 140 29 74

For the ruthenium case a relatively small activation barrier was observed (64 kJ·mol-1)

and subsequent AcOH elimination required additional 78 kJ·mol-1. Therefore we suggest

that the measured AE for the AcOH loss (113 ± 3 kJ·mol-1 ) re�ects its dissociation from

the ruthenium complex and not the C-H activation itself.

For the copper complex, the activation barrier (139 kJ·mol-1) matches well with the

experimentally obtained value (138 ± 5 kJ·mol-1) and is on the order of the energy demand

for the subsequent acetic acid loss (Erel( Cu4a + AcOH) = 156 kJ·mol-1 ). Experiments

showed that the elimination of AcOH is less abundant than that of 2-PhPy, and also less

energy demanding. This indicates that the C-H activation step is rate limiting and most

likely re�ects the AE that we observe experimentally.

Interpretation of results for the Pd complex is complicated by the fact that we observe

a mixture of isomers. The experimentally observed AE value however is rather small, thus

we believe that it is largely dominated by elimination of AcOH from the activated complex

Pd3a.
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It can be seen that the dispersion corrections have a large in�uence on the elimina-

tion channel of AcOH. On the other hand, the activation barriers change only slightly,

regardless of the chosen method. According to Grimme's recent reports191,192, dispersion

coe�cients for cations are overestimated which may increase the �nal dissociation energy

value. However the combination of the B3LYP method and D2 dispersion corrections most

closely resembles our experimental results, and the inclusion of dispersion corrections is

strongly recommended192 wherever non-covalent interactions are present.

4.4.5 Hammett studies

It has been shown that linear free energy correlations can be studied using mass

spectrometry193. One of the most commonly used ways to study organic reaction mech-

anisms, also in the gas phase, is the Hammett equation and subsequent interpretation

of the associated Hammett plots. Therefore we decided to study the ions of form [M (2-

PhPy)(acid-H)(L)]+ where acid corresponds to the m- and p- substituted benzoic acids.

We generated the ions in the gas phase, mass-selected them, and studied their C-H acti-

vation upon CID. In order to obtain a reliable Hammett correlation, �ve or more benzoic

acid derivatives should be studied (e.g. m-NO2, p-NO2, m-Cl, H, p-CH3, p-CH3O, where

p-NO2 and p-CH3O derivatives are included in order to decide what type of σv constants

should be used (σv, σv+ or σv-)).

First, we have investigated a large series of LCu(OAc)/2-PhPy/acid mixtures in ace-

tonitrile to generate the above-mentioned intermediates. As an example, Figure 4.48

shows the spectrum obtained for the equimolar mixture of Cu(OAc)2, 2-PhPy and 3-

methoxybenzoic acid in acetonitrile. As can be seen from the spectrum, the ion at m/z

524 is formed, which could correspond to a [Cu(3-OCH3C6H4COO)(2-PhPy)2]+ cation.

The CID of this ion leads to either elimination of 2-PhPy or 3-methoxybenzoic acid (Fig-

ure 4.49).

We have repeated the same procedure for generation of the peaks [Cu(2-PhPy)2(acid-

H)]+, performed energy-resolved CID analysis and estimated AE s for the elimination of

corresponding acid, for a chosen series of p- and m- substituted benzoic acids and the

results of CID experiments are summarized in Table 4.9. The simulated breakdown curves

for all of the benzoic acid derivatives can be found in Appendix A, Section 6.3.

As the table shows, the correlation between the obtained AE 's and Hammett σv con-

stants is rather poor. This is due to the fact that AE s are similar and di�er in the range
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Figure 4.48: ESI-MS spectrum of the mixture of Cu(OAc)2, 2-PhPy and 3-methoxybenzoic
acid in acetonitrile.

Figure 4.49: The CID spectrum of the mass selected peak at m/z 524 and its breakdown
curve. AE for 3-methoxybenzoic acid loss: 152 ± 3 kJ·mol-1; AE for 2-PhPy loss: 159 ±
3 kJ·mol-1.

of experimental error which is 3-5 kJ·mol-1. Therefore we decided to investigate the rela-

tionships between σv constants and relative cross-sections for each derivative that can be

determined with a greater precision40,194. To this end, we determined the relative abun-

dances of the fragment ions [Cu(2-PhPy)(acid-H)]+ and [Cu(2-PhPy)((2-PhPy)-H)]+ at

a collision energy where the branching ratio has reached the plateau of the energy re-

solved CID curve (for example, at around 250 kJ·mol-1 for the breakdown curves shown in

Figure 4.49). Then the logarithms of the extracted abundances were plotted against the

corresponding σv constant.

Figure 4.50 shows the obtained Hammett plot for 2-PhPy loss. The Hammett ρ con-

stant is -0.07 which points to a negligible e�ect that a substituent on the benzoate counter

ion has on the binding energy between copper and 2-PhPy. Therefore we used the 2-PhPy
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Table 4.9: Measured activation energies in [Cu(acid-H)(2-PhPy)2]+ for two losses and the
corresponding Hammett constants.

Substituent AE -acid, kJ·mol-1 AE -2-PhPy, kJ·mol-1 σm,p σ+
m,p

-H 149 157 0 0

p-NH2 148 153 -0.66 -1.3

p-NO2 152 163 0.78 0.78

p-OCH3 155 157 -0.27 0.778

p-OH 148 156 -0.37 -0.92

p-N(CH3)2 148 151 -0.83 -1.7

m-OCH3 152 159 0.12 0.12

m-OH 148 157 0.12 0.12

m-NO2 157 162 0.71 0.71

m-Br 148 154 0.39 0.39

elimination to anchor the substituent e�ect for the C-H activation step: the logarithms of

the branching ratios between the acid and 2-PhPy losses were plotted against the corre-

sponding Hammett σv parameter (Figure 4.51).

Figure 4.50: Hammett plot for Cu-catalyzed C-H activation of 2-phenylpyridine showing
the dependence of the logarithm of the relative intensity of 2-PhPy loss at plateau vs. σv
constant.

Figure 4.51a shows the Hammett plot created for the logarithm of branching ratio

between the two elimination channels and the σv constant. The resulting ρ constant obtained

form the plot is 0.93. As the ρ constant for C-H activation lies in the region 0<ρ<1, the

reaction is only weakly dependent on the electronic e�ects of the substituents. The small

absolute value of ρ also indicates the low ionic character of the transition state which

proves the cyclic character of our reaction. The plot shows that the ρ constant for C-H

activation is positive, which implies that electron-withdrawing substituents (stronger acids)

can accelerate the reaction. The use of σv+ constants did not provide a better correlation
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(Figure 4.51b) which shows that the resonance e�ect from the substituent to the reaction

center does not play a pronounced role in this reaction.

Figure 4.51: Hammett plots for the Cu-catalyzed C-H activation of 2-phenylpyridine
showing the dependence of the logarithm of the branching ratio between acid and 2-
phenylpyridine losses vs. a) the σv constant; b) the σv+ constant.

Next, similarly to Cu-case, we decided perform Hammett studies on Ru and Pd-

catalyzed C-H activation. To this end, we generated the ions of the form [Ru(2-PhPy)(acid-

H)(C6H6)]+ and subjected them to CID analysis. However, the behavior of the breakdown

curves was not possible to model with the sigmoid functions. This might be due to the

peak overlaps, caused by rather large isolation width (10 m/z ) that had to be used in

order to obtain ion intensity su�cient for MS2 experiments. The same situation was true

for the palladium case (e.g. ions of the form [Pd(2-PhPy)2(acid-H)]+) , moreover some

of the [Pd(2-PhPy)2(acid-H)]+ ions showed no acid elimination, and underwent CO2 loss

instead. Therefore we proceeded with the Cu-catalyzed C-H activation of 2-PhPy, as the

measured AE s agree well with theory and also re�ect a C-H activation step.

In order to investigate the role of the metal-carbon bond formation in greater detail,

we have reoptimized the structures for C-H activation using benzoate and 4-nitrobenzoate

counter ions. We have found that in the 6-membered transition states, with all three of

the metals, the presence of the NO2 substituent decreased the metal-carbon distance while

the metal-oxygen and carbon-hydrogen distances both increased. These observations are

in line with the theorized increasingly electrophilic metal center. The presence of NO2 also

reduced the energy required for 4-nitrobenzoic acid loss in comparison with benzoic acid

in the case of each investigated metal. This further supports the experimental observation

of an increasingly electrophilic metal center (see Scheme 4.12).
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Scheme 4.12: Schematic representation of the carboxylate assisted C-H activation investi-
gated here.
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Chapter 5

Conclusion

The studies described in this dissertation represent some of the fundamental �ndings

for organometallic chemistry research. The employment of ESI-MS, IRMPD and quantum

chemical calculations can be very helpful for the investigation of reaction mechanisms. Our

results show that one also needs to be careful while interpreting and applying them to the

speci�c cases.

The studies of Cu(OAc)2 behavior in dry organic solvents (methanol and acetonitrile)

revealed a high degree of clusterization, and that the clusters with three to six copper atoms

dominate the spectra. The abundance of these clusters however is strongly dependent on

the presence of water in the solution: even small water contents signi�cantly suppress

the amount of clusters. Monomeric copper complexes become dominant with the water

contents of 5 vol%. This �nding could be important for further investigations of reaction

mechanisms catalyzed by copper acetate and help in distinguishing between single-atom

and cluster chemistry for what is driving the catalytic cycle.

In the second study - investigation of copper catalyzed cross coupling between thiol

esters and boronic acids - we were able to follow the kinetics of the reaction and deter-

mine the concentration changes of reactants and products. The investigation of reaction

intermediates was not very successful, probably as the result of either a high abundance

of sodiated ions in the spectra, or because of the high reactivity of copper-boronate com-

plexes. Although the copper complexes were little abundant, we pro�ted from the large

intensities of reagent and product complexes with sodium. This fact allowed us to monitor

the reaction kinetics with ESI-MS and obtain the rate constants at di�erent temperatures.

The determined activation energy for the reaction according to the Arrhenius equation

was found to be 81 ± 5 kJ·mol-1. The Gibbs energy at 298K was determined as 103 ± 5
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kJ·mol-1, activation enthalpy as 76 ± 5 kJ·mol-1 and the activation entropy yielded -100

± 5 J·mol-1·K-1.

In the third project, an investigation of complexes with three isomeric phenylpyridines

and Ni2+ cations was carried out. The study revealed that 3- and 4-PhPy behave similarly

to each other, however 2-PhPy di�ers in two ways. First, the steric hindrance of 2-PhPy

prevents the formation of the three- and higher ligated species. Second, in the nickel-2-

PhPy complexes one of the o-C-H bonds of the phenyl ring comes in close proximity to the

metal center which enables activation of the C-H bond and formation of a metallocycle.

IM-MS was found to be a useful method for the investigation of the coordination and steric

e�ects for the isomeric organometallic complexes, such as [NiCl(PhPy)2]+.

The last study was into the gas-phase mechanism of carboxylate assisted C-H activa-

tion. We have shown that the carboxylate assisted C-H activation of 2-phenylpyridine can

be studied in the gas phase with ruthenium, copper, and palladium catalysts. IRMPD

spectroscopy con�rmed that isolation of ruthenium acetate and copper acetate complexes

with non-activated 2-phenylpyridine is possible. It was also possible to induce the C-H

activation of these complexes in the collision cell and study it in greater detail. We have

determined the energies required for C-H activation and subsequent acetic acid elimina-

tion. In the case of palladium, we have observed a mixture of activated and non-activated

complexes with 2-PhPy. Further careful analysis revealed that the experimentally observed

appearance energy for AcOH loss in the cases of Ru and Pd re�ects the binding energy of

acetic acid to the metal center after the C-H activation step. On the other hand the energy

determined for copper complexes re�ects the energy needed for C-H activation. Potential

energy surfaces for each of the C-H activation cases were constructed using DFT calcu-

lations. Similar structures were found for all three metals along the reaction coordinate,

however their relative energies are very di�erent.

The C-H activation step was also studied using Hammett plots for copper complexes

with a series of substituted benzoates. The results show that electron-withdrawing sub-

stituents at the benzoate counter ion accelerate the C-H activation step. The explanation

can be found in the cyclic nature of the transition structure, where C-H bond dissociation

is assisted by the formation of a metal-carbon bond. Carboxylates derived from stronger

acids further support the formation of the metal-carbon bond.
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Chapter 6

Appendix A. Supplementary

experimental data

6.1 Investigation of copper catalyzed aerobic cross coupling

of thiol esters and arylboronic acids

Breakdown curves obtained for calibration

Figure 6.1: Breakdown diagram obtained for mass-selected [2,5-dimethylC6H3-CH2-
NC5H5]+ as a function of the NCE. The dots represent the experimental data; the solid
lines - the sigmoid functions used for analysis.
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Figure 6.2: Breakdown diagram obtained for mass-selected [3,5-dimethylC6H3-CH2-
NC5H5]+ as a function of the NCE. The dots represent the experimental data; the solid
lines - the sigmoid functions used for analysis.

Figure 6.3: Breakdown diagram obtained for mass-selected [C6H5-CH2-NC5H5]+ as a func-
tion of the NCE. The dots represent the experimental data; the solid lines - the sigmoid
functions used for analysis.

Figure 6.4: Breakdown diagram obtained for mass-selected [o-CH3-C6H4-CH2-NC5H5]+

as a function of the NCE. The dots represent the experimental data; the solid lines - the
sigmoid functions used for analysis.
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Figure 6.5: Breakdown diagram obtained for mass-selected [C6(CH3)5-CH2-NC5H5]+ as
a function of the NCE. The dots represent the experimental data; the solid lines - the
sigmoid functions used for analysis.

Figure 6.6: Breakdown diagram obtained for mass-selected [p-OCH3-C6H4-CH2-NC5H5]+

as a function of NCE. The dots represent the experimental data; the solid lines - the
sigmoid functions used for analysis.
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6.2 Coordination and bond activation in complexes of regioi-

someric phenylpyridines with nickel(II)

Breakdown curves obtained for calibration

Figure 6.7: Breakdown diagram obtained for mass-selected [2,5-dimethylC6H3-CH2-
NC5H5]+ as a function of the NCE. The dots represent the experimental data; the solid
lines - the sigmoid functions used for analysis.

Figure 6.8: Breakdown diagram obtained for mass-selected [3,5-dimethylC6H3-CH2-
NC5H5]+ as a function of the NCE. The dots represent the experimental data; the solid
lines - the sigmoid functions used for analysis.
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Figure 6.9: Breakdown diagram obtained for mass-selected [C6H5-CH2-NC5H5]+ as a func-
tion of the NCE. The dots represent the experimental data; the solid lines - the sigmoid
functions used for analysis.

Figure 6.10: Breakdown diagram obtained for mass-selected [o-CH3-C6H4-CH2-NC5H5]+

as a function of the NCE. The dots represent the experimental data; the solid lines - the
sigmoid functions used for analysis.

Figure 6.11: Breakdown diagram obtained for mass-selected [C6(CH3)5-CH2-NC5H5]+ as
a function of the NCE. The dots represent the experimental data; the solid lines - the
sigmoid functions used for analysis.
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Figure 6.12: Breakdown diagram obtained for mass-selected [p-OCH3-C6H4-CH2-NC5H5]+

as a function of the NCE. The dots represent the experimental data; the solid lines - the
sigmoid functions used for analysis.

Representative simulated breakdown diagrams for Ni(II) complexes

Figure 6.13: Simulated breakdown curves of the mass-selected [NiCl(3-PhPy)2]+ (m/z =
403) with two fragmentation channels: the loss of HCl (product ion with m/z = 367) and
3-PhPy (product ion with m/z = 248).
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Figure 6.14: Simulated breakdown curves of the mass-selected [NiCl(3-PhPy)(D5-Py)]+

(m/z = 332) with four fragmentation channels: the loss of HCl (product ion with m/z =
296), D5-Py (product ion with m/z = 248), 3-PhPy (product ion with m/z = 177) and
DCl (product ion with m/z = 295).
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Figure 6.15: Simulated breakdown curves of the mass-selected [NiCl(4-PhPy)2]+ (m/z =
403) with two fragmentation channels: the loss of HCl (product ion with m/z = 367) and
3-PhPy (product ion with m/z = 248).
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Figure 6.16: Simulated breakdown curves of the mass-selected [NiCl(4-PhPy)(D5-Py)]+

(m/z = 332) with four fragmentation channels: the loss of HCl (product ion with m/z =
296), D5-Py (product ion with m/z = 248), 4-PhPy (product ion with m/z = 177) and
DCl (product ion with m/z = 295).

6.3 Carboxylate assisted C-H activation of phenylpyridines

with copper, palladium and ruthenium

Figure 6.17: Isotope patterns of the investigated Ru-ions presented in Section4.4 (the red
bars show the theoretical isotope patterns corresponding to the suggested ionic structures).
a) [(C6H6)RuOAc(Et3N)(AcOH)]+ ; b) [(C6H6)RuOAc(2-PhPy)]+ ; c) [(C6H6)Ru((2-
PhPy)-H)]+.
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Breakdown curves obtained for calibration with the isolation width 1 m/z

Figure 6.18: Breakdown diagram obtained for mass-selected [2,5-dimethylC6H3-CH2-
NC5H5]+ as a function of the NCE. The dots represent the experimental data; the solid
lines - the sigmoid functions used for analysis.

Figure 6.19: Breakdown diagram obtained for mass-selected [3,5-dimethylC6H3-CH2-
NC5H5]+ as a function of the NCE. The dots represent the experimental data; the solid
lines - the sigmoid functions used for analysis.
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Figure 6.20: Breakdown diagram obtained for mass-selected [o-CH3-C6H4-CH2-NC5H5]+

as a function of the NCE. The dots represent the experimental data; the solid lines - the
sigmoid functions used for analysis.

Figure 6.21: Breakdown diagram obtained for mass-selected [C6(CH3)5-CH2-NC5H5]+ as
a function of the NCE. The dots represent the experimental data; the solid lines - the
sigmoid functions used for analysis.

Breakdown curves obtained for calibration with the isolation width 10 m/z

Figure 6.22: Breakdown diagram obtained for mass-selected [o-CH3-C6H4-CH2-NC5H5]+

as a function of the NCE. The dots represent the experimental data; the solid lines - the
sigmoid functions used for analysis.

102



Figure 6.23: Breakdown diagram obtained for mass-selected [m-OCH3-C6H4-CH2-
NC5H5]+ as a function of the NCE. The dots represent the experimental data; the solid
lines - the sigmoid functions used for analysis.

Figure 6.24: Breakdown diagram obtained for mass-selected [C6(CH3)5-CH2-NC5H5]+ as
a function of the NCE. The dots represent the experimental data; the solid lines - the
sigmoid functions used for analysis.

Representative simulated breakdown diagrams obtained for Hammett study
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Figure 6.25: The breakdown curve for the mass selected peak at m/z 572 (3-bromobenzoic
acid derivative).

Figure 6.26: The breakdown curve for the mass selected peak at m/z 539 (3-nitrobenzoic
acid derivative).

Figure 6.27: The breakdown curve for the mass selected peak atm/z 510 (3-hydroxybenzoic
acid derivative).
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Figure 6.28: The breakdown curve for the mass selected peak at m/z 524 (3-
methoxybenzoic acid derivative).

Figure 6.29: The breakdown curve for the mass selected peak at m/z 537 (4-
dimethylaminobenzoic acid derivative); a) full scale; b) enlarged.
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Figure 6.30: The breakdown curve for the mass selected peak atm/z 510 (4-hydroxybenzoic
acid derivative).

Figure 6.31: The breakdown curve for the mass selected peak at m/z 524 (4-
methoxybenzoic acid derivative); a) full scale; b) enlarged.
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Figure 6.32: The breakdown curve for the mass selected peak at m/z 494 (benzoic acid
derivative).

Figure 6.33: The breakdown curve for the mass selected peak at m/z 509 (4-aminobenzoic
acid derivative); a) full scale; b) enlarged.
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List of abbreviations and acronyms

AC alternating current

AE activation energy

AdE electrophilic addition

ACN acetonitrile

AcOH acetic acid

BDE bond dissociation energy

CID collisional induced dissociation

CLIO Centre Laser Infrarouge Orsay (France)

CRM charge residue model

Cy cyclohexyl

DFT density functional theory

DMF dimethylformamide

dppe 1,2-bis(diphenylphosphino)ethane

EPR electron paramagnetic resonance

ESI-MS electrospray ionization mass spectrometry

FEL free electron laser

FWHM full width at half-maximum

GC gas-chromatography

HPLC high-performance liquid chromatography

IEM ion evaporation model

IM ion mobility

IMS ion mobility mass spectrometry

IR infrared

IRMPD infrared multiphoton dissociation
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IT-MS ion trap mass spectrometer

MeOH methanol

MS mass spectrometry

NCE normalized collision energy

NMR nuclear magnetic resonance

PEEK polyether ether ketone

PES potential energy surface

PhPy phenylpyridine

QIT quadrupole ion trap

RF radio frequency

ROMP ring-opening metathesis polymerization

RRKM Rice-Ramsperger-Kassel-Marcus (theory)

SN2 nucleophilic substitution (bi-molecular)

TMEDA tetramethylethylenediamine

TS transition state

ZPVE zero-point vibrational energy
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