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Preface

Image Retrieval (IR) is a field of study concerned with searching, browsing and
retrieving images from databases of digital images. It has been a field of study
since 1970s [1]. In early years it started with methods used in a text retrieval,
later in 1990s research in the Content Based Image Retrieval (CBIR) area started
[2]. In the last decade we were witnesses of a massive growth in the multimedia
area that led to the need of research in the IR area. With the current boom of
multimedia devices a huge amount of multimedia content is produced and it is
required to be able to search and explore these large collections effectively. For
this purpose a lot of applications and services that are using several different
approaches to the IR have been developed.

One of the possible approaches to the IR is text-based image retrieval, where
text keywords are used as descriptors to index the image. These keywords are
usually products of manual annotation or they can be extracted from related
context, e.g. web page where image is placed. When a search is being made,
user has to provide a set of keywords that is compared with keywords saved in
the database. In this case only general text based retrieval methods are used,
content of the image is ignored. An advantage of this approach is that general
text-based search engines can be reused. The main disadvantage is the need of
related relevant text description for each indexed image — there are numerous
applications that need to retrieve images just from provided image content. It
can be the only information we can get from users or it can be easier for users to
form the query by an image than by keywords, as the familiar proverb “A picture
is worth a thousand words” says.

On the contrary, in the CBIR [2, 3] features extracted from the content of
the image are used for indexing. Content can refer to colours, textures or any
other information derived from the image itself, not from the metadata. The
query consists of an image or a set of images instead of a set of keywords like
in a text-based retrieval. From given query images features or their aggregates
are extracted that are compared with data extracted from indexed images and
similarity is computed.

Implementations of the state-of-the-art CBIR search engines consists of several
parts. For each step there are several different models or algorithms with various
performance and precision in different conditions.

The thesis is focused on several state-of-the-art CBIR models and the way, how
their precision is affected by quality of input data or settings of the search engines
is discussed. The thesis aims on the CBIR models designed for searching in
general domain of images — for specific domains (e.g. human faces or fingerprints)
there are specialized models with better performance in given domain.

The results of selected models and algorithms in few well-known benchmarks
used for evaluation of the CBIR engines precision are compared.
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1. Introduction to Content-based
Image Retrieval

Multimedia information retrieval denotes the process of retrieving data objects
from databases with respect to user’s needs. Content-based information retrieval
[2, 3] focuses on the properties of multimedia objects. In this thesis we focus on
the images — in this case properties are derived from content of the image.

For retrieving multimedia objects from database, users have to formalize their
needs into a query. There are several query techniques, the most common is the
query by example [4] where the query consists of an image or a set of images —
then it is called a multi-query. The example can be an image uploaded by an
user, selected from database or there are search engines that can retrieve images
by a sketch.

1.1 Similarity Model

An essential part of each retrieval engine is a similarity model which defines how
similarity between objects is computed. In this thesis we focus on distance-based
similarity models that are defined as follows:

Definition 1. Distance function
Let X be a set. Then δ : X × X → R≥0 is a distance function if it satisfies the
following properties:

• reflexivity: ∀x ∈ X : δ(x, x) = 0

• non-negativity: ∀x, y ∈ X : δ(x, y) ≥ 0

• symetry: ∀x, y ∈ X : δ(x, y) = δ(y, x)

Distance functions are used to evaluate the closeness of objects from a feature
space.

Definition 2. Distance-based similarity model
Let I be a universe of images and let F be a descriptor space, f : I → F be a
descriptor extraction function and δ : F×F→ R≥0 be a distance function. Then
distance-based similarity model D : I× I→ R≥0 is defined for all ij, ik ∈ I as:

D(ij, ik) = δ(f(ij), f(ik))

The lower is value of D(ij, ik), the more similar images ij and ik are.

1.1.1 Object Representation

A feature extraction function transforms raw image data into the representation
that can be used easily in a similarity model. There are various representations
that can be used, in this thesis we focus on two commonly used models — feature
histograms and feature signatures [5].
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Feature histograms are fixed-size vectors of real numbers that can be extracted
directly from the image, or they are products of a low-level feature aggregation
in fixed-sized vectors. Unlike the feature histograms, the feature signatures have
variable size. It allows more flexible object representation where some images can
have more centroids than other images.

Definition 3. Feature signature
Let F be a feature space and C = C1, . . . , Cn a clusters of features f1, . . . , fk ∈ F
of object o. The feature signature So is defined as a set of tuples from F×R+ as
follows:

So = {〈coi , woi 〉|i = 1, . . . , n}

where

coi =

∑
f∈Ci

f

|Ci|
is a centroid representative and

woi =
|Ci|
k

represent the weight of the centroid.

1.1.2 Distance Functions

For representations described above we need to be able to compute distance
between all pairs of the objects. There are various distance functions for this
purpose. Some common distances that are used in this thesis and in related
programs are described below.

Minkowski Distances

Probably the most popular distance functions for computing distance between
two vectors of real numbers are Minkowski distances (also called Lp distances).

Definition 4. Lp distance
Let x, y be two n-dimensional vectors, then Lp distance is defined as:

Lp(x, y) = (
n∑
i=1

|xiyi|p)
1
p

For p ≥ 1, the Lp distance is a metric. Most frequently used are L1 (called as
Manhattan distance) and L2 (Euclidean distance). The complexity of Lp distance
computation is O(n) so it is considered as a cheap function.

Signature Quadratic Form Distance

Signature Quadratic Form Distance (SQFD) [6] is a distance measure which is a
generalization of the Quadratic Form Distance [7] for feature signatures.
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Definition 5. Signature Quadratic Form Distance
Given two feature signatures Sp = {〈cpi , w

p
i 〉|i = 1, . . . ,m} and Sq = {〈cqi , w

q
i 〉|i =

1, . . . , n} and similarity function fs : F × F → R over a feature space F. The
Signature Quadratic Form Distance SQFDfs between signatures Sp and Sq is
defined as:

SQFDfs(S
p, Sq) =

√
(wp| − wq) · Afs · (wp| − wq)T

where Afs ∈ R(m+n)×(m+n) is the matrix arising from applying the similarity func-
tion fs to the corresponding centroid representatives: aij = fs(ci, cj). Further-
more, wp = (wp1, . . . , w

p
m) and wq = (wq1, . . . , w

q
n) are weight vectors of signatures

Sp and Sq, respectively. (wp|−wq) denotes concatenation of vectors wp and −wq.

The time complexity of SQFD is O((m+ n)2 · O(fs)) where m and n denote
the size of signatures Sp and Sq, respectively, and O(fs) denotes the complexity
of the similarity function fs. There are three typical similarity functions used in
SQFD [6].

Definition 6. Minus, Heuristic and Gaussian function
Given a distance function δ : F × F → R+ and a parameter α ∈ R, similarity
functions are defined as follows:

• Minus function: f−(ci, cj) = −d(ci, cj)

• Gaussian function: fg(ci, cj) = e−α·d
2(ci,cj)

• Heuristic function: fh(ci, cj) = 1
α+d(ci,cj)

The minus function is parameterless, for other functions a parameter α must
be specified. It is usually obtained empirically and the optimal value may depend
on the dataset. The value of α is also important for indexability [8]. d is called
the ground distance function, usually some cheap distance such as L2 is used.

Perceptually Modified Hausdorff Distance

Another popular distance measure for feature signatures is Perceptually Modified
Hausdorff Distance (PMHD) [9] which is based on the Hausdorff distance [10].

Definition 7. Perceptually Modified Hausdorff Distance
Given two feature signatures Sp = {〈cpi , w

p
i 〉|i = 1, . . . ,m} and Sq = {〈cqi , w

q
i 〉|i =

1, . . . , n}, a Perceptually Modified Hausdorff Distance PMHD between signa-
tures Sp and Sq is defined as

PMHD(Sp, Sq) = Max{dH(Sp, Sq), dH(Sq, Sp)}

where dH(Sp, Sq) denotes directed Hausdorff distance between signatures Sp and
Sq that is defined as

dH(Sp, Sq) =

∑
i(w

p
i ×minj

d(spi ,s
q
j )

min(wp
i ,w

q
j )

)∑
iw

p
i

and d is a ground distance function.
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Like in the SQFD, d denotes the ground distance function (usually L2). Also
weighted L2 distance can be used when we want to increase or decrease weights
of some components in the feature signatures. Optimal weighting coefficients
depend on the feature extraction used and also on the dataset, impact of these
values on the precision is discussed in chapter 4, further in this thesis.

1.2 Feature Extraction

As aforementioned, one of the important parts is a feature extraction. There
are numerous algorithms for this task. In 1999 Lowe introduced Scale Invariant
Feature Transform (SIFT) algorithm [11] which is still one of the most efficient
feature extraction algorithms. SIFT, Speeded Up Robust Features (SURF) [12]
and features based on the position, colour and texture [13] are used in our bench-
marks.

There are two types of features — local and global features. The global
features describe content of the whole image, an example of such feature is a
colour histogram or MPEG-7 features [14]. On the other hand local features
usually detect and describe interesting points or its neighbourhood in an image.
Within one image many features are detected and the number of features can
differ in each image.

1.2.1 Scale Invariant Feature Transform

SIFT is an algorithm for local feature extraction widely used in computer vision.
In the first step key points are detected — they are defined as maxima and
minima of the result of difference of Gaussians function applied to a series of
blurred and resampled images. These keypoints are filtered, low contrast and edge
response points are removed. And finally for each keypoint dominant orientation
is assigned and a descriptor vector is computed as a set of orientation histograms
from keypoint neighbourhood. Descriptor is a 128-dimensional real vector that is
L2-normalized. This vector is invariant to scaling, rotation and partially invariant
to illumination changes and affine distortion.

There also exist algorithms derived from the SIFT (e.g. CSIFT [15], PCA-
SIFT [16] or ASIFT [17]) that perform better in certain situations [18] but in
general the results are comparable.

1.2.2 Speeded Up Robust Features

SURF [12] is a local feature detector partly inspired by the SIFT, that is several
times faster than the SIFT with similar robustness to image transformations. It
uses integral images approximation in keypoints detection and a descriptor vector
is based on the sums of intensities. Descriptor vector is also L2-normalized and
it has only 64-dimensions.

1.2.3 PCT Features

Position Colour Texture (PCT) features [13] are low, 7-dimensional, image fea-
tures that use feature space F defined as (x, y, L, a, b, c, e) ∈ F ⊂ R7, where (x, y)
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are relative coordinates of the sampled point in the image, (L, a, b) represent the
colour of the sampled point in the CIE Lab colour space [19] and (c, e) values rep-
resent contrast and entropy computed from the neighbourhood of the sampling
point. Each dimension is normalized into [0, 1] interval.

These features are usually extracted from sampling points that are chosen
randomly with using uniform or normal distribution.

1.3 Aggregating Local Features

Described feature extractors produce many individual local features for each im-
age. To compute the distance between two images, we can use directly these
features or we can aggregate them in some compact representation and then
compute distance between these aggregates.

We distinguish two types of aggregation — a global and a local aggregation.
In the first case we need a global vocabulary which is then used in the clustering
of features of each image. On the other hand, in local aggregation the clustering
of features is made separately for each image without any global vocabulary.

An example of global aggregation are models based on Bag of Words (BoW)
model, aggregation of features into feature signatures is the example of local
aggregation.

1.3.1 Bag of Words Model

BoW (also called Bag of Features or Bag of Visual Words) [20] is a model for the
CBIR based on the Vector model [21] used in the text retrieval. It aggregates
various number of local descriptors from the image in one global fixed-size de-
scriptor called Bag of Visual words and effectively solves the problem that each
image can have different number of detected local features. Also, it is much faster
to compare the resulting descriptors than individual features.

To create a descriptor D of size d of image I from a set of features FI we
need a codebook (also called a vocabulary) C = c1, . . . , cd which is a set of d
vectors with the same dimensionality like the features in FI . This codebook is
usually obtained by k-Means [22] clustering on some training set of the image
features. These features can be extracted from a current image database or from
an independent set of images.

The BoW is a histogram of numbers of the image features assigned to each
vectors c1, . . . , cd. Thus it produces d-dimensional vector of non-negative integers
that is subsequently L1 or L2-normalized and also the tf/idf scheme [23] can be
applied and the vector is normalized again.

The distance between descriptors representing images can be computed with
L1, L2 or cosine distance [23].

1.3.2 Vector of Locally Aggregated Descriptors

There were several models based on the BoW introduced in recent years, that
outperform the classic BoW model [24, 25] both in case of accuracy and efficiency.
One of the state of the art extension is the Vector of Locally Aggregated Descrip-
tors (VLAD) [24]. The VLAD is a simplified version of Fisher Kernel [26] model,
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that creates vectors with lower dimensionality and with better search accuracy
than classic BoW.

Building VLAD Vectors

As for the BoW, the first step is to create a codebook {c1, . . . , cK} with K-Means
clustering (L2 distance is used). Each image is represented by a single VLAD
vector that is a concatenation of residual vectors v1, . . . , vK where

vi =
∑

xt:NN(xt)=i

xt − ci

and NN(xt) = i if ci is the closest neighbour from a codebook vector {c1, . . . , cK}
to the descriptor xt. The resulting vector is Kd dimensional where d is the
dimension of the local features and K is the size of codebook. Then the vector
can be L2-normalized. Another option is to reduce dimension with Principal
Component Analysis (PCA) [27], it can also lead to better accuracy [24].

Residual Normalization

An improvement to the VLAD presented by Delhumeau et al. [28] is to L2-
normalize each residual vector in v1, . . . vK and then to normalize the whole VLAD
vector. The motivation is that norms of residual vectors may vary significantly
and individual local descriptors contribute unequally to the VLAD representation.

1.3.3 Feature Signatures

Creation of the feature signatures is based on the adaptive version of K-means
clustering [13]. As input we provide extracted features f1, . . . , fn from an image I
and seed features s1, . . . , sm that are used as initial centroids of clusters. In each
iteration of K-means, features f1, . . . , fn are assigned to the closest (L2 distance
is used) centroids, new centroids are computed and clusters that have centroids
closer than specified threshold are merged together. Also clusters smaller than
specified threshold are removed and points are reassigned in the next iteration.
The clustering ends after a specified number of iterations and centroids from the
last iteration are used as centroid representatives in the resulting feature signature
and counts of the features in the clusters are used as the weights of centroids.

An example of the image with generated feature signatures is displayed in
figure 1.1.

9



Figure 1.1: Image from Holidays dataset [29] with extracted PCT features and
aggregated into the feature signatures

1.4 Similarity Queries

A query is a formalization of user’s need, that is passed to the retrieval engine.
Based on this query the engine should retrieve subset of database with respect to
the similarity model and a given query. In this thesis the k-nearest-neighbours
(k-NN) queries [30] are used that are defined as follows:

Definition 8. k-NN query
Let X be a set, δ : X×X → R≥0 be a distance function, q ∈ X be a query object
and k be the number of wanted results. The k-nearest-neighbour query is defined
as kNN(q, δ,X) = {R ⊆ X, |R| = k ∧ ∀x ∈ R, y ∈ X \R : δ(q, x) ≤ δ(q, y)}

Hence the kth nearest neighbour is the object from a set X with kth smallest
distance from the query object q with respect to the distance function δ. q is
present in kNN(q, δ,X) if and only if it is also contained in X.

Alternative to k-NN is a range query [30] where all the objects with distance
to the query object q lower than specified threshold r are returned. But k-NN is
more practical in the most of real applications — we do not have to care about
optimal value of r (the size of the result can vary significantly depending on the
query or the dataset) and k-NN also enables paging of the results.

Definition 9. Range query
Let X be a set, δ : X × X → R≥0 be a distance function, q ∈ X be a query
object and r ≥ 0 be a distance. The range query is defined as R(q, r, δ,X) =
{x ∈ X, δ(x, q) ≤ r}
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2. Benchmarks

For purpose of evaluating precision of the CBIR systems, numerous benchmarks
were created. Each benchmark consists of a set of images and a ground truth. It
defines which objects should be used as queries and which images are considered to
be the correct results for each query. Each benchmark has its own scoring system
which produces a single value that can be compared with other measurements.

2.1 Measuring the Precision

Scoring systems of most benchmarks are using the Mean Average Precision (MAP)
which is based on two basic values — precision and recall [23]. Precision says
the ratio of the relevant objects in some query result, the value of recall is the
fraction of the objects that are relevant to the query that were retrieved.

Definition 10. Precision and Recall
Let I be a database of images and q be a image retrieval query. Furthermore Rel
is a set of images that are relevant to query q and Ans is a set of images returned
by retrieval engine for query q. Then P denotes precision and R denotes recall
and they are defined as follows:

P =
|Rel ∩ Ans|
|Ans|

R =
|Rel ∩ Ans|
|Rel|

In the systems that return result as a ranked sequence of objects, we also want
to consider the order in which the results are returned. It is done by computing
precision and recall at every position in the ranked sequence. Then we can plot a
precision-recall curve, plotting precision as a function of recall. We use definition
of average precision that is used in evaluation protocols of Holidays [29] and
Oxford Buildings [31] datasets, where average precision is defined as the area
under the precision–recall curve:

Definition 11. Average precision

AP =
n∑
k=1

P (k − 1) + P (k)

2
(R(k)−R(k − 1))

where n denotes the number of retrieved objects, P (j) is the precision of the first
j retrieved objects and R(j) is the recall of the first j retrieved objects. The
values for j = 0 are defined as follows: P (0) = 1, R(0) = 0

Definition 12. Mean average precision
Let Q be a set of queries and let AP (q) be an average precision of the query
q ∈ Q. Then mean average precision MAP (Q) of set of queries Q is defined as
follows:

MAP (Q) =

∑
q∈QAP (q)

|Q|
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2.2 Datasets

Datasets described in the following sections were selected as convenient bench-
marks for the needs of this thesis. All of them are well-known and are frequently
used in the state-of-the-art articles about the CBIR. Two of them provide only
low-resolutions pictures, others provide mid-to-high-resolution images that are
required for our experiments. Measured results are discussed in chapter 4 further
in this thesis.

2.2.1 The Oxford Buildings Dataset

The Oxford Buildings Dataset [31] consists of 5062 images which were retrieved
from Flickr by searching for Oxford landmarks. There are 11 different landmarks
each represented by five query images. For each of 55 queries there are defined
four groups of images:

• Bad - query object is not present

• Junk - less than 25% of the query object is visible, or there are very high
levels of occlusion or distortion

• OK - more than 25% of the query object is clearly visible

• Good - nice, clear picture of the query object is visible

Dataset is available on-line [32].

Figure 2.1: Example of images from Oxford dataset [31]. The query object on
the left, then example from Good, OK and Junk categories.

Evaluation protocol

A modification of the MAP is used for computing the precision. Images from
Junk group are skipped from evaluation — images from groups Good and OK are
considered as relevant results otherwise images from group Bad are not relevant.

2.2.2 INRIA Holidays dataset

The Holidays dataset [29] consists of 1491 images which are divided into 500
groups. For each group one query image and 1−12 corresponding relevant images
are defined but for the majority of queries there are up to 3 corresponding images.
Each group represents a distinct scene or object.
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The images are in high-resolution, most of them have at least 1 million pix-
els, but the resolution of each image can be different — the smallest image has
resolution 640× 480, the largest 3888× 2592.

Dataset is available on-line [33].

Figure 2.2: Example of images from Holidays dataset [29]. The query object on
the left, other objects are correct retrieval results for this query.

Evaluation Protocol

A modification of the MAP is used — the query images are not counted as true
positives, they are skipped (they are sorted as Junk in the Oxford dataset and
the same protocol can be used).

2.2.3 UKBench Benchmark

The University of Kentucky Recognition Benchmark [34] contains 10200 images,
all in resolution 640×480 pixels. Dataset consists of 2550 groups of 4 images each.
All pictures in one group capture the same object from different view angles.

Dataset is available on-line [35].

Evaluation protocol

In this benchmark each image is a query object. The score for each query is
then computed as a size of intersection of images retrieved by a 4-NN query and
images from same group as the query image. For each query the score is between
0 (no, even not the query, images from group were retrieved) and 4 (all images
from the group were retrieved). The final result is defined as average of scores of
all queries.

Figure 2.3: Example of images from UKBench dataset [34].

2.2.4 Profimedia Benchmark

Profimedia benchmark is a subset of Profimedia dataset [36] that contains 21993
images, all in resolution 150×150 pixels, that are divided into 100 classes, there is
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a single query image defined for each class. Some images were resized from their
originals without keeping the image size ratio, hence they are slightly deformed.

Images in one group contains images that are visually similar but usually
different objects are captured, not the same objects, just in different scenes like
in benchmarks mentioned before. The MAP is used for measuring precision.

2.2.5 TWIC Benchmark

The Thematic Web Images Collection (TWIC) [5] is a dataset containing 11555
images divided into 200 classes. This dataset was created from results found for
various keywords searched by Google image search. Images were then checked by
several people and final objects were selected.

Each class contains at least 50 visually similar objects placed on a heteroge-
neous background and also, like in Profimedia dataset, the captured objects are
usually different in most of the classes. All images have 150 × 150 pixels. For
each class one query image is defined. The MAP is used for measuring precision.
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3. Implementation

For the evaluation of all the measurements presented in this thesis, we developed
a solution that is based on a framework for multimedia exploration [37, 38]. This
framework was developed as a student software project on our faculty. The author
of this thesis is one of the authors of the exploration framework, other members
of the development team are Přemysl Čech, Tomáš Grošup, Jakub Kinšt and
Miroslav Maćık.

In this framework we implemented most of the models required for needs of
this thesis. The author of this thesis was responsible for the implementation of the
BoW based models and related infrastructure. However some general parts used
in the CBIR and required by this thesis were not present in the framework, they
were implemented during the work on this thesis. Also a completely new project
used for benchmarks evaluation was created and integrated into the framework.

From the beginning, the framework was built with emphasis on the extensi-
bility and the robust architecture that would allow to use the complex models
composed by various combinations of sub-components easily.

In the section 3.1 we briefly describe the main architecture of the framework
which was created in cooperation with Tomáš Grošup [38] and Přemysl Čech [39].
In further sections will be described components which are related to this thesis
and were developed by the author of this thesis.

3.1 Framework Basics

The framework is written in the C# 5.0 language and is separated into several
projects — each project is a separate assembly. The framework is built as a
web server application with ASP.NET MVC and ASP.NET WebAPI frameworks.
However for the purpose of this thesis just some core parts were reused since there
is no graphic interface.

Main principles and components related to the subject of this thesis are de-
scribed in the following paragraphs. You can find more information about the
architecture and other parts of the framework in the thesis of Grošup [38], the
main software architect of this framework, or in the documentation of the Explo-
ration framework included in the attachment of this thesis.

3.1.1 Dependency Injection

To ensure easy substitution of components, the framework was built using the
Dependency Injection (DI) design pattern [40]. Individual components do not
create their dependencies directly, but each component requires their lower-level
dependencies as constructor parameters. When the instance of the component
is created, the Inversion of Control (IoC) container (Autofac library [41] in our
case) creates the dependencies based on the registrations of components. This
enables to interchange individual sub-components without the need to touch the
code of the parent components.

The IoC does three following important things:
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• Registration of components — as first, based on the configuration, individ-
ual implementations of the components, that will be used when an instance
of component is required, are registered. Each component registration in-
cludes its scope which determines the life-time of the instance and defines
when a new component instance is created and when existing instance is
reused.

• Resolving of components — when an instance of a component is requested,
the IoC container resolves the requested instance of component based on
the rules from component registrations. This is done recursively from the
requested component to their dependencies.

• Releasing of components — the IoC container guarantees correct releasing
of the created instances.

Two types of the components registrations are used in the framework — regis-
trations fixed in the code and registrations based on the configuration parameters.
In the second case the common use case is that we have several implementations
of some interface and e.g. user can select, in the GUI, which implementation
would be used. This is also used in the benchmarks — e.g. the requested imple-
mentation of the feature extractor is chosen by the value taken from benchmark
configuration, that is produced dynamically.

3.1.2 Caching the Results

To compute reusable results only once, some data are cached and can be re-used
in the next computations. In the context of this thesis, it is extremely useful
for benchmark data sources, where extraction of features from images and their
aggregation into the VLAD vectors or feature signatures are time-consuming
operations. Changing some of the configuration parameters does not need to
recompute the whole data source, but it just influences the subsequent operations.
In that case we reuse the existing data source and modify it to match the requested
configuration. The examples of these parameters are e.g. values of α, λ or flag
whether the residual normalization would be applied to the VLAD vectors.

Each serializable class can be persistently stored and later loaded using the
class PersistentCache, the caller just has to build the unique key that is used
for storing and retrieving the data.

3.2 Main Components

In this section we briefly describe the main components that are used in programs
related to this thesis.

3.2.1 Data Sources

A data source contains data structures that store extracted data from images
(e.g. feature signatures) and methods that manage the extraction of this data.
The extraction is not executed by the data source itself, it just calls proper
subcomponents.
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In the exploration framework there are several built-in data sources, e.g. data
source that downloads images from fulltext search results or data source that
loads images from a personal Facebook account. For the needs of this thesis we
created two data source implementations: BenchmarkSignatureDataSource and
BenchmarkBoWDataSource. The first one extracts and stores the feature signa-
tures from the provided images, the second one stores the extracted bags of visual
words. The bags of visual words are generic and they can be products of aggre-
gation into the VLAD vectors or into the standard bag-of-words representation.
The data source has no impact on used aggregation method — it is determined
by the registrations of sub-components of BagOfWordsDescriptorCreator.

In figure 3.1 you can see a basic diagram of dependencies in the data source
BenchmarkBoWDataSource. Only components related to this thesis are displayed,
trivial dependencies (e.g. dependency on SimilarityConfiguration) are also
hidden in this diagram.

BenchmarkBoWDataSource

BagOfWordsDescriptorCreator

IFeatureExtractor IBagOfWordsBuilder IVectorNormalizer

SiftExtractor SurfExtractor VladBuilder

VocabularyBuilder

L2VectorNormalizer

Figure 3.1: Basic diagram of dependencies in BenchmarkBoWDataSource. Blue
items are concrete implementations, green items are interfaces. Arrows denote
dependency between components, class connected with a line with an interface
means that class can be registered as an interface implementation in the IoC
container.

3.2.2 Feature Extractors

In this thesis three different feature extractors were used. The SiftExtractor,
the SurfExtractor and the PctSignatureExtractor. First two extractors pro-
duce a set of extracted features for each image, unlike the PctSignatureExtractor
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also makes the aggregation into the feature signatures that are returned as the
result.

For extracting SIFT and SURF features we use extractors from EmguCV
library [42] — a .NET wrapper to the OpenCV library [43].

The PctSignatureExtractor uses the implementation provided by the au-
thors of feature extraction algorithm [13].

3.2.3 Bag of Words Builders

For an aggregation of the image features into the feature histograms, there are two
different BoW builders implemented — VLADBuilder and BagOfWordsBuilder.
Both of them aggregate a set of features into the histograms based on the im-
plemented rules and the provided vocabulary. Existing vocabulary can be loaded
from the cache or when there is no suitable one, a new vocabulary is trained.

Vocabulary Builder

The vocabulary is trained from all the features from all the images in the dataset
using the K-means BoW trainer from EmguCV library [42].

3.2.4 Distance Providers

Distance providers are responsible for computing the distance between objects
from given type of data source. Please note that only identifiers of the objects
are given when the distance is computed, the provider takes the required data
from the data source itself.

In this thesis we used these providers: the SqfdDistanceProvider and the
PmhdDistanceProvider for computing the SQFD and PMHD distances for fea-
ture signatures and L2DistanceProvider for computing distances between his-
tograms.

The SqfdDistanceProvider and the PmhdDistanceProvider were imple-
mented together with other authors of the framework.

3.3 Implementations of Benchmarks

For every benchmark mentioned previously in this thesis was created a class
that implements interface IBenchmark. It provides methods for the complete
evaluation, starting with getting all images, ending with calculation of precision.
The signature of the IBenchmark interface is following:

public interface IBenchmark

{

List<StaticImage> GetAllImages();

List<BenchmarkQuery> GetQueries();

bool CanBeQueryImage(StaticImage image);

double ComputeAveragePrecision(BenchmarkQuery query,

List<StaticImage> result);

uint kNNResultSize { get; }

}
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Please note that images from the datasets are not included in the attachment
due to the copyrights. But you can find instructions where to get the data in the
benchmarks documentation in attachment.

3.3.1 Benchmark Configurations

In the framework there is one main configuration class SimilarityConfiguration
that keeps all settings related to the similarity models that are used across the
whole framework. This class e.g. includes parameters that are used in the feature
extraction, vocabulary creation or in building the VLAD vectors.

For the purpose of this thesis we derived from SimilarityConfiguration

a new child class called BenchmarkSimilarityConfiguration, where there are
additional parameters used by benchmarks.

There are also two classes called BenchmarkSignatureConfigurationProvider

and BenchmarkBoWConfigurationProvider, which provide predefined configura-
tions that can be used in the benchmark evaluations.

3.3.2 Benchmarks Evaluation

We implemented two classes that are used for evaluating of benchmarks. These
classes are called BenchmarkBoWEvaluator and BenchmarkSignatureEvaluator.
You can find there methods that can be called by any other applications as well
as methods that are created as NUnit test framework [44] methods. They can be
run or debugged directly from the development environment using any installed
NUnit tests runner.

Both evaluators are using different data sources and also there are some spe-
cific operations for each model, but the basic scenario how the benchmark is
evaluated is as follows:

• Get benchmark configuration from the configuration provider.

• Select the proper size of the images.

• Create the instance of a benchmark class.

• Register components in the IoC container based on the benchmark config-
uration.

• Build the identifier of the data source and try to get cached data source. If
the data source was not cached, build a new instance of the data source.

• Prepare the data source to match the requested benchmark configuration
(e.g. set correct α or λ values)

• Optional: look for the computed distance matrix in the PersistentCache.
If the distance matrix is found, skip the next step.

• Initialize the requested distance provider and create index that is used for
executing k-NN queries.

• Using the created index or loaded distance matrix, evaluate all the bench-
mark queries.
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• Optional: store the computed distance matrix in the PersistentCache.

• Evaluate the precision of all benchmark queries.

• Write the results in the file.

3.4 Other Tools

For debugging the PCT features [13] extraction and aggregation into the feature
signatures we developed a small tool that can be used for visualization of extracted
data. You can find it in class SignatureVisualizer. As well as benchmark
evaluators, it can be launched as NUnit [44] test, also the basic scenario, how it
works is very similar. As first it requires building the data source. When there
is a cached instance, it is used, otherwise a new data source is created.

In figure 1.1 you can see the sample that was produced by this tool.
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4. Results

This chapter refers to the results measured on the benchmarks introduced in
chapter 2 using the implementation described in chapter 3.

Results presented in this chapter are focused on retrieval precision of models.
Another important quality indicator is the efficiency of the retrieval process that
is not much discussed in this thesis. Required efficiency usually varies depend-
ing on the type of application, size of the dataset and other factors. Different
search engines have various performance bottlenecks and it is up to the authors
to balance precision and performance requirements for a given application.

All the data presented in this chapter can be found in the spreadsheet includ-
ed in the attachment. There are all charts used in this section as well as raw
computed data that can be also used for further analysis.

4.1 Configuration

All results were computed using the models that were described in chapter 3.
These models have a lot of configuration parameters which influence the resulting
precision. It was not possible to try all the meaningful values for all parameters
because of a big amount of parameters — the number of required simulations
depends exponentially on the count of examined parameters and there can also
be correlations among different parameters. For this reason, we selected several
parameters for which we supposed that they will have the biggest impact on
results. The main goal is to discuss the impact of the image size to the optimal
values of these parameters.

Models used in this thesis can be divided into two categories — signature-
based models and BoW-based models.

4.1.1 Signature Based Model

This model is based on PCT features described in section 1.2.3, aggregated into
the feature signatures representation described in section 1.3.3 and on distance
functions suitable for feature signatures (SQFD and PMHD) described in section
1.1.2.

Feature Extraction and Aggregation

The process of feature extraction and aggregation into the feature signatures has
several parameters, here are the most important ones:

• Number of sampling points and initial number of clustering seeds.

• The distribution used for generating the sampling points — whether uni-
form or normal distribution is used, and when normal distribution is used,
the value of standard deviation.

• Minimal square distance and minimal cluster weight — this is used during
the K-Means clustering. Default values (0.08 and 8) were used, as a future
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work it could be examined whether these values shouldn’t been adjusted
with increasing number of sampling points.

• Weights of the components of the signature — it is possible to give larger
weight e.g. to the colour part of the feature. We kept equal weight of all
components. Optimal values of the weights varies a lot depending on the
dataset and also it is possible to control the weights of the feature parts
during the distance computation, although weighting during the extraction
can lead to even better results.

Impact of these parameters is discussed in section 4.2.1

Distance Functions

We have used two distances for the feature signatures SQFD and PMHD. The
SQFD was used with Gaussian similarity function defined in section 1.1.2. This
function has a parameter Alpha (α). Impact of its value is discussed in section
4.2.2 further in this thesis.

In both functions we applied L2-weighted ground distance function, in which
we assigned different values to the coefficient that weights the position component
(x, y), other components had the weight equal to 1. Further in this thesis the
weight of the position component is called Lambda (λ) and we assigned its value
from interval [0.1, 10].

4.1.2 BoW Based Model

As a representative of the BoW-based models we selected the VLAD model. It is
one of the state-of-the-art extensions of the BoW model, which outperforms the
BoW both in case of accuracy and efficiency and it is easy to be implemented
and debugged.

Feature Extraction

We used the VLAD-based models with two well-known local feature extractors
— SIFT and SURF, both were briefly described in sections 1.2.1 and 1.2.2. For
both SIFT and SURF we used extractors from EmguCV library [42] with default
extraction parameters recommended by the documentation [45], with unrestricted
number of features per image.

VLAD Parameters

The VLAD-based models have two main parameters — the size of the VLAD
vector K (number of centroids in a vocabulary — we used predefined values from
interval [1, 2048]) and a flag if the residual normalization described in section
1.3.2 would be used. The advantage of residual normalization is that it can be
applied to the VLAD vectors, created without residual normalization, just before
the distance computation. It means that vocabulary creation and assignment of
features to the closest centroid, two the most time-consuming operations, can be
done only once per each VLAD size.

The resulting vectors are L2-normalized and L2-distance is used for computing
distance between two vectors.
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Vocabulary Creation

An important part of all the BoW-based models is creating a vocabulary. We use
k-Means-based trainer implementation from EmguCV library [42] with restricted
maximum number of iterations to 5.

Vocabulary is created from all extracted features from all images in a given
dataset. For each dataset, the size of the VLAD vector, the size of images in the
dataset and used feature extractor, its own vocabulary is created.

4.1.3 Images

For purpose of observing the impact of the image size, we created several different
image size classes. Each class represents images from a given dataset that were
resized from original images to a required size with respect to original aspect
ratio. The size is determined by the length of the longer edge of the image where
the length is in pixels and it is taken from the following set: {80, 160, 320, 480,
640, 800, 960, 1120, 1280}. There is also a class, that contains original images
without any resizing, called Original.

If any original image is smaller than requested size, it will be kept in original
size — it means that some images can be smaller than others in the same class,
if they were not big enough in their original size. Further in this thesis we
denote the class of images resized to maximum size of X pixels as a Xpx images,
e.g. 800px means that all images’ size is less than or equal to 800 pixels. Some
datasets do not provide high-resolution pictures, for these benchmarks we use
just a meaningful subset of available image size classes.

4.2 Feature Signatures Approach

In this section we will discuss performance of a model based on the PCT features
aggregated into the feature signatures.

4.2.1 Feature Extraction and Aggregation

At first we need to extract image features and build feature signatures. These
steps are very important — when the feature signatures are extracted wrong, it
influences all the following steps.

Number of Sampling Points

One of the parameter that influences the extracted feature signatures is the num-
ber of sampling points and clustering seeds. Authors of the signature extractor
[13] used the extractor mainly for small images (width and height under 150 pix-
els), we tried to use it also for high-resolution images. For small images there is
empirically obtained optimal value of 2000 sampling points and 500 seeds. With
increasing number of sampling points and seeds (we kept the same ratio, so for
4000 sampling points we used 1000 seeds etc.) the signatures can have larger
amount of centroids, but it also depends on the complexity of the image.

In figure 4.1 there is an example of less complex image with extracted features.
The number of detected centroids did not increase a lot with increasing number
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of sampling points, however in figure 4.2 we can see that the number of centroids
is increasing a lot with increasing number of sampling points.

Figure 4.1: Original less structured image with the width of 800px from the
Holidays dataset [29] and feature signatures extracted from 2000, 4000, 8000 and
16000 sampling points.

Figure 4.2: Original complex image with the width of 800px from the Holidays
dataset [29] and feature signatures extracted from 2000, 4000, 8000 and 16000
sampling points.

However a larger number of centroids does not result in a better accuracy as
shown in figure 4.3. More than 4000 sampling points lead to worse results both
for 160px and 800px images. For 160px images increasing the number of sampling
points from 2000 to 4000 brings a minor improvement, but for 800px images the
growth is more significant.
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images from the Holidays dataset, PMHD distance and λ = 0.1.
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Sampling Distribution

Some benchmarks (e.g. TWIC) are specific because the searched objects are al-
ways placed in the middle of the image. One possible approach how to get a
better precision can be using normal instead of uniform distribution when gener-
ating the sampling points and seeds. In figure 4.4 we can see the original image
from the Holidays benchmark and extracted feature signatures with uniform and
normal distribution.

Figure 4.4: Original 800px image from the Holidays dataset [29] on the left,
feature signatures extracted with uniform distribution in the middle and feature
signatures extracted with normal distribution with σ = 0.3 on the right.

In figure 4.5 we can see the values of the MAP for various benchmarks. Except
the last column, the sampling points were generated from normal distribution
with mean equal to 0.5 and standard deviation equal to σ. When the randomly
generated value was out of required interval [0, 1], a new value was generated.

Only in the TWIC benchmark the usage of normal distribution brings a sig-
nificant improvement, but in other benchmarks when normal distribution with
σ = 0.3 is used, the resulting MAP is approximately the same as when uniform
distribution is used. It seems that normal distribution with σ = 0.3 is the opti-
mal value — in no benchmark it decreases the MAP significantly but for some
datasets it can improve the precision a lot.
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4.2.2 Distance Functions

In both SQFD and PMHD distance functions we use the parameter λ. In this sec-
tion we show that the correct value of λ parameter can lead to a better precision.
In SQFD distance we have one additional parameter α, its value on precision is
also discussed in this section.

Weighting Centroid Distances

The lower is the value of λ the lower is the weight of position, when the distance
between two centroids is computed. For λ > 1 the weight of position is more
important than the colour, contrast and entropy, for λ < 1 the weight of position
is lower than the weight of other parts.

It was expected that the optimal value of λ would depend on the dataset, but
it is interesting that it also depends on the distance that is used. As we can see in
figure 4.6, in Holidays dataset the lower is the value of λ the higher is the MAP
when the PMHD distance is used, but when SQFD distance is used, it leads to
worse result than for neutral value λ = 1. In the Profimedia dataset the difference
is even bigger, the progress of the MAP for various λ is completely opposite for
the PMHD and SQFD distances. In the TWIC benchmark the progress is quite
similar, but the difference of MAPs for lower values of λ is significant.

Please note that the SQFD distance has another parameter α which we did
not fix in figure 4.6, but the best result for all possible α values was taken.
Nevertheless when we fix the value of α to an average value, the values change a
little bit, but the trends between PMHD and SQFD for all benchmarks remain
the same.
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An Optimal Value of Alpha for SQFD

The SQFD distance with the Gaussian function requires a value for parameter α.
An advantage of this parameter existence is that we can control the indexability,
a disadvantage is that some values can decrease the precision. As it is shown in
figure 4.7, the optimal value depends a lot on the dataset — a larger α in the
Holidays benchmark leads to a better precision, but in the TWIC and Profimedia
the optimal value of α is much smaller.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0 . 1 0 . 9 1 . 7 2 . 5 3 . 3 4 . 1 4 . 9 5 . 7 6 . 5 7 . 3 8 . 1 8 . 9 9 . 7 1 0 . 5 1 1 . 3 1 2 . 1 1 2 . 9 1 3 . 7 1 4 . 5 1 5 . 3

M
A

P

SQFD alpha

The impact of SQFD alpha on the MAP for various benchmarks

Inria Holidays

Profimedia

TWIC

Figure 4.7: The MAP for various benchmarks with 160px images, SQFD distance
and uniform sampling.
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Correlation between Alpha and Lambda

In the previous two sections the optimal values of α and λ were discussed sepa-
rately. Here we show that there is a correlation between values α and λ.

In figures 4.8 and 4.9 we can see the values of the MAP depending on the
values α and λ. For both benchmarks we can see that the best results were
obtained for low values of α and higher values of λ.

On the contrary, in figure 4.10 we can see that the optimal values for the
Holidays dataset are completely opposite — we get the highest MAP for high α
values and intermediate λ values.

λ \ α 0.1 0.9 1.7 2.5 3.3 4.1 4.9 5.7 6.5 7.3 8.1 8.9 9.7 10.5 11.3 12.1 12.9 13.7 14.5 15.3

0.1 0.16 0.20 0.21 0.21 0.21 0.21 0.20 0.20 0.20 0.19 0.19 0.19 0.19 0.18 0.18 0.18 0.18 0.17 0.17 0.17

0.2 0.16 0.21 0.22 0.22 0.22 0.22 0.21 0.21 0.21 0.21 0.20 0.20 0.20 0.20 0.20 0.19 0.19 0.19 0.19 0.19
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0.7 0.17 0.22 0.24 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.24 0.24 0.24 0.23 0.23 0.23 0.22 0.22 0.21

0.8 0.17 0.23 0.25 0.25 0.26 0.26 0.26 0.26 0.26 0.25 0.25 0.25 0.24 0.24 0.24 0.23 0.23 0.22 0.22 0.22

0.9 0.17 0.23 0.25 0.26 0.26 0.26 0.26 0.26 0.26 0.26 0.25 0.25 0.25 0.24 0.24 0.23 0.23 0.23 0.22 0.22

1 0.17 0.23 0.25 0.26 0.27 0.27 0.27 0.27 0.26 0.26 0.26 0.25 0.25 0.24 0.24 0.24 0.23 0.23 0.22 0.22

2 0.17 0.25 0.28 0.29 0.30 0.30 0.29 0.29 0.28 0.28 0.27 0.27 0.26 0.25 0.25 0.24 0.23 0.23 0.22 0.22

3 0.18 0.27 0.30 0.31 0.31 0.31 0.31 0.30 0.29 0.28 0.27 0.27 0.26 0.25 0.24 0.23 0.23 0.22 0.21 0.20

4 0.18 0.29 0.32 0.32 0.32 0.32 0.31 0.30 0.29 0.28 0.27 0.26 0.25 0.24 0.23 0.22 0.21 0.20 0.19 0.18

5 0.19 0.30 0.33 0.33 0.33 0.32 0.31 0.30 0.29 0.28 0.27 0.26 0.24 0.23 0.22 0.21 0.20 0.19 0.18 0.17

6 0.19 0.31 0.33 0.34 0.33 0.32 0.31 0.30 0.29 0.27 0.26 0.25 0.23 0.22 0.21 0.19 0.18 0.17 0.16 0.15

7 0.19 0.31 0.34 0.34 0.33 0.32 0.31 0.30 0.28 0.27 0.25 0.23 0.22 0.21 0.19 0.18 0.17 0.16 0.15 0.14

8 0.20 0.32 0.34 0.34 0.33 0.32 0.31 0.29 0.27 0.26 0.24 0.22 0.21 0.19 0.18 0.17 0.16 0.15 0.14 0.13

9 0.20 0.33 0.35 0.34 0.33 0.32 0.30 0.28 0.27 0.25 0.23 0.21 0.20 0.18 0.17 0.16 0.15 0.14 0.13 0.12

10 0.20 0.33 0.35 0.34 0.33 0.31 0.30 0.28 0.26 0.24 0.22 0.20 0.19 0.17 0.16 0.15 0.14 0.13 0.12 0.12

TWIC

Figure 4.8: MAPs for combinations of α and λ on the TWIC benchmark, 160px
images, 2000 sampling points, uniform sampling
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λ \ α 0.1 0.9 1.7 2.5 3.3 4.1 4.9 5.7 6.5 7.3 8.1 8.9 9.7 10.5 11.3 12.1 12.9 13.7 14.5 15.3

0.1 0.25 0.30 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.31 0.31 0.31 0.30 0.30 0.29 0.29 0.29 0.28 0.28

0.2 0.25 0.30 0.32 0.33 0.33 0.33 0.33 0.33 0.33 0.32 0.32 0.32 0.31 0.31 0.31 0.30 0.30 0.30 0.29 0.29

0.3 0.25 0.31 0.33 0.33 0.34 0.34 0.34 0.34 0.33 0.33 0.33 0.32 0.32 0.32 0.31 0.31 0.30 0.30 0.30 0.29

0.4 0.25 0.31 0.33 0.34 0.34 0.34 0.34 0.34 0.34 0.33 0.33 0.33 0.32 0.32 0.32 0.31 0.31 0.30 0.30 0.30

0.5 0.25 0.31 0.33 0.34 0.35 0.35 0.35 0.34 0.34 0.34 0.33 0.33 0.33 0.32 0.32 0.31 0.31 0.31 0.30 0.30

0.6 0.25 0.32 0.34 0.34 0.35 0.35 0.35 0.35 0.34 0.34 0.34 0.33 0.33 0.32 0.32 0.32 0.31 0.31 0.30 0.30

0.7 0.25 0.32 0.34 0.35 0.35 0.35 0.35 0.35 0.35 0.34 0.34 0.34 0.33 0.33 0.32 0.32 0.31 0.31 0.30 0.30

0.8 0.25 0.32 0.34 0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.34 0.34 0.33 0.33 0.32 0.32 0.31 0.31 0.30 0.30

0.9 0.25 0.32 0.34 0.35 0.36 0.36 0.36 0.35 0.35 0.35 0.34 0.34 0.33 0.33 0.32 0.32 0.31 0.31 0.30 0.30

1 0.25 0.32 0.34 0.35 0.36 0.36 0.36 0.36 0.35 0.35 0.34 0.34 0.33 0.33 0.32 0.32 0.31 0.31 0.30 0.30

2 0.26 0.33 0.36 0.37 0.37 0.37 0.37 0.36 0.36 0.35 0.35 0.34 0.33 0.33 0.32 0.31 0.31 0.30 0.29 0.28

3 0.26 0.34 0.37 0.37 0.37 0.37 0.37 0.36 0.36 0.35 0.34 0.33 0.33 0.32 0.31 0.30 0.29 0.28 0.27 0.27

4 0.27 0.35 0.37 0.38 0.38 0.37 0.37 0.36 0.35 0.34 0.33 0.33 0.32 0.31 0.30 0.29 0.28 0.27 0.26 0.25

5 0.27 0.35 0.37 0.38 0.37 0.37 0.36 0.36 0.35 0.34 0.33 0.32 0.30 0.29 0.28 0.27 0.26 0.25 0.24 0.23

6 0.27 0.36 0.37 0.38 0.37 0.37 0.36 0.35 0.34 0.33 0.32 0.30 0.29 0.28 0.27 0.26 0.24 0.23 0.22 0.21

7 0.27 0.36 0.37 0.37 0.37 0.36 0.35 0.34 0.33 0.32 0.31 0.29 0.28 0.27 0.25 0.24 0.23 0.21 0.20 0.19

8 0.28 0.36 0.37 0.37 0.37 0.36 0.35 0.34 0.32 0.31 0.30 0.28 0.27 0.25 0.24 0.23 0.21 0.20 0.19 0.17

9 0.28 0.36 0.37 0.37 0.36 0.35 0.34 0.33 0.31 0.30 0.29 0.27 0.26 0.24 0.23 0.21 0.20 0.19 0.17 0.16

10 0.28 0.36 0.37 0.37 0.36 0.35 0.33 0.32 0.31 0.29 0.28 0.26 0.24 0.23 0.21 0.20 0.19 0.17 0.16 0.15

Profimedia

Figure 4.9: MAPs for combinations of α and λ on the Profimedia benchmark,
160px images, 2000 sampling points, uniform sampling

λ \ α 0.1 0.9 1.7 2.5 3.3 4.1 4.9 5.7 6.5 7.3 8.1 8.9 9.7 10.5 11.3 12.1 12.9 13.7 14.5 15.3

0.1 0.27 0.38 0.43 0.47 0.49 0.50 0.52 0.52 0.53 0.54 0.55 0.55 0.56 0.56 0.56 0.57 0.57 0.57 0.57 0.57

0.2 0.27 0.39 0.45 0.49 0.50 0.52 0.53 0.54 0.55 0.55 0.56 0.56 0.56 0.57 0.57 0.57 0.58 0.58 0.58 0.58

0.3 0.27 0.40 0.46 0.49 0.51 0.53 0.54 0.55 0.55 0.56 0.56 0.57 0.57 0.57 0.57 0.58 0.58 0.58 0.59 0.59

0.4 0.27 0.41 0.46 0.50 0.52 0.53 0.54 0.55 0.56 0.57 0.57 0.57 0.57 0.58 0.58 0.59 0.59 0.59 0.59 0.59

0.5 0.28 0.41 0.47 0.50 0.52 0.53 0.54 0.56 0.56 0.57 0.57 0.58 0.58 0.58 0.59 0.59 0.59 0.59 0.59 0.59

0.6 0.28 0.42 0.48 0.50 0.52 0.54 0.55 0.56 0.56 0.57 0.58 0.58 0.59 0.59 0.59 0.59 0.60 0.59 0.59 0.59

0.7 0.28 0.43 0.48 0.51 0.53 0.54 0.55 0.56 0.57 0.57 0.58 0.59 0.59 0.59 0.60 0.59 0.59 0.59 0.59 0.59

0.8 0.28 0.43 0.48 0.51 0.53 0.54 0.55 0.56 0.57 0.58 0.58 0.59 0.59 0.59 0.59 0.59 0.59 0.59 0.59 0.59

0.9 0.29 0.43 0.49 0.51 0.53 0.55 0.56 0.56 0.57 0.58 0.58 0.59 0.59 0.59 0.59 0.60 0.60 0.60 0.60 0.60

1 0.29 0.44 0.49 0.51 0.53 0.55 0.56 0.57 0.58 0.58 0.58 0.59 0.59 0.59 0.59 0.60 0.60 0.60 0.59 0.59

2 0.30 0.46 0.50 0.53 0.54 0.55 0.56 0.57 0.57 0.57 0.58 0.57 0.58 0.58 0.58 0.58 0.58 0.58 0.57 0.57

3 0.32 0.47 0.51 0.53 0.54 0.55 0.55 0.56 0.56 0.56 0.57 0.57 0.56 0.56 0.56 0.56 0.56 0.56 0.56 0.55

4 0.33 0.48 0.51 0.53 0.54 0.54 0.55 0.55 0.55 0.55 0.55 0.56 0.55 0.55 0.55 0.55 0.55 0.54 0.54 0.54

5 0.34 0.48 0.52 0.53 0.53 0.54 0.54 0.54 0.55 0.55 0.55 0.55 0.55 0.54 0.54 0.54 0.53 0.53 0.53 0.52

6 0.35 0.49 0.52 0.53 0.53 0.53 0.54 0.54 0.54 0.54 0.54 0.54 0.54 0.53 0.53 0.53 0.52 0.52 0.51 0.51

7 0.35 0.49 0.52 0.53 0.53 0.53 0.53 0.54 0.53 0.53 0.53 0.54 0.53 0.52 0.52 0.51 0.50 0.50 0.49 0.48

8 0.36 0.50 0.52 0.52 0.53 0.53 0.53 0.53 0.53 0.53 0.52 0.52 0.52 0.51 0.50 0.50 0.49 0.48 0.47 0.46

9 0.37 0.50 0.52 0.52 0.52 0.53 0.53 0.52 0.52 0.52 0.52 0.51 0.51 0.50 0.49 0.48 0.47 0.46 0.44 0.43

10 0.37 0.50 0.52 0.52 0.52 0.52 0.52 0.52 0.52 0.51 0.51 0.50 0.49 0.48 0.47 0.46 0.44 0.44 0.42 0.40

Holidays

Figure 4.10: MAPs for combinations of α and λ on the Holidays benchmark,
160px images, 2000 sampling points, uniform sampling
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4.2.3 Feature Signatures and Image Size

As we can see in figure 4.11 the results differ very slightly depending on the image
size. When the PMHD distance is used, we can see a little improvement between
80px and 160px images, but then the results are very stable.

80 160 320 480 640 800 960 1120 1280

PMHD 0.602415297 0.635349108 0.642609323 0.643851979 0.640708352 0.653959367 0.630075621 0.64144622 0.63649926

SQFD 0.573719305 0.580216685 0.581811988 0.579270821 0.577322508 0.575874564 0.569677588 0.570424402 0.56895944
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Figure 4.11: MAPs in the Holidays benchmark for various image sizes. Signatures
were created from 4000 sampling points

SQFD vs. PMHD

In the previous figure we could see that the PMHD distance achieves better
results in the Holidays benchmark for all image sizes. In figure 4.12 we can see a
comparison of distances for different datasets. The results are very similar in all
datasets.

Inria Holidays Profimedia TWIC

PMHD 0.629104203 0.375310856 0.346208965

SQFD 0.597358882 0.376683617 0.347687978
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Figure 4.12: MAPs in various datasets for 160px images, 2000 sampling points
with uniform sampling.
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4.2.4 Dataset Specifics

In measurements of the signature-based models we encountered a few abnormal-
ities that are related to particular datasets.

Holidays Optimal Values

As was shown in the section 4.2.2, some optimal values of parameters for the
Holidays dataset differed significantly from the optimal values for the TWIC or
Profimedia benchmarks. When we look at the Holidays dataset, we can find a
few differences from the TWIC and Profimedia datasets, for example:

• Both the TWIC and Profimedia datasets contain more than 10000 images
whereas the Holidays dataset consists of 1491 images only.

• In the Holidays benchmark there are 500 queries, where for each query
there are only a few relevant images. The TWIC and Profimedia contain
only 200 respectively 100 queries, but there are more than 100 relevant
images for each query. The goal in the Holidays benchmark is to find a few
specific images whereas the goal of other benchmarks is rather the image
classification.

• When we compare the images from all benchmarks, we can see that in the
TWIC and Profimedia datasets the images usually contain the main object
clearly visible in the middle of the image. On the other hand the images in
the Holidays dataset often do not have a main object. The related images
often contain only a part of the query image scene or the composition of the
images is quite different — the positions of the objects in the query image
are different than similar objects in the related images. This is probably
the reason, why we got the best results for lower values of λ, which decrease
the weight of the position.

• All images in the TWIC and Profimedia datasets have the same aspect
ratio — all images are squares — while images in the Holidays dataset have
different aspect ratios and some images are taken as portraits, others as
landscapes. Even for a portrait format query image the relevant images can
be in the landscape format, and vice versa. Since the x and y positions in the
features are normalized into (0, 1) interval without keeping the orientation
of the image, it might be another reason why a decreased weight of position
part of the feature can lead to better results.

Bad Results on the Oxford Dataset

We did not mention the results of the Oxford dataset in this section. The reason
is that the signature-based models have very low precision in this benchmark as
can be seen in figure 4.13. It will be shown in section 4.4 that the VLAD-based
models with SIFT descriptors have significantly better results in this benchmark,
even for very small images.
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Figure 4.13: MAPs for all image sizes from the Oxford dataset, 4000 sampling
points with uniform sampling.

4.3 VLAD Results

In the following paragraphs we will discuss the results of the VLAD-based models.
While signature-based models perform well on small images and with increasing
image size, there is no significant growth of precision, the VLAD-based models
with the local features (SIFT/SURF) have optimal results when they are used
with high-resolution images.

4.3.1 Feature Extractor

First we focused on the comparison of the feature extractors. As can be seen
in figure 4.14, in all benchmarks that provide high-resolution images, the SIFT
significantly outperforms the SURF.
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Figure 4.14: Comparison of the SIFT and SURF extractor for various datasets

We also measured precision on different image sizes, but for all image sizes
the results are the same — the SIFT outperforms the SURF. For lower image
resolution the difference is smaller, with a higher resolution the gap is getting
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bigger. In figure 4.15 there are measured values in the Holidays dataset, in other
benchmarks the results are similar.
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Figure 4.15: Comparison of SIFT and SURF extractor in the Holidays benchmark
for various image sizes

As demonstrated in this section, the SIFT outperforms the SURF descriptors
significantly, for that reason, further in this thesis, if it is not mentioned explicitly,
all models are using SIFT descriptors.

The opposite results to ours — VLAD-based model with SURF has better per-
formance than VLAD-based model with SIFT — are presented by Spyromitros-
Xioufis et al. [46]. They are using different SURF feature extractor implementa-
tion from BoofCV library [47] and it can be the reason of different results. The
performance of various implementations of SURF algorithm can differ, as shown
by Abeles and Peter [48].

4.3.2 Image Size

The size of the images in the dataset has probably the largest impact on the
precision of the VLAD-based models used with SIFT descriptors. In figure 4.16
we can see maximal reached MAPs in various benchmarks for different image
sizes. In every dataset, we can see the same pattern — with an increasing image
size the MAP is also growing until a certain image size. Then, for larger images
the MAP is stagnating or it goes slightly down. But the breakpoint is different for
each dataset — in the Oxford benchmark the precision stops growing for images
larger than 320 pixels, on the contrary in the Holidays benchmark we can see a
massive growth until it reaches 800 pixel images.
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Figure 4.16: The maximal MAP for various benchmarks for different image sizes.

4.3.3 VLAD size

To get optimal results for each image size, it is necessary to adjust other parame-
ters — the settings used for larger images can easily fail for smaller images. One
of the most important parameters of the whole VLAD-based model is the size of
the VLAD vector — the number of centroids in the vocabulary.

As first, we focus on the precision we can get for various VLAD sizes. For all
high-resolution datasets we can get better results with increasing VLAD size as
demonstrated in figure 4.17.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

1 2 4 6 8 1 6 3 2 6 4 9 6 1 2 8 2 5 6 5 1 2 1 0 2 4

M
A

P

VLAD size

The maximal MAP for various VLAD vector size

Inria Holidays

Oxford Buildings

UKBench

Figure 4.17: The maximal MAP for various benchmarks for different VLAD sizes.

However, it is not true, that for all image sizes, the larger is the VLAD vector,
the higher is the precision — for images in lower resolution the excessive enlarging
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of the VLAD vector can be very counterproductive.
In figures 4.18 and 4.20 we can see, that in the Oxford benchmark, larger

VLAD vector leads, with a few exceptions, to better precision for all image sizes.
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Figure 4.18: The Oxford Buildings benchmark — the impact of the VLAD size
on the MAP for various image sizes.

However in the Holidays dataset the situation is quite different, as can be seen
in figure 4.19. The same statement applies just for 800px images and larger. For
smaller images the MAP decreases a lot for larger VLAD sizes.
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Figure 4.19: Holidays benchmark — The impact of the VLAD size on the MAP
for various image sizes.

In figure 4.20 we can see the values of the MAP. In the Oxford dataset there
are no big differences when the image or the VLAD size is changed one level up
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or down. But in the Holidays dataset, we can see a big difference between the
precision for 640px and 800px images for VLADs of size 32 and larger.

80 160 320 480 640 800 960 Original

1 0.10 0.15 0.16 0.16 0.16 0.16 0.19 0.19

2 0.11 0.17 0.20 0.18 0.18 0.18 0.20 0.20

4 0.12 0.22 0.26 0.23 0.23 0.21 0.24 0.25

6 0.11 0.22 0.27 0.25 0.24 0.24 0.25 0.27

8 0.11 0.22 0.28 0.24 0.24 0.25 0.29 0.25

16 0.12 0.24 0.29 0.28 0.27 0.26 0.30 0.33

32 0.13 0.25 0.32 0.31 0.26 0.26 0.32 0.32

64 0.13 0.26 0.33 0.32 0.26 0.27 0.34 0.34

96 0.13 0.26 0.31 0.27 0.35 0.34 0.35 0.35

128 0.14 0.27 0.34 0.35 0.35 0.34 0.36 0.36

256 0.14 0.29 0.36 0.37 0.36 0.37 0.37 0.38

512 0.14 0.29 0.39 0.39 0.39 0.39 0.40 0.41
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1 0.14 0.21 0.31 0.33 0.34 0.35 0.36 0.37 0.37

2 0.17 0.26 0.34 0.37 0.38 0.39 0.39 0.41 0.42

4 0.14 0.26 0.40 0.45 0.44 0.47 0.46 0.46 0.47

6 0.12 0.25 0.40 0.44 0.47 0.49 0.49 0.48 0.51

8 0.09 0.22 0.38 0.46 0.50 0.49 0.50 0.51 0.53

16 0.07 0.13 0.28 0.38 0.46 0.52 0.53 0.55 0.53

32 0.05 0.10 0.21 0.29 0.39 0.54 0.56 0.55 0.54

64 0.04 0.10 0.15 0.20 0.34 0.55 0.55 0.55 0.54

96 0.04 0.10 0.15 0.17 0.24 0.57 0.55 0.55 0.55

128 0.04 0.10 0.14 0.16 0.22 0.57 0.56 0.55 0.54

256 0.04 0.09 0.14 0.14 0.18 0.58 0.56 0.57 0.55

512 0.04 0.09 0.14 0.15 0.18 0.60 0.58 0.58 0.55
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Figure 4.20: The values of the MAP for various image and the VLAD sizes. Data
for the Oxford benchmark are displayed in the table on the left, the right table
shows values for the Holidays benchmark.

Large VLADs with Small Images Abnormality

In the previous section we have shown a big difference of the precision for the
Holidays dataset when 640px and 800px images were used. We tried to examine
this abnormality and to find the reason why there is such a difference between
these image sizes.

First of all we found out that in UKBench, third dataset which provides
mid-resolution images, we can observe similar pattern. In figure 4.21 we can
see that there is also significant difference between precisions of images with size
320px and 480px for larger VLAD vectors.
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Figure 4.21: The UKBench benchmark — The impact of the VLAD size on
UKBench score for various image sizes.

In the second step, we added additional image size classes to the Holidays
dataset — 680px, 720px and 760px images. We wanted to know if we take a
larger granularity of the image sizes, the precisions will spread equally in the
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interval of the precisions that we got for 640px and 800px images or if there will
be some breaking image size where there is a significant growth of precision. As
can be seen in figure 4.22 the breaking image size is between 680px and 720px
images.
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Figure 4.22: The Holidays benchmark — the impact of the VLAD size on the
MAP for image sizes between 640px and 800px.

We also focused on the number of the extracted SIFT features, in figure 4.23
we can see that the average count of the SIFT features per one image increases
linearly, so there is no correlation between the precision and the number of the
extracted SIFT features.
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Figure 4.23: The Holidays benchmark — the average count of the extracted SIFT
descriptors per one image.

4.3.4 Residual Normalization

One of the possible improvements of the VLAD model presented by Delhumeau
et al. [28] is the residual normalization. In figure 4.24 we can see measured MAPs
in the Holidays benchmark when residual normalization is used and when it is
not. To keep the chart readable, we selected only 3 VLAD sizes. For images
smaller than 800px we can see that the residual normalization has negative effect
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on the precision, however for 800px images and larger it adds a few percent to
the MAP value achieved without residual normalization.
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Figure 4.24: The Holidays dataset, MAPs for selected VLAD sizes and all image
sizes, with and without residual normalization.

4.3.5 Low Resolution Images

In figure 4.25 the maximal values of the MAP for various benchmarks for 160px
images depending on the size of the VLAD vector are displayed. While for the
high-resolution images, the larger is the VLAD vector, the larger is the preci-
sion, for three of four low-resolution datasets the precision is decreasing with the
growing size of the VLAD vector. For example, the VLAD of size 32 leads to
2.5 times lower precision than the VLAD of size 4 when used for 160px images,
but for 800px images from the same dataset the larger VLAD leads to the 20%
increase of the precision when compared to the smaller VLAD. The only excep-
tion is the Oxford benchmark, where with increasing size of the VLAD vector the
precision is also increasing.
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Figure 4.25: Impact of VLAD size on MAP for 160px images and various bench-
marks

4.4 VLAD and Signatures Comparison

In the previous sections we have discussed the performance of the VLAD-based
and signature-based models in various conditions. In this section we compare the
results to find situations where one model significantly outperforms the other.

4.4.1 Low Resolution Images

In figure 4.26 maximal MAP values are presented, for benchmarks with im-
ages with the maximal size 160px that were measured by the VLAD-based and
signature-based model with the best found configuration. We can see that for low-
resolution images the signature-based model significantly outperforms the VLAD
model with one exception which is the Oxford benchmark. In section 4.2.4 we
have previously shown that the low precision of the signature-based model in the
Oxford benchmark is not related to the image size, but to the benchmark itself.
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Figure 4.26: The maximal values of the MAP in various benchmarks achieved
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4.4.2 Impact of Image Size

In the previous sections we could see that the best values of MAP in the Holidays
benchmark, both for the VLAD-based and signature-based models, are approxi-
mately the same — 0.638 for the VLAD-based and 0.653 for signature-based. The
highest values of MAP for each image size are displayed in figure 4.27. We can
see that in the Holidays benchmark for images smaller than 800px the signatures
significantly outperforms the VLAD-based models. This fact together with the
performance of signature-based models in TWIC and Profimedia low-resolution
benchmarks could lead to the statement that for smaller images the signature-
based models are better than the VLAD-based models. However, as mentioned
before, the results of signature-based models in the Oxford benchmark are very
poor, even for the smallest 80px images the results of the VLAD-based models
are better, with increasing image size the gap is getting larger.
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Figure 4.27: The precision of the VLAD-based and signature-based models on
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4.4.3 Precisions of Individual Queries

In the comparison of the signature-based and the VLAD-based models, we also
focused on the concrete queries where one of the models failed and the other
one had a good precision. In figure 4.28 we can see the average precision for
each query both for VLAD-based and signature-based models. If the precisions
of both models were similar, the values would be close to the diagonal, but we
can see two groups, where one of the models fails (AP < 0.1) whereas the second
model works well (AP > 0.9).

In figure 4.29 we can see the distribution of precisions in a table with values
grouped into intervals, in figure 4.28 it is not possible to see the number of points
with the same precisions — e.g. in the point with coordinates (1, 1) there are 188
values.
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Figure 4.29: Average precisions of all queries in the Holidays dataset measured
for the VLAD-based and the signature-based model. Data are grouped into
intervals with size 0.1 and each cell contains the number of queries with the
average precision belonging to the corresponding intervals.

From the table we can see that for 188 of 500 queries both models work well
(the upper right corner) and for 44 queries both models fail (the lower left corner).
However there are 77 queries where one of the models fails and the other works
well (the upper left and the lower right corner). We can see examples of images
where one of the model fails in figures 4.30 and 4.31

If we would be able to choose the correct model for each query and use its
result, it would increase the MAP from 0.65 (the MAP of the signature-based
model) to 0.79.

Figure 4.30: An example of two pairs of images from the Holidays dataset [29]
where the signature-based model fails but the VLAD-based model works well. In
both pairs the query image is on the left, the image that should be retrieved is
on the right.
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Figure 4.31: An example of two pairs of images from the Holidays dataset [29]
where the VLAD-based model fails but the signature-based model works well. In
both pairs the query image is on the left, the image that should be retrieved is
on the right.
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Conclusion

In this thesis we have presented numerous measurements where we evaluated the
precision of selected CBIR models on the presented datasets. We investigates
the behaviour of models in different conditions – how various parameters affect
the precision as well as the impact of the image resolution on the precision and
optimal settings.

Presented data may be useful for people who build applications based on the
presented models as well as for further research in this area.

Another contribution of this thesis is the implementation of benchmarks and
other components into the multimedia exploration framework which can be easily
reused for future measurements.

Future Work

There are several things that could be processed in the future work:

• As was shown in section 4.3.1, the precision of used extractor of the SURF
features is not optimal, it is expected that other extractors, e.g. Modified
Upright SURF (MU-SURF) [49] or selected extractors mentioned in the
article by Abeles and Peter [48], could have better precision.

• Other state-of-the-art extensions of the BoW model than VLAD could be
implemented in the multimedia exploration framework. However it is not
expected that the performance will be much different, it would be useful to
prove it in all implemented benchmarks.

• New image features called Caffe [50] were introduced recently. According
to the published results, these new image features have very high precision
on various datasets. It would be useful to have the exact comparison with
models presented in this thesis.
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List of Abbreviations

BoW Bag of Words

CBIR Content Based Image Retrieval

DI Dependency Injection

IoC Inversion of Control

IR Image Retrieval

k-NN k-nearest-neighbours

MAP Mean Average Precision

MU-SURF Modified Upright SURF

PCA Principal Component Analysis

PCT Position Colour Texture

PMHD Perceptually Modified Hausdorff Distance

SIFT Scale Invariant Feature Transform

SQFD Signature Quadratic Form Distance

SURF Speeded Up Robust Features

TWIC Thematic Web Images Collection

VLAD Vector of Locally Aggregated Descriptors

50



Attachments

The following documents or programs can be found on attached DVD:

• PDF version of this thesis

• Stylesheet with all data described in chapter 4

• Source code of the multimedia exploration framework including programs
created for the purpose of this thesis described in chapter 3

• Programmer’s guide to the multimedia exploration framework

• Programmer’s guide to the benchmarks
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