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1. Introduction to
rearrangement-invariant spaces

1. Introduction

In the beginning of the twentieth century, the Lebesgue measure and the Lebesgue integral were

introduced in [22]. Many branches of the temporary mathematics were reformed. Remarkable changes

were made in the theory of ordinary and partial differential equations. The concept of weak solutions to

a given problem required new methods. As a natural response, the Lebesgue spaces Lp were introduced

in 1910 by F. Riesz (see [30]). These spaces were thoroughly investigated afterward and many results

including all their functional properties and boundedness of operators on these spaces were obtained.

On a finite measure space, function spaces Lp form a scale. In 1931 W. Orlicz came up with a much

finer scale of Orlicz spaces LΦ. This scale brought new results especially in Sobolev-type of embeddings

which found their use in PDEs. In the 1930’s the notion of the non-increasing rearrangement of

a function was defined and became popular soon afterward. In 1950 the classical Lorentz spaces

entered the stage (see [23]). In the 1960’s Lorentz spaces with power weights were investigated and

found many applications in the interpolation theory and PDEs. Later on even finer scales like Lorentz-

Zygmund spaces were introduced. Meanwhile since many new measure-based function spaces were

discovered some general type of structure was needed to reflect their common properties. In this view

a concept of Banach spaces seemed to be too general. Therefore in 1956 W. A. J. Luxemburg came up

with Banach function spaces (see [25]).
Still many questions in this field remained open. For instance the boundedness of some classical

operators (like the Hardy-Littlewood maximal operator, the Hilbert transform, the Riesz potential....),

embeddings between these spaces and normability. First papers trying to answer some of these questions

appeared in 1990. In [1] authors were discussing the boundedness of maximal operator and later on

the very same year E. Sawyer in his famous paper [31] characterized the associated spaces and using

his duality result he characterized one case of embeddings between Λ spaces. He also discovered

some equivalent conditions under which Λ is a Banach space. In this paper Lorentz space of type Γ
appeared as the associated space to a Λ space. An avalanche of papers in the 90’s followed. First V.D.

Stepanov and G. Sinnamon in [33, 32] and J. Soria and M. J. Carro in [7] characterized embeddings

between Λ spaces. Further break-through was made by A. Gogatishvili and L. Pick in [15] where

most of the cases of embeddings between Γ and Λ spaces were characterized. The investigation was

definitely closed in [3] (simpler alternative proof can be found in [8]) . Also the functional properties

of these spaces were characterized by this time (see [6, 5, 21]). New direction of research was started

in [11]. In this paper the authors proved equivalence of norm in Grand Lebesgue space and new type

of weighted Lorentz space which they called GΓ (generalized Gamma spaces). For more details see

Subsection4.3. They investigated these spaces further on (see [12, 13]). However they did not obtain

complete results. Many questions remained open. Another possible direction was shown in [15] where

more general form of Gamma spaces with inner weight was considered. In the papers included in this

thesis we solve some of these problems and we shall also obtain some general type of results related

to rearrangement-invariant lattices.

This thesis is structured as follows. The first chapter is an introduction. In the following section

we first define basic notions and recall basic theorems related to theory of Banach function spaces,

non-increasing rearrangement and maximal function. Most of these results can be found in [2]. The

third section is an introduction to weighted Hardy-type inequalities and Lorentz spaces. The fourth

section provides the reader with some applications of Lorentz spaces. The last section gives a summary
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of results contained in this thesis. The papers in the exact form in which they were published, accepted

or submitted follow in the chronological order.

2. Rearrangement-invariant function spaces, basic definitions

Let us start with basic notions. Let (R, µ) be a measure space. We call it a non-atomic measure
space if for every single point x ∈ R we have

µ({x}) = 0.

We say that (R, µ) is σ-finite if there exists a countable set α such that {Ai}i∈α have finite measure

and ⋃
i∈α

Ai = R.

Now let (R, µ) be a σ-finite measure space, define the norm in space Lp(R) (or just Lp if there are no

doubts about the underlying measure space) by

‖f‖p :=

(∫
R
|f|p dµ

) 1

p

,

for 0 < p <∞ and

‖f‖∞ = ess sup

R
|f|.

D 2.1. Let (R, µ) be a σ-finite measure space. Define

(i)

M(R) := {f : R→ [−∞,∞], f measurable}

and we shall denote by M+(R) the set of all non-negative f ∈M.

(ii) We call w a weight if w ∈M+(R). Moreover, when underlying measure space is not specified we

mean a weight on (0,∞) equipped with the Lebesgue measure.

(iii) Let f ∈M(R). Then we define its distribution function by

f∗(t) := µ {|f| > t} ,

the non-increasing rearrangement of f by

f∗(t) := inf {s : f∗(s) ≤ t} ,
and the maximal function by

f∗∗(t) :=
1

t

∫t
0

f∗(s) d s, t ∈ (0,∞).

Note that the norm in the Lebesgue spaces in fact depends only on the measure of level sets. Let us

describe this statement in detail. Observe that f and f∗ have the same distribution function. Therefore,

by Fubini theorem we have

(2.1)

‖f‖pp =

∫
R
|f|p dµ =

∫∞
0

{|f|p > t} d t

=

∫∞
0

f∗(t
1

p ) d t = p

∫∞
0

sp−1f∗(s) d s =

∫∞
0

f∗(s)p d s.

Let us call two functions defined on the same underlying measure space having the same distribution

functions equimeasurable.

D 2.2. Let ‖·‖X :M(R)→ [0,∞] be a functional. Consider the following properties.

(P1) The functional ‖·‖X is a norm.

(P2) If |f(x)| ≤ |g(x)| for µ-a.e. x ∈ R, then ‖f‖X ≤ ‖g‖X.
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(P3) If 0 ≤ fn(x) ↑ f(x) for µ-a.e. x ∈ R, then ‖fn‖X ↑ ‖f‖X.
(P4) Let E ⊂ R and µ(E) <∞, then ‖χE‖X <∞.

(P5) Let µ(E) <∞ then there exists CE such that∫
E

|f| ≤ CE ‖fχE‖X .

(P6) f∗ = g∗ then ‖f‖X = ‖g‖X.
Set

X := {f ∈M(R) : ‖f‖X <∞} .

If ‖·‖X satisfies

(i) (P1)-(P5) then we call X a Banach function space (sometimes we shall use BFS for short);

(ii) (P1)-(P6) then we call X a rearrangement-invariant Banach function space;
(iii) if the functional is positively homogeneous (P2), (P6) are satisfied and ‖f‖X = 0 if and only if

f = 0 µ-a.e., then we call X a rearrangement-invariant lattice.
(iv) If (P2)-(P4) are satisfied, the functional is positively homogeneous and instead of (P1) we have

only

‖f+ g‖X ≤ C(‖f‖X + ‖g‖X),
then we call X a quasi Banach function space (or QBFS for short).

E 2.3. (i) Lp spaces are r.i. Banach function spaces for p ≥ 1. Indeed (P6) was checked

in (2.1). (P1) is Minkowski inequality (see [24]). (P2) and (P4) are observed immediately, (P3)

follows from the monotone convergence theorem. Let E be a set of finite measure. We have∫
E

|f| dµ =

∫
R
|fχE| dµ ≤ ‖χE‖p ′ ‖f‖p .

Set CE := ‖χE‖p ′ and we obtain (P5)

(ii) Let 0 < p < 1. Consider Lp space. We have

(2.2) ‖f+ g‖p ≤
(∫
R
(|f|+ |g|)p

) 1

p

≤
(∫
R
|f|p + |g|p

) 1

p

≤ 2

1

p
−1(‖f‖p + ‖g‖p).

On the other hand by plugging into (2.2) characteristic functions of disjoint sets of the same

measure, one can immediately see that the constant on the right-hand side is the best possible

and therefore ‖ · ‖p is not a norm. But on the other hand one can readily check that (P2)-(P4) are

satisfied, while (P5) fails. Therefore Lp is a quasi Banach function space for p < 1.

(iii) Let w be a weight function on R. Then the weighted Lebesgue space given by

‖f‖Lpw(R) :=

(∫
R
|f|pw dµ

) 1

p

satisfies (P1),(P2) and (P3). But (P6) fails unless w is not a constant function. (P4) and (P5) are

dependent on the weight function w. If w ∈ L1
loc

then we have (P4). If w
− 1

p ′ ∈ L1
loc
, we have∫

E

|f| dµ ≤
∫
R
|f|w

1

pw− 1

pχE dµ ≤ ‖fχE‖Lpw(R)

(∫
E

w
− 1

p ′

) 1

p ′

.

(iv) Let R = N and let µ be the counting measure. Define

‖x‖Y := sup

n∈N
|xn|+ lim sup

n∈N
|xn|

One can readily check that (P1), (P2), (P4), (P5) and even (P6) hold. The only axiom that fails is

(P3).
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Let p ∈ [1,∞]. We shall use the symbol p ′ for a quantity satisfying

1

p
+

1

p ′
= 1.

Riesz’s representation theorem for Lp (p ∈ [1,∞)) spaces asserts that if H ∈ (Lp)∗ then there exist

h ∈ Lp ′ such that

H(f) =

∫∞
0

h(s)f(s) d s.

Now, using the saturated Hölder inequality, we obtain

‖H‖(Lp)∗ = ‖h‖p ′ .

This leads to the definition of associated space. Given a Banach function space X we may define

‖f‖X ′ := sup

‖h‖X≤1

∫
R
fh dµ.

The associated space does not always coincide with the dual space. A very simple counter-example is

the space L∞. However, if we associate a function f ∈ X ′ with the functional

h 7→ ∫
R
fh dµ.

then we have X ′ ⊂ X∗. It is not difficult to verify that if X is a Banach function space then the

associated space is a Banach function space as well (see [2, Theorem 2.2]). We may also consider

second associated space X ′′ = (X ′) ′. If X is a BFS then X ′′ coincides with X and we have ‖f‖X ′′ = ‖f‖X
(for proof see [2, Theorem 2.7]).

D 2.4 (Embedding, optimal constant of embedding). Let X0, X1 be r.i. lattices of functions

in M(R).
(i) We say that X0 is continuously embedded (or just embedded for short) into X1, writing

X0 ↪→ X1,

if there exists 0 < C <∞, such that

‖f‖X1

≤ C ‖f‖X0

∀f ∈M(R).
(ii) Set

Opt(X0, X1) := sup

f∈M(R)

‖f‖X1

‖f‖X0

.

with the convention
∞∞ = 0

0
= 0.

Let us mention that if X, Y are two BFS and X ⊂ Y then X ↪→ Y (see [2, Theorem 1.8]).

D 2.5 (Sum and intersection of spaces). Let X0, X1 be r.i. lattices of functions in M(R).
We define

(i)

X0 + X1 :=
{
f ∈M(R); ‖f‖X0+X1

<∞} ,
where

‖f‖X0+X1

= inf

g

(
‖g‖X0

+ ‖f− g‖X1

)
(ii)

X0 ∩ X1 :=
{
f ∈M(R) ‖f‖X0∩X1

= ‖f‖X1

+ ‖f‖X0

<∞} ,
R 2.6. (i) Let X be any Banach function space then we have

L1 ∩ L∞ ↪→ X ↪→ L1 + L∞.
4



(ii) If moreover µ(R) <∞, then

L∞ ↪→ X ↪→ L1.

(iii) It is shown in [29, Chapter 7, Remark 7.12.4] that

‖f‖L1+L∞ =

∫
1

0

f∗(t) d t = sup

µ(E)=1

∫
E

|f|.

Now we may consider operators between r.i. lattices. We say that an operator T is bounded from

X to Y if and only if

‖Tf‖Y ≤ C ‖f‖X
and write T : X → Y. The least possible constant of this inequality is the norm of the operator T from

X to Y. If T ′ is an operator such that ∫
R
(Tf)g dµ =

∫
R
f(T ′g) dµ,

we call T ′ a conjugated operator of T. Now note that T : X → Y if and only if T ′ : X ′ → Y ′. Let

(R, µ), (S, ν) be two measure spaces. We shall say that an operator T : A → B where A ⊂ M(R) and

B ⊂M(S) are linear sets, is quasi-linear if there exists K ∈ (0,∞) such that

T(f+ g) ≤ K(Tf+ Tg) ∀f, g ∈ A.

One of the most significant of these operators is the Hardy-Littlewood maximal operator. Let f : Rn → R,
define

(2.3) Mf(x) := sup

B3x
−

∫
B

|f(y)| dy,

where the supremum on the left-hand side is taken over all balls containing x. Now, by the Lebesgue

differentiation theorem we conclude that

|f(x)| ≤Mf(x) for a.e. x ∈ Rn.

This operator first appeared in 1930 in famous paper of Hardy and Littlewood (see[18]) in one dimen-

sional case. In 1939 it was defined for arbitrary dimension by Wiener. It was shown by Riesz in one

dimension in 1933 and later by Wiener in the general case that

(2.4) (Mf)∗ . f∗∗.

The converse inequality

(2.5) f∗∗ . (Mf)∗,

was proved in 1967 by Herz.

D 2.7. Given a r.i. lattice X we may define it’s fundamental function, by

ϕX(t) := ‖E‖X ,

where E ⊂ R is an arbitrary measurable set with µ(E) = t.

Note that there is a close relation between a fundamental function of a Banach function space X
and it’s associated space X ′ which reads

(2.6) ϕX(t)ϕX ′(t) = t ∀t ∈ (0,∞).

For a proof see [2, Theorem 5.2., pg 66]
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D 2.8. Let X be a Banach function space. We say that f ∈ X has an absolutely continuous
norm in X if for every sequence of En ⊂ R such that χEn ↓ 0 a.e. then

‖fχEn‖X ↓ 0.
Denote the set of all functions with absolutely continuous norm by Xa. If Xa = X we say that X has
an absolutely continuous norm.

T 2.9. Let X be a Banach function space. Then X is reflexive if and only if both X and X ′
have absolutely continuous norm.

Define the norm in weighted Lebesgue space by

‖f‖Lpw :=

(∫∞
0

f(s)pw(s) d s

) 1

p

.

D 2.10. Let ϕ : [0,∞)→ [0,∞) be a function satisfying

(Y1) ϕ(0) = 0;

(Y2) ϕ(s) > 0 for s > 0;

(Y3) ϕ is right-continuous;

(Y4) ϕ is non-decreasing on [0,∞);
(Y5) lim

t→∞ϕ(t) =∞.

Then we call

Φ(t) :=

∫t
0

ϕ(s) d s

a Young function.

D 2.11 (Orlicz Spaces). Let ϕ : [0,∞) → [0,∞) be a continuous increasing function with

ϕ(0) = 0 and ϕ(∞) =∞. Given a f ∈M(R) define

Lϕ :=

{
f ∈M(R) : ∃λ ∈ (0,∞) :

∫
R
ϕ (λ|f|) dµ <∞} .

If Φ is a Young function we call LΦ an Orlicz space. Define the norm in Orlicz space by

‖f‖LΦ := inf

{
λ :

∫
R
Φ

(
|f|

λ

)
dµ ≤ 1

}
.

Note that the Orlicz spaces are another examples of r.i. BFS. Now we may also define weighted Orlicz
spaces, which generalize both Lebesgue weighted and Orlicz spaces, whose norm is defined by

(2.7) ‖f‖Lϕw := inf

{
λ :

∫
R
ϕ

(
|f|

λ

)
w dµ ≤ 1

}
,

where w ∈M+(R) is a weight.

3. Hardy inequality and Classical Lorentz spaces

Hardy’s inequality is a very old problem. It’s first appearance took place in 1915 when G. H. Hardy

studied it’s discrete form for the power 2. He needed to find out when the inequality

∞∑
n=1

 1

n

n∑
j=1

aj

2

≤ C
∞∑
n=1

a2n
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holds. This inequality in more general form p ∈ (1,∞) (instead of 2) was proved in 1920. The same

year it’s integral form

(3.1)

(∫∞
0

(
1

t

∫t
0

f(s) d s

)p
d t

) 1

p

≤ p

p− 1

(∫∞
0

f(t)p d t

) 1

p

was proved. It was also shown that the constant on the right-hand side is sharp. Hardy’s inequality

was further investigated. Finally the most general weighted form of Hardy inequality

(3.2)

(∫∞
0

(∫t
0

f(s) d s

)p
w(t) d t

) 1

p

≤ C
(∫∞

0

f(t)qw(t) d t

) 1

q

.

was introduced. We may also consider it’s conjugated variant in the form of

(3.3)

(∫∞
0

(∫∞
t

f(s) d s

)p
w(t) d t

) 1

p

≤ C
(∫∞

0

f(t)qw(t) d t

) 1

q

.

Curious reader may find characterization of both inequalities and their optimal constants for instance

in [29]. These inequalities are very important tool when studying inequalities between weighted spaces.

Lorentz spaces, Lorentz Karamata spaces and others are covered by more general structure called

Classical Lorentz spaces. Their norms are defined in the following way.

D 3.1 (Classical Lorentz spaces). Let 0 < p <∞ and let v be a weight. Define

(i)

‖f‖Λpv =

(∫∞
0

f∗(s)pv(s) d s

) 1

p

and

‖f‖Λ∞
v
:= ess sup

t>0

f∗(t)v(t).

(ii)

‖f‖Γpv =

(∫∞
0

f∗∗(s)pv(s) d s

) 1

p

and

‖f‖Γ∞v := ess sup

t>0

f∗∗(t)v(t)

We may also consider Orlicz-Sobolev space which is a generalization of Lorentz spaces and whose

norm is defined by

(3.4) ‖f‖Λϕ,w := ‖f∗‖Lϕw
Lorentz spaces of the type Λ were first introduced in [23]. In the research of functional properties and

the embeddings between Lorentz spaces, the following statements will be very useful.

T 3.2 (Hardy Lemma). Let f, g ∈ L1
loc
[0,∞) such that∫t

0

f(s) d s ≤
∫t
0

g(s) d s ∀t ∈ (0,∞)

then for all w non-increasing measurable functions the following holds∫t
0

f(s)w(s) d s ≤
∫t
0

g(s)w(s) d s.

For proof see [2, Proposition 3.6].
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T 3.3 (Hardy-Littlewood). Let f, g ∈M(R) then we have∫
R
fg dµ ≤

∫∞
0

f∗(s)g∗(s) d s.

We shall observe that the operator f 7→ f∗∗ is sublinear. Indeed, let be measurable set such that

Et ⊂ {|f+ g| ≥ (f+ g)∗(t)} and µ(Et) = t. Using the Hardy-Littlewood theorem, one can observe that∫t
0

(f+ g)∗(s) d s =

∫
Et

|f| dµ+

∫
Et

|g| dµ =

∫
R
|f|χEt dµ+

∫
R
|g|χEt dµ ≤

∫t
0

f∗(s) d s+

∫t
0

g∗(s) d s.

hence we obtain

(3.5) (f+ g)∗∗(t) ≤ f∗∗(t) + g∗∗(t) ∀t ∈ (0,∞).

One more formula we shall use in the following text is the duality principle. The proof of this statement

is a simple exercise that can be done using saturated Hölder inequality. Let p ∈ (1,∞) then

(3.6)

(∫∞
0

hpw

) 1

p

= sup

g≥0

∫∞
0
hg(∫∞

0
gp
′
w1−p ′

) 1

p ′
.

We also have

sup

g≥0

∫∞
0
hg∫∞

0

g
w

= ess sup

t>0

hw.

Now note that the functional associating function with it’s non-increasing rearrangement is not sub-

linear. This means that we do not know if ‖·‖Λpv is a norm even in the case of p ≥ 1. Therefore the

following questions could come on readers mind.

Q 3.4. (i) For which setting is ‖·‖Λpw a norm?

(ii) For what weights is ‖·‖Λpw at least equivalent to a norm?

(iii) What are the optimal constants of embeddings of types Λ ↪→ Λ, Λ ↪→ Γ , Γ ↪→ Γ and Γ ↪→ Λ?
(iv) For what type of weights are ‖·‖Λpw , ‖·‖Γpw at least quasi-norms?

(v) For what weights are spaces ‖·‖Λpw
Let us go through history and answer every single of these elementary questions. The first question

for p ≥ 1 was answered in the very beginning by Lorentz (see [23]). He found out that ‖·‖Λpw is a

norm if and only if w is non-increasing. The equivalence to a norm is however much more difficult

question. This question was solved by Sawyer in his famous paper (see [31]). Not only this question

was considered here also the dual space was discussed. More precisely Sawyer proved the following

equivalence.

(3.7) sup

f∈M↓
+(0,∞)

∫∞
0
gf(∫∞

0
fpw

) 1

p

≈

[∫∞
0

(∫∞
t

g

V

)p ′
v

] 1

p ′

≈

(∫∞
0

(∫t
0

g

)p ′
v

Vp
′

)
+
‖g‖

1

‖v‖
1

p

1

,

for p > 1 and arbitrary weight w. This equivalence provides a key step in characterization of the

optimal constant of the embedding Λqw ↪→ Λpv . Indeed, we have

sup

f∈M↓
+(0,∞)

(∫∞
0
fpv
) 1

p(∫∞
0
fqw

) 1

q

h=fp
=

 sup

h∈M↓
+(0,∞)

∫∞
0
hv(∫∞

0
hrw

) 1

r

 1

p

,

where r = q
p
. (3.7) together with Hardy lemma implies the following theorem.

T 3.5. Let w, v be weights and let 0 < p ≤ q <∞ then the equality

(3.8)

(∫∞
0

f∗(s)qw(s) d s

) 1

q

≤ C
(∫∞

0

f∗(s)pv(s) d s

) 1

p

8



holds if and only if

A ≈ sup

t>0

V(t)
1

p

W(t)
1

q

<∞.
Moreover the optimal constant of (3.8) is equivalent to A.

Now, one can observe that (3.7) provides the characterization of the associate space to X = Λpv and

we have

‖f‖X ′ =

(∫∞
0

f∗∗(s)
sp
′
v(s)

V(s)p ′
d s

) 1

p ′

.

We can see that the spaces of type Γ appear very naturally as associated spaces to the spaces of type

Λ. Also if we study boundedness of maximal operator on the space lambda by (2.4) and (2.5) we have

‖Mf‖Λpv ≈ ‖f‖Γpv .
Therefore we have to study embeddings of the type Λ ↪→ Γ . Another connection between Λ and Γ
spaces can be found in the following theorem (see [31]) for proof.

T 3.6. Let 1 < p <∞ then the following conditions are equivalent
(i) Λpv is a Banach space (which means ‖·‖Λpv ≈ ‖·‖X where the functional on the right-hand side is a

Banach function norm.)
(ii) Λpv = Γpv in the sense of equivalent norms
(iii)

V(t)
1

p

∫t
0

sp
′−1

V(s)p ′−1
d s ≤ Ct

for some 0 < C <∞ and all t ∈ (0,∞).
(iv)

tp
∫∞
t

v(s)

sp
d s ≤ CV(t),

for some 0 < C <∞ and all t ∈ (0,∞)

The condition (iv) is called Bp condition and if w satisfy Bp we write w ∈ Bp. These results started

a series of papers dealing with embeddings between Lorentz spaces. The embedding (3.8) in the case of

q < p was characterized in [34]. We can also consider embeddings of the following types

(3.9) Λpv ↪→ Γqw,

(3.10) Γpv ↪→ Λqw,

(3.11) Γpv ↪→ Γqw.

The embedding (3.9) was characterized in [31] for 1 < p ≤ q < ∞, in [7] for 0 < p ≤ 1, in [31] for

1 < q < p < ∞, in [7] for 0 < q < 1 < p < ∞. Case 0 < q < p = 1 was characterized in [32] and

the last case of 0 < q < p < 1 was solved in [33]. Embedding (3.10) is fully described in more general

form in [15]. The last embedding can be found in the more general form again in [15] and the last

case (0 < q < p < 1) in [3]. Concerning the other questions the quasi-norm property of Λ spaces was

characterized in [6] and equivalent condition on linearity were given in [9]. Let us conclude this two

results in one theorem.

T 3.7. Let p ∈ (0,∞) and let w be a weight. Then the following conditions are equivalent.
(i) ‖·‖Λpw is a quasi-norm.
(ii) Λpv is a linear set.
(iii) There exists a constant C such that V(2t) ≤ CV(t) for all t ∈ (0,∞).
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A generalization of Gamma space-Γpu (w), whose norm was defined by

‖f‖Γpu (w) :=

(∫∞
0

f∗∗u (s)pv(s) d s

) 1

p

,

where p ∈ (0,∞) and

f∗∗u (t) :=
1

U(t)

∫t
0

f∗(s)u(s) d s

(where f∗∗u (t) is called a maximal function with respect to u) was introduced in [15]. Now note that

for general weight u the functional f 7→ f∗∗u does not have to be sublinear. Therefore we may not

assume Γpu (v) is a space for arbitrary weight u and p ≥ 1 (in fact this is not true). For this space it’s

embedding to Λ spaces were proved in [15]. Converse embeddings were characterized in [14]. Another

way of generalization was made in [11]. The authors were motivated by study of the norm in Grand
Lebesgue space. This space arises from the problems in PDEs (for more information see section4.3).

However authors proved the equivalence between this type of space and the Generalized Gamma Space
for certain setting of parameters. Let p,m ∈ (0,∞) and let w be a weight. Then define the norm in

generalized gamma space by

(3.12) ‖f‖GΓp,mw :=

[∫∞
0

(∫t
0

f∗(s)p d s

)m
p

w(t) d t

] 1

m

.

Two more articles by these authors (see [12, 13]) were devoted to the study of it’s functional properties

(continuity of the norm, characterization of associated norm and reflexivity). However authors did not

reach the complete results.

4. Applications of Lorentz spaces

4.1. Interpolation theory. Let us note that if (R, µ) is a finite measure space, then Lp(R)-spaces
form a scale. Indeed, Hölder inequality implies

Lq(R) ↪→ Lp(R),
provided q ≥ p. This Lp scale plays very important in the interpolation theory. Let us present a very

classical result to illustrate what do we mean.

T 4.1 (Riesz-Thorin’s interpolation theorem). Let (R, µ), (S, ν) be σ-finite measure spaces.
And let T be a linear operator defined on Lp0 +Lp1 (see Definition2.5), T : Lp0(R)→ Lq0 and T : Lp1 → Lq1 .
If p, q are numbers satisfying

1

p
=

1− θ

p0
+
θ

p1

1

q
=

1− θ

q0
+
θ

q1
, for some θ ∈ (0, 1)

Then T : Lp → Lq.

This theorem is very useful in proving boundedness of many operators. It suffices to prove it for

two spaces on the scale and we have boundedness for all the spaces between. But there exists even a

finer scale. If we define

‖f‖Lp,q :=
∥∥∥t 1

p
− 1

q f∗
∥∥∥
q

we obtain the norm in Lorentz Spaces (in fact in case q > p this is not a norm). Again let µ(Ω) <∞.

It is not so difficult to show that

Lp,q(R) ↪→ Lp,r(R) for q < r,

and

Lp0,q0 ↪→ Lp1,q1

if p0 > p1.

10



We can see that Lp,q spaces provides finer scale then Lp. Let us demonstrate their crucial meaning

in interpolation on a simple example. Let us study boundedness of maximal operator from Lp to Lp.
Simple observation shows that M : L∞ → L∞. But it is also relatively easy to realize that M : L1 6→ L1.
So we may not use the Riesz-Thorin interpolation theorem. On the other hand, using Vitali covering

theorem see ([24]) one can prove that

t| {Mf > t} | ≤ C(n) ‖f‖
1
∀t ∈ (0,∞).

Since C(n) is independent of t we may pass to supremum over all t ∈ (0,∞) and deduce

‖Mf‖
1,∞ ≤ C ‖f‖1 .

Now, in the terms of Lorentz spaces we have more powerful tool - Marcinkiewicz interpolation theorem,

which reads as follows.

T 4.2 (Marcinkiewicz interpolation theorem). Let (R, µ), (S, ν) be two σ-finite measure spaces.
Let 1 ≤ p0 < p1 ≤ ∞ and 1 ≤ q0, q1 ≤ ∞. Let T be a quasilinear operator such that T is defined on
Lp0,1 + Lp1,1, T : Lp0,1 → Lq0,∞ and T : Lp1,1 → Lq1,∞. If p, q are numbers satisfying

1

p
=

1− θ

p0
+
θ

p1

1

q
=

1− θ

q0
+
θ

q1

for some θ ∈ (0, 1). Then T : Lp,r → Lq,r, for any 1 ≤ r ≤∞.

Using this theorem one can see that for every p ≥ 1 there exists C such that

‖Mf‖p ≤ C ‖f‖p .

4.2. Optimal Sobolev embeddings. Sobolev spaces are basic instrument in the theory of partial

differential equations and calculus of variations. It is a natural space in which solutions of these

equations should be found. Let us provide the reader with a definition of this space.

D 4.3. Let Ω ⊂ Rn be an open set. Let u ∈ L1
loc
(Ω) let gα be a measurable function such

that ∫
Ω

f(x)Dαϕ(x) d x = (−1)|α|
∫
Ω

gα(x)ϕ(x) d x, ∀ϕ ∈ D(Ω),

where α is a multi-index and D(Ω) is the space of all smooth functions with compact support in Ω.

Then we call gα weak α-partial derivative of f.

Now the norm in Sobolev space is defined in the following way

‖u‖Wk,p :=
∑

|α|≤k,α∈I

‖Dαu‖Lp ,

where I is the set of multi-indexes. To prove existence of solutions of certain type of PDEs it is always

good to have some embeddings theorems like the following one.

T 4.4 (Gagliardo-Nirenberg-Sobolev). Let Ω ⊂ Rn be an open domain, 1 ≤ p < n and set
p∗ := np

n−p . Let u ∈W
1,p
0

(Ω) then there exists C = C(p, n) such that

‖u‖p∗ ≤ C ‖Du‖p .

This theorem can be sharpened, if we consider finer scale of Lorentz spaces. The sharpened version of

Gagliardo-Nirenberg theorem reads as follows.

T 4.5 (Peetre). Let 1 ≤ p < n and set p∗ := np
n−p then there exists C = C(n, p) such that

‖u‖Lp∗,q ≤ C ‖Du‖Lp,q .

11



This embedding is not only sharper than the classical one. If we consider any rearrangement-

invariant function space Y such that

(4.1) W1,p ↪→ Y

then Lp
∗,p ↪→ Y (see [28, 10]). So the space Lp

∗,p
is in some sense optimal range space for (4.1) in the

class of r.i. BFS.

R 4.6. (i) Note that in the case of q > p the functional is not a norm itself.

(ii) For p > 1 the functional f 7→ ‖f‖Lp,q is equivalent to

‖f‖L(p,q) :=
∥∥∥t 1

p
− 1

q f∗∗
∥∥∥
q
,

which is a norm.

4.3. Integrability of Jacobian. Let us consider the following situation. If Ω ⊂ Rn is a given

domain and let f ∈W1,1(Ω,Rn). Denote the Jacobian of f by

Jf = det(Df).

The Jacobian function arises in many various fields of mathematics such as the theory of measure and

integration, degree of a mapping, quasi-conformal mapping theory, nonlinear elasticity... Now one may

ask what is the necessary or sufficient condition for local integrability of Jacobian. First thing that

comes to mind is the condition ∫
Ω

|Df|n d x <∞.
This is clearly a sufficient condition. But is it also a necessary condition? What is the mildest sufficient

condition on Df for local integrability of Jf? If we assume that the mapping f is orientation preserving
which means

Jf ≥ 0 a.e.

then we have that ∫
Ω

Jf log(e+ Jf) d x ≤ C(n)
∫
Ω

|Df|n d x.

This result was proved in [26]. Therefore this condition is strong enough to assure that Jf ∈
(L logL)loc(Ω), where L logL is the Orlicz space with Young function given by

Φ(t) = t log(t+ e).

Now reader might be curious about some better result in the other direction. This result came soon in

[19] and it reads as follows.

T 4.7. Let B ⊂ Rn be a domain, f ∈W1,1(3B,Rn) (where 3B is a ball with same center as B but
with radius three times larger). Let f be an orientation preserving mapping. Moreover let f ∈W1,s(3B,Rn)
for all s < n, such that

sup

1≤s<n

[
(n− s)

∫
3B

|Df|s d x

]n
s

.

Then Jf ∈ L1loc(3B) and the following estimate holds

−

∫
B

|Jf| d x ≤ C(n) sup

1≤s<n

[
(n− s)−

∫
3B

|Df|s d x

]n
s

.
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So if we define

‖f‖p) := sup

1≤s<p

[
(p− s)−

∫
3B

|f|s d x

]p
s

, for p ∈ (0,∞),

which is the norm in Grand Lebesgue space, we obtain that if f is orientation preserving and Df ∈ Lp)loc
then Jf ∈ L1

loc
. In the paper [11] the authors proved that this norm is equivalent to a norm in

Generalized Gamma space. They proved the following equivalence

(4.2) ‖f‖p) ≈
∫
1

0

[∫t
0

f∗(s)p d s

] 1

p
d t

t log
1

p

(
1

t

) .
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2. Summary of papers attached to
the thesis
1. Paper 1: Characterization of associate spaces of weighted Lorentz spaces with applications

This paper is devoted to the study of generalized gamma spaces for definition see (3.12). These

spaces appeared in [11]. Their connection to Grand Lebesgue spaces was obtained here (see (4.2)).

There were two more papers about this type of spaces (see [12, 13]). In these papers the authors

were trying to characterize the associated norm, and to obtain characterization of reflexivity, they also

proved that GΓp,mw is a Banach function space for 1 ≤ p ≤ m ≤ ∞. Concerning the associated norm

authors proved only one-sided estimates that did not meet. Using these results they obtained reflexivity

of these spaces for p ≥ 2. In our paper (see [17]) we improved the results. To avoid emptiness of the

space we have to assume that

(1.1)

∫t
0

w(s)s
m
p ds+

∫b
t

w(s)ds <∞ for every t ∈ (0, b),

First we obtain the following characterization of the associated norm.

T 1.1. Assume that m,p ∈ (0,∞) and let w be a weight on (0,∞) such that (1.1) is satisfied.
Let X = GΓ(p,m,w) and let X ′ be its associate space. Denote

u(t) :=

∫t
0

w(s)s
m
p ds+ t

m
p

∫b
t

w(s)ds, t ∈ (0, b).

(i) Let 0 < m ≤ 1 and 0 < p ≤ 1. Then

‖g‖X ′ ≈ sup

t∈(0,b
2
)

g∗∗(t)
t

u(t)
1

m

.

(ii) Let 0 < m ≤ 1 and 1 < p <∞. Then

‖g‖X ′ ≈ sup

t∈(0,b
2
)

(∫b
t

g∗∗(s)p
′
ds

) 1

p ′
t

u(t)
1

m

.

(iii) Let 1 < m <∞ and 0 < p ≤ 1. Then

‖g‖X ′ ≈

∫ b2
0

sup

y∈(t,b)
g∗∗(y)m

′
y
m ′(p−1)

p
t
m ′
p

+m
p
−1
∫t
0
w(s)s

m
p ds

∫b
t
w(s)ds

u(t)m ′+1
dt

 1

m ′

.

(iv) Let 1 < m <∞ and 1 < p <∞. Then

‖g‖X ′ ≈

∫ b2
0

(∫b
t

g∗∗(s)p
′
ds

)m ′
p ′ t

m ′
p

+m
p
−1
∫t
0
w(s)s

m
p ds

∫b
t
w(s)ds

u(t)m ′+1
dt


1

m ′

+ lim

t→0+

[∫b
t
g∗∗(s)p

′
ds
] 1

p ′

u
1

m (t)
t

1

p .

We characterized full range of parameters for which GΓp,mw is a Banach function space in the

following theorem

T 1.2. Suppose that 1 ≤ p,m <∞ and let w be a weight on (0, b). Then the space GΓ(p,m,w)
is a Banach function space if and only if

(1.2)

∫b
0

min{1, t
m
p }w(t)dt <∞.
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Moreover we characterized the sobolev embedding

(1.3) W1
GΓ(p,m,w)(Ω) ↪→ L∞(Ω).

T 1.3. Let n ∈ N, n ≥ 2. Let m,p ∈ [1,∞) and let w be a weight on (0, 1) such that

(1.4)

∫
1

0

t
m
p w(t)dt <∞.

Then the Sobolev embedding (1.3) holds if and only if one of the following conditions is satisfied:
(i) m = 1, p ∈ [1, n) and

sup

t∈(0, 1
2
)

t
1

n
− 1

p
+1∫t

0
w(s)s

1

p ds+ t
1

p

∫
1

t
w(s)ds

<∞;

(ii) m = 1, p = n and

sup

t∈(0, 1
2
)

t(log 1

t
)

1

p ′∫t
0
w(s)s

1

p ds+ t
1

p

∫
1

t
w(s)ds

<∞;

(iii) m = 1, p ∈ (n,∞) and

sup

t∈(0, 1
2
)

t∫t
0
w(s)s

1

p ds+ t
1

p

∫
1

t
w(s)ds

<∞;

(iv) m ∈ (1,∞), p ∈ [1, n) and∫ 1

2

0

t
m ′
n

+m
p
−1
∫t
0
w(s)s

m
p ds

∫
1

t
w(s)ds(∫t

0
w(s)s

m
p ds+ t

m
p

∫
1

t
w(s)ds

)m ′+1
dt <∞;

(v) m ∈ (1,∞), p = n and∫ 1

2

0

t
m ′
p

+m
p
−1(log 1

t
)
m ′
p ′
∫t
0
w(s)s

m
p ds

∫
1

t
w(s)ds(∫t

0
w(s)s

m
p ds+ t

m
p

∫
1

t
w(s)ds

)m ′+1
dt <∞;

(vi) m ∈ (1,∞), p ∈ (n,∞) and∫ 1

2

0

t
m ′
p

+m
p
−1
∫t
0
w(s)s

m
p ds

∫
1

t
w(s)ds(∫t

0
w(s)s

m
p ds+ t

m
p

∫
1

t
w(s)ds

)m ′+1
dt <∞;

Finally we discused the absolute continuity of the norm in the original and the associated space

with the following results.

T 1.4. Let p,m ∈ (1,∞) and let w be a weight on (0, b). Then the space GΓ(p,m,w) has
absolutely continuous norm if and only if at least one of the following conditions holds:
(1.5) b <∞,
(1.6)

∫b
0

t
m
p w(t)dt =∞.

T 1.5. Let p,m ∈ (1,∞) and let w be a weight on (0, b). Then the associate space to
GΓ(p,m,w) has an absolutely continuous norm.

Using these two results and Theorem 2.9, we obtain the following corollary.

T 1.6. Let p,m ∈ (1,∞) and let w be a weight on (0, b). Then the space GΓ(p,m,w) is
reflexive if and only if at least one of the conditions (1.5) and (1.6) holds.
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2. Paper 2: Normability of Lorentz spaces - an alternative approach

In this paper we consider the problem which was originally solved by Sawyer (see Theorem 3.6).

We take a duality approach, which is a very universal instrument and can be applied in many specific

situations. The fundamental theorem reads as follows.

T 2.1. Let ‖·‖X :M(R)→ [0,∞] be a functional with the following properties.
(i) ‖f‖X = ‖|f|‖X;
(ii) ‖χE‖X <∞ whenever µ(E) <∞;
(iii) for every E of finite measure there exists ∞ > CE > 0 such that

CE ‖fχE‖X ≥
∫
E

|f|dµ.

Then the functional ‖·‖X ′ is a Banach function norm.
Moreover, ‖·‖X is equivalent to a Banach function norm if and only if

‖·‖X ≈ ‖·‖X ′′ .

Since the associated norm to ‖·‖Λpw is known, as well as the second dual were characterized, it

remains only characterize the appropriate embedding of the second dual space. Now, we know that X ′

is a Banach function space and since we know that X ′′ is a Lorentz space of type Γ . The appropriate

optimal constant of

(2.1) X ′′ ↪→ X

may be expressed in the terms of fundamental function (more precisely (2.1) is equivalent to (2.2)).

Since the space X ′′ is rather complicated, we may simplify things by using Theorem 2.6 on the space

X ′ to obtain that

(2.2) ϕX ′′(t) . ϕX(t) ∀t ∈ (0,∞)

is in fact equivalent to

t

ϕX ′(t)
. ϕX(t) ∀t ∈ (0,∞).

Now by calculating the optimal constant of the last inequality we may reprove the Sawyer’s result. We

obtain the following characterization.

T 2.2. Let v be a weight and let 1 < p <∞. The following conditions are equivalent.
(i) Functional ‖·‖Λpv is equivalent to a Banach function norm;
(ii) ∫t

0

sp
′ v(s)

Vp
′(s)

ds . tp
′
V 1−p ′(t), t ∈ (0,∞);

(iii) ∫t
0

sp
′−1

Vp
′−1(s)

ds . tp
′
V 1−p ′(t), t ∈ (0,∞)

Using this approach we may also obtain the characterization in the weak case. The result which

can be with some modifications found in [4] is the following.

T 2.3. Let v be a weight. Let us set

~v(t) := ess sup

s≤t
v(s).

Then the following conditions are equivalent.
(i) Functional ‖·‖Λ∞

v
is equivalent to a Banach function norm;
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(ii)

sup

t>0

~v(t)

t

∫t
0

dz

~v(z)
<∞;

(iii)

Λ∞
v = Γ∞v ;

in the sense of equivalent norms.

3. Paper 3: Note on linearity of rearrangement-invariant spaces

In this paper we consider a general r.i. lattice (see Definition 2.2). In this very general setting we

study when a r.i. lattice is a linear space it turns out that the characterization via dilation operator on

the representation space can be made. We proved the following theorem.

T 3.1. Let X be an r.i. lattice for which there exists a representation functional ‖·‖X.
(i) Assume that the space

X := {f ∈M(0,∞) : ‖f‖X <∞}

is a linear set. Then the space X is a linear set if and only if the following implication holds:

(3.1) if ‖f∗‖X <∞, then ‖E2f∗‖X <∞.
(ii) Assume that ‖·‖X is a quasi-norm. Then ‖·‖X is a quasi-norm if and only if there exists a positive

constant C such that

(3.2) ‖E2f∗‖X ≤ C ‖f
∗‖X .

(iii) Assume that ‖·‖X is a norm. Then ‖·‖X is a norm if and only if

(3.3) ‖E2f∗‖X ≤ 2 ‖f∗‖X .

We used these results in the case of Orlicz-Sobolev lattices. First step is to prove one lemma, which

can be deduces from [27] but since the proof in this book is quite technical and typing style is difficult

to read let us present the lemma with a short proof (which was not included in the paper).

L 3.1. Let ϕ and w be as in Definition 2.11. Then
(i) ‖·‖Lϕw has lattice property,
(ii) Lϕw is a linear set,
(iii) if, moreover, there exists α > 1 such that

(3.4) ϕ(αs) > 2ϕ(s) ∀s ∈ (0,∞),

then ‖·‖Lϕw is a quasi-norm.

P. Statement (i) is obvious, since ϕ is increasing.

(ii) We have

(3.5)

∫∞
0

ϕ

(
f(s) + g(s)

λ

)
w(s) d s

=

∫
{f≥g}

ϕ

(
f(s) + g(s)

λ

)
w(s) d s+

∫
{f<g}

ϕ

(
f(s) + g(s)

λ

)
w(s) d s

≤
∫
{f≥g}

ϕ

(
2f(s)

λ

)
w(s) d s+

∫
{f<g}

ϕ

(
2g(s)

λ

)
w(s) d s

≤ 2max

{∫∞
0

ϕ

(
2f(s)

λ

)
w(s) d s,

∫∞
0

ϕ

(
2g(s)

λ

)
w(s) d s

}
.
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Therefore, if f, g ∈ Lϕw, then there exist λf, λg > 0 for which∫∞
0

ϕ

(
f(s)

λf

)
w(s) d s <∞ ∫∞

0

ϕ

(
g(s)

λg

)
w(s) d s <∞.

Now if we set

λf+g := 2max {λf, λg} ,

then we have ∫∞
0

ϕ

(
f(s) + g(s)

λf+g

)
w(s) d s <∞.

Therefore, f+ g ∈ Lϕw. This establishes assertion (ii).

(iii) Assume that the additional condition (3.4) is satisfied. Without loss of generality we may

suppose that ‖f‖Lϕw ≥ ‖g‖Lϕw . Thus, due to (3.5), we have{
λ :

∫∞
0

ϕ

(
f(s) + g(s)

λ

)
w(s) d s < 1

}
⊃
{
λ :

∫∞
0

ϕ

(
2f(s)

λ

)
w(s) d s <

1

2

}
⊃
{
λ :

∫∞
0

ϕ

(
2αf(s)

λ

)
w(s) d s < 1

}
.

Therefore,

‖f+ g‖Lϕw ≤ 2αmax

{
‖f‖Lϕw , ‖g‖Lϕw

}
≤ 2α(‖f‖Lϕw + ‖g‖Lϕw),

showing the validity of assertion (iii). The proof is complete. �

Combining this lemma with our theorem yields the following characterization of linearity and also

quasi-norm property (which was not included in the paper since it was known). The extended version

of the theorem is the following.

T 3.2. Let ϕ and w have the same properties as in Definition 2.11. Then the following
conditions are equivalent.
(i) Λϕ,w is linear;
(ii)

sup

t>0

W(2t)

W(t)
<∞.

If moreover ϕ(2t) ≤ Cϕ(t) where C is independent of t, both conditions are equivalent to quasi-norm
property of ‖ · ‖Λϕ,w .

4. Paper 4: Normability of gamma spaces

In this paper we focus on the question for which setting is the functional ‖·‖Γpw equivalent to a

norm. One can observe that since the operator f 7→ f∗∗ is sub-additive for p ≥ 1 the question is trivial.

We shall therefore restrict to case p < 1. The result can be deduced from a more complicated theorem

in [20]. Our proof has the advantage that it is straightforward and less technical. First we prove the

following lemma.

L 4.1. Let X be a linear vector space. Let σ : X→ [0,∞) be a positively homogeneous functional.
Then the following conditions are equivalent
(i) σ is equivalent to a norm;
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(ii) there exists a constant C, independent on N, such that

σ

(
N∑
k=1

fk

)
≤ C

N∑
k=1

σ(fk),

for all fk ∈ X.

We used this lemma to prove the main theorem.

T 4.1. Let 0 < p < 1 and let w be a weight. Then the following conditions are equivalent.
(i) The space Γpw is normable.
(ii) Both w(s) and w(s)s−p are integrable on (0,∞).
(iii) The identity

Γpw = L1 + L∞
holds in the sense of equivalent norms.

4.1. Paper 5: Embeddings of classical Lorentz spaces involving weighted integral means.
In this paper we study the optimal constants of the embeddings

(4.1) GΓm1,p1

w1,u1

↪→ GΓm2,p2

w2,u2

,

where

GΓm,pw,u :=
{
f ∈M(R) : ‖f‖GΓm,pw,u

}
,

and

‖f‖GΓm,pw,u
:=

(∫∞
0

[∫t
0

f∗(s)pu(s) d s

]m
p

w(s)ds

) 1

m

.

The optimal constants of such and embeddings are characterized in the case of m2 > p2 in such a

case we use the duality principle ((3.6)) and Fubini theorem and obtain the following equation for the

optimal constant of (4.1).

Copt = sup

f↓

sup
h≥0

∫∞
0
h(t)
∫t
0
f(s)pu(s) d sw(t) d t

‖h‖
L
p ′
2

w
1−p ′
2

‖f‖GΓm1
,p

1

w
1
,u

1


1

p
2

= sup

h≥0

sup
f↓
∫∞
0

∫∞
s
h(t)w(t) d tf(s)pu(s) d s

‖h‖
L
p ′
2

w
1−p ′
2

‖f‖GΓm1
,p

1

w
1
,u

1


1

p
2

.

Now using some results from Hardy-type inequalities (see for instance [16, 15]) and after technical

calculation we arrive to the desired characterization. The result itself is so technical that we shall skip

it in the introduction. Let us note that in the most simple case, if m2 > p2, p1 ≤ p2 and m1 ≤ p2, we

have

Copt ≈ sup

t>0

(∫t
0
U2(s)

m
2

p
2 w2(s) d s+U2(t)

m
2

p
2

∫∞
t
w2(s) d s

) 1

m
2(∫t

0
U1(s)

m
1

p
1 w1(s) d s+U1(t)

m
2

p
2

∫∞
t
w1(s) d s

) 1

m
2

.

If p2 = m2, the space degenerates to Lorentz space of type Λ and the embeddings are easy consequences

of results in [15]. If p2 > m2 the problem remains open.
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