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Introduction

The ambient metric construction associates to a given manifold equipped with a
conformal structure, (M, [g]), a pseudo-Riemannian manifold of two dimensions
higher equipped with a Ricci flat metric and called the ambient metric space. A
key component in the construction of the ambient metric space is the Poincaré-
Einstein metric space of one dimension higher than M , [AM].

The ambient metric (or, equivalently the Poincaré-Einstein metric) is deter-
mined by a non-linear boundary valued problem for a representative metric in the
conformal class [g], thereby its coefficients are rather complicated, and in general
not known, functions of metric invariants associated to a representative of [g].
Thus, it is desirable, to have yet another intrinsic and independent characteri-
zation of the ambient metric. We initiate one possible direction to potentially
gain such a characterization, namely we apply the Ricci flow procedure to a given
ambient (or, equivalently the Poincaré-Einstein) metric. In the light of the fact
that the ambient metric is Ricci flat (or, Einstein) and hence related to specific
behavior of the Ricci flow, this might result in remarkable conclusions.

The aim of the present thesis is to establish basic results about the Ricci flow
on manifolds with emphasis on the ambient metric and the Poincaré-Einstein
metric. The Ricci flow on a Riemannain manifold is a geometrical flow that
deforms the metric on the Riemannian manifold with respect to negative of the
Ricci curvature of the manifold.

The ambient metric is a pseudo-Riemannian metric on a product of the initial
conformal Riemannian manifold (M, [g]), R and R+, and it is constructed such
that it is Ricci flat (up to some order, respectively, depending on the parity of
the dimension). The Poincaré-Einstein metric can then be constructed out of the
ambient metric. Alternatively, the Poincaré-Einstein metric may be constructed
as a metric that is Einstein with Einstein constant equal to minus the dimension
of the initial manifold. The Ricci flow problem combines both notions together.
We ask for a metric that flows, in the normalized time t = 1 for the Ricci flow,
to the Poincaré-Einstein metric of the initial conformal Riemannian manifold
(M, [g]). We note that the same reasoning works with the pseudo-Riemannian
manifolds as well, however we shall work only with Riemannian manifolds.

Because we will work in the setting of Riemannian manifolds, we need a back-
ground in the Riemannian geometry as in [RF] and [CL]. Secondly, since the
statement of the problem revolves around solutions of partial differential equa-
tions, we will need some theory for partial differential equations. In particular, we
will need theory of parabolic partial differential equations and follow [EV]. In es-
tablishing the ambient metric and the Poincaré-Einstein metric, we follow [AM].
We carry over some results of [RF] in formulating the existence and uniqueness
statements for the Ricci flow on manifolds.

Let us briefly comment on the structure of our thesis. The first chapter estab-
lishes basic definitions in Riemannian geometry and some formulas for calculating
Riemann curvature. It consists of a compilation of definitions from [RF] and [CL].
The second chapter aims to provide definitions and basic properties of the ambient
metric and the Poincaré-Einstein metric for a conformal Riemannian manifold,
and also their relationship. The chapter consists of a compilation of results from
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[AM]. In the third chapter we discuss the linear parabolic partial differential
equations, their generalization to quasilinear equations in the non-linear setting.
Moreover, we discuss a generalization of partial differential equations to manifold
and provide an existence statement for this class of partial differential equations.
This chapter follows [RF], ”Comments on existence theory for parabolic PDE”.
The next chapter establishes the Ricci flow on a Riemannian manifold. Although
the Ricci flow equation is not parabolic, we use a workaround called ”deTurck
trick” to prove the existence of its solutions using theory of parabolic partial
differential equations. We also prove a uniqueness statement for the Ricci flow
and finish this chapter by demonstrating simple examples of the Ricci flow on
manifolds. In this chapter we follow again [RF], ”Existence theory for the Ricci
flow”. The last, fifth chapter, deals with the Ricci flow problem and we provide
a theoretical solution of the problem. We follow by showing two approaches that
finish with an explicit unique solution in the case when the initial manifold is eu-
clidean space. We also provide the system of partial differential equations needed
to be solved to find a general solution in the curved case. Secondly, we pro-
vide a simplified system of partial differential equations obtained by simplifying
assumptions on the flow metrics.

To summarize, the main contribution of this thesis is an attempt to find a
solution to the Ricci flow problem for ambient (or, the Poincaré-Einstein) metrics
in general, and simplifying the associated system of equations by imposing some
conditions on the solution. Secondly, there is an explicit solution of the Ricci flow
problem for the euclidean case.
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1. Background in Riemannian
geometry

Definition 1. We say that a map ψ : U → Rn, where U is a subset of Rn, is a
diffemorphism if ψ is injective and both ψ and ψ−1 are smooth.

A basic building concept in geometry is that of a manifold.

Definition 2. Let M be a set. A (n-dimensional) chart on M is a pair (U,ϕ),
where U ⊂ M is an open subset and ϕ : U → Rn is a homeomorphism onto an
open subset in Rn.

For (U1, ϕ1), (U2, ϕ2) two n-dimensional charts on M , the mapping ϕ1 ◦ ϕ−12

defined on ϕ2(U1 ∩ U2) is called the transition function associated to these two
maps. When U1 ∩U2 = ∅, we regard the transition function to be trivial mapping
satisfying all conditions of compatibility defined later on.

Two n-dimensional charts (U1, ϕ1), (U2, ϕ2) are compatible if ϕ1(U1 ∩ U2)
and ϕ2(U1 ∩ U2) are open and the transition function defined between them is a
diffeomorphism.

An atlas on M is given by a set of n-dimensional charts {(Uα, ϕα)}α∈A such
that every two maps in the atlas are compatible and ∪α∈AUα = M .

On the other hand, given an atlas consisting of n-dimensional charts on a set
M , we induce a topology on M in the following way: a set X ⊂M is open if and
only if for every charts (U,ϕ) from the atlas the set ϕ(X ∩ U) is an open subset
of Rn.

A manifold of dimension n is a set M equipped with an atlas {(Uα, ϕα)}α∈A
consisting of n-dimensional charts, such that with respect to the topology on M
induced by the atlas the topological space M is Hausdorff and second-countable.

A (n-dimensional) chart (U,ϕ) is compatible with an atlas {(Uα, ϕα)}α∈A if
{(Uα, ϕα)}α∈A ∪ (U,ϕ) is an atlas on M .

A differential structure is defined as an atlas that is maximal with respect
to inclusions of n-dimensional charts. A submanifold X of the manifold M is
defined as a subset X ⊂ M , equipped with the structure of a manifold such that
the induced topology is the same as the topology given by the restriction from M
to X of the topology induced by the manifold structure on M .

Any manifold can always be equipped with a differentiable structure, because
we can complete an atlas to a differentiable structure.

Definition 3. We say that two (n-dimensional) charts (U1, ϕ1), (U2, ϕ2) com-
patibly oriented provided that the determinant of the Jacobi matrix of associated
transition function is positive on ϕ2(U1∩U2). A manifold M is orientable if there
exists an atlas such that every two maps of the atlas are compatibly oriented.

Next, we provide a definition of manifold with boundary.

Definition 4. The half-space Hn is defined as Hn = {(x1, x2, . . . , xn) ∈ Rn|x1 ≤
0}. The boundary of Hn is given by ∂Hn = {(x1, x2, . . . , xn) ∈ Rn|x1 = 0}, and
its topology is given by restriction of the standard topology on Rn.
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A function f defined on a subset X of Hn is smooth if there exists an open
neighborhood X ⊂ U ⊂ Rn and a smooth function f̃ defined on U such that
f̃ |X = f . The mapping f : X → Rn is smooth if all of its components are smooth
functions. The derivatives of f at a point in Hn are defined as the derivatives of
the extension f̃ . We note that this extension is depends only on values of f on
Hn, so the derivatives are independent of the choice of extension f̃ .

For U1, U2 ⊂ Hn open subsets, we define a diffeomorphism ψ : U1 → U2 as
an injective mapping of U1 onto U2 for which both ψ and ψ−1 are smooth. For a
set M , an n-dimensional chart on M is a pair (U,ϕ), where U is a subset of M
and ϕ : U → Hn is an injective mapping onto an open set in Hn. The transition
function between two n-dimensional charts is defined in the same way as before.
Two n-dimensional charts (U1, ϕ1), (U2, ϕ2) are compatible if ϕ1(U1 ∩ U2) and
ϕ2(U1 ∩ U2) are open in Hn and the transition function defined between them is
a diffeomorphism.

The definition of atlas is again the same as above. The topology is defined
with respect to Hn in the following way: a set X ⊂ M is open if and only if for
every chart (U,ϕ) from the atlas the set ϕ(X ∩ U) is an open subset of Hn.

A manifold of dimension n with boundary is now defined in the same way as
above, replacing the definitions by generalized version allowing boundary. A point
m ∈ M is a boundary point if there exists a chart (U,ϕ) in the atlas such that
ϕ(m) ∈ ∂Hn. We call the set of all boundary points of M as the boundary of M
and denote it by ∂M .

We remark that the definiton of a boundary for manifold is independent of a
chart.

Definition 5. Let M , M ′ be two manifolds of dimension n and n′ and let f :
M → M ′ be a mapping. We will say that the mapping f is smooth if for every
map (U,ϕ) from the atlas of M and for every map (U ′, ϕ′) from the atlas of
M ′ the mapping ϕ′ ◦ f ◦ ϕ−1 : ϕ(U ∩ f−1(U ′)) → Rn′ is smooth. A function
f : M → R is smooth if f is a smooth mapping between manifolds M and R. A
mapping ψ : M →M ′ is a diffeomorphism if ψ is bijective and both ψ and ψ−1 are
smooth. Two manifolds M , M ′ are diffeomorphic if there exists a diffeomorphism
between M and M ′.

Definition 6. A Lie group is a group G on which there is given structure of
a manifold such that the operations of the group multiplication and the group
inverse are smooth. where the multiplication is viewed as a smooth mapping from
the product manifold of G×G to G.

Definition 7. Let M be a manifold of dimension n, m ∈M and c : (−ε, ε)→M
a smooth mapping for some ε > 0 satisfying c(0) = m. Let C∞(M) denote smooth
functions on M . We say that a linear mapping L : C∞(M) → R is a tangent
vector to the mapping c at the point m if L(f) = (f ◦ c)′(0) for every function
f ∈ C∞(M). We define the tangent space TmM of M in m as the set of all
tangent vectors to all mappings c satisfying the previous definition on M . The
tangent bundle TM of M is defined as ∪m∈MTmM . The manifold M is equipped
with an atlas consisting of charts ϕ : U → Rn. We define the atlas on TM as
consisting of charts ϕ̃ : π−1(U)→ R2n defined as ϕ̃(x, vi∂i) = (ϕ(x), v1, . . . , vn).
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Definition 8. A vector field X on M is a smooth mapping X : M → TM such
that π ◦ X = id on M , where π is the projection π : TM → M defined by
π(L) = m for L ∈ TmM . We will denote the space of all smooth vector fields on
M by X(M).

Definition 9. Let M be a manifold and X, Y be two vector fields on M . Then
their Lie bracket is a vector field, whose value on a smooth function f ∈ C∞(M)
is defined as [X, Y ](f) = (X ◦ Y )(f)− (Y ◦X)(f).

Definition 10. The cotangent space of M at the point m is defined as the dual
T ∗mM to the space TmM . The cotangent bundle of M is ∪m∈MT ∗m.

Definition 11. Let M , M ′ be manifolds of dimensions n and n′, respectively,
m ∈ M and f : M → M ′ a mapping of manifolds, L ∈ TmM . The push-
forward (or differential) of f at L, f∗(m) : TmM → Tf(m)M

′, is defined as
[f∗(m)(L)](g) = L(g ◦ f), where g ∈ C∞(M ′). Let α ∈ T ∗f(m)M

′. The pull-back of

f at α is defined as f ∗(m) : T ∗f(m)M
′ → T ∗mM , [f ∗(m)(α)](L) = α[f∗(m)(L)].

Definition 12. Let M be a manifold of dimension n. A smooth (k, l)-tensor field
T on M is mapping that assigns to m ∈M a tensor T (m) ∈ TmM⊗· · ·⊗TmM⊗
T ∗mM ⊗ · · · ⊗ T ∗mM . There are k factors of TmM and l factors of T ∗mM such that
for every chart (U,ϕ) from the atlas of M are all components smooth.

Definition 13. Let M be a manifold of dimension n. A (0, k)-tensor field T is
a differential form of degree k if T (m) ∈ ∧k(T ∗mM) for all m ∈ M , which means
that for every permutation π ∈ Sk the following holds:

T (m)(vπ(1), vπ(2), . . . , vπ(k)) = sign(π)T (m)(v1, v2, . . . , vk), (1.1)

where v1, v2, . . . , vk ∈ TmM . We denote the space of differential forms of degree
k on M by Ek(M), and the space of all differential forms on M by E(M) =⊕n

k=0 Ek(M). We will say shortly differential k-form for a differential form of
degree k.

Definition 14. Let α be a differential k-form and β be a differential l-form. The
exterior product α ∧ β is defined as

[α ∧ β](v1, v2, . . . , vk+l) =
1

k!l!

∑
π∈Sk+l

sign(π)α(vπ(1), vπ(2), . . . , vπ(k))β(vπ(k+1), vπ(k+2), . . . , vπ(k+l)). (1.2)

Definition 15. The exterior derivative d on M is defined as the unique linear
differential operator d : Ek(M)→ Ek+1(M) for k = 0, 1, . . . , n, satisfying
(1) For f ∈ E0(M), the exterior derivative df is defined as the differential of f ,
(2) d2 = 0,
(3) For ω ∈ Ek(M) and ρ ∈ E l(M), the exterior derivative of the exterior product
is given by the graded Leibnitz rule

d(ω ∧ ρ) = (dω) ∧ ρ+ (−1)kω ∧ (dρ). (1.3)

.
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Definition 16. Let k ≥ 0 and X,X1, X2, . . . , Xk−1 ∈ X(M). Then we define a
contraction by vector field X for ω ∈ Ek(M) as a linear mapping ιX : Ek(M) →
Ek−1(M) by (ιXω)(X1, X2, . . . , Xk−1) = ω(X,X1, X2, . . . , Xk−1). The Lie deriva-
tive LX is the operator LX = d ◦ ιX + ιX ◦ d.

Definition 17. Let M , N be smooth manifolds and f : M → N be a smooth
mapping of manifolds. We say that f is a submersion at m ∈ M if f∗(p) :
TmM → Tf(m)N is surjective. We say that f is a submersion if it is a submersion
at each m ∈M .

Definition 18. Let E, N be smooth manifolds and let π : E → N be a smooth
surjective mapping of manifolds. We say that a pair (E, π) is a fibered manifold
over N if π is surjective and it is a submersion. We define a morphism of fibered
manifolds (E, π), (E ′, π′) as a pair (f, f0), where f : E → E ′, f0 : N → N ′ are
smooth mappings of manifolds and for every point y ∈ E holds

π′ ◦ f(y) = f0 ◦ π(y). (1.4)

A morphism of fibered manifolds (f, f0) is an isomorphism if there exists another
morphism of fibered manifolds (g, g0) from (E ′, π) to (E, π) such that f ◦ g = id
and g ◦ f = id inducing f0 ◦ g0 = id and g0 ◦ f0 = id.

We remark that a product of manifolds is an example of a fibered manifold.

Definition 19. A structure (E,N, π, F ) is a fibered bundle provided E and N are
smooth manifolds, π : E → N is a smooth mapping of manifolds and E is a fibered
manifold over N equipped with a local trivialization, by which we mean that for
every point x ∈ N there exists a neighborhood x ∈ U ⊂ N and an isomorphism
of fibered manifolds ψ : π−1(U) → U × F such that for every point y ∈ π−1(U)
holds

π(y) = π1 ◦ ψ(y), (1.5)

where π1 : U × F → U denotes projection on the first factor.

Definition 20. Let (E,N, π, F ) be a fibered bundle. A section of the bundle on
an open set U ⊂ N is defined as a smooth mapping X : U → π−1(U) such that
π◦X = id. We denote the space of all sections of a bundle on an open set U ⊂ N
as Γ(U).

Definition 21. Let (E,N, π, F ) be a fibered bundle and e1, . . . , en ∈ Γ(E). A
coordinate frame {e1, . . . , en} is defined as a basis for the space Γ(E).

Definition 22. A structure (E,N, π, F ) is a principal fibered bundle with struc-
ture group G provided (E,N, π, F ) is a fibered bundle equipped with a Lie group
G together with smooth right action of G on E, satisfying that the action is free,
transitive and preserves fibers, which means that if x ∈ Py then xg ∈ Py for some
y ∈ N and ∀g ∈ G.

Definition 22 implies that F is diffeomorphic to G and N is diffeomorphic to
E/G.
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Definition 23. A structure (E,N, π, F ) is a fibered vector bundle with fiber F
provided (E,N, π, F ) is a fibered bundle, F is a finite-dimensional real vector
space satisfying the following conditions: ∀x ∈ N Ex has the structure of a finite-
dimensional vector space and there exists an atlas {Uα, ϕα}α∈A on E such that
ϕα is a linear isomorphism in the second variable.

Definition 23 implies that Ex ' F for each x ∈ N . For simplicity of notation
we will refer to fibered principal bundles and fibered vector bundles as principal
bundles and vector bundles.

Definition 24. We define the rank of a vector bundle (E,N, π, F ) as the dimen-
sion of F . Vector bundles of rank 1 are called line bundles.

Definition 25. Let (E,N, π, F ) be a fibered bundle, M a manifold and f : M →
N a smooth mapping between manifolds. We then define the pullback bundle
(E ′,M, π′, F ) by E ′ = {(m,h)|f(m) = π(h),m ∈M,h ∈ E} ⊂M × E.

Definition 26. Let (E,N, π, F ) be a principal bundle with structure group G
and V be a representation of G equipped with left action of G. The associated
vector bundle (E ′, N, π′, V ) is defined as follows: we define right action of G on
E × V by (h, v)g = (hg, g−1 · v) for h ∈ E, v ∈ V and g ∈ G, then we define
E ′ = (E × V )/G = {(hg, g−1 · v)|e ∈ E, v ∈ V, g ∈ G}.

Definition 27. Let M be a manifold of dimension n and let g be a symmetric non-
degenerate (0, 2)-tensor field on M of signature (p, q), where p + q = n. We say
that g is a pseudo-Riemannian metric on M and (M, g) is a pseudo-Riemannian
manifold. A Lorentz metric g on M is a pseudo-Riemannian metric on M of
signature (p, 1). A Riemannian metric g is defined as a pseudo-Riemannian met-
ric on M satisfying the additional requirement that it is positive definite and a
Riemannian manifold is then defined as a pair (M, g) consisting of a manifold M
and a Riemannian metric g.

In the following we state several definitions and theorems for Riemannian
manifolds, noting that these hold in the case when the manifold M is pseudo-
Riemannian.

Definition 28. An affine connection ∇ on M is a bilinear mapping ∇ : X(M)×
X(M)→ X(M), which assigns to two vector fields X, Y a vector field denoted by
∇XY satisfying
(1) ∇fXY = f∇XY ,
(2) ∇XfY = (df)(X)Y + f∇XY ,
for all f ∈ C∞(M).

Definition 29. Let (M, g) be a Riemannian manifold equipped with a connection
∇, let α be a differential 1-form on M and X, Y vector fields on M . We define
covariant differentiation as

[∇Xα](Y ) = X(α(Y ))− α[∇XY ]. (1.6)

Definition 30. Let (M, g) be a Riemannian manifold. The Levi-Civita connec-
tion ∇ is the unique affine connection on M satisfying:
(1) ∇g = 0,
(2) ∇ is torsion free, which means that ∇XY −∇YX = [X, Y ] for all X, Y vector
fields on M .
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Definition 31. Let (M, g) be a Riemannian manifold and ∇ its Levi-Civita con-
nection. Let X, Y, Z,W be vector fields on M . Then we define the Riemannian
curvature tensor as

R(X, Y )W = ∇X∇YW −∇Y∇XW −∇[X,Y ]W, (1.7)

the curvature function

Rm(X, Y, Z,W ) = g(R(X, Y )W,Z), (1.8)

the Ricci curvature

Ric(X, Y ) = tr Rm(X,−, Y,−) (1.9)

and the scalar curvature by

R = tr Ric(−,−). (1.10)

When we talk about the Ricci curvature with respect to different metrics gα, we
denote particular Ricci curvature with respect to the metric g as Ric(g). We shall
also write Rijkl = Rm(Ei, Ej, Ek, El), where Ei = ∂

∂xi
. The same notation will be

used for the Ricci curvature Ricij = Ric(Ei, Ej).

Definition 32. A Riemannian manifold (M, g) is Einstein with Einstein constant
J if

Ric = Jg, (1.11)

where Ric is the Ricci curvature of (M, g). We say that (M, g) is Ricci-flat if it
is Einstein with Einstein constant J = 0.

Definition 33. The Christoffel symbols on a Riemannian manifold (M, g) of
dimension n (also called the Levi-Civita connection coefficients) are smooth func-
tions Γkij such that

∇Ei
Ej = ΓkijEk, 1 ≤ i, j, k ≤ n, (1.12)

where Ei = ∂
∂xi

are coordinate vector fields.

The Christoffel symbols for the Levi-Civita connection may be calculated as

Γkij =
1

2
gkm(

∂gmi
∂xj

+
∂gmj
∂xi

− ∂gij
∂xm

), (1.13)

where gkm denotes the inverse of the metric gkm, and the Riemannian curvature
tensor of the Levi-Civita connection may be calculated as

Rijkl =
1

2
(
∂2gil
∂xj∂xk

+
∂2gjk
∂xi∂xl

− ∂2gik
∂xj∂xl

− ∂2gjl
∂xi∂xk

) + gmp(Γ
m
il Γ

p
jk − ΓmikΓ

p
jl).

(1.14)

In the case when the Riemannian manifold is also a Lie group and the vector
fields Ei form a basis of the Lie algebra of the Lie group, the Christoffel symbols
may be calculated as

Γkij =
1

2
gkm
(
g([Ei, Ej], Em)− g([Ei, Em], Ej)− g([Ej, Em], Ei)

)
. (1.15)
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Definition 34. The divergence operator for T ∈ Γ(Sym2T ∗M) is defined as
δ(T ) = −tr12∇T , where tr12 means to take the trace in the first and the second
entry of ∇T . The gravitation tensor is defined as G(T ) = T − 1

2
(trT )g, and its

divergence is given by δG(T ) = δT + 1
2
d(trT ).

Theorem 1. Let (M,g) be a Riemannian manifold equipped with a family of
metrics g(t) parametrized by t ∈ R+, where g(t)|t=0 = g and let T ∈ Γ(Sym2T ∗M)

independent of t and X ∈ X(M). We set h = ∂g(t)
∂t

. Then the following holds:

(
∂

∂t
δG(h))X = −T ((δG(h)#, X) + 〈h,∇T (−,−, X)− 1

2
∇XT 〉. (1.16)

We refer to [RF] for the proof of the theorem.

Definition 35. For X, Y ∈ X(M) and ω a differential 1-form, the musical iso-
morphisms [, ] between TM and T ∗M are defined as

X[(Y ) = g(X, Y ), (1.17)

and ω] is defined as the vector field such that

ω(Y ) = g(ω], Y ). (1.18)

Definition 36. Let (M, g) be a Riemannian manifold of dimension n. A geodesic
on M is defined as a smooth curve c : [a, b]→M , in local coordinates (x1, x2, . . . , xn),
satisfying the differential equation

d2ck

dt2
+ Γkij

dci

dt

dcj

dt
= 0, 1 ≤ i, j, k ≤ n. (1.19)

Definition 37. Let (M, g) be an oriented Riemannian manifold of dimension n.
The volume form ω is defined in local coordinates (x1, x2, . . . , xn) on U ⊂ M as
ω =

√
| det g|dx1 ∧ dx2 ∧ · · · ∧ dxn, where dx1, dx2, . . . , dxn are differential forms

of degree 1 that form a basis for T ∗M restricted to U . The Riemannian volume
of M is defined as

V =

∫
M

ω. (1.20)

Definition 38. Let (M, g) be a Riemannian manifold, X, Y vector fields on M
and h a tensor field of type (0, 2). The Lichnerowicz Laplacian is defined as

[∆Lh](X, Y ) = (∆h)(X, Y )− h(X,Ric(Y ))− h(Y,Ric(X))

+2tr h(R(X,−)Y,−). (1.21)

Definition 39. Let (M, g) be a Riemannian manifold of dimension n. The tensor
Pij is defined as

Pij =
1

n− 2
(Ricij −

R

2(n− 1)
gij), (1.22)

where R denotes the scalar curvature of (M, g) and Ricij denotes components of
the Ricci curvature of (M, g).
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The Weyl tensor is defined as

Wijkl = Rijkl −
1

n− 2
(Ricikgjl − Ricilgjk + Ricjlgik − Ricjkgil)

+
R

(n− 1)(n− 2)
(gikgjl − gilgjk). (1.23)

The Cotton tensor is defined as

Cijk = Pij,k − Pik,j, (1.24)

where by notation Pij,k we mean ∂
∂xk

Pij.
The Bach tensor is defined as

Bij = C k
ijk, − P klWkijl, (1.25)

where by notation C k
ijk, we mean gkmCijk,m.

Definition 40. Let (M, g) be a Riemannian manifold and let X, Y be vector
fields on M . Let ∇ denote the Levi-Civita connection on M . We define the
second covariant derivative as

∇2
X,Y = ∇X∇Y −∇∇XY . (1.26)

We define the connection Laplacian ∆ as taking trace in the first and second
entries of the second covariant derivative.

Definition 41. A quasilinear differential operator is a differential operator that
is linear in the highest order derivative.

11



2. Ambient and
Poincaré-Einstein metric

In this chapter, we give a brief introduction to the construction of the ambient
and the Poincaré-Einstein metrics. Later on, the Poincaré-Einstein metric will
be used to formulate the Ricci flow problem. Here we follow the exposition [AM],
chapters 1− 4.

We shall start with a conformal Riemannian manifold of dimension n, and
construct certain (n + 2)-dimensional pseudo-Riemannian manifold called the
ambient space of M . This space is equipped with a Lorentz metric called ambient
metric g̃, and it allows to construct conformal invariants associated with the
conformal manifold. The ambient metric is homogeneous with respect to a family
of dilations on the (n + 2)-dimensional space. The quotient by the action of
dilations yields a (n+ 1)-dimensional metric called Poincaré-Einstein metric g+.

This construction is motivated by the construction of the ambient space for
the flat model of conformal geometry on Sn. We set

Q(x) = −dx20 +
n+1∑
k=1

dx2k, (2.1)

the standard quadratic form of Lorentz signature on Rn+1,1 for x0 > 0, and

N = {x ∈ Rn+1,1|x 6= 0, Q(x) = 0}, (2.2)

the null cone of Q. We may identify Sn with the space of lines in N , given by the
projectivization π : N → Sn. The ambient metric g̃ for Sn is given by restricting
Q to a neighborhood of N ⊂ Rn+1,1. In particular, g̃ annihilates the radial vector
field

X =
n+1∑
k=0

xk∂k ∈ TxN (2.3)

and g̃ is non-degenerate on TxN /〈X〉 ' Tπ(x)S
n. Various choices of x on a line in

N result in conformally equivalent inner products on Tπ(x)S
n. The Lorentz group

O(n+ 1, 1,R) acts linearly on Rn+1,1 by isometries of g̃, preserving the subspace
N and realizes the group of conformal isometries of Sn. Restricting the quadratic
form Q to a hyperboloid H rather than to the null cone N ,

H = {x ∈ Rn+1,1|Q(x) = −1}, (2.4)

results in the Poincaré-Einstein metric g+ for Sn. The Poincaré-Einstein metric
is the hyperbolic metric of constant sectional curvature −1. If we identify the
one sheet hyperboloid H with the unit ball in Rn+1, we may write the Poincaré-
Einstein metric as

g+ = 4(1− |x|2)−2
n+1∑
k=1

dx2k. (2.5)

12



In the induced action, the Lorentz group O(n+1, 1,R) acts linearly by isometries
of g+, preserving H, hereby realizing the isometry group of the hyperbolic space.

In this section let M denote a Riemannian manifold of dimension n ≥ 2
equipped with a conformal class of metrics [g] represented by a metric g. The
conformal class [g] is given by all metrics ĝ satisfying ĝ = efg for some smooth
function f ∈ C∞(M).

Definition 42. We define the metric bundle (G,M, π,R+) as the space of all
pairs (h, x), where x ∈ M and h is a bilinear symmetric form on Tx(M), that
satisfies the homogenity condition h = s2gx for some s > 0, where gx is the
bilinear symmetric form induced on TxM by the metric g. Dilations δs : G → G
of the metric bundle are defined as δs(h, x) = (s2h, x). We note that the space
G together with the projection π and dilations δs is a R+-bundle. We define the
vector field T = d

ds
|s=1δs, which is the infinitesimal generator of the dilations

δs. The data given by dilations on the metric bundle are equivalent to giving a
symmetric 2-tensor g0 defined by g0(X, Y ) = h(π∗X, π∗Y ), where X, Y ∈ T(h,x)G
and π∗ : TG → TM is the differential of π. The tensor g0 satisfies a homogenity
condition with respect to the dilations, particularly δ∗sg0 = s2g0, where δ∗s is the
pull-back of δs.

The metric bundle G is independent of the choice of representative of the
conformal class [g]. By fixing a representative g, we may identify (t, x) ∈ R+×M
with (t2gx, x) ∈ G. We obtain a trivialization of the bundle G associated with the
representative g. In this identification, the dilations are given by δs(t, x) = (st, x),
the radial vector field is given by X = t∂t and the homogeneous 2-tensor is given
by g0 = t2π∗g. The metric g is a smooth section of the bundle G. The image of
this section is the submanifold at t = 1. Picking a representative g determines also
a horizontal subspace Hz ⊂ TzG for every z ∈ G, which satisfies Hz = ker(dt)z.

We may identify G×R with R+×M×R by taking another representative ĝ ∈
[g] in the following way: we again identify (t̂, x) ∈ R+×M with (t̂2ĝx, x) ∈ G. We
obtain another trivialization of the bundle G. These two trivializations satisfy the
relation t̂ = e−f(x)t, where (t, x) ∈ R+ ×M and f ∈ C∞(M). Let (x1, x2, . . . , xn)
be local coordinates on an open set x ∈ U ⊂ M . Then the metric g is given as
g = gijdxidxj and (t, x1, x2, . . . , xn) are local coordinates on π−1(U). The tensor
g0 is given by g0 = t2gij(x)dxidxj and the horizontal subspace Hz is exactly the
span of {∂x1 , ∂x2 , . . . , ∂xn}. We may extend the dilations δs to δs : G×R→ G×R
by only acting on the first factor. This also extends the vector field T to G × R.
We can define an embedding of G into G × R by i(z) = (z, 0) for z ∈ G. Then
(t, x1, x2, . . . , xn, r) are local coordinates on G × R.

We follow [AM] in using the subscript 0 to denote the t-component, the sub-
script∞ to denote the r-component and the subscript lower case letters to denote
x1, x2, . . . , xn-components.

In general, the ambient metric g̃ of a conformal Riemannian manifold M is
defined as a solution to a system of partial differential equations with a boundary
condition and satisfying a homogenity property. The ambient metric is a met-
ric defined in a neighborhood of G in G × R and homogeneous with respect to
dilations on G × R. The system of partial differential equations asserts that the
ambient metric is Ricci-flat and its boundary value is given by the initial confor-
mal manifold. This boundary value problem is singular because the pullback of
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the ambient metric to the initial manifold is degenerate. For this reason we con-
sider only formal power series solutions to the system. The existence of solutions
of the system depends on the parity of the dimension n of the initial conformal
metric M . In the case when the dimension n is odd, there exists a formal power
series solution of the system to any order, unique up to an isomorphism. On
the other hand, for n ≥ 4 even we get a solution up to the order n/2 − 1, again
unique up to an isomorphism, and the existence of a solution beyond this order
is obstructed by the so called obstruction tensor.This is a conformally invariant
natural trace-free symmetric 2-tensor. In the case of a non-trivial obstruction
a formal power series soluton may be still constructed by introducing log terms
into the series. For n = 4, the obstruction tensor is the Bach tensor.

The content of this section including proofs can be found in [AM].

Definition 43. A pre-ambient space for (M, [g]), where [g] is a conformal class
of signature (p, q) on M , is a pair (G̃, g̃), where:
(1) G̃ is a dilation-invariant open neighborhood of G × {0} in G × R;
(2) g̃ is a smooth metric of signature (p + 1, q + 1) on G̃, where the signature of
the initial metric g is (p, q);
(3) g̃ is homogeneous of degree 2 on G̃ (δ∗s g̃ = s2g);
(4) The pullback i∗g̃ is the tautological tensor g0 on G.
If (G̃, g̃) is a pre-ambient space, the metric g̃ is called the ambient metric. If the
dimension n of M is odd or n = 2, then a pre-ambient space (G̃, g̃) is called an
ambient space for (M, [g]), provided we have
(5) Ric(g̃) vanishes to infinite order at every point of G × {0}.
In order to define ambient space for even dimensions, we first define a symmetric
2-tensor field SIJ on an open neighborhood of G × {0} in G × R. We write
SIJ = O+

IJ(rm) if: (i) SIJ = O(rm)
(ii) For each point z ∈ G, the symmetric 2-tensor i∗(r−mS)(z) is of the form
π∗s for some symmetric 2-tensor s at x = π(z) ∈ M satisfying tr gxs = 0. The
symmetric 2-tensor SIJ is allowed to depend on z, not just on x.

In terms of components relative to a choice of representative metric g ∈ [g],
SIJ = O+

IJ(rm) if and only if all components satisfy SIJ = OIJ(rm) and if in addi-
tion one has that S00, S0i and gijSij are O(rm+1). The condition SIJ = O+

IJ(rm)
is easily seen to be preserved by diffeomorphisms φ defined on a neighborhood of
G × {0} in G × R satisfying φ|G×{0} = id.

Now suppose (G̃, g̃) is a pre-ambient space for (M, [g]), with n = dim M even and
n ≥ 4. We say that (G̃, g̃) is an ambient space for (M, [g]), provided we have
(5’) Ric(g̃) = O+

IJ(rn/2−1).
If (G̃, g̃) is an ambient space, the metric g̃ is called an ambient metric.

We continue by formulating the notion of equivalence for pairs of pre-ambient
spaces.

Definition 44. Let (G̃1, g̃1) and (G̃2, g̃2) be two pre-ambient spaces associated to
(M, [g]). We say that (G̃1, g̃1) and (G̃2, g̃2) are ambient-equivalent if there exist
open sets U1 ⊂ G̃1,U2 ⊂ G̃2 and a diffeomorphism Φ : U1 → U2, with the following
properties:
(1) U1 and U2 both contain G × {0};
(2) U2 and U2 are dilation-invariant and Φ commutes with dilations;
(3) The restriction of Φ to G × {0} is the identity map;
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(4) If n = dim M is odd, then g̃1 −Φ∗g̃2 vanishes to infinite order at every point
of G × {0}.
(4’) If n = dim M is even, then g̃1 − Φ∗g̃2 = O+

IJ(rn/2).

The relation of ambient-equivalence is an equivalence. Next we formulate the
existence theorem for ambient spaces.

Theorem 2. Let (M, [g]) be a smooth conformal manifold of dimension n ≥ 2.
Then there exists an ambient space for (M, [g]) and any two ambient spaces for
(M, [g]) are ambient-equivalent.

Now, we will establish an additional characterization for ambient spaces.

Theorem 3. Let (G̃, g̃) be a pre-ambient space for (M, [g]). There is a dilation-
invariant open subset U ⊂ G̃ containing G × {0} such that the following three
conditions are equivalent.
(1) ∇̃T = id on U ;
(2) ι2T g̃ = d(||T ||2) on U ;
(3) For each p ∈ U , the parametrized dilation orbit s→ δsp is a geodesic for g̃.
In (1), ∇̃ denotes the covariant derivative with respect to the Levi-Civita connec-
tion of g̃. So ∇̃T is a (1,1)-tensor on U , and the requirement is that it be the
identity endomorphism of TM at each point. In (2), ||T ||2 = g̃(T, T ). In (3), ι2T
denotes contraction by the vector field 2T .

Definition 45. A pre-ambient space (G̃, g̃) for (M, [g]) will be said to be straight
if the equivalent properties of theorem 3 hold with U = G. In this case, the
pre-ambient metric g̃ is also said to be straight.

The following theorem asserts that an ambient space satisfying the straight-
ness condition always exists.

Theorem 4. Let (M, [g]) be a smooth manifold of dimension n > 2 equipped
with a conformal class. Then there exists a straight ambient space for (M, [g]).
Moreover, if g̃ is any ambient metric for (M, [g]), there is a straight ambient
metric g̃′ such that if
(1) n is odd, then g̃ − g̃′ vanishes to infinite order at G × {0};
(2) if n is even, then g̃ − g̃′ = O+

IJ(rn/2).

Next, we formulate a condition to choose a representative ambient space in a
special form and two theorems that guarantee the existence of an ambient space.

Definition 46. A pre-ambient space (G̃, g̃) for (M, [g]) is said to be in normal
form relative to g if the following three conditions hold:
(1) For each fixed z ∈ G, the set of all r ∈ R such that (z, r) ∈ G̃ is an open
interval Iz containing 0.
(2) For each z ∈ G, the parametrized curve Iz : r → (z, r) is a geodesic for the
metric g̃.
(3) Let us write (t, x, r) for a point of R+×M×R ' G×R under the identification
induced by g, as discussed in the beginning of this chapter.
Then, at each point (t, x, 0) ∈ G × {0}, the metric tensor g̃ takes the form

g̃ = g0 + 2tdtdr. (2.6)
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Theorem 5. Let (M, [g]) be a smooth manifold equipped with a conformal class,
let g be a representative of the conformal class, and let (G̃, g̃) be a pre-ambient
space for (M, [g]). Then there exists a dilation-invariant open set U ⊂ G × R
containing G × {0} for which there is a unique diffeomorphism Φ from U into G̃,
such that Φ commutes with dilations, Φ|G×{0} is the identity map, and such that
the pre-ambient space (U ,Φ∗g̃) is in the normal form relative to g.

Theorem 6. Let M be a smooth manifold of dimension n ≥ 2 and g a smooth
metric on M .
(A) There exists an ambient space (G̃, g̃) for (M, [g]), which is in the normal form
relative to g.
(B) Suppose that (G̃1, g̃1) and (G̃2, g̃2) are two ambient spaces for (M, [g]), both of
which are in the normal form relative to g. If n is odd, then g̃1 − g̃2 vanishes to
infinite order at every point of G × {0}. If n is even, then g̃1 − g̃2 = O+

IJ(rn/2).

We formulate two more theorems, that make the form of the ambient metric
more specific.

Theorem 7. Let (G̃, g̃) be a pre-ambient space for (M, [g]), where G̃ has the
property that for each z ∈ G, the set of all r ∈ R such that (z, r) ∈ G̃ is an open
interval Iz containing 0. Let g be a metric in the conformal class, with associated
identification R+ ×M ×R ' G ×R. Then (G̃, g̃) is in normal form relative to g
if and only if one has on G̃:

g̃0∞ = t, g̃i∞ = 0, g̃∞∞ = 0. (2.7)

Theorem 8. Suppose n ≥ 2. Let the pre-ambient space (G̃, g̃) be in normal form
relative to a representative metric g. The following conditions are equivalent.
(1) g̃00 = 2r and g̃0i = 0.
(2) For each p ∈ G̃, the dilation orbit s→ δsp is a geodesic for g̃.
(3) ι2T g̃ = d(||T ||2)
(4) The infinitesimal dilation field T satisfies ∇̃T = id.

We remark that by 43, condition 4 the coefficients g̃ij are given by g̃ij = t2ĝij,
where ĝij is a formal power series in r, for which the coefficients are determined by
vanishing of the Ricci curvature. The process of calculating these coefficients is re-
cursive, where the separate steps solve the system of partial differential equations
that assert the the Ricci curvature vanishes as O(rk), k = 1, 2, . . . . We conclude
that by Definitions 7 and 8, under suitable conditions (straightness and normal
form) the ambient metric is given by a power series, where the coefficients are
determined by vanishing of the Ricci curvature. Particularly, the ambient metric
is given by

g̃ = t2ĝij(x, r) + 2tdtdr + 2rdt2, (2.8)

where ĝij(x, 0) = gij(x).

Definition 47. Let (M, [g]) be a conformal Riemannian manifold. We may view
the metric bundle as a principal bundle with structure group R+. Irreducible
representations of R+ induce associated line bundles on M . We denote E [w] the
line bundle induced by representation of weight −w/2. A tensor density of weight
w is then defined as a section of the associated line bundle E [w].
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As noted earlier, for n ≥ 4 even the existence of solutions for ĝij beyond order
n/2 − 1 is generally obstructed by the so-called obstruction tensor O, which we
will now define. Let Q = g̃(T, T ), where T is the infinitesimal dilation vector
field. We restrict Q to G × {0}. Particularly,

Q = 2rt2 mod O(rn/2−1). (2.9)

Now since Ric(g̃)IJ = O+
IJ(rn/2−1), Q1−n/2Ric(g̃)IJ is a tensor field on G, it defines

a symmetric (0,2)-tensor density on M of weight 2− n. Taking a metric g in the
conformal class [g], we may view it as a section of the bundle G. Evaluating the
tensor field Q1−n/2Ric(g̃)IJ at g, we obtain a (0,2)-tensor on M , which will be
denoted as Q1−n/2Ric(g̃)IJ |g. Now we define the obstruction tensor of g as

OIJ = cnQ
1−n/2Ric(g̃IJ)|g, (2.10)

where

cn = (−1)n/2−1
2n−2(n/2− 1)!2

n− 2
. (2.11)

When g̃ is in normal form relative to g, the above formula reduces to

OIJ = 21−n/2cnr
1−n/2Ric(g̃)IJ |r=0. (2.12)

In this case when g is conformally equivalent to an Einstein metric, the obstruc-
tion tensor O is zero. This follows easily from the last identity for OIJ in normal
form relative to g. When n = 4 the obstruction tensor is the Bach tensor and for
n = 6 it it is equal to

O = B k
ij,k − 2WkijlB

kl − 4P k
kBij + 8P klCijk,l − 4Ckl

i Cljk

+ 2Ckl
i Cjkl + 4P k

k,lC
l
ij − 4WkijlP

k
mP

ml, (2.13)

where Bij denotes the Bach tensor, Cijk denotes the Cotton tensor and Wijkl

denotes the Weyl tensor.

When the obstruction tensor is nonzero, there are no formal power series solutions
for g̃ beyond the order n/2. For n ≥ 4, n even, we may continue the process of a
determining a solution for g̃ beyond the order n/2 by introducing log terms into
the formal power series. When n is odd, we introduce half-integral power terms
into the formal power series. In both cases the solution is no longer unique.

We continue by providing a definiton of the Poincaré-Einstein metric on a con-
formal manifold and discuss its properties. We shall denote again by (M, [g]) a
Riemannian manifold of dimension n ≥ 2 with a conformal class of metrics [g]
represented by a metric g.

Definition 48. Let M+ be a manifold with boundary ∂M+ = M and let r be a
defining function for the boundary of M+, by which we mean that r is smooth
on M+, positive on M0

+ (the interior of M+) and r = 0 on ∂M+, dr 6= 0 on
∂M+. We say that a smooth metric g+ on the interior of M+ of signature (p +
1, q) is conformally compact if r2g+ extends smoothly to M+ and r2g+|M is non-
degenerate as a quadratic form. Moreover, we say that a conformally compact
metric g+ has conformal infinity (M, [g]) if r2g+|TM ∈ [g].
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The conditions in the previous definition are independent of a choice of the
defining function r. Now we will identify M+ with an open neighborhood of
M × {0} in M × [0,∞). The second coordinate factor in this decomposition will
be labeled as r.

Definition 49. Let Sαβ be a symmetric (0,2)-tensor field on an open neighborhood
of M × {0} and let m ≥ 0. We will write Sαβ = O+

αβ(rm) if S = O(rm) and
tr(i∗(r−mS)) = 0 on M , where i : M → M × [0,∞) is the inclusion given by
i(x) = (x, 0), g is a metric in the conformal class [g] and in the trace is taken
with respect to the metric g.

Now we are ready to introduce the notion of the Poincaré-Einstein metric.

Definition 50. A Poincaré-Einstein metric for the conformal class (M, [g]) is a
conformally compact metric g+ of signature (p + 1, q) defined on the interior of
M+, where M+ is an open neighborhood of M × {0} in M × [0,∞) such that g+
has conformal infinity (M, [g]) and the following condition is satisfied:
(1) if n is odd or n = 2 we require that Ric(g+)αβ +ng+ vanishes to infinite order
on M .
(2) If n ≥ 4 and n is even we require that Ric(g+)αβ + ng+ = O+

αβ(rn−2).

We remark that we may alternatively define a Poincaré-Einstein metric g−
with signature (p, q + 1) and with the term Ric(g−) − ng− instead of the term
Ric(g+) + ng in the condition. This is equivalent to taking g− = −g+ and the
signature (q, p) instead of (p, q).

Definition 51. A conformally compact metric g+ is asymptotically hyperbolic if
|dr
r
|g+ = 1 on M+.

Poincaré-Einstein metric is always hyperbolic. We will formulate a notion of
normal form for asymptotically hyperbolic metrics in order to establish a connec-
tion between the ambient metric and the Poincaré-Einstein metric.

Definition 52. We will say that an asymptotically hyperbolic metric g+ is in
normal form relative to a metric g in the conformal class [g] if g+ = r−2(dr2+gr),
where gr is a 1-parametric family of metrics on M of signature (p, q) satisfying
gr|r=0 = g.

Theorem 9. Let g+ be an asymptotically hyperbolic metric on M0
+ and let g ∈ [g].

Then there exists an open neighborhood U of M × {0} in M × [0,∞] on which
there is a unique diffeomorphism Φ from U into M+ such that Φ|M = idM , and
such that Φ∗g+ is in normal form relative to g on U .

We will need one more definition.

Definition 53. We will call an asymptotically hyperbolic metric g+ on M0
+ even

if r2g+ is the restriction to M+ of a smooth metric h on an open set V ⊂
M × (−∞,∞) containing M+ (under the identification), such that V and h are
invariant under the transformation T (r) = −r. Moreover we will call a diffeo-
morphism Φ : M+ → M × [0,∞) satisfying Φ|M×{0} = idM×{0} even if Φ is the
restriction of a diffeomorphism of V which commutes with T .
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We remark that if g+ is an even asymptotically hyperbolic metric and Φ is an
even diffeomorphism, then Ψ∗g+ is even. Now we will formulate a theorem that
guarantees existence of a Poincaré-Einstein metric and a theorem for existence of
a Poincaré-Einstein metric in normal form.

Theorem 10. Let (M, [g]) be a smooth manifold of dimension n ≥ 2, equipped
with a conformal class [g]. Then there exists an even Poincaré-Einstein metric
for (M, [g]). Moreover, if g1+ and g2+ are two even Poincaré-Einstein metrics for
(M, [g]) defined on (M1

+)0 and (M2
+)0, resp., then there are open subsets U1 ⊂M1

+

and U2 ⊂ M2
+ containing M × {0} and even diffeomorphism Φ : U1 → U2 such

that Ψ|M×{0} is the identity map, and such that:
(a) If n = dim M is odd, then g1+−Φ∗g2+ vanishes to infinite order at every point
of M × {0}.
(b) If n = dim M is even, then g1+αβ − Φ∗g2+αβ = O+

αβ(rn−2).

Theorem 11. Let M be a smooth manifold of dimension n ≥ 2 and g a smooth
metric on M .
(A) There exists an even Poincaré-Einstein metric g+ for (M, [g]) which is in
normal form relative to g.
(B) Suppose that g1+ and g2+ are even Poincaré-Einstein metrics for (M, [g]), both
of which are in normal form relative to g. If n is odd, then g1+ − g2+ vanishes
to infinite order at every point of M × {0}. If n is even, then g1+αβ − g2+αβ =
O+
αβ(rn−2).

Now everything is set up to discuss the construction of a Poincaré-Einstein
metric from a pre-ambient metric. Let (G̃, g̃) be a straight pre-ambient space
for (M, [g]). Using Theorem 8, that ||T ||2 vanishes exactly up to first order on
G × {0} ⊂ G̃. We define the hypersurface H = G̃ ∩ {||T ||2 = −1}. Every dilation
orbit of G̃ intersects the hypersurface H exactly at one point because ||T ||2 is
homogeneous of degree 2 with respect to the dilations. We extend the projection
π : G →M to π : G̃ ⊂ G ×R→M ×R by acting only on the first factor. Define
the mapping χ : M ×R→M × [0,∞) as χ(x, r) = (x,

√
2|r|). Then there exists

an open neighborhood M+ of M×{0} in M× [0,∞) such that χ◦π|H : H →M0
+

is a diffeomorphism.

Theorem 12. If (G̃, g̃) is a straight pre-ambient space for (M, [g]) and H and
M+ are as above, then

g+ := ((χ ◦ π|H)−1)∗g̃|H (2.14)

is an even asymptotically hyperbolic metric with conformal infinity (M, [g]). If g̃
is in normal form relative to a metric g ∈ [g], then g+ is also in normal form
relative to g. Every even asymptotically hyperbolic metric g+ with conformal
infinity (M, [g]) is of the form (2.14) for some straight pre-ambient metric g̃ for
(M, [g]). If g+ is in normal form relative to g, then g̃ can be taken to be in normal
form relative to g, and in this case g̃ on {||T ||2 ≤ 0} is uniquely determined by
g+.

We remark that in general there are many straight pre-ambient metrics g̃ such
that 2.14 gives the same Poincaré-Einstein metric g+.
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We conclude this section by giving the formal power series form of an even
Poincaré-Einstein metric g+ in normal form relative to the representative g ∈ [g]
associated to (M, [g]) represented by g. Refer to [AM]. The Poincaré-Einstein
metric is given by

g+ =
1

r2
(gr + dr2), (2.15)

where gr is a 1-parameter family of smooth Riemannian metrics satisfying gr|r=0 =
g

gr = g(0) + r2g(2) + · · ·+ rng(n), g(0) = g, (2.16)

where g(0) = g and g(2) = −Pij, Pij = tf(
∂g̃ij
∂r

)|r=0, where tf denotes the trace-free
part (also see 39) and g̃ is the ambient metric for gij. In the case when (M, [g])
is conformally equivalent to a Einstein metric g, the formula for gr reduces to

gr = g(0) + r2g(2), g(0) = g, (2.17)

where g(0) = g. We will not consider the generalized Poincaré-Einstein metrics.

We remark that we may again generalize the notion of Poincaré-Einstein metric
to a generalized Poincaré metric by replacing smoothness with a weaker condition
and requiring that Ric(g+)−ng+ vanishes to infinite order. Notions of straightness
and normal form again apply, and correspond to introducing log terms into the
power series. We write a straight generalized Poincaré-Einstein in normal form
as a power series involving powers of r and log(r). Since we will work only
with Poincaré-Einstein metrics, we will not formulate results about generalized
Poincaré-Einstein metrics.

20



3. Parabolic PDE

3.1 Existence theory

In this section we define linear partial differential equations of parabolic type and
discuss their generalisation to a non-linear setting on manifolds. We aim to for-
mulate the existence and uniqueness statements for parabolic partial differential
equations.

Definition 54. We consider a class of second order partial differential equations
on an open set Ω ⊂ Rn of the form

∂u

∂t
= aij

∂

∂xi

∂

∂xj
u+ bi

∂

∂xi
u+ cu, i, j = 1, . . . , n (3.1)

where u : Ω× I → R is a smooth function, where I ⊂ R is an open interval and
aij, bi, c : Ω→ R are smooth functions. Equation (3.1) is called parabolic if there
exists λ ∈ R+, such that

aijξiξj ≥ λ|ξ|2. (3.2)

We extend this notion to closed manifolds:

Definition 55. Let M be a closed manifold, I ⊂ R an open interval and u :
M × I → R a function. Consider the equation

∂u

∂t
= L(u), (3.3)

where L : C∞(M) → C∞(M) is a second order differential operator that can be
written in a coordinate chart (x1, x2, . . . , xn) on some U ⊂M as

L(u) = aij
∂

∂xi

∂

∂xj
u+ bi

∂

∂xi
u+ cu, (3.4)

where aij, bi, c are smooth functions defined on U . We call the equation 3.3
parabolic, if there exists λ > 0, such that

aijξiξj ≥ λ|ξ|2. (3.5)

Now we will state an alternative definition of parabolic equations which will
be useful later in proving the existence theorem for Ricci flow.

Definition 56. For the second order differential operator L in equation (3.3) we
define the principal symbol σ(L) : T ∗(M)→ R as

σ(L)(x, ξ) = aij(x)ξiξj. (3.6)

The principal symbol is independent of the choice of coordinates (see [RF], page 54
for a third alternative definition). Equation (3.3) is now parabolic, if σ(L)(x, ξ) >
0 for all (x, ξ) ∈ T ∗(M). See again [RF] for the equivalence of these definitons.
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In particular when L = ∆ the Laplace-Beltrami operator

∆ =
1√
d

∂

∂xi
(
√
dgij

∂

∂xj
) = gij

∂

∂xi

∂

∂xj
+ LOTs, (3.7)

where LOTs denotes lower order terms and d = det(gij), the principal symbol
equals

σ(∆)(x, ξ) = gijξiξj = |ξ|2 > 0. (3.8)

We have demonstrated that the heat equation ∂u
∂t

= ∆u is parabolic according to
Definition 55.

Next step is generalising our definition of parabolicity to sections of vector
fiber bundles. We will again define the principal symbol in this setting. We will
use lower-case greek letters to label indices associated with coordinate frames to
distinguish them from indices associated with coordinate charts.

Definition 57. Let E be a smooth vector fiber bundle over a closed manifold M
and I ⊂ R be an open subset. Let Π : M × I →M denote projection on the first
factor. Now we consider the pullback bundle Π∗(E) with base space M × I. Let
v ∈ Γ(Π∗(E)). Choosing a coordinate frame {e1, e2, . . . , ek}, we may write v as

v = vαeα. (3.9)

Now, we consider the equation

∂v

∂t
= L(v), (3.10)

where L is a second order linear differential operator L : Γ(E) → Γ(E), which
may be written in a coordinate chart (x1, x2, . . . , xn) on some U ⊂ M and a
coordinate frame {e1, e2, . . . , ek} on E as

L(v) = [aαβij
∂

∂xi

∂

∂xj
vβ + bαβi

∂

∂xi
vβ + cαβvβ]eα, i, j = 1, . . . , n, (3.11)

for aij, bi, c : U → E smooth functions. At this point, we may define the prin-
cipal symbol of the second order differential operator in equation (3.10). Let
Π : T ∗(M) → M denote the bundle projection of the vector fiber bundle T ∗(M).
Then the pullback bundle Π∗(E) is a vector bundle over T ∗(M) with fiber at
(x, ξ) ∈ T ∗(M) equal to Ex (fiber of the bundle E). The principal symbol σ(L) :
Π∗(E)→ Π∗(E) is a vector fiber bundle homomorphism defined as

σ(L)(x, ξ)v = (aαβij ξiξj)eα. (3.12)

We call the equation (3.10) parabolic, if there exists λ > 0 such that

〈σ(L)(x, ξ)v, v〉 ≥ λ|ξ|2|v|2. (3.13)
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Definition 58. We consider a nonlinear partial differential equation of the form

∂v

∂t
= P (v), (3.14)

where P : Γ(E)→ Γ(E) is a second order quasilinear differential operator, which
may be given locally in a coordinate chart (x1, x2, . . . , xn) on M and a coordinate
frame {e1, e2, . . . , xn} on E as

P (v) = [aαβij (x, v,∇v)
∂

∂xi

∂

∂xj
vβ + bαi (x, v,∇v)]eα, i, j = 1, . . . , n. (3.15)

Given w ∈ Γ(E), we call the equation (3.14) parabolic at w, if the linearisation
of equation (3.14) at w, which is given by the equation

∂v

∂t
= [

∂

∂t
P (w)]v (3.16)

is parabolic by definition 57.

We finish the section by formulating the existence and uniqueness statements
for solutions of parabolic differential equations.

Theorem 13. Let us consider the equation (3.14). Let w ∈ Γ(E). If the equation
is parabolic at w and the functions aαβij , b

α
i are smooth for i, j = 1, . . . , n and

α, β = 1. . . . , n, then there exists ε > 0 and v ∈ Γ(Π∗(E)) for t ∈ [0, ε], such that

∂v

∂t
= P (v), v(0) = w (3.17)

for t ∈ [0, ε]. Second, uniqueness also holds: suppose that ∂v
∂t

= P (v) and ∂ṽ
∂t

=
P (ṽ) for t ∈ [0, ε]. If either v(0) = ṽ(0) or v(ε) = ṽ(ε), then v(t) = ṽ(t) for all
t ∈ [0, ε].

See [EV], Second-order parabolic equations, Section 7.1 Theorem 7, page 367
for the proof of the theorem in the case when M = Rn.
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4. Ricci Flow on manifolds

4.1 Basics and existence theory

We introduce the notion of the Ricci flow and discuss its existence and uniqueness
for closed manifolds. We follow [RF] chapter 5, Existence theory for the Ricci
flow. Note that the assumption of closedness on the manifold M may be removed,
see [SH], [CZ] and [TO] for existence results.

Definition 59. Let (M, g) be a closed Riemannian manifold. Ricci flow of the
manifold (M, g) is a 1-parametric family of metrics g(t) on M (where I = [0, a]
is a closed interval for some a ∈ R+ and t ∈ I) fulfilling the Ricci flow equation

∂g(t)

∂t
= −2Ric(g(t)), t ∈ I, (4.1)

together with the boundary condition

g(t)|t=0 = g. (4.2)

Recall that Ric(g(t)) is the Ricci curvature of (M, g(t)).

Since under multiplication of the metric by a positive constant the Ricci tensor
remains the same, we may choose an arbitrary constant coefficient for the Ricci
flow equation. In this case we will use 2 as the constant coefficient in the Ricci
flow equation.

We note that the Ricci flow equation fits Definition 58, however it is not
parabolic (see [RF], pages 59-60). This will be solved by a workaround called ”De-
Turck trick” (see [RF], section 5.2). Consider T ∈ Γ(Sym2T ∗(M)) smooth and
positive definite. We will also denote by T the invertible map T : Γ(T ∗(M)) →
Γ(T ∗(M)) induced by T . For a Riemannian manifold (M, g) equipped with a
smooth family of metrics g(t) parametrized by t ∈ [0, ε] we define operators

Q = −2Ric(g(t)) (4.3)

and

P (g(t)) = −2Ric(g(t)) + L(T−1δG(T ))#g(t), (4.4)

where L is the Lie derivative, δ is the divergence with respect to g(t), G is the
gravitation tensor (see Definition 34) and # is the musical isomorphism. Note
that P (g(t)) = Q + L(T−1δG(T ))#g. The strategy of the DeTurck trick is first to
show that the equation

∂g(t)

∂t
= P (g(t)) (4.5)

is parabolic and then to modify this solution to obtain the Ricci flow equation.

In order to demonstrate that the equation (4.5) is parabolic, we need to calculate

its principal symbol. First, we set h = ∂g(t)
∂t

. Using Theorem 1, we get

(
∂

∂t
δ(G(T )))Z = −T ((δG(h))#, Z) + 〈h,∇T (., ., Z)− 1

2
∇ZT 〉, (4.6)
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where 〈, 〉 denotes pairing with respect to g, so

∂

∂t
T−1δG(T ) = −δG(h) + . . . , (4.7)

where . . . consists of terms that do not depend on derivatives of h, while δG(h)
depends on first derivatives of h. So we have

∂

∂t
L(T−1δG(T ))#g = −L(δG(T ))#g + . . . , (4.8)

where the Lie derivative term contains one second derivative of h and the . . .
terms contain h and first derivative of h. Now, using theorem 17, we calculate

∂

∂t
P (g(t)) = [

∂

∂t
Q(g) +DL(T−1δG(T ))#g]h (4.9)

= (∆Lh+ L(δG(h))#g)− L(δG(h))#g + . . .

= ∆Lh+ . . . ,

where ∆Lh is the Lichnerowicz Laplacian of h. Using (3.8), we see the principal
symbol σ(DP (g))(x, ξ)h = |ξ|2h, so the equation (4.5) is parabolic for any initial
metric g. We may now use Theorem 13 in equation (4.5). For any initial metric
g there exists ε > 0 and a solution g(t) of equation (4.5) satisfying the boundary
condition

g(t)|t=0 = g. (4.10)

The second step of the DeTurck trick consists of a modification of the solution
to (4.5) by a diffeomorphism to obtain the Ricci flow. We begin by defining for
each t a smooth vector field given by X = −(T−1δG(T ))#. This vector field
generates a diffeomorphism ψt : M × I →M given by the equation

X(ψt(y), t)f =
∂(f ◦ ψt)

∂t
(y) (4.11)

for any f : M → R a smooth function on M and y ∈ M . Next we define a
modified family of metrics ĝ(t) = ψ∗t (g(t)). Using the definition of Lie derivative,
we see that

∂ĝ

∂t
= ψ∗t (

∂g(t)

∂t
+ LXg), (4.12)

so we may calculate

ψ∗t (
∂g(t)

∂t
+ LXg) = ψ∗t (−2Ric(g(t)) + L(T−1δG(T ))#g + L−(T−1δG(T ))#g)

= −2ψ∗t (Ric(g(t)))

= −2Ric(ĝ(t)) (4.13)

and

ĝ(t)|t=0 = ψ∗t (g(t)|t=0) = g, (4.14)

so by (4.12) ĝ(t) is the Ricci flow. We formulate the result as a theorem.
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Theorem 14. Let M be a closed Riemannian manifold equipped with metric g.
There exists ε > 0 and a smooth family of metrics g(t) for t ∈ [0, ε], such that

∂g(t)

∂t
= −2Ric(g(t)), (4.15)

fulfilling the boundary condition

g(t)|t=0 = g. (4.16)

Now we will discuss uniqueness of the Ricci flow. Let g(t)1 and g(t)2 be two
solutions of the Ricci flow equation (4.1) with boundary condition (4.2). These
solutions exist from Theorem 14 for some ε1 and ε2. We will work on the time
domain given by the minimum of ε1, ε2, which we denote by ε. First, we choose
a metric T on M and solve the partial differential equation given by

∂ψit
∂t

= (T−1δG(T ))#, (4.17)

for i = 1, 2 (the divergence is taken with respect to g1(t), g2(t)), satisfying the
boundary condition

ψit|t=0 = id, (4.18)

where ψit : M× [0, ε]→M . We may assume that ψit is a diffeomorphism for every
t ∈ [0, ε] and note that (ψit)∗(g

i
t) satisfies the equation (4.5) for i = 1, 2 with the

same boundary condition. Using the uniqueness part of Theorem 13, we get that
ψ1
t = ψ2

t for t ∈ [0, ε], since ψ1
t , ψ

2
t are invertible.

We again formulate the result.

Theorem 15. Let M be a closed Riemannian manifold with metric g and let
g1(t), g2(t) be solutions of the Ricci flow equation (4.1) with boundary condition
(4.2) for (M, g), where t ∈ [0, ε] for some ε > 0. If g1(t) = g2(t) for some
t ∈ [0, ε], then g1(t) = g2(t) for all t ∈ [0, ε].

Since we have formulated existence and uniqueness, we may formulate the
definition of Ricci flow on a maximal time interval [0, T ].

That is, either T =∞ or in the case when T <∞, there does not exist ε > 0
for which a solution of the Ricci flow equation extends from [0, T ] to [0, T + ε].

Finally, we will formulate theorems on evolution of Riemannian volume and
Ricci curvature under the Ricci flow.

Theorem 16. Let (M, g) be a Riemannian manifold and let g(t) be a solution
of the Ricci flow equation (4.1) with boundary condition (4.2) for (M, g), for
t ∈ [0, ε] for some ε > 0. Let V (t) be the Riemannian volume parametrized by

t ∈ [0, ε] associated to the family of metrics g(t). We set q(t) = ∂g(t)
∂t

. Then the
following holds

∂

∂t
dV =

1

2
(tr q(t))dV, (4.19)

from which follows that the following holds

∂

∂t
V (t) = −

∫
M

RdV, (4.20)

for t ∈ [0, ε].
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Theorem 17. Let (M, g) be a Riemannian manifold and let g(t) be a solution
of the Ricci flow equation (4.1) with boundary condition (4.2) for (M, g), where
t ∈ [0, ε] for some ε > 0. Let Ric(t) denote the Ricci curvature tensor of g(t) and

let q(t) = ∂g(t)
∂t

. The Ricci curvature tensor Ric(t) evolves according to

∂

∂t
Ric(t) = −1

2
∆Lq(t)−

1

2
L(δG(q(t)))#g, (4.21)

for t ∈ [0, ε], where ∆L is the Lichnerowicz Laplacian defined by (1.21).

Theorem 18. Let (M, g) be a Riemannian manifold and let g(t) be a solution
of the Ricci flow equation (4.1) with boundary condition (4.2) for (M, g), for
t ∈ [0, ε] for some ε > 0. Let Ricij denote components of the Ricci curvature
tensor of g and Rijkl denote components of the Riemann curvature tensor of g.
Let Ricij(t) denote components of the Ricci curvature tensor of g(t). Then the
components of the Ricci curvature tensor Ricij(t) evolve according to

∂

∂t
Ricij(t) = ∆Ricij − 2gklRickiRiclj + 2gklgpqRikjpRiclq, (4.22)

for t ∈ [0, ε], where ∆ is the connection Laplacian. We will use 〈Rici−,Ricj−〉 to
denote gklRickiRiclj and 〈Ri−j−,Ric−−〉 to denote gklgpqRikjpRiclq.

We refer to [RF] for the proofs.

4.2 Examples

As a first example we consider Rn with euclidean metric gij = δijdxidxj. Since it
is Ricci-flat, the manifold remains unchanged by evolution of the Ricci flow.

In the case when the initial Riemannian manifold (M, g) is Einstein with Einstein
constant J , the evolution of the Ricci flow is particularly simple. Because

Ric(g) = Jg, (4.23)

the solution g(t) for the Ricci flow equation (4.1), satisfying the boundary condi-
tion

g(t)|t=0 = g, (4.24)

is given by

g(t) = (1− 2Jt)g, (4.25)

by the fact that the Ricci tensor is invariant under uniform scalings of the initial
metric.

The unit sphere (Sn, g) for n > 1 has J = (n− 1), so the evolution is

g(t) = (1− 2(n− 1)t)g, (4.26)

and the unit sphere collapses to a point at time t = 1
2(n−1) , where the metric

degenerates.
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Next, we take a hyperboloid with hyperbolic metric (of constant sectional cur-
vature −1) (Hn, g). This time the Einstein constant is J = −(n − 1), and the
evolution is given by

g(t) = (1 + 2(n− 1)t)g. (4.27)

The manifold expands with t increasing, which can be seen from the evolution of
the Riemannian volume, Theorem 16

V (t) = V + (n− 1)t, (4.28)

where V is the Riemannian volume of (Hn, g).

Our last example is a 1-parameter family of perturbed 3-spheres (S3, g), g ≡ g(ε),
where

g(ε) =

ε 0 0
0 1 0
0 0 1

 ,

for ε > 0. For ε = 1 we get the case covered in (4.26). We use the isomorphism of
S3 with the Lie group SU(2) to simplify the calculations. The Lie algebra su(2)of
SU(2) has a basis X, Y, Z

X =

(
i 0
0 −i

)
, Y =

(
0 1
−1 0

)
, Z =

(
0 i
i 0

)
; (4.29)

satisfying commutator relations

[X, Y ] = 2Z, [Z,X],= 2Y [Y, Z] = 2X. (4.30)

Using the formula (1.15), we calculate the connection coefficients

∇XX = 0, ∇XY = (2− ε)Z, ∇XZ = −(2− ε)Y,
∇YX = −εZ, ∇Y Y = 0, ∇YZ = X,

∇ZX = εY, ∇ZY = −X, ∇ZZ = 0,

(4.31)

and calculate components of the Riemann curvature tensor

RXYX = −ε2Y, RXZX = −ε2Z, RY ZX = 0,

RXY Y = εX, RXZY = 0, RY ZY = −(4− 3ε)Z,

RXYZ = 0, RXZZ = εX, RY ZZ = (4− 3ε)Y.

(4.32)

The components of the Ricci tensor are then equal to

RicXX = 2ε2, RicY Y = 2(2− ε), RicZZ = 2(2− ε),
RicXY = 0, RicY Z = 0, RicXZ = 0. (4.33)

Since the Ricci tensor is diagonal, the solution g(t) to the Ricci flow equa-
tion (4.1) is constant in off-diagonal components. By the boundary condition
g(t)|t=0 = g we get that the solution g(t) is diagonal, so it is in the form

g(t) =

ε(t)ρ(t) 0 0
0 ρ(t) 0
0 0 ρ(t)

 (4.34)
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for some smooth functions ε(t), ρ(t) satisfying the boundary conditions given
by (ε(t)ρ(t))|t=0 = ε and ρ(t)|t=0 = 1. Then the Ricci flow equation (4.1) is
equivalent to the system of partial differential equations

∂ρ(t)

∂t
= −4(2− ε(t)),

∂ε(t)ρ(t)

∂t
= ε(t)

∂ρ(t)

∂t
+
∂ε(t)

∂t
ρ(t) = −4ε2(t). (4.35)

The second equation in (4.35) gives

∂ε(t)

∂t
ρ(t) = 8ε(t)(1− ε(t)),

∂ε(t)

∂t
= 8

ε(t)(1− ε(t))
ρ(t)

. (4.36)

We will calculate dependence of ρ(t) on ε(t), using the implicit function the-
orem. In the following we assume that ε(t) 6= 1 for R+. Calculating the partial
derivative of ρ(t) with respect to ε(t), we get

∂ρ(t)

∂ε(t)
=

∂ρ(t)
∂t
∂ε(t)
∂t

= −4(2− ε(t))ρ(t)

8ε(t)(1− ε(t))
= − (2− ε(t))ρ(t)

2ε(t)(1− ε(t))
. (4.37)

The differential equation (4.37) is separable. We may write

dρ(t)

ρ(t)
= − 2− ε(t)

2ε(t)(1− ε(t))
dε(t). (4.38)

Integrating (4.38) by t, we get

log|ρ(t)| = log|ε(t)| − 1

2
log|1− ε(t)|+ C1, (4.39)

where C1 is an integration constant.
Equation (4.39) implies

ρ(t) =
C2ε(t)√
|1− ε(t)|

, (4.40)

where C2 = exp|C1|.
Substituting (4.40) into (4.36) we get

∂ε(t)

∂t
= C3ε

2(t)
√
|1− ε(t)|, (4.41)

where C3 = 12
C2

.
The differential equation (4.41) is again separable. Integration by t using

substitution
√

1− ε(t) = u gives

− 1

2
(log|

1 +
√

1− ε(t)
1−

√
1− ε(t)

|+
2
√

1− ε(t)
ε(t)

) = C3t+ C4, (4.42)

where C4 is an integration constant.
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5. The Ricci flow problem for
Poincaré-Einstein metrics

5.1 Formulation of the problem

Let (M, g) be a Riemannian manifold. We are interested in finding metrics h(0)
that flow to the Poincaré-Einstein metric h+ of g at a finite time (normalized to
t = 1). Although the Poincaré-Einstein metric forms a manifold with boundary
on M × I, we will only work in the interior of the manifold. We will not consider
generalized Poincaré-Einstein metrics. We will refer to this problem as the Ricci
flow problem for (M, g).

Namely, we consider 1-parameter family of smooth metrics h(t) on M × I,
parametrized by t ∈ [0, ε] for some ε > 0, satisfying the Ricci flow equation

∂h(t)

∂t
= −2Ric(h(t)), (5.1)

together with the terminal (boundary) condition

h(t)|t=1 = h+. (5.2)

Here t denotes the coordinate on [0, ε], r denotes the coordinate on I as in chapter
2, x1, . . . , xn denote coordinates on M . A solution of the Ricci flow problem is an
initial metric occuring in the family h(t) at the time t = 0. Finding a solution to
the Ricci flow problem is equivalent to finding a solution to backward Ricci flow,
that flows in a finite time in the following way: we consider the backward Ricci
flow given by

∂h(t)

∂t
= 2Ric(h(t)), (5.3)

together with the boundary condition

h(t)|t=1 = h+, (5.4)

for t ∈ [1 − ε̃, 1], for some ε̃ > 0. For a discussion on the backward Ricci flow,
see [RF] pages 71-73. It is discussed there that a solution of the backward Ricci
flow is generally not unique. It follows that a solution of the Ricci flow problem
is generally not unique. For simplification we will assume that the obstruction
tensor O for the metric g is zero, so we do not consider generalized Poincaré-
Einstein metrics with log terms in the formal power series.

By (2.15) and (2.16) we can write the Taylor expansion in r of the Poincaré-
Einstein metric

h+ =
1

r2
(hr + dr2)

using

hr = h(0) + r2h(2) + . . .+ rnh(n) + . . . , (5.5)
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where h(0) = g. We remark that 1
r2

(h(0) + dr2), 1
r2

(h(0) + dr2) + h(2), 1
r2

(h(0) +
dr2) + h(2) + r2h(4), . . . and so on are smooth Riemannian metrics on M × I. We
shall consider a 1-parameter family of metrics in the general form h(t) ≡ hr(t)

h(t) =
1

r2
h(0)(t) + h(2)(t) + r2h(4)(t) + . . .+ rnh(n+2)(t) + . . .

(5.6)

fulfilling the boundary condition for t = 1:

h(0)(t)|t=1 = h(0) = g + dr2, h(2k)(t)|t=1 = h(2k). (5.7)

Aim 1. In the thesis we adopt the following strategy: we solve the problem modulo
o(r2k) for k ∈ N0, taking first 1

r2
(h(0) +dr2) and solving for 1

r2
h(0)(t) that satisfies

the Ricci flow equation

1

r2
∂h(0)(t)

∂t
= −2Ric(

1

r2
h(0)(t)), (5.8)

together with the boundary condition

(
1

r2
h(0)(t))|t=1 =

1

r2
(h(0) + dr2), (5.9)

by direct computation. In the next step we take 1
r2

(h(0) + dr2) + h(2) and solve for
1
r2
h(0)(t) + h(2)(t) satisfying the Ricci flow equation

∂( 1
r2
h(0)(t) + h(2)(t))

∂t
= −2Ric(

1

r2
h(0)(t) + h(2)(t)), (5.10)

together with the boundary condition

(
1

r2
h(0)(t) + h(2)(t))|t=1 =

1

r2
(h(0) + dr2) + h(2), (5.11)

by computation for this metric and so on. In particular we shall consider

h(2s)(t) =

(
a(2s)(t) b

(2s)
i (t)

b
(2s)
i (t) g

(2s)
ij (t)

)
(5.12)

for s ∈ N0, where a(2s)(t) is a function a(2s)(t, x1, . . . , xn) ≡ a(2s)(t), b
(2s)
i (t) is

a vector-valued function b
(2s)
i (t, x1, . . . , xn) ≡ b

(2s)
i (t) and g

(2s)
ij (t) is a matrix-

valued function g
(2s)
ij (t, x1, . . . , xn) ≡ g

(2s)
ij (t). In particular, this means that in

the first step, taking 1
r2

(h(0) + dr2), the boundary condition for h(0)(t) is set to

a(0)(1, x1, . . . , xn) = 1, b
(0)
i (1, x1, . . . , xn) = 0 for i = 1, . . . , n and g

(0)
ij (1, x1, . . . , xn) =

gij (the initial metric) for i, j = 1, . . . , n.

We remark that (5.6) is not the most general form of solution of (5.1) with
boundary condition (5.2), however it is the most general form that includes all
terms with nonzero boundary condition. Generally there may exist solutions of
(5.1) with terms of negative lower than −2 or odd powers of r. These terms
vanish at t = 1 by (5.2).
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Next we will explain how we will calculate h(2s)(t) for s ∈ N0. We will only
discuss the calculation of h(0)(t). We consider the family of metrics h(0)(t) given
by the Taylor series in t− 1

h(0)(t) = h
(0)
(0) + (t− 1)h

(0)
(1) +

(t− 1)2

2!
h
(0)
(2) + . . . , (5.13)

where h
(0)
(0) = h(0)(1) = h(0) + dr2.

We do the same for the Ricci curvature tensor Ric(h(t)) of the family of
metrics h(0)(t)

Ric(h(0)(t)) = Ric(0) + (t− 1)Ric(1) +
(t− 1)2

2!
Ric(2) + . . . , (5.14)

where Ric(0) = Ric(h(0)(1)) = Ric(h(0)).
In the following we will use Theorem 18 to calculate partial derivatives of

h(0)(t) with respect to t. We will retain the notation from Theorem 18.

For the simplification of notation we will write a(0)(t) ≡ a(t), b
(0)
i (t) ≡ bi(t)

for i = 1, . . . , n and g
(0)
ij (t) ≡ gij(t) for i, j = 1, . . . , n.

We will devote the rest of this chapter to the discussion of solutions of the
system (5.1). First, we will show that under a certain assumption a simple so-
lution exists with bi = 0 for i = 1, . . . , n, and show that under more restrictive
conditions a unique solution exists for Rn equipped with euclidean metric. Sec-
ondly, we will show how to proceed in the case of a general initial Riemannian
manifold (M,h(0))

We shall refer to 1
r2
h(0)(t) simply as h to simplify our notation. Note that we

do not use r as a summation index.

5.2 Simplified case of the Ricci flow problem

The case of bi = 0 for all i = 1, . . . , n substantially simplifies our calculations due
to the block-diagonal form of the metric (5.12). The most general form of this
type of 1-parameter family of metrics is

h =
1

r2

(
a 0
0 gij

)
,

with

a ≡ a(t, x1, . . . , xn) ≡ a(t), gij ≡ gij(t, x1, . . . , xn) ≡ gij(t), (5.15)

for a smooth and invertible function and gij smooth, invertible as a matrix, with
its inverse

h−1 = r2
(
a−1 0
0 gij

)
,

where gij = (gij)
−1, for i, j = 1, . . . , n.
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We begin by calculating the Christoffel symbols and components of the Rie-
mann curvature tensor of the metric h using (1.13) and (1.14),

Γrrr = −1

r
, Γkrr = −1

2
gkp

∂a

∂xp
,

Γrri =
1

2a

∂a

∂xi
, Γkri = −1

r
δki,

Γrij =
1

ra
gij, Γkij = Γkij(g), (5.16)

for i, j = 1, . . . , n, where Γkij(g) is the Christoffel symbol of the metric g.

Rrrir = 0, Rkril =
1

r3
(
∂gki
∂xl
− ∂gkl
∂xi

+ glqΓ
q
ki(g)− giqΓqkl(g)),

Rrijr =
1

r4
gij +

1

2r2
(
∂2a

∂xi∂xj
− 1

2a

∂a

∂xi

∂a

∂xj
− ∂a

∂xp
Γpij(g)), (5.17)

Rkijl =
1

r2
Rkijl(g) +

1

ar4
(gijgkl − gkjgil),

for i, j = 1, . . . , n, where Rkijl(g) is the Riemann curvature tensor of the metric
g.

The components of the Ricci curvature tensor of the metric h are equal to

Ricrr = hklRrkrl,

Ricri = hklRrkil,

Ricij = hrrRirjr + hklRikjl. (5.18)

for i, j = 1, . . . , n.
Since bi = 0, the second equation implies

∂gki
∂xl
− ∂gkl
∂xi

+ glqΓ
q
ki(g)− giqΓqkl(g) = 0. (5.19)

Once the equation (5.19) is satisfied, we may set bi = 0 and solve the Ricci flow
equation (4.1). The equation bi = 0 implies Rkril = 0 and so Ricri = 0.

Using Theorem 18 we set up the Ricci flow equation. We calculate components
of the connection Laplacian of the Ricci tensor and the traces of the Ricci tensor
in formula (4.22).

33



∆Ricrr =
r2

a
(
∂2

∂r2
Ricrr +

4

r

∂

∂r
Ricrr +

2

r2
Ricrr)

+r2gkk(
∂2

∂xk
Ricrr − 2Γrrk

∂

∂xk
Ricrr − 2(

∂

∂xk
)Ricrr

−2Γrrk(
∂

∂xk
Ricrr) +

r

a
(
∂

∂r
Ricrr +

2

r
Ricrr)

+
r

a
gkk(gkk(

∂

∂r
Ricrr +

2

r
Ricrr) + Γpkk

∂

∂xp
Ricrr − ΓpkkΓ

r
prRicrr),

∆Ricri = 0,

∆Ricij =
r2

a
(
∂2

∂r2
Ricij +

4

r

∂

∂r
Ricij +

2

r2
Ricij)

+r2gkk(
∂2

∂x2k
Ricij − (

∂

∂xk
Γpik)Ricpj − (

∂

∂xk
Γpjk)Ricip

−Γpik(
∂

∂xk
Ricpj)− Γpjk(

∂

∂xk
Ricip)− Γpki(

∂

∂xk
Ricpj)

−Γpkl(
∂

∂xk
Ricip) + ΓqjkΓ

p
ikRicpq + ΓqkpΓ

p
ikRicqj

+ΓqkiΓ
p
jkRicqp + ΓqkpΓ

p
jkRiciq) +

r

a
(
∂

∂r
Ricij +

2

r
Ricij)

+
r

a
gkk(gkk(

∂

∂r
Ricij +

2

r
Ricij) + ΓpkkΓ

q
piRicqj + ΓpkkΓ

q
pjRiciq),

(5.20)

〈Ricr−,Ricr−〉 =
r2

a
(Ricrr)

2,

〈Ricr−,Rici−〉 = 0,

〈Rici−,Ricj−〉 = r2gklRickiRiclq,

〈Rr−r−,Ric−−〉 = r4gklgpqRrkrpRiclq,

〈Rr−i−,Ric−−〉 = 0,

〈Ri−j−,Ric−−〉 =
r4

a2
RirjrRicrr + r4gklgpqRikjpRiclq, (5.21)

for i, j = 1, . . . , n.
We consider h(t) and Ric(h(t)) as a Taylor series in t − 1 as in (5.13) and

(5.14). The Ricci flow equation is given by (5.1). The coefficients of the power

series for the Ricci curvature tensor Ric(h(t)) are given by Ric(j) = 1
j!
∂j

∂tj
Ric(h(t))

and can be calculated by Theorem 18. We have already calculated Ric(0) in (5.18).
We will only discuss calculation of Ric(1).

By Theorem 18 we have

Ric(1),rr = ∆(Ricrr)− 2〈Ricr−,Ricr−〉+ 2〈Rr−r−,Ric−−〉,
Ric(1),ri = 0,

Ric(1),ij = ∆(Ricij)− 2〈Rici−,Ricj−〉+ 2〈Ri−j−,Ric−−〉, (5.22)

where by Ric we mean Ric(0) = Ric(h(1)). The traces are taken with respect to
the metric h(0).
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We can calculate Ric(2) from Ric(1) again by using Theorem 18.

Next we will show the particular example of a solution in the case when the
initial manifold (M, g) is the euclidean space equipped with euclidean metric.
By imposing certain restrictions we obtain a unique solution of the Ricci flow
problem.

Assuming a and gij to be independent of the variables x1, . . . , xn, all partial

derivatives ∂a
∂xi

and
∂gij
∂t

are trivial. This means that a and gij are constant.
Respecting the boundary condition (5.7) we will assume that a = 1 and gij = δij.
We remark that the equation (5.19) is obviously satisfied in the case when M
is the euclidean space equipped with euclidean metric. In this case the system
simplifies as follows:

Rrrir = 0, Rkril = 0,

Rrijr =
1

r4
δij, Rijkl =

1

r4
(δjkδil − δikδjl), (5.23)

Ricrr = − n
r2
, Ricri = 0, Ricij = − n

r2
δij. (5.24)

∆Ricrr = 0,

∆Ricri = 0,

∆Ricij = 0. (5.25)

〈Ricr−,Ricr−〉 =
n2

r2
,

〈Ricr−,Rici−〉 = 0,

〈Rici−,Ricj−〉 =
n2

r2
δij,

〈Rr−r−,Ric−−〉 =
n2

r2
,

〈Rr−i−,Ric−−〉 = 0,

〈Ri−j−,Ric−−〉 =
n2

r2
δij. (5.26)

By Theorem 18 and equations (5.25), (5.26) we have ∂
∂t

Ric(h(t)) = 0. This
means that the Ricci flow equation is given in component expansion by

1

r2
∂

∂t
a(t) =

2n

r2
,

1

r2
∂

∂t
bi(t) = 0,

1

r2
∂t

∂t
gij(t) =

2n

r2
δij, (5.27)
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for i, j = 1, . . . n, where a and gij are constant. The unique solution with respect
to the boundary condition (5.7) is

a(t) = 2n(t− 1) + 1,

bi(t) = 0,

gij(t) = (2n(t− 1) + 1)δij). (5.28)

We note that this metric degenerates at the time t = 1− 1
2n

. This means that
this solution (5.28) never flows from t = 0 to t = 1. We may however consider
for example in dimension n equal to 3 a solution that flows to h(1) in time 1

12
.

We can obtain such a solution by evaluating h(t) at t = 11
12

. We remark that this
can be seen also from the fact that in this particular case the initial manifold
(M × I, h(1)) may be viewed as the Poincaré half-plane model. This space is
Einstein with Einstein constant equal to −n. The solution of Ricci flow is simple
in this case as we have seen in the example (4.27).

We finish this section by concluding that in the euclidean case h(2k) = 0 for
all k ∈ N in (5.5) , so (5.28) is a solution to the Poincaré-Einstein problem in the
euclidean case.

5.3 General case o(1) of the Ricci flow problem

In the general case, we take

h =
1

r2

(
a bi
bi gij

)
, (5.29)

a ≡ a(t, x1, . . . , xn) ≡ a(t), bi ≡ bi(t, x1, . . . , xn) ≡ bi(t),

gij ≡ gij(t, x1, . . . , xn) ≡ gij(t).

for i, j = 1, . . . , n.
The inverse metric is given by

h−1 =
r2

k̃

(
1 −A−1b

−bTA−1 k̃A−1 + A−1bbTA−1

)
, (5.30)

where A = (gij), A
−1 = (gij), b = bi, b

T is the transpose of b (as a row vector)
and k̃ = a − bTA−1b. To simplify our notation, we will write components of the
inverse metric as

h−1 =
r2

k̃

(
1 h̃ri

h̃ri h̃ij

)
= r2h̃, (5.31)

where in particular h̃ri = glibl and h̃ij = k̃gij + gilblg
jkbk.

For further simplification, we set
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Aij =
∂bi
∂xj

+
∂bj
∂xi
− 2gij

r
, (5.32)

Bk
ij = h̃km(

∂gmi
∂xj

+
∂gmj
∂xi

− ∂gij
∂xm

),

Br
ij = h̃rm(

∂gmi
∂xj

+
∂gmj
∂xi

− ∂gij
∂xm

),

Ck = h̃km(
4

r
bm +

∂a

∂xm
),

Cr = h̃rm(
4

r
bm +

∂a

∂xm
),

for i, j = 1, . . . , n.
Based on this notation, the Christoffel symbols Γkij ≡ Γkij(h) for the metric h

are given by

Γrrr = − 1

2k̃
(
2a

r
+ Cr), (5.33)

Γkrr = − 1

2k̃
(
2a

r
h̃rk + Ck)

Γrri =
1

2k̃
(
∂a

∂xi
− h̃rmAim),

Γkri =
1

2k̃
(h̃rk

∂a

∂xi
+ h̃kmAim)

Γrij =
1

2k̃
(Aij +Br

ij),

Γkij =
1

2k̃
(h̃rkAij +Bk

ij),

for i, j = 1, . . . , n.
We proceed directly to calculate the equations for partial derivatives of h

using the formula (1.14) for Riemann curvature. The components of the Riemann
curvature tensor Rijkl ≡ Rijkl(h) for the metric h are given by

Rirrj =
1

2
(

1

r2
∂2a

∂xi∂xj
+

6

r4
gij +

2

r3
(
∂bi
∂xj

+
∂bj
∂xi

))

+
a

4r2k̃2
[−(

2a

r
+ Cr)(Aij +Br

ij)− (
∂a

∂xj
+ h̃rmAjm)(

∂a

∂xi
+ h̃rmAim)]

+
bp

4r2k̃2
[−(

2a

r
+ Cr)(h̃rpAij +Bp

ij)− (
∂a

∂xj
+ h̃rmAjm)(h̃rp

∂a

∂xi

+h̃mpAim)] +
bp

4r2k̃2
[−(

2h̃rpa

r
+ Cp)(Aij +Br

ij)− (h̃rp
∂a

∂xj

+h̃mpAmj)(
∂a

∂xi
+ h̃rmAim)] +

gpq

4r2k̃2
[−(

2h̃rpa

r
+ Cp)(h̃qrAij +Bq

ij)

−(h̃rp
∂a

∂xj
+ h̃mpAmj)(h̃

rq ∂a

∂xi
+ h̃mqAmi)],

(5.34)
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Rrrir =
bp

4r2k̃2
[−(

∂a

∂xi
+ h̃rmAim)(

2h̃rpa

r
+ Cp) + (

2a

r
+ Cr)(h̃rp

∂a

∂xi

+h̃pmAim)] +
bp

4r2k̃2
[−(h̃rp

∂a

∂xi
+ h̃pmAim)(

2a

r
+ Cr) + (

2h̃rpa

r

+Cp)(
∂a

∂xi
+ h̃rmAim)] +

gpq

4r2k̃2
[−(h̃rp

∂a

∂xi
+ h̃pmAim)(

2h̃qra

r

+Cq) + (
2h̃rpa

r
+ Cp)(h̃rq

∂a

∂xi
+ h̃qmAim)],

(5.35)

Rmrik =
1

2
(

1

r2
(

∂2bi
∂xk∂xm

− ∂2bk
∂xm∂xi

) +
2

r3
(
∂gmi
∂xk

− ∂gmk
∂xi

))

+
a

4r2k̃2
[(
∂a

∂xi
+ h̃rlAli)(Amk +Br

mk)− (
∂a

∂xk
+ h̃rlAlk)(Ami +Br

mi)]

+
bp

4r2k̃2
[(
∂a

∂xi
+ h̃rlAli)(h̃

rpAmk +Bp
mk)− (

∂a

∂xk
+ h̃rlAlk)(h̃

rpAmi

+Bp
mi)] +

bp

4r2k̃2
[(h̃rp

∂a

∂xi
+ h̃lpAli)(Amk +Br

mk)− (h̃rp
∂a

∂xk

+h̃lpAkl)(Ami +Br
mi)] +

gpq

4r2k̃2
[(h̃rp

∂a

∂xi
+ h̃lpAli)(h̃

rqAmk +Bq
mk)

−(h̃rp
∂a

∂xk
+ h̃lpAlk)(h̃

qrAmi +Bq
mi)],

(5.36)

Rrijr =
1

2
(

6

r4
gij +

2

r3
(
∂bi
∂xj

+
∂bj
∂xi

) +
1

r2
∂2a

∂xi∂xj
)

+
a

4r2k̃2
[−(

2a

r
+ Cr)(Aij +Br

ij)− (
∂a

∂xj
+ h̃rlAjl)(

∂a

∂xi
+ h̃rlAli)]

+
bp

4r2k̃2
[−(

2a

r
+ Cr)(h̃rpAij +Bp

ij)− (
∂a

∂xj
+ h̃rlAjl)(h̃

rp ∂a

∂xi

+h̃plAli)] +
bp

4r2k̃2
[−(

2h̃rpa

r
+ Cp)(Aij +Br

ij)− (h̃rp
∂a

∂xj

+h̃lpAjl)(
∂a

∂xi
+ h̃rlAli)] +

gpq

4r2k̃2
[−(

2h̃rpa

r
+ Cp)(h̃rqAij

+Bq
ij)− (h̃rp

∂a

∂xj
+ h̃lpAjl)(h̃

rq ∂a

∂xi
+ h̃lqAli)],

(5.37)
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Rmijk =
1

2r2
(
∂2gij

∂xk∂xm
+

∂2gmk
∂xi∂xj

− ∂2gik
∂xm∂xj

− ∂2gmj
∂xi∂xk

)

+
a

4r2k̃2
[(Aij +Br

ij)(Amk +Br
mk)− (Aik +Br

ik)(Amj +Br
mj)]

+
bp

4r2k̃2
[(Aij +Br

ij)(h̃
rpAmk +Bp

mk)− (Aik +Br
ik)(h̃

rpAmj +Bp
mj)]

+
bp

4r2k̃2
[(h̃rpAij +Bp

ij)(Amk +Br
mk)− (h̃rpAik +Bp

ik)(Amj +Br
mj)]

+
gpq

4r2k̃2
[(h̃rpAij +Bp

ij)(h̃
rqAmk +Bq

mk)− (h̃rpAik +Bp
ik)(h̃

rqAmj

+Bq
mj)].

(5.38)

Components of the Ricci curvature tensor are given by

Ricrr = r2h̃klRrkrl,

Ricri = r2(
1

a
Rrrir + h̃klRrkil),

Ricij = r2(
1

a
Rirjr + h̃klRikjl). (5.39)

Next we use Theorem 18 to set up the Ricci flow equation.
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∆Ricrr =
r2

k̃

( ∂2
∂r2

Ricrr − 2(
∂

∂r
Γrrr)Ricrr − 2Γrrr(

∂

∂r
Ricrr)

−2(
∂

∂r
Γprr)Ricrp − 2Γprr(

∂

∂r
Ricrp)− 2Γrrr

∂

∂r
Ricrr

−2Γprr
∂

∂r
Ricrp + 4(Γrrr)

2Ricrr + 4ΓrrrΓ
p
rrRicrp

+2ΓprrΓ
r
rrRicrp + 2ΓqrrΓ

p
rrRicqp + 2ΓprrΓ

r
prRicpr + 2ΓprrΓ

q
prRicpq

)
+
r2

k̃
h̃kk
( ∂2
∂x2k

Ricrr − 2(
∂

∂xk
Γrrk)Ricrr − 2Γrrk

∂

∂xk
Ricrr

−2(
∂

∂xk
Γprk)Ricrp − 2Γprk(

∂

∂xk
Ricrp)− 2Γrrk

∂

∂xk
Ricrr

−2Γprk(
∂

∂xk
Ricrp) + 4(Γrrk)

2Ricrr + 4ΓrrkΓ
p
rkRicrp

+2ΓprkΓ
r
rkRicrp + 2ΓprkΓ

q
rkRicqp + 2ΓprkΓ

r
pkRicrr

+2ΓprkΓ
q
pkRicqr

)
−r

2

k̃
(Γrrr

( ∂
∂r

Ricrr − 2ΓrrrRicrr − 2ΓprrRicrp
)

+Γprr
( ∂

∂xp
Ricrr − 2ΓrrpRicrr − 2ΓqrpRicrq)

)
−r

2

k̃
h̃kk
(
Γrkk(

∂

∂r
Ricrr − 2ΓrrrRicrr − 2ΓprrRicrp)

+Γpkk(
∂

∂xp
Ricrr − 2ΓrrpRicrr − 2ΓqrpRicqr)

)
,

(5.40)
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∆Ricri =
r2

k̃

( ∂2
∂r2

Ricri − (
∂

∂r
Γrrr)Ricri − Γrrr

∂

∂r
Ricri

− ∂

∂r
ΓrriRicrr − Γrri

∂

∂r
Ricrr − (

∂

∂r
Γpri)Ricrp − Γpri

∂

∂r
Ricrp

−Γrrr
∂

∂r
Ricro − Γprr

∂

∂r
Ricpi − Γrri

∂

∂r
Ricrr − Γpri

∂

∂r
Ricpr

+(Γrrr)
2Ricri + ΓprrΓ

r
rrRicpi + ΓrrrΓ

r
riRicrr + ΓrrrΓ

p
riRicpr

+ΓpriΓ
r
rrRicrp + ΓpriΓ

q
rrRicqp + ΓpriΓ

r
prRicrr + ΓpriΓ

q
prRicrq

)
+
r2

k̃
h̃kk
( ∂2
∂x2k

Ricri− (
∂

∂xk
Γrkr)Ricri − Γrkr

∂

∂xk
Ricri

−(
∂

∂xk
Γpkr)Ricpi − Γpkr

∂

∂xk
Ricpi − (

∂

∂xk
Γrki)Ricrr

−Γrki
∂

∂xk
Ricrr − (

∂

∂xk
Γpki)Ricrp − Γpki

∂

∂xk
Ricrp

−Γrrk
∂

∂xk
Ricri − Γprk

∂

∂xk
Ricpi − Γrki

∂

∂xk
Ricrr

−Γpki
∂

∂xk
Ricrp + (Γrkr)

2Ricri + ΓrkrΓ
p
krRicpi + ΓrkrΓ

r
kiRicrr

+ΓrkrΓ
q
kiRicrq + ΓpkrΓ

r
kpRicri + ΓpkrΓ

q
kpRicqi + ΓpkrΓ

p
krRicpi

+ΓpkrΓ
q
kiRicpq + ΓrkiΓ

r
krRicrr + ΓkirΓpkrRicrp + ΓkirΓrkrRicrr

+ΓrkiΓ
p
krRicrp + ΓpkiΓ

r
krRicrp + ΓpkiΓ

q
krRicqp + ΓpkiΓ

r
kpRicrr

+ΓpkiΓ
q
kpRicrq

)
−r

2

k̃

(
Γrrr(

∂

∂r
Ricri − ΓrrrRicri − ΓprrRicpi − ΓrriRicrr − ΓpriRicrp)

+Γprr(
∂

∂xp
Ricri − ΓrprRicri − ΓqprRicqi − ΓrpiRrr − ΓqpiRicrq)

)
−r

2

k̃
h̃kk
(
Γrkk(

∂

∂r
Ricri − ΓrrrRicri − ΓprrRicpi − ΓrriRicrr − ΓpriRicpr)

+Γrkk(
∂

∂xp
Ricri − ΓrprRicri − ΓqprRicqi − ΓrpiRicrr − ΓqpiRicrq)

)
,

(5.41)
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∆Ricij =
r2

k̃

( ∂2
∂r2

Ricij − (
∂

∂r
Γrri)Ricrj − Γrri

∂

∂r
Ricrj − (

∂

∂r
Γpri)Ricpj

−Γpri
∂

∂r
Ricpj − (

∂

∂t
Γrrj)Ricir − Γrrj

∂

∂t
Ricir − (

∂

∂r
Γprj)Ricip

−Γprj
∂

∂r
Ricip − Γrri

∂

∂r
Ricrj − Γpri

∂

∂r
Ricpj − Γrrj

∂

∂r
Ricir

−Γprj
∂

∂r
Ricip + ΓrriΓ

r
rrRicrj + ΓrriΓ

p
rrRicpj + ΓrriΓ

r
rjRicrr

+ΓrriΓ
p
rjRicrp + ΓpriΓ

r
rpRicrj + ΓpriΓ

q
rpRicqj + ΓpriΓ

r
rjRicpr

+ΓpriΓ
q
rjRicpq + ΓrrjΓ

r
riRicrr + ΓrrjΓ

p
riRicpr + ΓrrjΓ

r
rrRicir

+ΓrrjΓ
p
rrRicip + ΓprjΓ

r
riRicrp + ΓprjΓ

q
riRicqp + ΓprjΓ

r
rpRicir

+ΓprjΓ
q
rpRiciq

)
+
r2

k̃
h̃kk
( ∂2
∂x2k

Ricij − (
∂

∂xk
Γrki)Ricrj − Γrki

∂

∂t
Ricrj

−(
∂

∂xk
Γpki)Ricpj + Γpki

∂

∂xk
Ricpj − (

∂

∂xk
Γrkj)Ricir

−Γrkj
∂

∂xk
Ricir − (

∂

∂xk
Γpkj)Ricip − Γpkj

∂

∂xk
Ricip

−Γrki
∂

∂xk
Ricrj − Γpki

∂

∂xk
Ricpj − Γrkj

∂

∂xk
Ricir

−Γpkj
∂

∂xk
Ricip + ΓrkiΓ

r
krRicrj + ΓrkiΓ

p
krRicpj + ΓrkiΓ

r
kjRicrr

+ΓrkiΓ
p
kjRicrp + ΓpkiΓ

r
kpRicrj + ΓpkiΓ

q
kpRicqj + ΓpkiΓ

r
kjRicpr

+ΓpkiΓ
q
kjRicpq + ΓrkjΓ

r
kiRicrr + ΓrkjΓ

p
kiRicrp + ΓrkjΓ

r
krRicir

+ΓrkjΓ
q
krRiciq + ΓpkjΓ

r
kiRicrp + ΓpkjΓ

q
kiRicqp + ΓpkjΓ

r
kpRicir

+ΓpkjΓ
q
kpRiciq

)
+
r2

k̃

(
Γrrr(

∂

∂r
Ricij − ΓrriRicrj − ΓpriRicpj − ΓrrjRir

−ΓprjRicip) + Γprr(
∂

∂xp
Ricij − ΓrpiRicrj − ΓqpiRicqj

−ΓrpjRicir − ΓqpjRiciq)
)

+
r2

k̃
h̃kk
(
Γrkk(

∂

∂r
Ricij − ΓrriRicrj − ΓpriRicpj − ΓrrjRicir

−ΓqrjRiciq) + Γpkk(
∂

∂xp
Ricij − ΓrpiRicrj − ΓqpiRicqj

−ΓrpjRicir − ΓqpjRiciq))
)
, (5.42)
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〈Ricr−,Ricr−〉 =
r2

k̃
((Ricrr)

2 + 2h̃riRicrrRicri + h̃ijRicriRicrj),

〈Ricr−,Rici−〉 =
r2

k̃
(RicrrRicri + h̃rjRicrrRicij + h̃rjRicrjRicri +

h̃klRicrkRicli),

〈Rici−,Ricj−〉 =
r2

k̃
(RicriRicrj + h̃rkRicriRickj + h̃rkRickiRicrj

+h̃klRickiRiclj),

〈Rr−r−,Ric−−〉 =
r4

k̃2
(2h̃riRrrriRicrr + 2h̃rih̃rjRrirrRicrj + h̃ijRrirjRicrr

+h̃rih̃klRrrrkRicli + h̃rih̃klRrirkRicrl + h̃klh̃pqRrkrpRiclq),

〈Rr−i−,Ric−−〉 =
r4

k̃2
(RrrirRicrr + 2h̃rkRrrirRicrk + h̃rkRrrikRicrr

+h̃rkRrkirRicrr + h̃rkh̃rlRrkilRicrr + h̃rkh̃rlRrrikRicrl

+h̃rkh̃rlRrkirRicrl + h̃rkh̃rlRrrirRickl + h̃klRrkirRiclr

+h̃klRrrikRicrl + h̃pqh̃rkRrpikRicrq + h̃pqh̃rkRrripRicqk

+h̃pqh̃rkRrpirRicqr + h̃pqh̃cdRrprcRicqd),

〈Ri−j−,Ric−−〉 =
r4

k̃2
(RirjrRicrr + h̃rkRikjrRicrr + h̃rkRirjkRicrr

+2h̃rkRirjrRicrk + h̃rkhrlRikjlRicrr + h̃rkh̃rlRirjkRicrl

+h̃rkh̃rlRikjrRicrl + h̃rlh̃rlRirjrRickl + h̃klRikjrRicrl

+h̃klRirjkRicrl + h̃pqh̃rkRipjrRicqk + h̃pqh̃rkRipjkRicqr

+h̃pqh̃rkRirjpRicqk + h̃pqh̃rkRipjkRicrq + h̃klh̃pqRipjkRicql).

(5.43)

We proceed exactly as in the 5.2. We again consider h(t) and Ric(h(t)) as
Taylor series in t− 1 as in (5.13) and (5.14).

The Ricci flow equation is given by (5.1).
The coefficients of the Taylor series equation can be calculated from Ric(j) =

1
j!
∂j

∂tj
Ric(h(t)) and from Theorem 18. We will again only show calculation of the

linear coefficients Ric(1) of the Ricci flow equation in power series in t.
By Theorem 18 we have

Ric(1),rr = ∆(Ricrr)− 2〈Ricr−,Ricr−〉+ 2〈Rr−r−,Ric−−〉,
Ric(1),ri = ∆(Ricri)− 2〈Ricr−,Rici−〉+ 2〈Rr−i−,Ric−−〉,
Ric(1),ij = ∆(Ricij)− 2〈Rici−,Ricj−〉+ 2〈Ri−j−,Ric−−〉, (5.44)

where Ric means Ric(0) and the traces are taken with respect to h(0).
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5.4 Reduced system for general case o(1) of Ricci

flow problem

The Ricci flow equation (4.1) written in terms of Theorem 18 depends on the Rie-
mann curvature tensor and Ricci curvature tensor of the metric h. By imposing
restrictions on the solution of the Ricci flow equation, we simplify the formulas
for the Riemann curvature tensor and Ricci curvature tensor of h. This leads to
a simplification of the Ricci flow equation.

We assume that h̃ri = 0 for i = 1, . . . , n. This leads to h̃ij = k̃gij and
to Cr = 0, Br

ij = 0 for i, j = 1, . . . , n. Also Ck = k̃gkm ∂a
∂xm

and h̃ri = 0 for

i = 1, . . . , n implies k̃ = a. The Riemann curvature tensor of the metric h
reduces to

Rirrj =
1

2
(

1

r2
∂2a

∂xi∂xj
+

6

r4
gij +

2

r3
(
∂bi
∂xj

+
∂bj
∂xi

))

− 1

4r2a
[
2a

r
Aij +

∂a

∂xj

∂a

∂xi
]

− gpq
4ar2

(gpm
∂a

∂xm
Bq
ij + agmpAmjg

lqAli), (5.45)

Rrrir =
gpq

4ar2
(gpm

∂a

∂xm
gqlAli − gqm

∂a

∂xm
gplAli), (5.46)

Rmrik =
1

2
(

1

r2
(

∂2bi
∂xk∂xm

− ∂2bk
∂xm∂xi

) +
2

r3
(
∂gmi
∂xk

− ∂gmk
∂xi

))

+
1

4r2a
(
∂a

∂xi
Amk −

∂a

∂xk
Ami) +

gpq
4ar2

(glpAliB
q
mk − g

lpAlkB
q
mi),

(5.47)

Rrijr =
1

2
(

6

r4
gij +

2

r3
(
∂bi
∂xj

+
∂bj
∂xi

) +
1

r2
∂2a

∂xi∂xj
)

− 1

4r2a
(
2a

r
Aij +

∂a

∂xi

∂a

∂xj
)

− gpq
4r2a

(gpm
∂a

∂xm
Bq
ij + agplAljg

qmAmi), (5.48)

Rmijk =
1

2r2
(
∂2gij

∂xk∂xm
+

∂2gmk
∂xi∂xj

− ∂2gik
∂xm∂xj

− ∂2gmj
∂xi∂xk

)

+
1

4r2a
(AijAmk − AikAmj)

+
gpq

4r2a2
(Bp

ijB
q
mk −B

p
ikB

q
mj). (5.49)

for i, j = 1, . . . , n.
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The Ricci curvature tensor is given by

Ricrr = r2h̃klRrkrl,

Ricri = r2(
1

a
Rrrir + h̃klRrkil),

Ricij = r2(
1

a
Rirjr + h̃klRikjl), (5.50)

for i, j = 1, . . . , n.

We will consider the particular case when the initial manifold (M, g) is the eu-
clidean space with euclidean metric. We obtain a unique solution by imposing
additional conditions on the solution.

Let us assume that a, bi and gij are independent of the variables x1, . . . , xn.

Then all partial derivatives ∂a
∂xk

, ∂bi
∂xk

and
∂gij
∂xk

for i, j, k = 1, . . . , n are trivial. This
means that a, bi, gij are constant for i, j = 1, . . . , n. Respecting the boundary
condition (5.7) we will assume that a = 1, bi = 0 and gij = δij for i, j = 1, . . . , n.
This already implies h̃ri = gikbk = 0 for i = 1, . . . , n, k̃ = 1 and h̃ij = gij for
i, j = 1, . . . , n. Then the components of the Riemann curvature for the metric h
reduce

Rrrir = 0, Rkril = 0,

Rrijr =
1

r4
, Rijkl =

1

r4
(δjkδil − δikδjl), (5.51)

for i, j = 1, . . . , n.
Components of the Ricci curvature tensor for the metric h are equal to

Ricrr = − n
r2
, Ricri = 0, Ricij = − n

r2
δij, (5.52)

for i, j = 1, . . . , n.
We finish this section by remarking that the Ricci flow equation is exactly the

same as in Section 5.2, so the solutions coincide. The solution of (5.1) is given
by (5.28)

5.5 Another possibility for the Ricci flow prob-

lem

Let (M, g) be a Riemannian manifold, and consider the Poincaré-Einstein metric
h+ of (M, g) on M × I such that the obstruction tensor O is zero. We will again
label the coordinate on I by r.

We may now consider the same setting as for the Ricci flow problem formu-
lated in previous sections, with one exception that the flow coordinate t is not an
additional one but is given by r. This means that when reversing the Ricci flow
problem, we ask for a symmetric (2,0) tensor Tij such that

∂

∂r
hr(r, x1, . . . , xn) = T (r, x1, . . . , xn), (5.53)
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where hr is a part of the formal power series of the Poincaré-Einstein metric (2.16)

hr = h(0) + r2h(2) + . . .+ rnh(n) + . . . . (5.54)

Calculating the partial derivative of hr with respect to r, we get

Tij = 2rh
(2)
ij + 4r3h

(4)
ij + . . .+ nrn−1h

(n)
ij + . . . . (5.55)

In particular, h
(2)
ij = −Pij (see, (2.16)). We consider the 1-parameter family of

metrics h(t) on M with t = r. Then the tensor Tij defines a geometrical flow by
the equation

∂hij
∂t

= Tij. (5.56)

Following (1.22), we may view Pij as the Ricci tensor multiplied by a constant
with a correction term. In this way, the flow (5.56) may be viewed as prescribing
the Ricci flow with specific correction terms and multiplied by a constant.
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Conclusion

In the thesis we formulated and in certain case found the Ricci flow problem for
the ambient and the Poincaré-Einstein metric construction. Since the solution is
given by approximations up to some order in terms of the transversal coordinate
to the base manifold M , we discuss only the first order approximation to the the
actual solution. Let us briefly summarize the main achievements in our thesis. In
section 5.2, we introduce a simplified version of the general system of equations
equivalent to the Ricci flow problem, suppressing one of the components of the
metric. However, due to suppressing one of the metric components the solution
is valid only for initial metrics satisfying certain condition on the Christoffel sym-
bols. In particular, our result holds for the euclidean space and provides a unique
solution. In the next section, we provide a general system of differential equations
for any initial metric. In section 5.4, we investigate a system of equations that is
valid for any initial metric, but is already simplified by assuming some property
of the solution. After imposing an extra condition, we arrive at the same unique
solution as in the simplified case that is valid for the euclidean space.
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