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Abstract

This thesis examines the exchange rate pass-throughansmmer prices in Central
and Eastern Europe. The study is based on quartedyold? countries from 2003
to 2013. Estimations are conducted using heterogeneoakquantegration methods,
namely the mean group and the pooled mean group estimbixed effects are used
as a reference. The thesis provides short-run argdrlam estimates of the exchange
rate pass-through for the individual countries and fordlgen as a whole. Based on
the results, we conclude that the exchange rate pasgithi®highly variable across
Central and Eastern Europe. We find that there is no distinction between the
pass-through rates in euro area countries, EU counwiessmg the euro and non-
EU countries. Further, we find that the generally accemedcept of higher
exchange rate pass-though in developing countries doé®ldan this region.
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Abstrakt

Diplomova prace zkoumé exchange rate pass-throughytiedzmeén sneénych kurzi

na spotebitelské ceny, ve igdni a vychodni Evr@p Prace je zaloZzena na
Ctvrtletnich datech 12 zemi od roku 2003 do roku 201@hady jsou provedeny
pomoci metod heterogenni panelové kointegrace, korkrégan group a pooled
mean group estimatibor Fixed effects jsou pouzity pro srovnani. Diplomova erac
obsahuje kratkodobé a dlouhodobé odhady exchangpassethrough pro jednotlivé
zemt i region jako celek. Vysledky ukazaly, Ze se hodnotghange rate pass-
through velmi liSi pro jednotlivé statyretini a vychodni Evropy. Dosli jsme vSak
k zawru, Ze hodnoty exchange rate pass-through se nelidiislasti na tom, jestli
jsou zend ¢leny eurozonygleny EU mimo eurozonu nebo zémi mimo EU. NaSe
vysledky ukazaly, Ze veisidni a vychodni Evr@meplati obecny nazor, Ze exchange
rate pass-through je v rozvojovych zemich vy3Si nezvimatych.

Klasifikace JEL C23, E31, E52, F31
Kli ¢ova slova sménné kurzy, spdebitelské ceny,
heterogenni panelova kointegrace, pooled
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1 Introduction

This thesis estimates the exchange rate pass-through ateslet®untries of Central
and Eastern Europe. The exchange rate pass-throyglesegs to which extent
changes in exchange rate affect domestic prices. Su@mnigs are of high interest
as their knowledge is important for decisions about seymiicy issues. These
include a choice of exchange rate regime, adjustmemnade tbalances, international
transmission of shocks and last but not least a set-up pétary policy (Cheikh,
2013). The last applies especially to the exchange ess-fhrough into consumer
prices. The timing and the magnitude of the exchantge pass-through plays an
important role in inflation forecasting. Being able to prépdorecast inflation
dynamics is crucial for appropriate decisions on monetaligypdlhe Central and
Eastern European region brings specific reasons forxmairation of the exchange
rate pass-through. These are mostly connected to thethfat majority of the
countries from the region have either already joined tamEean Union or are
planning to become members in the future. One of tlestgquns connected with the
accession to the European Union and the subsequentgjahihe euro area, which
can be answered by the knowledge of the exchangeassetiprough of the countries
in question, is, whether the inflation convergence irequby the Maastricht criteria
is sustainable in the long run (Beirne and Bijsterboschl1 0

Even-though the benefits of the knowledge of the exaharsge pass-through
dynamics in the Central and Eastern Europe are higbquate attention of the
exchange rate pass-through research has not been paelregion. There are some
studies that cover the Central and Eastern Europeanriasyritut the amount is
significantly lower than the number of studies focusing\estern Europe and other
more advanced economies. Moreover, majority of thailaWe estimates are
outdated. This thesis aims to provide up-to-date estimétid® @xchange rate pass-
through for selected countries of this somewhat neglesgn. Specifically, we

cover 12 Central and Eastern European countries frerfirt quarter of 2003 to the
first quarter of 2013. Furthermore, this thesis uses dateanced methods of
heterogeneous panel cointegration, namely the mean gmodiphe pooled mean
group estimator.

The aim of this thesis is to provide short-run and longestimates of the exchange
rate pass-through both for individual countries and for ¢ggon as a whole, and to



compare them with previous results obtained by other oaathFinally, two
hypotheses are tested. First hypothesis states that thetdopreces are influenced
by the changes in the exchange rate more in develapungfries than the developed
ones. The second hypothesis is that there are signifidétences in the exchange
rate pass-through among the euro area countries, msutitat have not adopted the
euro yet and countries that are not members of thepEaroUnion.

The remainder of the thesis is structured as follows. Ch@pteviews the existing
literature and summarizes the previous exchange ratetpasgh estimates for the
countries of the Central and Eastern Europe. Chapter cBisdiss the theoretical
approach to the exchange rate pass-through and CHapterides an overview of
the methods of estimation. Chapter 5 includes a data desoriptnpirical estimation
and discussion of results. Chapter 6 concludes.



2 Literature review

2.1 Origins of exchange rate pass-through studies

The exchange rate pass-through started to become aofopiterest in the 1970s.
One of the main reasons for the increased focus ometh#onship of prices and
exchange rates was interest in the impact of devaluatioanéstic currency on the
country’s trade balance. Other reasons drove the incgeésous on the topic of
prices and exchange rates as well — among othersra tteassess the validity of the
theories of purchasing power parity and the law of omse@nd to investigate the
impact of depreciation or appreciation of currency on doméslation (Goldberg
and Knetter, 1996). The amount of conducted studies ghewng the following
decade. As both Menon (1995) and Goldberg and Knet@96) state, during the
1980s the research of the exchange rate pass-throagbetd mainly on pass-through
into prices in the United States. Menon’s (Menon, 1995) litegatwrvey is an
illustration of this. In the 43 studies he examined, thenee w8 exchange rate pass-
through estimates and out of these 78 estimates 27 bdltmgjge United States. The
rest covered mainly other major industrialized countmesnely Japan, Australia,
Germany, Canada, the United Kingdom, South Korea, Frathee Netherlands,
Belgium, Italy and few others with only one estimate. Dgveg countries were
covered very seldom. Based on these studies, it is evidanin the early years of
the exchange rate pass-through research the by faramwsnon method of pass-
through estimation were the ordinary least squares. Egtimat the exchange rate
pass-through using the ordinary least squares candbéematic since in many cases
the time series character of the data does not fulfill aliraptions of the ordinary
least squares, especially the assumption of stationariy@hl 1995). In the studies
reviewed by Menon (1995), exchange rate pass-through emlculated as pass-
through into import prices, domestic producer pricexpog prices.

2.2 Current research

The research of exchange rate pass-through haseevoler the past few decades
and is currently much more diverse and sophisticateditiweas in the 1980s and the
first half of the 1990s. Following sections look at this dsitgrand development in
terms of country coverage, data, methodology and findi@gerview of selected
studies can be found in Table 1: Overview of selectectites.



Table 1: Overview of selected literature

Study Data Model Method
. monthly data (1996 - 2006) ERPT into consumer
Babecka (2009) for the Czech Republic prices VAR, VECM

Barhoumi (2005)

Beirne and
Bijsterbosch
(2011)

Billmeier and
Bonato (2002)

Bitans (2004)

Campa and
Goldberg (2002)

Ca'Zorzi, Hahn
and Sanchez
(2007)

Cheikh (2011)

Coricelli, Jazbec
and Masten
(2006)

Dabusinskas
(2003)

Darvas (2001)

Holmes (2006)

annual data (1980 - 2003) for
24 developing countries
(none from CEE)

non-stationary
panel, PMG, MG,
FMOLS, DOLS

ERPT into import
prices

five-variate
cointegrated VAR,
impulse response
derived from
VECM

monthly data (1/1995 -
4/2008) for nine central and
eastern EU member states

ERPT to consumer
prices

monthly data (1/1994 -  ERPT into consumer
1/2001) for Croatia prices

monthly data (1/1993 -

cointegrated VAR

ERPT into producer

6/2003) for 13 East European . recursive VAR
, and consumer prices
countries
quarterly data (1975 - 1999) ERPT into import OLS
for 25 OECD countries prices
quarterly data (period starting
1975 - 1993 and ending 2003
- 2004) for 12 emerging  ERPT into CPI and VAR
markets in Asia, Latin import prices
America and Central and
Eastern Europe
quarterly data (1/1994 - L
4/2010) for 27 OECD ~ CRPTINoImport oy, o poy s
, prices
countries
monthly data (1993 - 2002) . single equation
for four EMU acceding ERiPn;II ;H;?‘CPI and cointegrated

countries VAR
ERPT into import,
producer and

qule;gggg)dfiiaé;g:iis ) consumer prices, OLS, SUR
total and
disaggregated
VAR, OLS and

simultaneous time-
varying error
correction
framework

quarterly data (1993 - 2000) ERPT into consumer
for 4 EU candidate countries prices

ERPT of US dollar panel data
ER into consumer cointegration,
prices DOLS

monthly data (4/1972 -
6/2004) for 12 EU countries



panel data

annual data (since 1971) for ERPT into import . .
cointegration,

Holmes (2008) 19 African countries prices

FMOLS
monthly data (1/1999 - 11 or
Korhonen and 12/2004) for 7 countries of ERPT into consumer VAR without error
Wachtel (2005) Commonwealth of prices correction terms
Independent States
Kozluk, Banerjee 1995 - 2005 data for euro E.RPT |r_1t0 Import panel data
and de Bandt area countries prices, disaggregate cointegration
(2008) data - industry level 9
quarterly data (1/1976 -

ERPT into producer

McCarthy (1999)  4/1998) for 9 industrialized . VAR
. and consumer prices
countries
quarterly data (1/1984 - ERPT into import
Mumtaz, Oomen 1/2004) for the United prices, disaggregate OLS
and Wang (2006) . i
Kingdom data - industry level
. monthly data (1981 - 2001) .
Sghroder and for 5 countries of the euro ERPT Into consumer VECM
Hufner (2002) prices
area
monthly data (starting
Vonnak (2010) between 1995 anq 1997) for ERPT into consumer VAR
the Czech Republic, Hungary prices
and Poland

Source:author’s compilation of information from the listetudies

2.2.1 Country coverage

The structure of the covered countries changed signtficaNaturally, the exchange
rate pass-through for the United States and other majosstimalized countries
remained a topic of interest of many studies, but smallldesd economies and
transitional and developing countries have been receiviogigg attention. There
are studies that focus only on one specific countryekample Mumtaz, Oomen and
Wang (2006) who estimated the exchange rate passgtiioto import prices in the
United Kingdom in 1984 — 2004; Billmeier and Bonato (2002pvestimated the
exchange rate pass-through to consumer prices in Croaiasihskas (2003) who
estimated the exchange rate pass-through to import, ggpdad consumer prices in
Estonia), but many studies have a multicountry charactezsd often focus on a
certain type of countries or a region. Among the worksalidg with the more
industrialized economies, there are quite common studiesringvselected OECD
countries (e.g., Campa and Goldberg (2002), Cheiki1p or selected European
Union member states (e.g., Holmes (2006) — estimatmmselected member states;
Kozluk, Banerjee and de Bandt (2008) — estimations fembers of the euro area;
Beirne and Bijsterbosch (2011) — estimations for centrdl eastern EU member
states). Exchange rate pass-through estimates fologewg countries from various
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world regions are provided for example in Barhoumi 80@frica, Asia, South and
Central America) or Ca'Zorzi, Hahn and Sanchez (2@B%)a, South and Central
America, Central and Eastern Europe). Some authorssfoon a comparison of
exchange rate pass-through in a certain region. Fon@ga Holmes (2008) studied
19 African countries and Korhonen and Wachtel (20@kutated the exchange rate
pass-through for seven countries of the Commonwealtmd#fpendent Statesind
few other developing countries as a benchmark. Thétsesiuthe later study are of
an interest to us, since some of the countries of the Comeadth of Independent
States and some of the countries from the benchmark b&lo@igntral and Eastern
Europe (CEE). From the Central and Eastern Europeaantethhe countries most
represented in the literature are members of the Eumopkaon or were EU
candidates at the time the study was conducted. The mwhlestimates is highest
for the Czech Republic, Hungary and Poland, followedthsy Slovak Republic,
Slovenia and Romania. These countries are often incind@ multicountry studies
along both major industrialized economies (estimates fer @lzech Republic,
Hungary and Poland can be found in Campa and GoldBefip); estimates for the
Czech Republic, the Slovak Republic and Poland are alailaiCheikh (2011)) and
developing countries (estimates for the Czech Republingbhy and Poland can be
found for example in Ca'Zorzi, Hahn and Sanchez {P00rhere are also studies
specifically dedicated to the more developed countri€%eotral and Eastern Europe.
Darvas (2001) and Coricelli, Jazbec and Masten (20@Bhated the exchange rate
pass-through for the Czech Republic, Hungary, Poland &ondenia. The work
covering the most extensive sample of CEE countriesqlatries) is Bins (2004).

2.2.2 Data

The character of the data used for the exchange radehpasigh estimation is either
a time series or a panel. The frequency of the data nagepks in the overviewed
literature from monthly to annual. The studies using mordlaka often use proxies
for some of the variables. There seems to be a trfabletfeen the use of precise
variables and availability of more frequent data and thu® mbservations. In terms
of the type of prices used currently in the literatureparh prices and domestic
consumer prices are the ones most commonly used. Unlikke 1980s and the

1990s, the exchange rate pass-through into export plaeEs not currently seem to
be of an interest of researchers. None of the 19 redestudies estimated this type
of pass-through. This is a significant change from theuitOof 43 studies solely on

export prices and 13 out of 43 on both export and impaces that Menon (2005)

! Regional organization composed of former Soviqiukéics



reports. Similarly to the past, some researchers (Mur@amen and Wang (2006);
Kozluk, Banerjee and de Bandt (2008); Dabusinskas (2@08)not interested only
in the overall level of the exchange rate pass-through @ountry, but investigate
deeper by estimating the values for each industry. Ts&gdregated approach is
claimed to be more accurate, since it provides morelettaformation, but for the

sake of a comparison of the exchange rate pass-thraogiss the region, the
aggregate approach is appropriate and sufficient.

2.2.3 Methodology

The ordinary least squares are still used as an estinragtimod for exchange rate
pass-through; however, the frequency of application is smmificantly lower.
Mumtaz, Oomen and Wang (2006) and Campa and GoldBéf®) used ordinary
least squares as their sole method of estimation. OthgrsOarvas (2001)) used it
only as a one of the estimation methods, allowing fooraparison across different
methods. Vector autoregression is a method of choice &mymesearchers dealing
with the exchange rate pass-through. These includeaBgR2001), Bitns (2004),
Korhonen and Wachtel (2005), Ca'Zorzi, Hahn and SEnm¢R007), Vonnak (2010)
and Beirne and Bijsterbosch (2011). Lately, methods wofelpaointegration are
becoming more popular in estimating the exchangepads-through. Holmes (2006)
used the dynamic ordinary least squares (DOLS) on alsashfi2 members of the
European Union; Holmes (2008) used Fully Modified Ordiaeast Squares on 19
African countries. Cheikh (2011) used both Dynamic Batly Modified Ordinary
Least Squares to estimate the pass-through for a muofb©ECD countries,
including some countries relevant for this work — namety @zech Republic, the
Slovak Republic and Poland. In the reviewed literaturey Balrhoumi (2005) used
the pooled mean group (PMG) estimator and the mean diM@) estimator —
methods that are used to estimate the exchange rat¢hpasgh for Central and
Eastern European countries in this thesis. He, howewérnat include the CEE
region in his study.

2.2.4 Findings

Since this thesis is focusing on the countries of Central EBastern Europe, the
following paragraphs compare the exchange rate pasgein estimates for the
countries from this region. The findings are compaaetbss countries, time and
methods used.

2.2.4.1 Exchange rate pass-through and its dynamics
As illustrated by Table 2: Findings for the CEE countriespnmglete exchange rate
pass-through is a very common phenomenon in the Centtdtastern Europe. Out
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of the 198 estimates available in the reviewed literature; pmle are close to a
complete pass-through (with pass-through betweenr@id &). These are the VAR
estimates for Poland and Slovenia in Coricelli, Jazbec Madten (2006), the
estimate for Poland in Campa and Goldberg (2002), thenas for the Czech
Republic and Poland in Cheikh (2011), the VAR estimateg&$bonia and Latvia in
Beirne and Bijsterbosch (2011), the eight quarter consymiee estimate for
Hungary in Ca'Zorzi, Hahn and Sanchez (2007) andh@4dth first period estimate
for Lithuania in Bitins (2004). Large pass-through (between 0.8 and @9)be
observed in four other estimates. There are further éstimates larger than 1.1.
Three of these occur in Ca'Zorzi, Hahn and Sanch@@7(2 which can point to an
imperfect specification of the model.

There are several exchange rate pass-through estiaggpeoaching zero (between 0
and 0.1). These are the both single equation estimateduiegary in Coricelli,
Jazbec and Masten (2006), the estimate for the SlovalitdRe in Cheikh (2011), the
six month shock response estimates for Hungary, the iSR&public and Estonia in
Beirne and Bijsterbosch (2011), both estimates for thectCRepublic, Poland,
Hungary and the Slovak Republic in Korhonen and WadqR@05), the short run
estimate for Poland in Darvas (2001) and the 3-manmgh geriod estimates for the
Czech Republic and Latvia, the 3-month second period dssnfar the Czech
Republic and Romania and the 6-month second period astifior the Czech
Republic in Bitins (2004). There are 24 more very low estimates (irrahge 0.1-
0.2). In the reviewed literature, there were two instan€asicelli, Jazbec and
Masten (2006) single equation short and long run estenfatePoland) where the
exchange rate pass-through was negative. Klein (1998ieg that this can occur
when the exchange rate depreciation is associated witltlmedén a conditional
expectation of income and unobserved domestic price leakbtiiweigh the effect
of higher value of foreign costs in the domestic ency. This, however, does not
necessarily have to be the explanation for the negastdts in this case.

Development of the exchange rate pass-through overcaamdye observed in Biis
(2004). He calculated the exchange rate pass thraugiwvé periods for all covered
countries with the exception of Croatia, where only datehe more recent period
were available. Vast majority of the estimates decrefsed the first period to the
second. The only exceptions were some of the 3-motithagss. Besides the results

2 |n this category the only estimate larger than loag a value of 1.01 (VAR estimate for Slovenia in
Coricelli, Jazbec and Masten (2006)). Despite tloblpmatic nature of estimates larger than ondj suc

a small plus variation from one can be considesedomplete pass-through.



published by Biins (2004), there does not seem to be a clear pattelevefopment
of the exchange rate pass-through over time. The rdasdhis might be that the
examined periods of a majority of the studies overlap etwér. Another reason can
be the general variability of results that occurs in thispde.

2.2.4.2 Exchange rate pass-through across countries

There are major differences in the extent of the exchasgepass-through among
countries. The country-specific averages across all stadigéestimates range from
0.26 for the Slovak Republic to 0.64 for Russia. In additmthe Slovak Republic,
Croatia, the Czech Republic, Lithuania, Macedonia, Slayétungary, Latvia and
Ukraine fall below the average of the range. Poland, &asn Estonia, Moldova and
Bulgaria belong alongside Russia to the upper “h&igspite the rather large
difference between the lowest and highest average estimateout of the fifteen
countries fall in the range 0.4 - 0.5. The differencesestimates for different
countries within one study and type of estimate are evgarléhan the differences in
the average values. For example, Cheikh (2011) qtims¢egass-through rate of 0.07
for Slovakia while the Czech Republic reaches 0.95 aanBd.98. In Korhonen
and Wachtel (2005), the estimates range from 0.03 faC#eeh Republic both in 12
and 14 months to 0.88 and 1.12 for Romania in 121dnehonths respectively.

2.2.4.3 Exchange rate pass-through across studies for one country

It is clear from Table 2: Findings for the CEE countriélsat there are not only
differences between countries but also between estinfiatesne country. These
differences can occur for several reasons; the two or@s being a different model
specification and a use of a different methodology.

The main difference in the model specification is the tyfpprices into which is the
exchange rate pass-through measured. The two mpes tgf prices used in the
reviewed literature are import and consumer pficEstimates for both import and
consumer prices are available only for five countrtee Czech Republic, Poland,
Hungary, the Slovak Republic and Estonia). From the estinfatethe first three

countries, it is clearly visible that the exchange ratesfiarough into consumer
prices is generally lower than the one into import pridéss is in line with the

% The countries appear in the order of their averagehange rate pass-through estimate from the

lowest to the highest.

* Producer prices appeared in only two studies foguen the Central and Eastern Europe, one of

them covering only Estonia.



general expectations. The difference between the pamsgthrinto import and
consumer prices is believed to exist for several req®@archetta and van Wincoop,
2002):

i) The imported goods incorporate some value added indisteibution
sector of the domestic market and thus the consumeespace less
sensitive to changes in the exchange rate. Alternatitiedy distribution
costs play a role in lowering the pass-through into conspness.

i) The final goods sold to customers in the domestic maretanix of
imported intermediate goods and domestic goods. Theréfiereesulting
price is set in two stages — by the producers of intermeed@ods and the
final goods producers.

iii) If domestic firms face a strong competition from domeptimducers of
final goods, they tend to set prices in domestic curre@ey.the other
hand, foreign firms prefer pricing in the currency oé texporter. This
leads to the exchange rate pass-through being completagdort prices
and zero for consumer prices.

Based on the estimates provided in the reviewed studieSlthak Republic and
Estonia seem to be an exception to this rule. The estimfaties exchange rate pass-
through into consumer prices are for all countries mdstly many close to zero and
only very few approaching the complete pass-through.

Different methods can also yield significantly different tesuThis is apparent
especially in the studies that estimated the pass-throughoby methods, since the
specification of the model is most likely the same or coaiga and thus the
differences cannot be attributed to it. Good examplaeh@fpossible differences in
estimates for one country, within one study, acrossemuogthods are the estimates
for Hungary and Slovenia in Coricelli, Jazbec and Mag&06). For Hungary, the
long run single equation estimate equals to 0.06, while thg tan cointegrated
vector autoregression estimate equals to 0.8. For Slovétealong run single
equation estimate equals to 0.19, while the long run coBted) vector
autoregression estimate equals to 1.01. The varianceutfsressed on the method
used can be further illustrated by the 0.47 spread leeatite fully modified ordinary
least squares estimate (Cheikh, 2011) and the vectoregugssion estimate
(Ca'Zorzi, Hahn and Sanchez, 2007) for the CzechuRep

The data also suggest that the exchange rate passtheolagger in the long term
than in the short term. For all Central and Eastern Earopstimates in Campa and
Goldberg (2002), Beirne and Bijsterbosch (2011), Koemoand Wachtel (2005) and
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Darvas (2001) and all estimates for consumer prices 'ino&a, Hahn and Sanchez
(2007), it holds that the estimates of the exchange eds-fhrough into the same
prices using the same method are equal or larger itotigeterm than in the short
term. In addition to the four studies mentioned above, ieethmore studies
(Coricelli, Jazbec and Masten (2006); a3 (2004); and the import-price part of
Ca'Zorzi, Hahn and Sanchez (2007)) only one coutudgs not satisfy this condition.

The previous paragraphs lead to a conclusion, that thafispgon of the pass-
through equation and the selection of the estimation metinedcrucial and that
results are not easily comparable across studies.
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Table 2: Findings for the CEE countries

Campa and Goldberg Cheikh
Study Coricelli, Jazbec and Masten (2006) (2002) (2011) Beirne and Bijsterbosch (2011)
1994 -

Time period 1993 - 2002 1975 - 1999 2010 1995 - 2008

Cointe- Cointe-
Method of grated grated
estimation Single equation VAR OLS FMOLS Shock response VAR
Prices Consumer Import Import Consumer
Short run /
Long run SR LR LR SR LR LR 6 months 12 month&4 months 48 months LR
Bulgaria 0.20 0.21 0.32 0.36 0.70
Croatia
Czech Republic 0.20 0.22 0.46 0.38 0.61 0.95 0.25 380 0.41 0.43 0.50
Estonia 0.06 0.16 0.57 0.60 0.93
Hungary 0.05 0.06 0.97 0.58 0.85 0.09 0.24 0.37 004 0.63
Latvia 0.36 0.44 0.51 0.62 0.97
Lithuania 0.15 0.21 0.34 0.46 0.44
Macedonia
Moldova
Poland -0.02 -0.02 0.80 0.50 0.99 0.98 0.27 0.36 40 0. 0.40 0.47
Romania 0.14 0.18 0.23 0.34 0.44
Russia
Slovak
Republic 0.07 0.05 0.18 0.39 0.39 0.37
Slovenia 0.22 0.19 1.01
Ukraine
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Korhonen and Wachtel

Study (2005) Darvas (2001) Ca'Zorzi, Hahn and Sanchea7R0 Dabusinskas (2003)
Time period 1999 - 2004 1993 - 2000 CZ: 1993 - 2004 1991 - 2003; HU: 1988 -2003 1995 -2003
Method of

estimation VAR VAR SUR OLS
Prices Consumer Consumer Import Consumer Import s@aer
Short run / SR &

Long run 12 months 24 months SR LR 4 quarters  8tersa 4 quarters 8 quarters LR

Bulgaria

Croatia

Czech Republic 0.03 0.03 0.10 0.15 0.72 0.48 0.61 770

Estonia 0.30 no significant ERPT
Hungary 0.06 0.06 0.10 0.40 1.26 1.77 0.48 0.91

Latvia

Lithuania

Macedonia

Moldova 0.49 0.49

Poland 0.09 0.09 0.00 0.20 0.86 1.30 0.31 0.56

Romania 0.88 1.12

Russia 0.63 0.64

Slovak

Republic 0.05 0.05

Slovenia 0.16 0.18 0.20 0.40

Ukraine 0.42 0.42
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Billmeier and

Study Bonato (2002) Bitans (2004)

Time period 1994 - 2001 Varying from 1993-1994 §97-2001 Varying from 1997-2001 to 2003
Method of Cointegrated

estimation VAR Recursive VAR Recursive VAR

Prices Consumer Consumer Consumer

Short run /

Long run LR 3 months 6 months 12 months 24 monthsmoBths 6 months 12 months 24 months
Bulgaria 0.80 0.98 1.11 1.19 0.44 0.47 0.47 0.48
Croatia 0.30 0.18 0.23 0.35 0.36
Czech Republic 0.02 0.14 0.21 0.30 0.05 0.09 0.13 .14 0
Estonia 0.59 0.67 0.72 0.73 0.21 0.35 0.34 0.34
Hungary 0.14 0.24 0.27 0.28 0.15 0.20 0.21 0.21
Latvia 0.07 0.47 0.51 0.58 0.13 0.25 0.26 0.26
Lithuania 0.22 0.44 0.73 1.00 0.22 0.24 0.28 0.39
Macedonia 0.26 0.44 0.66 0.73 0.21 0.29 0.30 0.30
Moldova

Poland 0.29 0.47 0.51 0.51 0.28 0.31 0.34 0.34
Romania 0.58 0.70 0.7 0.71 0.09 0.14 0.23 0.24
Russia

Slovak

Republic 0.35 0.47 0.47 0.47 0.21 0.21 0.23 0.23
Slovenia 0.55 0.71 0.71 0.74 0.17 0.23 0.32 0.33
Ukraine

Source:author’'s compilation of data from the listed sedi
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3 Relationship between prices and
exchange rates

3.1 Exchange rate pass-through

The relationship between prices and exchange ratelsecdascribed as a correlation
between these two variables. The correlation takes adbrm

_cov(p,e)

p= var(e) (1)

wherep is a logarithm of the price denominated in the domestieoayande is a
logarithm of the nominal exchange rate (in units of theetway of the importer per
one unit of currency of the exporter). This relationshiinasyever, strictly statistical.
It lacks an economic interpretation and ignores endadkyeoiethe variables (Campa,
Goldberg and Gonzales-Minguez, 2005).

Alternatively, the relationship between prices and exchaaigs can be expressed as
the exchange rate pass-through. The exchange rasettpaugh expresses weather
changes in exchange rates have an impact on priceadeddtgoods or on producer
markups and to what extent. In earlier studies, the foaws lied on exchange rate
pass-through into import and export prices. As Darv@9XP points out, this is
natural since it allows to study pricing practices of firms alsd because changes in
the exchange rate usually impact first the import and expioggand only after that
the consumer prices.

The exchange rate pass-through is defined (Campa aftbésg, 2002) as the
percentage change in import prices denoted in local eyreesulting from a one
percent change in the exchange rate between the impartthgxporting country. A
basic equation for estimation of the exchange rate pasgefh is

mp, =ye: + & (2)

wheree is defined as abovenp is a logarithm of import price denominated in the
currency of the importer ane is the error term. The coefficieptrepresents the
exchange rate pass-throughy K 1, it is said that the exchange rate pass-through is
complete; ify < 1, it is said that the exchange rate pass-through mmiplete
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(Goldberg and Knetter, 1996). This equation represdrdgiever, again only a
statistical relationship that does not have, as it is, a meaningiuhomic
interpretation.

To better understand the dynamics of the exchange rasethpasigh into import
prices, it is suggested (Campa, Goldberg and Gonzailegtidz, 2005) to take into
consideration the micro-foundations of exporter’s priciagdvior. The import prices
for a certain country (MfPcan be defined as the export prices of its trading partne
(XPy) transformed by the exchange rate in units of the ccyref the importer per
one unit of the currency of the exportep)(E

MPt:Et'XPt (3)

The logarithmic form of this transformation is

mp, = e + Xp¢ (4)
where the lower case denotes a logarithm of the variable.

The export prices are further composed of the expertaarkup (XMKUPR) and
marginal costs (XM@:

XP, = XMC, - XMKUP, (5)

rewritten in a logarithmic form as

xp; = xmcy + xmkup, (6)
where the lower case again denotes a logarithm of thablauri

Thus the relationship between import prices and exchatgeas given by equation:

mp; = e; + xmc, + xmkup, (7)

This equation is a base for the estimated equations in adartien of the exchange
rate pass-through literature. Generally, the exporterikupaand the marginal costs
are further broken down or substituted by a proxy ireotd be able to find suitable
data. For example, Hooper and Mann (1989) define thdkup as a variable that is
influenced both by domestic competitive pressures andebyadd pressures in all
markets combined. They further assume that the domestpetitive pressure is
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represented by the gap between the competitor’s prices idothestic market and
the production costs in the foreign market. The demaedspres are measured in
their study by capacity utilization. The exporter’s margoeats are broken down for
example in Campa, Goldberg and Gonzales-Minguez (200%@y assume the
exporter’s marginal costs to be a positive function of theeebles: demand in the
importing country, marginal costs of production (représgénby wages) and
commodity prices in foreign currency. The varietyafiables used in the exchange
rate pass-through literature to explain the exporter's mar&ndsmarginal costs is
quite large. The data for some of these variables areasdly accessible. They often
either have a lower frequency than required or theynat available at all. This holds
especially for developing countries, which are not memh#r large economic
organizations or unions (e.g., OECD, the European Uniat)publish a wide range
of statistics about their members. Some authors (eappét and Mann, 1989) solve
this problem by constructing proxies, substituting missing datadata from
neighboring countries, etc. This does not necessardgn that the results of such
estimations are significantly different from what theyuwabbe if the precise data
were available; however, this work is dealing from a lgraet with countries that are
not members of the OECD or the European Union andthteusxtent of substitutions
would need to be quite large. Most importantly, import pricices are available
only for a few CEE countries, each of the price indicesg defined in a slightly
different way. There are import unit value indices availétteseveral countries but
these are considered an unsuitable substitution to impog pritices since they
misrepresent the price changes (Silver, 2007). The gjl@odisuitable import price
data and the fact that consumer prices are consideresltteelvariable that is more
interesting to policymakers (Beirne and Bijsterbosch, 20#&d)us to opt for a model
of exchange rate pass-through into consumer prices.

3.2 Exchange rate pass-through into consumer prices

There are two channels through which changes in the egehate are passed on to
consumer prices — a direct channel and an indirect eha@arrency appreciation or

depreciation reflects directly in the import prices. lbgucers change their prices
proportionally with the shift in the prices of imported gsptthe changes of the prices
of imported goods are then passed on to domestic pgodad consumer prices. This
is called the direct channel. The indirect channel is npemigent on passing the
effect via prices but rather through changes in the composifidemand and in the

level of wages. If the exchange rate increases, the tmpecome more expensive
for domestic buyers and the domestic products becormagvedy cheaper for foreign

buyers. This leads to a higher demand for substituteedidenproducts by domestic
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buyers and a higher demand for exports by foreigyetsu This increase in the
aggregate demand pushes the domestic price levelhginEreasing demand for
domestic products eventually leads to a higher produciioed therefore a higher
demand for labor, which can be followed by an increéaseages. This increase puts
further upward pressure on the domestic prices (8enr@nd Hufner, 2002;
Lafleche, 1997). The mechanism of direct and indirechaxge rate pass-through
can be seen in Figure 1.

Figure 1: Exchange rate pass-through into consumerrjzes

| Exchange rate depretiaon |

/ ™.

Direct effects Indirect effects

Domestic
Imported imputs demand for Demand for
become more substitutes rises exports rises
expensive
v

. Substitute goods Demand for

Prod ugt|on costs Imports of and exports labor increases
rise finished goods become more
become more expensive l
expensive

I

<

Consumer prices rise

Source:Lafleche (1997)

To assess the extent of the exchange rate pass-thiotghconsumer prices,
McCarthy (1999) suggests a model of pricing along a distoibwchain. This model

includes inflation shocks at previous stages of the distributiamc For consumer
prices, this means including shocks in import and predprices. The model further
includes domestic supply and demand shocks on inflatioa.cbmposition of the

variables thus allows the model to consider both directiadidect effects of the

exchange rate changes.
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The model used in this work is based on previous relseard is constructed in the
following way. It is partially based on McCarthy’s moddl gricing along the
distribution chain (McCarthy, 1999), but due to the presipunentioned reasons,
import prices are not included in the model. Other reseesdaced the setback of
missing import prices for the countries of the Central aastdtn Europe as well.
Bitans (2004) was also not able to include the import pricégsimnalysis and thus
implicitly assumed that there is a complete exchangepads-through into import
prices. He based the assumption on the observation tttasiregion there is only a
small degree of local currency pricing and thus a mgjofiforeign trade is invoiced
in foreign currencies. Including the producer pricegtipitly preserves the
distribution chain character of the model, as it not onlgwadl for direct effects of
changes in the exchange rate on consumer prices buidicect effects as well. Oll
prices are included as a proxy for supply shocksgands domestic product (GDP)
as a proxy for demand shocks. Short-term interest sgege as an indicator of
central bank policy.
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4 Estimation of non-stationary
heterogeneous panels

In this work, two methods suitable for the estimation ofdei® that exhibit

heterogeneity, non-stationarity and cointegration reldtipssamong variables are
used. First method is the mean group estimator of Peaath®mith (1995) and the
second is the pooled mean group estimator of Pes&tan, and Smith (1999).
Traditional fixed effects estimator is used as a referenc

The fixed effects estimator — similarly to other traditiopabled estimators such as
random effects estimator — constrains the slope coeftscend the error variances to
be the same across groups. The only coefficients alldavedry across groups are
the intercepts. If there is, however, heterogeneity in dlope coefficients the
estimation using fixed effects can yield inconsistent arstlading results. The mean
group estimator is the other extreme. The equation for gaelp is fitted separately
and the mean of the coefficient estimates is then caesid&ince the model is
estimated for each group separately, the number ofgerieds T) needs to be large
enough to allow for it. The pooled mean group estimat® lietween the fixed
effects and the mean group estimator; it combines pooling ameraging. The
estimator constrains only the long-run coefficientsé¢dhle same across groups while
it allows the intercepts, short-run coefficients and erasiance to vary.

The description of the models in this chapter is based teriég (2006), Blackburne
and Frank (2007), Pesaran and Smith (1995) and Pe&irm and Smith (1999).

4.1 Fixed effects

Fixed effects (FE) are one of the linear panel data feotte this model, the slope
coefficients and error variances are fixed to be theesaonoss groups, while the
intercept is allowed to vary from group to group. To ématuch variance in the
constant, it includes dummy variables - one for each grbla@ model can be written
as (Asteriou, 2006):

Yie = a; + B1 X1t + B2X2ie + - + BrcXkie + Uit (8)

or in a matrix notation
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Y=Da+XB +u (9)

Y; aq B1
where Y = ):2 o= 0(52 B = '8:2
Y/ nrxa N/ nx1 BN/ kxa
ir 0 - 0 X11 X120 X1k
D= 0 i.T 0 X = x?l x.zz x?k
0 0 U/ Nrsn XN1 XN1 " XNK/ nTxk

4.2 Mean group and pooled mean group estimator

The mean group and the pooled mean group estimatoes deeeloped by Pesaran
and Smith (1995) and Pesaran, Shin and Smith (199%atesgly. For clarity, the
notation in this chapter is mainly based on BlackburneFaadk (2007), who are the
authors of the Stata command xtpmg, which is later usestitmate the model.

Both the mean group and the pooled mean group estimaterderived from the
autoregressive distributive lag (ARDL) dynamic panel. Ass@mmodel specified in
the following way:

P a
Vit = Z AijYie—j + z 8iiXie—j + i + €t (10)
=1 =0

wherei = 1,2,...N is the number of groups= 1,2,...T is the number of period¥;

is ak x 1 vector of explanatory variables; are thek x 1 coefficient vectors);;, the
coefficients of the lagged dependent variables, alarscandy is the group-specific
effect. As stated beford, needs to be large enough so that the equation for each
group can be estimated separately. It is possiblp &ordq to vary across groups and

for the panel to be unbalanced.

If variables are cointegrated, they react to any devidtanm a long run equilibrium.
Therefore, in the presence of cointegrated variables,rran eorrection model is
appropriate. The reparametrization of the equation ( itfio)the error correction
equation has the following form:
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A)’zt—d’()’zt 1 9th)+2/1 iAYyic— 1+Z5I*szt jtut+ee (11)

Where¢i = —(1 - Z?=1 AU)

q
_ Zj=obij
LA-Zrdi)

K== e dim = 12,0,p— 1

m=j+1

8y == Ym=j+10m J=12,..,q=1
The parametey; is the equilibrium or error-correction parameigrs 0 suggests no
evidence for a long-run relationship. The param@terthe long-run parameter.

The difference between the mean group estimator andpdlséed mean group
estimator lies in the restriction of the long-run paranseterthe case of the pooled
mean group estimator. The model for pooled mean grstipagor therefore restricts
0 to be the same across groups. The equation thentkek&slowing form:

Aylt_¢(ylt 1 HXlt)+ZA Ay 1+Z5'*szt jt Ut € (12)

To estimate the equations (11 ) and ( 12 ), Pesahan,aBd Smith (1999) suggest
the use of a maximum likelihood estimator. They develapaximum likelihood
estimator, where the likelihood is expressed as the ptamfueach cross-section’s
likelihood and then the log yields are taken. The fofnthe maximum likelihood
estimator is as follows:

22



fori=1,2,...N
whereé;(0) = y; -1 — X;0;

H; = I — W;(W/W)W;

W; = (AYi,t—li e DYt pr1, DX, AXi g, o fAXi,t—q+1)

I+ is an identity matrix of order T
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5 Data sources and empirical
estimation

5.1 Data description

The sample covers 12 Central and Eastern European iesyumiamely Bulgaria,
Croatia, the Czech Republic, Estonia, Hungary, Latviahuahia, Macedonia,
Poland, Romania, Russia and Slovenia. The data weretedllen quarterly basis
and for all countries range from the first quarter of 2@0®e first quarter of 2013.

The exchange rates used are the nominal effective eyehaates. The primary
source of the nominal effective exchange rates is thenbtienal Financial Statistics
database of International Monetary Fund (IMF IFS). Tlatabase, however, does
not contain the nominal effective exchange rates for alhefcountries of interest.
The data are therefore supplemented by nominal effetiofeange rates provided by
the Bank for International Settlements. The sample includdg 12 Central and
Eastern European countries, because even after mehgidata on nominal effective
exchange rates from these two sources, data for dntpdntries were available, two
of which had to be excluded for other reasons. Consynee indices as well as a
majority of the producer price indices come from the IFME database. For Croatia,
a wholesale price index (from IMF IFS) had to be usstead of the producer price
index? The producer prices for Russia were obtained fronfréteral State Statistics
Service of the Russian Federation. The basic source afata for the gross domestic
products is Eurostat. It, however, does not include GiHRissIa, so the data are
supplemented from the IMF IFS database. The GDPslememinated in national
currencies. All of the series for euro area countriesecfsom Eurostat and are “euro
fixed”. In the surveyed literature, the short-term intereses are commonly the
money market rates or the treasury bill rates (HUfmer Schroder, 2002; Vonnak,
2010; Ca'Zorzi, Hahn and Sanchez, 2007). Neitheredfetlates was available for all
of the analyzed countries and their combination did et the sample either.
Ca'Zorzi, Hahn and Sénchez (2007) overcame the pnolae unavailability of

® In the IMF IFS database, the producer price irateck wholesale price index both come from line 63.
In construction of the line 63, preference is giterthe producer price index, if it is availabla.the

opposite case, the wholesale price index is indude
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neither money market nor treasury bill rates for some tcesnby using the bank
deposit rates. The set of deposit rates in the IMF IF8bdae covers the highest
number of countries and it is therefore used as the mmmasure of short-term
interest rates in this work. For three of the countries withvaifeble deposit rates
(namely Lithuania, Poland and Slovenia), money markesrare used. The oil price
used for our analysis is the UK Brent price from i€ IFS database.

The sample of countries includes countries with both fixetifipating exchange rate
regimes. The countries with fixed exchange rates arexwuded from the sample,
because their elimination would cause the sample to be tath ®mbe estimated
using the mean group and pooled mean group methodsm&hn group and pooled
mean group models are suitable for panels with large nuaflbeth time periodsT)
and groups N). Without exclusion of the countries with fixed exchangee,rthe
panel used in this work has 41 time periods and 12 -sedfonal groups. Such
number of cross-sections is borderline acceptable argldlimination of the fixed-
exchange-rate countries would impair the quality of thdtsedeurthermore, Pesaran,
Shin and Smith (1999) note, that it is desirable for thelbmurof time periods and the
number of groups to be of the same order of magnitlide non-desirable widening
of the difference in magnitudes is another reason to metlee sample of countries
asitis.

5.2 Panel data tests

Prior to the estimation of the model, data are testedrftiroots and cointegration.
In the following subsections, panel unit root and cointegragsts and their results
are described.

5.2.1 Panel unit root tests

When dealing with longer time series, variables are likelggaon-stationary. Our
dataset covers 41 time periods and we thus employ tesket for unit roots. We
employ two different tests — the test suggested by ImgrResand Shin (2003) and
the test suggested by Hadri (2000).

5.2.1.1 Im, Pesaran and Shin test

The test proposed by Im, Pesaran and Shin (20@®)nmnonly used to test for non-
stationarity in heterogeneous panels. In this work, theisesiescribed based on
Baltagi (2005) and Asteriou (2006). The Im, Pesaran&imd test (denoted the IPS
test) is based on a model of the following form:
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n
AY;; =a; +pi¥ie—1 + Z DAY i + Oit + 0 +u;, (14)
k=1

The null and alternative hypotheses are
Hy: p; = 0 for alli
Hy: p < 0 for at least oné

It therefore tests the null hypothesis of non-stationarityalbfseries against the
alternative hypothesis that at least one of the series is sigtion

The t statistic in the IPS test is the average of the individual AaggdeDickey-
Fuller (ADF) test statistics. It is specified as

1 N
f=ﬁ2tpi (15)

i=

=

wheret,, is the individual ADF t-statistic for testing that= 0 for all i.

Im, Pesaran and Shin (2003) constructed a test statigtibals an asymptotic N(0,1)
distribution as T— « followed by N— o sequentially. The IPS statistic is defined

as

VI (£ - 3 2, Eltirlpi = 0])
tips = T (16)
(& E, varltirlp; = 0

5.2.1.2 Hadri test

The residual-based Lagrange multiplier (LM) stationaritgt tderived by Hadri
(2000) is believed to have an important advantage theeim, Pesaran and Shin test.
It assumes stationarity under the null hypothesis anckftiver avoids the lack of
power of the unit-root based tests (Barhoumi, 2005).riH&D00) considers two
models:

® For more information see Baltagi (2005).
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Vit = Tie T €it (17)

and

Yit = Tie + Bit + € (18)
wheret=1,...,T
i=1,...,N
riis a random walke;, = ;1 + uge

€;; is a mutually independent normal, 1ID acrasand overt, E[¢; ] = 0,
Elei] =a2>0

u;; is a mutually independent normal, IID acrasand overt, E[u;;] = 0,
E[uil=022=0

Using back substitution, the model can be rewritten indhewing way:

T
yit:ri0+.8it+zuit+6it:ri0+Bit+eit (19)
t=1

Whereelt = Z’{:l U.it + eit
The null hypothesis is a hypothesis of stationarity. Thaf is 0 and there;, = ¢;,.

The LM statistic has the following form:

1 1
_ NZ?]:l ﬁzzzlsi%f ( 20 )

LM
62
where S; is the partial sum of residuag = ¥5_, ¢;

62 is a consistent estimator @f underHg

The LM statistic can be adjusted to allow for heteroscedgsiicdisturbance terms
acrosd. The statistic is then given as
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N /1 or 2
_ 1 =7 dt=1it
N i=1 Oei

The test statistic is described by the following formula:

L NN -9)

7 = N(0,1) (22)

where ¢ = % and{? = % if testing for the null of level stationarity and

&= % and{? = % if testing for the null of trend stationarity

5.2.1.3 Unit root test results

Two tests were conducted to assess the stationarity ehtfables. In order to deal
with a problem of cross-sectional dependence, the testsapelied on demeaned
data (as suggested by Barhoumi (2005)). The only varthlht was not demeaned is
the variableoil, as the data are the same across cross-sectionsamding the mean
would thus result in removing all information from the vhlea

The results of the IPS panel unit root tests are display€&dble 3, the corresponding
critical values in Table 4.

Table 3: IPS panel unit root test results

. Statistics for Statistics for
Variables

levels first difference
cpi -1.2082 -5.5059
neer -1.9617 -5.2032
ppi -1.4477 -4.7331
ir -1.5355 -5.0265
gdp -1.6729 -7.6518
oil -1.4030 -4.7767

Source:author’s calculation

Table 4: Critical values for the IPS panel unit root tes

Significance level 1% 5% 10%

Critical value -2.04 -1.90 -1.81
Source:StataCorp (2011b).
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For variables in levels, the null hypothesis of non-stationaannot be rejected at
the 5% (or even 10%) level of significance for any @& tariables, except for the
nominal effective exchange rat@egen, for which it is possible to reject the
hypothesis at the 5% level. For the first differences, passible to reject the null
hypothesis of non-stationarity for all variables at the 1%&llef significance. The

results of the Hadri test are shown in Table 5. In @ifferences, it is not possible to
reject the null hypothesis at the 5% (or even 10%) levelgoifsiance for any of the

variables except for the consumer price indg)( Stationarity oftpi can be rejected

at the 5% level of significance.

Table 5: Hadri panel unit root test results

Variables Levels First difference
Statistic P-value Statistic P-value
cpi 85.3988 0.0000 2.2404 0.0125
neer 51.4684 0.0000 -1.6569 0.9512
ppi 77.8169 0.0000 -1.9427 0.9740
ir 24.3865 0.0000 -0.1861 0.5738
gdp 83.2787 0.0000 -3.0793 0.9990
oil 62.3108 0.0000 -2.9940 0.9986

Source:author’s calculation

For most variables, the results of both tests coincideiggesting that the variables
are non-stationary in levels but stationary in first ddferes. There are only two
instances, where the results are not clear. First of ihéime stationarity of the levels

of neer. According to the IPS test, the non-stationarity of the fbgiaan be rejected

at the 5% level of significance. However, since it camepected at the 1% level and
since the Hadri test strongly rejects the null hypothesgationarity, we regard the

variable as non-stationary. Similarly, the null hypothesishef Hadri test, that the

first differences ofcpi are stationary, can be rejected at the 5% level. It, hexvev
cannot be rejected at the 1% level and the IPS test stramegbts the null hypothesis

of non-stationarity. We therefore consider to be stationary in first differences.

Combining the results of both tests, we therefore comectmelusion that all of the
variables are integrated of order one.

5.2.2  Cointegration tests

Since the variables are non-stationary, a spurious regnegsiold occur. To
investigate this problem and to assess the suitability of éhexted estimation
methods, the data are tested for cointegration. TheoRie997, 1999 and 2000)
tests were selected as a testing method of choice, as tbey fal significant

heterogeneity across groups (Asteriou, 2006).
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5.2.2.1 Pedroni cointegration tests
Pedroni (1997, 1999 and 2000) developed seven teststtiotecointegration. The
description in this chapter is based on Asteriou (2006)Barhoumi (2005).

Consider a model:

Yie=a; + 8¢ + z BmiXmit + €ir (23)

Pedroni (1997, 1999 and 2000) proposed seven tesstisitiall with the null
hypothesis of no cointegration. They can be split into gnaups. The first group
includes four test statistics that are all based on a withiel ggtimator. The second
group consists of three test statistics, based on pooling the between dimension.

The first group consists of the following statistics (also knasipanel statistics)

1. The panel statistic (a variance ration test)

3
3 T2Nz2
T2N2Z, = . (24)
Nt ZleT in lzt

2. The panep statistic (a panel version of the Phillips-Perron statistic)

T\/ﬁZA _ T\/N(Z{V T 1L1 (elt 1elt i)

PNT — T 7-2 AZ
Z Llll it

(25)

3. The panel t statistic (non-parametric)
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The following statistics belong to the second group anctalted the group mean
statistics:

5. The groupp statistic (parametric)

_ ZZ=1(éi2,t—1Aéi2,t—1 B ’Tl)
TVNZpy . =TVN N (ZT 52 (28)
i=1 t=1 i,t—l

6. The group statistic (non-parametric)

T
NG (30)

5.2.2.2 Cointegration test results

The Pedroni tests are used to assess the cointegrat@miables for four different
model specifications. These are the specifications, foctwtie exchange rate pass-
through is estimated in the following chapter. The resdlthe tests are given in
Table 6.

Table 6: Pedroni cointegration test results

Model specification cpi, neer, ppi, ir, gdp, oil cpi, neer, ppi, ir, gdp
Statistic P-value Statistic P-value
Panelv statistic 3.0566 0.0011" 4.6660 0.0000~
Panelp statistic -0.2388 0.4056 -1.6812 0.0464
Panel PP statistic -2.4864 0.0065" -3.8001 0.0001"
Panel ADF statistic ~ -2.0243 0.0215 -3.1032 0.0010~
Groupp statistic 1.8881 0.9705 0.7797 0.7822
Group PP statistic -0.4486 0.3268 -1.3211 0.0932
Group ADF statistic ~ -0.7781 0.2183 -1.7457 0.0404°
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Model specification cpi, neer, ppi, gdp cpi, neer, ppi, ir

Statistic P-value Statistic P-value
Panelv statistic 4.3657 0.0000” 4.0396 0.0000”
Panelp statistic -1.4829 0.0691 -1.7000 0.0446
Panel PP statistic -2.7078 0.0034" -3.0880 0.0010~
Panel ADF statistic -4.5660 0.0000” -4.0481 0.0000”
Groupp statistic 0.4344 0.6680 0.0499 0.5199
Group PP statistic -1.0809 0.1399 -1.7733 0.0381
Group ADF statistic ~ -3.3208 0.0004~ -3.2564 0.0006"

Source:author’s calculation

The results of the tests are mixed for all four specificatibos the first specification
with a full set of variablescpi, neer, ppi, ir, gdp, 0l the null hypothesis of no
cointegration is rejected at the 5% level of significancetcee out of the seven test
statistics. This number increases after dropping some ofahables. For thepi,
neer, ppi, ir, gdspecification, five statistics reject the null hypothesis abthdevel
of significance (six at the 10% level). In the case ofdpecificationcpi, neer, ppi,
gdp four statistics reject the null hypothesis at the 5% (aed &96) level, with one
more rejecting the null at the 10% level of significandealfy, for the specification
cpi, neer, ppi, ithe null hypothesis is rejected at the 5% level in six cases.

The mixed results are likely given by the insufficient powkthe tests. Due to the
number of observations, the tests are not able to régechull hypothesis of no
cointegration. This applies especially to the specifications avitiigher number of
variables. Despite the unclear results, we conclude thatiegoation is present in the
data and proceed to the estimation using the mean graupaoied mean group
estimators.

5.3 Empirical estimation

Since we concluded that the variables are (1) ancteqgpiated, we proceed to the
estimation of the models using the mean group andegowlean group estimation
methods. Estimations were carried out for 28 model spatidits. There are four

specification groups based on the selection of variableh, estimated with zero to

six lags of the short-run variables. The specifications farethe mean group

estimation given by the following modifications of the equa(idl ):
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First specification groupcpi neer ppi ir gdp o)t

Acpiy = ¢i(cpii,t—1 — Oyineer;, — O,;ppii — 03411y — 04,9dp;;
p—1 q-1
— 95i0ilit) + z A?jACpii,t—l + Z 511]-Aneeri't_j

j=1 j=0
q-1 q-1

+ 521]Appll t—j + Z 631]Alrl_ t—j + Z 641]Agdpl t—j ( sl )
j= j=

~
=

Q.
(i
= o

+ 55ijA0ili,t—j + Hi + €Eit
J

1]
o

Second specification groupgi neer ppi ir gdj

Acpiy = ¢i(cpii,t—1 — Oyineer;, — O,;ppi; — O3;iry — 94i.gdpit)

p-1 q-1 q-1
+ Z AUAcpll t—1+ z 511]Aneerl t—j z 521]Appll t—j
j=1 j= j=0 (32)
q-1 q- 1
+ Z 83ijAir;e—j + Z 84ijAgdpic—j + 1y + €5t
j=0 j=0

Third specification groupcpi neer ppi gdp

Acpiit - ¢ (Cpil t—-1 ellneerlt HZLppilt 93lgdplt)
Z }{l]ACpll t—-1 + z 511]Aneerl t—j z 521]Appllt j
(33)

Z 83ijAgdpie—j + Ui + €
=0

Fourth specification grougpi neer ppi ij:
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Acpiy = ¢i(cpis 1 — Oymeery, — 0,;ppiyy — 03;iry,)

p—1 q—-1 q-1
+ Z A:jACpii,t—l + z 511]-Anee‘r‘i_t_j + z 52i]'Appii,t—j
j=1 j=o =0 (34)
q—1
+ Z 53iinri,t—j + +Hi + €it
j=0

wherep € {0,1, ...,6} andq € {0,1, ...,6}

Overview of the four specification groups is given in Tahle

Table 7: Model specification groups

Variables Denotation Specifications
Consumer price index cpi X X x
Nominal effective exchange rat  neer X X X
Producer price index ppi X X X
Interest rate ir X X X
Gross domestic product gdp x X x

Price of oil oil X

The following two sections cover overall as well as detailesulte of our
estimations. We, however, do not want to overemphasizepteéeision of the
estimates. One of the main reasons to interpret the regtlitgaution is the number
of observations. As discussed previously, the meanpgand pooled mean group
models are appropriate for panels with large number tf bme periods ) and
cross-sectionsN). The panel used in this work has 41 time periods byt Iihlcross-
sectional groups, which may not be a sufficiently lasgaount. Furthermore,
according to Pesaran, Shin and Smith (1999), the nuofbeme periods and the
number of cross-sections should be of the same ordaaghitude. Our sample does
not satisfy this condition. We attempted to split the coveneg tperiod into two
(approximately in half, which would roughly correspondtite pre-financial-crisis
and post-financial-crisis time period), but the estimations didyreld results that
would exhibit significantly better qualities. ThE and N were more similar in
magnitude (20 or 21 vs. 12) but this improvement maae lieeen outweighed by the
overall lower number of observations. The results ptesen the following sections
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therefore correspond to the panel covering the whole piened (i.e. from the first
guarter of 2003 to the first quarter of 2013).

5.3.1 Overall empirical results

The empirical results of the pooled mean group, mean gemup fixed effects
estimations of the long-run exchange rate pass-thra#ighatd the error correction
parameter¢) are presented in Table 8. It was, however, not possilgbtain results
for all of the specifications, as Stata was not able to exesaihe of the calculations.
The most common problem was nonconvergence of sonmtéeomodels, which
occurred despite the use of the maximum number of ib@satin other instances, the
estimation resulted in a numerical overflow — it becamelaoge for Stata to deal
with.

Table 8: Long-run exchange rate pass-through and ear correction estimates

cpi neer ppi ir gdp oil cpi neer ppi ir gdp
MG PMG DFE MG PMG DFE
0 lags
ERPT 0.0¢ 0.1¢ 0.01 0.1€
Fokk kK N/A Fkk kK N/A
EC -0.2¢ -0.07 0.2 -0.07
1 lag
ERPT  -0.21 -0.1€" -0.2% 0.1¢"
Fkk Kk Kkk N/A Fkk N/A
EC -0.3C -0.0¢ -0.0¢ -0.0¢
2 lag
ERPT 0.2¢C" -0.2¢" 0.62 0.2¢"
N/A Kk Kkk Kkk * N/A
EC -0.0¢ -0.0¢ -0.31 -0.0¢
3lag
ERPT /A 0.27" -0.21 0.78 7.1¢ -0.24
EC -0.1€¢" -0.7%" -0.42" -0.01” 0.07
4 lag
ERPT 0.8t 0.1¢C” -0.0€ /A -0.52 0.0¢
EC 4.82 -0.2¢ -0.0¢™ -0.07 -0.0¢™
5lag
ERPT -0.32 -1.4¢ -0.14” -0.02
N/A N/A Kkk * Kk kK%
EC -0.0¢ -2.7¢ -0.6¢ -0.07
6 lag
ERPT 0.3t -0.07
N/A N/A N/A N/A
EC -0.07 -0.0¢
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cpi neer ppi gdp Ccpi neer ppi ir

MG PMG DFE MG PMG DFE
0 lags

ERPT 0.0¢ 0.0¢ 0.19 0.217 -0.1F

EC 0.1 -0.1C7 NIA 0.5 -0.117 -0.06”
1 lag

ERPT -0.24 0.12" / 0.21 0.2¢" -0.02

EC -0.28” -0.117 NIA 0.7 -0.0¢” -0.0¢™
2 lag

ERPT -0.8¢" 0.14" -0.0¢ 0.3t 0.317 -0.0¢

EC 0.2 -0.0¢” -0.07 -0.327 -0.85”" -0.07
3lag

ERPT 0.0¢€ 0.0¢ -0.02 0.26 6.9¢" -0.1¢

EC -0.3C7 -0.17 -0.07" -0.36 -0.01 -0.07"
4 lag

ERPT -0.5C 0.157 0.0€ 0.70" 0.35 -0.01

EC -0.477 -0.2C -0.0€" -0.6€" -0.22 -0.0€"
5 lag

ERPT 0.7¢ 0.17" -0.02 0.7£" 0.2€" -0.0¢

EC -0.54" -0.24 -0.0745" -1.1€7 -040 -0.07"
6 lag

ERPT -0.02 017 -0.02 -12.84 0.24" -0.14

EC -0.9€” -0.14 -0.07" -1.247 -0.51 -0.0€”

™™, " denote significance at the 1%, 5% and 10% levsiggfificance, respectively
N/A signifies that no results are availe
Bold denotes the best (or the best available) fpatton based on information criteria

Source author’s calculation

To determine the suitable lag length, Akaike information doiter(AIC) and
Bayesian information criterion (BIC) are used. The imfation criteria are consistent
in selecting the most appropriate model specification. In sases¢ however, the
preferred model specification is one of the specifications withvailable results.
The preferred lag lengths, based on the informationrieritaere displayed in Table 9.
In the case, when the results of the preferred modelfg@ation are not available,
the most appropriate lag length among the available rasuyigen in parenthesis.
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Table 9: Optimal lag lengths based on AIC and BIC

cpi neer ppiirgdp oil  cpi neer ppi ir gdp

MG PMG MG PMG
!\lumber_of Iag_s p_referred k 3(1) 4 4 (3) 4
information criteria

cpi neer ppi gdp cpi neer ppi ir

MG PMG MG PMG
Number of lags preferred t 5 6 5 6

information criteria
(#) denotes the best specification among spedificatwith available results
Source:author’s calculation

As described before, the mean group estimator altbdong run coefficients to
vary across countries, while the pooled mean group afimmrestricts these
coefficients to be the same. To evaluate the homogeuoieihe long run coefficients
and therefore the suitability of the use of the pooled meaupgestimator, Hausman
test is employed as suggested by Pesaran, Shin and @89%). The MG estimates
of the mean of the long run coefficients are consist@mty are, however, inefficient
in the case of slope homogeneity. If the long run slopehr@amogeneous, the PMG
are consistent and efficient. Hausman test can be applidget tdifference between
the MG and PMG estimators to assess the effect of heteedy on the means of the
coefficients. The test statistic then has the followingif@Asterious, 2005):

H = q'[var(@]7'q ~ xi (35)
where g is ak x 1 vector of the difference between MG and PMG estimates
var(q) is the corresponding covariance matrix

The null hypothesis of the Hausman test is the equivaleeteebn the two
estimators. Instead of testing the difference betweenad& PMG estimators, the
test can be also used for the difference between MGErestimators.
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Table 10: Hausman test for MG and PMG

Specification Test statistic  P-value
cpi neer ppi ir gdp oil 1 lag 4.12 0.5323
cpineer ppiirgdp 3 lags -2.50 N/A
cpi neer ppi gdp 5 lags 0.44 0.9324
cpi neer ppi ir 5 lags 1.63 0.6528

Source:author’s calculation

For first, third and fourth specification we can easily, sagt we cannot reject the
null hypothesis that there is not a systematic differencedaegithe MG and PMG
estimators. The sign of the Hausman statistic for thenskespecification is negative
and p-value is therefore not available. The negative sigrbe interpreted as a strong
evidence that the null hypothesis cannot be rejected (Sitgtaf011a).

Since the results of the Hausman test suggest that botaldG°MG are suitable
methods of estimation, we can proceed to compare thdtsesf individual
specifications.

For the MG estimator of the first specification groapi(neer ppi ir gdp o), three
lags were suggested by the information criteria. The essnutéhis specification
are, however, not available and therefore the best g@gmh among the available
ones (one lag) is considered. Both the MG estimateeoétichange rate pass-through
(ERPT) for this specification and its PMG equivalent hamegative sign. This is not
in line with our expectations, because it does not makenargleeconomic sense
since it would indicate that the domestic currency deprenidtiads to a decrease in
domestic consumer prices. Contrary to expectationstimegsstimates of ERPT do,
however, appear in empirical literature (e.g. Mihaljek dfldu (2009) found
negative ERPT for Lithuania). Returning to the first specificagoup of our model
and taking the PMG estimate for the specification that wagnatly chosen by the
information criteria as the most appropriate one for the éd@nator (3 lags) or the
specification chosen as the most appropriate for the PMi@Gatsr (4 lags), we
obtain ERPT estimates that are appropriately signedtatistigally significant at the
1% level. They differ in their magnitude (0.28 and (0rd€pectively) and since the 4-
lag specification was found to be the most suitablelferRMG estimator, we prefer
the second result to the first one. This means that aef¥redation of the domestic
currency in the Central and Eastern European regioftgaaua 0.10% increase in
domestic consumer prices.

The preferred lag length for the second specificationigiopi neer ppi ir gdpis
four lags for both estimators. The MG result for this leggth is, however, not
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available; the most appropriate specification of those with dlaitasults (3 lags) is
thus considered. The MG estimation of the ERPT for thisifsgeon is 0.78, but
this result is not statistically significant. The estimate of tiRPE of the PMG
equivalent is 7.19, which is considerably higher than estimates available in the
reviewed literature. The estimate is, however, not sigmfica the 5% level. The
PMG estimate of the ERPT for the specification prefenethe information criteria
(4 lags) is not statistically significant either, which is appiate, since the
coefficient has an opposite sign than expected. TheTERBmates for the selected
specifications in this group are in conflict not only with tlesults from previous
studies, but with general economic logic as well. Supportedhle statistical
insignificance of the results, we conclude that the secpedifscation group is a
poor fit for the estimation of the exchange rate pass throug consumer prices.

For the third specification groupcdi neer ppi gdp the information criteria
recommend the use of a model with five lags for the MGredgtir and a model with
six lags for the PMG estimator. The MG estimate of ERPm filoe preferred model
with five lags is 0.74 and statistically not significant. ThBIG@ equivalent is
significant at the 1% level and is equal to 0.13. Thia isomparable result to the
PMG estimate from thepi neer ppi ir gdp oil4-lag specification of the model
discussed above. The results of these two are simitamnp in the ERPT estimate
but also in the estimate of the error correction parameéig4(for both thepi neer
ppi ir gdp oil 4-lag specification and thepi neer ppi gdp5-lag specification).
Moving to the 6-lag specification preferred by the infation criteria for the PMG
estimator, the ERPT estimate keeps the significancethbuhagnitude drops again to
negative values.

The preferred lag lengths for the fourth specification grigp neer ppi iy are the
same as for the third group. That is five lags for the dd@mator and six lags for the
PMG estimator. The MG estimate of the ERPT for the Ssfagrification is equal to
0.74. In magnitude, this result is comparable with the M@ltefor thecpi neer ppi
ir gdp 3-lag specification (0.78) and tlopi neer ppi gdb-lag specification (0.74)
but unlike these two is statistically significant at the 5% leMareover, the error
correction parameter in this model is appropriately sigared significant at the 1%
level. Moving to the PMG results for the same specificatvwm,receive an ERPT
estimate of 0.26 significant at the 1% level. This resutbissistent with the estimate
for the 6-lag specification preferred by the information detéd.24).

The estimates for the error correction parameter (whachbe also described as the
speed of adjustment) vary both in magnitude and in sigmifie, but are negatively
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signed for all of the preferred specification as expmkclde expectation of negativity
stems from the assumption that the variables tend to retartoteg-run equilibrium.
In the case that the parameter would be equal to zere, would be no evidence of a
long-run equilibrium (Blackburne and Frank, 2007).

Since the estimation results for the fourth specification groephe most plausible,
consistent and significant, we select it for further, naetailed investigation. Before
proceeding to do so, the overall results of the dynamezifeffects (DFE) estimator
are discussed.

Table 11: Hausman test for MG and DFE

Specification Test statistic ~ P-value
cpi neer ppi ir gdp oil 1 lag 6.71 0.2430
cpi neer ppiirgdp  3lags 0.05 0.9996
cpi neer ppi gdp 5 lags 0.01 0.9996
cpi neer ppi ir 5 lags 0.07 0.9950

Source:author’s calculation

Nearly all of the DFE estimates of the ERPT (25 out ofa28)negative and only one
is statistically significant at the 5% level. The Hausman tegh&four preferred and
available specificatiodssuggests that we cannot reject the null hypothesis that the
is not a systematic difference between the MG and DFE dsetisngsee Table 11),
but since the negative ERPT estimates are against the geoanaimic logic and the
significance of these results is negligible, we regard ymamiic fixed effects as an
unsuitable method of estimation of the exchange rate pamsgthin our case. The
error correction parameters are on the other hand all arilly one exception
appropriately signed and all significant at the 1% level.irTimagnitude, however,
varies substantially.

5.3.2 Detailed results of the selected specification

As mentioned above, the fourth specification group (mokielsding the variables
consumer prices, nominal effective exchange ratejuym@r price index and interest
rate) was selected for further investigation. First,itldévidual country MG estimates
of the exchange rate pass-through and the speed oftradjus(error correction
parameter) for the 5-lag model are discussed. Sedbtwedshort run effects of

" Specifications selected by the information critefor the MG estimator and the specifications

selected among the ones with available resulteiptreferred ones were not available.
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exchange rate pass-through for individual countries ferstime specification are
presented.

The estimated exchange rate pass-through varies substaatiwng the individual
Eastern and Central European countries. The resultsvéoof the twelve examined
countries (Poland and Romania) suggest a negativeaegetrate pass-through. As
discussed previously, this goes against the genernal $otce prices are expected to
increase when currency depreciates. Surprisingly, tHeTEEstimate for Romania is
significant at the 1% level. Another two estimates do not lthimv the expected
interval from zero to one. The estimate of ERPT for Budgs equal to 1.28 and the
Lithuanian estimate to 4.52. Both of these estimates andisamt at least at the 10%
level. The pass-through rates larger than one may bed#éysthe limited amount of
variables included in this specification of the model. Coricdigzbec and Masten
(2006) note, that ERPT might exceed one if no confaiseal supply and demand
effects are included. In our models, the GDP and thee @f oil are used as the
proxies of demand and supply shocks, but they arenohided in this specification.
The remaining countries obtained exchange rate pasgefhr estimates in the
expected interval and can be split into two groups baseth® magnitude of the
estimates. The ERPT estimates of the first group of desrdre rather low, ranging
from 0.15 for the Czech Republic to 0.34 for Russia. ®tieer countries in this
group, ordered from the lowest ERPT to the highestSéreenia, Macedonia and
Estonia. These estimates are, with the exception of Slovet statistically
significant. The second group with higher pass-throegfimates consists of Latvia,
Hungary and Croatia (listed from the smallest to the larggtimate). The estimates
of the ERPT differ only slightly for these countriesgrh 0.78 to 0.81, but vary in
significance. The speed of adjustment coefficient is negiédivall countries with the
exception of Lithuania and Poland. For more details on rfagnitudes and
significance of both ERPT and EC estimates, refer tdeTh2.
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Table 12: Individual country MG long-run exchange ratepass-through and
error correction estimates for thecpi neer ppi ir 5-lag specification

cpi neer ppiir 5 lags

ERPT EC
Bulgaria 1.2€ -1.2€7
Croatia 0.817 3,787
Czech Republi 0.1t -0.3C
Estonia 0.32 -1.347
Hungary 0.7¢" -0.5C
Latvia 0.7¢ -0.1¢
Lithuania 457" 0.5C
Macedonia 0.27 -1.477
Poland -0.3¢ 0.21
Romania -0.1¢” -1.887
Russia 0.3¢ -0.5C"
Slovenia 0.25" -3.587

Source:author’s calculation

The exchange rate pass-through estimates discussed s@rfarestimates of the
effects of changes in the nominal effective exchangearateonsumer prices in the
long run. These effects were the main focus of the wouk the mean group and
pooled mean group methods of estimation also proviadenrdtion on the short run
effects. Since the model under scrutiny includes five lagdl explanatory variables,
it is possible to assess the impact of changes in theegethrate either immediately
or in one to five quarters (coefficiends;q,..., 61i5). The short run coefficients are
displayed in Table 13. The results for the short-russghrough are rather
unsatisfactory. Majority (98 out of 144) of the estimdtase a negative (that is the
“wrong”) sign and the significance of the results is viemy. The PMG estimator
seems to give slightly better results — it provided lesathegestimates (52 for MG
and 46 for PMG) and more of the estimates are statistis@ihificant, some even at
the 1% level. Unfortunately, the higher significance does apply only to the
positive estimates but to the negative ones as well. Eventthibaghort-term results
are in general poor and hardly interpretable, thezesame countries for which the
estimates make sense. For example the MG estimatesiicaria increase from 0.49
in the current quarter to 0.72 two quarters later (currethtsaoond quarter estimates
significant at the 1% level, first quarter estimate significarthe 5% level). From the
third quarter on, the magnitude of the pass-through dingsig¢énding at 0.12 in the
fifth quarter) and also loses its significance.
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Table 13: Individual country MG and PMG estimates d short-run exchange rate pass-through for thepi neer ppi ir 5-lag specification

cpi neer ppi ir 5 lags
Short run coefficients faneer

Response (in) immediately 1 quarter 2 quarters

MG PMG MG PMG MG PMG
Bulgaria -1.1€ 0.4t -1.3¢ -0.2¢ -1.0¢ 0.1¢
Croatia -1.7C 0.37" -1.247 -0.37 -0.6¢ -0.37
Czech Republi  0.0F -0.01 -0.0¢ 017" -0.0F -0.127
Estonia -0.5¢ -0.27 -0.6¢ -0.3¢8” -0.64 -0.1¢
Hungary -0.1¢€ 0.1€" -0.2F -0.0¢ -0.1¢€ -0.0¢
Latvia 0.24 0.42" -0.3¢” -0.477 0.1C 0.0¢
Lithuania 1.7C 0.11 1.17 -0.5C" 1.22 0.0t
Macedonia -0.12 0.6£" 0.21 0.6€ -0.27 -0.01
Poland -0.01 0.0z -0.07 -0.02 -0.1¢ -0.04
Romania 0.4¢” 0.04 0.5€" -0.18 0.72" 0.0t
Russia -0.0¢ -0.12 -0.37 -0.477 -1.117 -0.82"
Slovenia -0.0¢ -0.22" -0.1¢€ 0.3 -0.37 -0.46
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cpi neer ppi ir 5 lags
Short run coefficients faneer

Response (in) 3 quarters 4 quarters 5 quarters
MG PMG MG PMG MG PMG
Bulgaric -0.9¢ -0.14 -0.64 0.1¢ -0.07 0.57"
Croatia -0.4¢ 0.01 -0.21 0.11 -0.517 0.0z
Czech Republi  0.01 -0.0F 0.0% 0.01 -0.1C -0.1£7
Estonia -0.9C" -0.48™ -0.77 -0.4€" -0.42 -0.2¢"
Hungary -0.1¢€ -0.02 -0.14 0.0¢€ -0.27 -0.0¢
Latvia -0.12 0.1C -0.44 -0.2¢ -0.3¢€” -0.04
Lithuania 0.5¢ -0.1€ 0.52 -0.0¢ 0.0¢ 0.0¢
Macedonia -0.57 -0.35” -0.1C 0.5C" 0.17 0.7¢"
Polanc -0.0¢ -0.0€” -0.0¢ -0.0% -0.0¢ -0.117
Romania 0.5C -0.1€" 0.21 0.01 0.12 -0.0¢
Russia -1.07" -0.22 -0.85 -0.11 -0.317 -0.0¢€
Slovenia -0.1¢ -0.257 -0.2¢€ -0.317 0.1C 0.0%

Source:author’s calculation

44



Similar behavior can be also observed in the MG estinfate€roatia. For some
other countries (the Czech Republic and Hungary for M&thand PMG estimates),
the values drop before the first quarter then grow andtealty start declining. Since
the results are, however, overall strongly unsatisfacteeyshould be very careful in
interpreting these dynamics as general trends.

5.4 Results discussion

This section compares our results with the results fn@wigus studies and discusses
the hypotheses that a) the domestic prices are influebgeithe changes in the
exchange rate more in developing countries than the gmeklanes, and b) there are
significant differences between the exchange rate peassgin for the euro area
countries, countries that have not adopted the euro yettamntries that are not
members of the European Union.

5.4.1 Results comparison

The results of our estimates are compared with the refsalts previous studies.

Both long-term and short-term exchange rate pass-thresggmates for individual

countries are discussed. The division into the sham-tnd long-term estimates is
clear in our case and for several authors, who estingtleer short-term or long-

term exchange rate pass-through or both and labeled theRoisstudies where the
authors did not denote the estimates to be either shortetetong-term but rather

provided estimates for different time periods in monthguarters, we consider the
long term to start at 24 months / eight quarters. Thesecto set the long term to
start at two years was based on the division into the shortaed the long term in

our model, where short-term estimates end in five gqueaarieriod of eight quarters
was the closest larger time period present in the resultghiey authors and at the
same time appeared to be sufficiently larger than the fiagteyrs to be called long-
term.

Since majority of our short-run estimates for Bulgaria razgative, there are some
significant differences from the results available in the liteeatdhe negative
estimates are hardly comparable with the previous remudtsve thus focus only on
the positive estimates. The immediate response based Gni$®45, which is very
similar to the three-month 1997-2003 estimate equal to 0.dvided by Bitns
(2004). We do not have a positive estimate for one quaviglable so we are not
able to compare the reaction delayed by one quartevever, we have PMG
estimates for 2 quarters (0.18) and 4 quarters (Ovih&h are smaller but comparable
to the results by Beirne and Bijsterbosch (2011) (Or&) @21 respectively), who
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moreover estimated ERPT for a similar time period (199820Thus, we can
conclude that there are some similarities in the Bulgasftamt-run ERPT estimates
in this thesis and previous works. The long-run estir(fa28) is similar to the 24-
month 1993-1997 estimate by 8Bis (2004) (1.19), but since there is a decade
between the two time periods and also the more currsultseby Biins (2004) and
Beirne and Bijsterbosch (2011) are significantly lowggrgy conclusions should not
be drawn.

A comparison of Croatian results with the previous stuidiess the same problem as
the comparison in the case of Bulgaria — the negativigy majority of the short-run
ERPT estimates. We therefore focus again only on thgiyem— and thus meaningful
— results. As in Bulgaria, they are all pooled mean gesipnates. The short-term
estimates are not in line with the previous research. Theediate response is
moderate (0.37) but drops down for three, four and-dwarter estimates. The
response delayed by four quarters is by far the laajekese three (0.11) but is still
12 percentage points lower than the equivalent estimateprbley Bians (2004). In
the long run, our results suggest a high exchange aatetprough of 0.81, which is
substantially more than the previous estimates bynBi(2004) and Billmeier and
Bonato (2002) (0.36 and 0.3 respectively). The estimgteriods of this thesis and
the two other studies nearly do not overlap, which mightabreason for the
significantly different results.

A number of the short-run estimates of the exchantgepass-through for the Czech
Republic are negative. The remainder (mostly MG estishate positive, but very
low. None of the short-run estimates exceed 0.05. Tisegevariety in the short-run
ERPT magnitudes obtained in previous studies from vesydoes (0.02 — Binhs
(2003)) to rather high ones (0.61 - Ca'Zorzi, Hahd 8Anchez (2007)). Our results
are similar to the 3-month 1993-1997 estimate (0.08)the 3- and 6-month 1998 —
2003 estimates (0.05 and 0.09 respectively) bynBit(2004) and the 12-month
estimate (0.03) by Korhonen and Wachtel (2006). [untiore, Darvas (2001)
provides a short-run estimate of 0.10, which is larger tharresults, but still within
the lower range. The long-run ERPT estimate for the CReglublic obtained from
our model (0.15) is equal to the long-run estimate by Baf2@11) and nearly equal
(difference 0.01) to the second period estimate anBi(2004).

Our model did not generate any positive short-run ERBinates for Estonia, so it
is not possible to compare them with the results availablecimetiewed literature.
The estimate of the long-run ERPT is on the other hasdtipe and being equal to
0.32, it is very close to the 24-month estimate for theo@er998-2003 provided by
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Bitans (2004). The difference is only 0.02 as the estimatitans (2004) is equal to
0.34. The remaining long-run estimates for Estonia froengtevious studies are
higher than these two.

Disregarding the negative results, the ERPT estimates fogatyrare in line with
some of the previous studies. The immediate responskatoges in the exchange
rate based on PMG is 0.16. This is very close to theo@mestimates for both
periods (0.14 for the period 1993-2001 and 0.15 fergériod 2001-2003) provided
by Bitans (2004). Our 4-quarter PMG estimate of 0.06 is letuahe 12-month
estimate by Korhonen and Wachtel (2006) and compatakitee short-run estimate
by Coricelli, Jazbec and Masten (2006) (0.05). The-mgERPT estimate (0.79)
differs from results available in the reviewed literatun¢ ibis of a similar order of
magnitude as the long-run estimates provided by BemdeBgsterbosch (20119nd
Coricelli, Jazbec and Masten (2006) and the 8-quartenate by Ca'Zorzi, Hahn and
Sanchez (2007)0.63, 0.97 and 0.91 respectively).

The short-run ERPT estimates for Latvia go against teeiqus results. Considering
only the positive values, our short-run pass-througheashtghest immediately (MG

estimate 0.24, PMG estimate 0.42) and decrease€0%d.0.10 in two to three

guarters. In the previous literature, the dynamic is oppdsR&T starts at low values
and grows with the increase in time between the change extii@nge rate and the
resulting effect. The long run estimate (0.78) agrees wéehrésults by Beirne and
Bijsterbosch (2011) in that the ERPT is rather large (00628-month estimate and
0.97 for a general long run estimate), but the exachinates differ.

Even though Lithuania is the first country with majority of pw@sitshort-run
estimates, the results are overall very poor. In thatshn the MG and PMG
estimates differ significantly (for example the differena immediate response is
1.59) and neither of the estimators provides results in litie pvevious research.
Since the long-run ERPT comes up to 4.52, it also cammabmpared with any of
the previous results, where the largest estimate is equaéto o

The short-run estimates for Macedonia also vary betweenwo estimators, the
differences between the positive ones are, howevérasidarge as in the case of
Lithuania. The effect of the change in the exchange rdeeyetk by one quarter
based on MG (0.21) is equal to the estimate provided lap8{®004) for the period
1999-2003 and similar to the estimate for the period 1998 10.26). The long-run
exchange rate pass-through for Macedonia is equal 70 @Hich is in line with the
24-month 0.30 estimate for the more current period provigeBitans (2004).
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For Poland, there is only one positive short-term eséirnéthe exchange rate pass-
through. It is the MG estimate of the immediate respohgeices to the changes in
exchange rate and is equal to 0.02. This value is eitth some of the previous
studies that suggest very low levels of ERPT for Polarmthéhen and Wachtel
(2006) provided a 12-month estimate equal to 0.09, DR@B’1) estimated a zero
short-term pass-through and Coricelli, Jazbec and Md2@06) even obtained a
negative short-term ERPT of -0.02. The remaindervailable short-run estimates
lies, however, in the 0.27-0.51 range. The long-run ERRSIgnificantly negative (-
0.39) and thus contradicts both the general economiic déogl previous results.

There are strong differences between the MG and PM@&-alm ERPT estimates for
Romania. The PMG estimates are rather low and do notspormd to the findings of
other researchers. The MG estimates are, on the othdy imaline with some of the
previous results. The 1l-quarter estimate (0.56) is Idwe0.02 and the 2-quarter
estimate (0.72) is larger by 0.02 than the equivalenmasts provided by Bihs
(2004) for the period 1993-1999. The effect in fouargers (0.21) is by 0.02 smaller
than the effect for equivalent delay estimated byriait(2004) for the period 1998-
2003). The estimate of the long-run ERPT is for Romaagative and therefore does
not exhibit similarity with any of the previous results.

The short-run ERPT estimates for Russia are all thegand therefore, we cannot
compare them to the previous findings. The long-run EBflifmate is equal to 0.34,
which is slightly over half of the magnitude of the onlynderun pass-through
estimate available in the reviewed literature (Korhoneda Wachtel, 2006). Since
Korhonen and Wachtel (2006) cover different time periaah tthis thesis and provide
the only available estimates, conclusions should not lvendiram this difference.

Majority of the short-run estimates is negative also fovéhia. The two available
estimates are 5-quarter estimates and are equalGqM@) and 0.05 (PMG). These
are lower than all other short-term estimates presenttteireviewed literature, but
the mean group estimate comes close to the 0.16 smodstimate by (Korhonen
and Wachtel, 2006). With the value of 0.23, the longHERPT estimate is similar to
the long-run estimates by Coricelli, Jazbec and Maste®6)j2®.19) and Korhonen
and Wachtel (2006) (0.18).

It is clear that there are strong differences in the degreehich are our results in
line with the previous findings. There are countries for Wwhice results are in
general poor and therefore hard to compare to estimaddalde in literature; such
country is for example Russia with all short-run estimatesgbeagative. For some
other countries (e.g. Croatia or Lithuania), meanihgftimates are available but in
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contrast with the previous research. For majority of thentries either short-run or
long-run estimates are in line with the research, whilether is not. The countries
that exhibit the highest degree of similarity to the findings enréviewed literature
are Bulgaria, the Czech Republic and Macedonia.

5.4.2 Hypotheses evaluation

It is generally believed (Cheikh, 2011), that the exchalatepass-through should be
higher for developing countries. To test this hypotheses,consider the long-run
ERPT estimates. The choice of the long-run estimatessisdban several factors.
Primarily, the long-run effects are of a higher intesste these changes in prices
are likely to be more permanent than the changesershiort run. Further factors
include the better characteristics exhibited by the long-rtimaes and their higher
simplicity. Both allow for easier and more precise testhghe hypothesis that the
domestic prices are influenced by the changes in theaagehrate more in
developing countries than in the developed ones.

Table 14: ERPT and stage of development

Regarded as

ERPT advanced since
Bulgaria 1.28 -
Croatia 0.81 -
Czech Republic 0.15 2009
Estonia 0.32 2011
Hungary 0.79 -
Latvia 0.78 2014
Lithuania 4.52 -
Macedonia 0.27 -
Poland -0.39 -
Romania -0.19 -
Russia 0.34 -
Slovenia 0.23 2007

ERPT estimates are from tbpi neer ppi ir5-lag specification
" according to IMF
Bold denotes countries considered developed foptipose of this thesis
Source:author’s calculation
IMF (2006; 2007; 2008; 2009; 2010; 2011; 2013; 2014

The pass-throughs and the stages of development florceaatry are summarized in
Table 14. The stage of development is based on the ViEmdaiomic Outlook by
International Monetary Fund (IMF). According to IMF (Imtational Monetary Fund,
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2006; 2007; 2008; 2009; 2010; 2011; 2013; 2014), cupdntir of the reviewed

countries (the Czech Republic, Estonia, Latvia and Sloyem& considered to be
advanced. Latvia gained this status in 2014, which is #feerend of the model’s
sample period, and Latvia is therefore considered asgamyeor developing for the
purpose of this thesis. All of the three remaining countmesed from the group of
developing countries to the group of developed onestbeecourse of the examined
time period. They were thus not considered advanced fh@rbeginning but we

consider them as such, since even though they were lhotdaveloped yet, they

certainly were further along the way than the other ones.

The ERPT estimates for the three developed countriel®wravith the highest one
being 0.32. This is in line with our hypothesis, but the Itedior the developing
countries are not so straightforward. Bulgaria and Litreuabtained very high ERPT
values (larger than one) and the estimates for Croatiagdtyrand Latvia also lie
rather high (between 0.78 and 0.81). The result fdvidas already problematic
since Latvia is considered the most developed of this Isaofijgleveloping countries.
For this reason, according to the hypothesis, the ERPIatwia would be expected
to lie somewhat lower, closer to the values for develameintries. In contrast to the
hypothesis, two of the least developed countries (MacedowiaRaissia) obtained
ERPT estimates very similar to the estimates of developedtres. Lastly, the
ERPT estimates for Poland and Romania are negativesirmg such results do not
have a strong economic meaning, we do not include theéheinonsideration of the
validity of the hypothesis. Regardless, in the case ofr@lesnd Eastern Europe, we
cannot accept the hypothesis that the changes in thengechmate have a higher
effect on the domestic prices in the developing countnis in the developed ones.

The second hypothesis to be tested is a hypothesis likeg fre significant
differences among the levels of the exchange rate-themsgh for the euro area
countries, countries that have not yet adopted the eurccamtries that are not
members of the European Union (EU). The assessmertheofvalidity of the
hypothesis is based on the long-run exchange rate lpasgsh estimates, as in the
previous hypothesis. The information on ERPT and the &id euro area
membership is summarized in Table 15. The five highd®®PE estimates (two
estimates larger than one and three in the 0.78-0.8fk)ydelong to countries from
one group, namely to the countries that became EU mestagrs and did not
adopted euro before the end of our sample period.r@maining three countries
from this group have, however, low ERPT values (twthefn even negative ones).
The ERPT estimates for the two countries that adoptedpeimoto 2013 and the two
countries that are not members of the European Unioallavevery similar values.
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Table 15: ERPT, EU membership and euro adoption

ERPT EU member Euro adoption
since
Bulgaria 1.28 2007 -
Croatia 0.81 2013 -
Czech Republic 0.15 2004 -
Estonia 0.32 2004 2011
Hungary 0.79 2004 -
Latvia 0.78 2004 2014
Lithuania 4,52 2004 -
Macedonia 0.27 - -
Poland -0.39 2004 -
Romania -0.19 2007 -
Russia 0.34 - -
Slovenia 0.23 2004 2007

ERPT estimates are from thpi neer ppi ir5-lag specification
Source:author’s calculation, European Central Bank (2014)

This is in contrast to the expectation that estimates for tiiasgroups would differ
significantly, since the characteristics of the two groupsvary distinct. The variety
of magnitudes among the non-euro-area EU member siadethe similarity between
the euro area members and countries outside of thedgltdea conclusion that it is
necessary to reject the hypothesis of significant differeriche exchange rate pass-

through among the three groups.
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6 Conclusion

This thesis provides short-run and long-run estimatethefexchange rate pass-
through in twelve Central and Eastern European countriBslgaria, Croatia, the
Czech Republic, Estonia, Hungary, Latvia, Lithuania, Maoed Poland, Romania,
Russia and Slovenia. The estimation is based on quaridycdvering the period
from the first quarter of 2003 to the first quarter of 20Panel cointegration
methods, namely the mean group and pooled mean gsbopators, are used for the
estimation. In addition to these two methods, fixed effartsused as reference. The
model in this thesis is partially based on the model of rieiong the distribution
chain by McCarthy (1999).

We conducted the estimation of the exchange rate pemsgh for several
specifications differing in the explanatory variables andléagths used. Long-run
overall estimates of the exchange rate pass-through peogided for four
specification groups each of them with zero to six lags.réfbee, there are 28
models for the overall long-run exchange rate passHjffimoeach of them estimated
using three different methods. The specification groups rdiffe the set of
explanatory variables. The full set includes the nominalctéfe exchange rate,
producer price index, short-term interest rates, gdossestic product and oil prices.
For each of the three remaining specification groups sofméhe explanatory
variables were excluded. A specification with five lags idirlg the nominal
effective exchange rate, producer price index and irtewes as explanatory
variables was selected as the most appropriate andfarsdther estimations and
discussions. The selection was based on Akaike anedsiayinformation criteria as
well as on the results of the individual models.

The results show, that the pass-through significantly rdiféeross the region. The
mean group long-run estimates for most countries rbegeeen 0.15 and 0.81, with
estimates of five countries lying below 0.35 and thieeva 0.78. The variation is
even larger in the short run. The results for some otthmtries do not exhibit very
good properties (Russia) or are in contrast with previessarch (Croatia, Lithuania)
while other align exceptionally well with estimates by otheseaschers (Bulgaria,
the Czech Republic, Macedonia). The results do not supgptirer of the two

hypotheses. We therefore can accept neither the hypothesithe exchange rate
pass-through is higher in developing countries than indéhveloped ones, nor the
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hypothesis that there are significant differences among@adhks-through rates in the
euro area countries, the European Union members owkithe euro area and the
countries that are not members of the European Union.

This thesis contributes to the existing literature on the exggheate pass-through for
several reasons. Firstly, it provides estimates for a repmnhas not been covered
well by previous research. Our sample of the CentrlEastern European countries
is one of the largest in the existing literature and inclsdase of the countries (e.g.,
Macedonia and Russia) that are examined most seldortheFuore, this thesis
provides estimates for a more current period than thaqu® studies. The second
major contribution is the use of panel cointegration metheldsh not only take into
account the time series character of the data, but allowh®muse of the cross-
sectional information as well. Previous studies on thénaxge rate pass-through
almost exclusively estimate separate models for eaghtigo therefore their results
omit any cross-sectional information. Moreover, many @sthuse estimation
methods, which do not consider the time series propertiiseoflata such as non-
stationarity and cointegration. In the few cases wherlpare used in the previous
studies to estimate the exchange rate pass-through, theys@aly homogenous
panels. We, on the other hand, use heterogeneouseqsdimeators and thus are able
to provide individual estimates for each country.

Even though the mean group and pooled mean groumatsts are currently
considered to be the most suitable methods of estimatiore @xitthange rate pass-
through, the results exhibit some shortcomings. There nhbighgeveral reasons for
this. First, the Central and Eastern Europe has beemy goiough rapid changes.
Many of the countries are still transitioning and their @toic environment has
altered over the course of the examined period. Sughgas might be the cause for
the inconsistency of the results. Second possible reasa sze of the sample. The
mean group and pooled mean group estimators are sgposprovide the best
results, when the number of both countries and time pei®tirge and of a similar
magnitude. Our model estimated the pass-through for 12trees; which is a
borderline amount. We originally planned to include mamuntries, but the
availability of the necessary data is very poor in the Ceatrd Eastern European
region. For several countries, it was not possible to olstearly any useful data.
Other countries only started to collect such data recently thed available
information was therefore not sufficient to be included inntteelels.

Even though we faced a shortage of data, this thesis iarstitidition to the existing
literature as we covered a range of countries from a metiat is not frequently
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present in the previous studies while using some of the mdvanced methods of
estimation. As stated before, Central and Eastern Eusogtill developing and thus
it would be interesting to estimate the exchange rate pamsgthrmodels again in
few years, when the economic development is more stabikrel the available
dataset is larger.
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