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ABSTRACT: We evaluate the performance of the most
widely used wave function, density functional theory, and
semiempirical methods for the description of noncovalent
interactions in a set of larger, mostly dispersion-stabilized
noncovalent complexes (the L7 data set). The methods tested
include MP2, MP3, SCS-MP2, SCS(MI)-MP2, MP2.5, MP2.X,
MP2C, DFT-D, DFT-D3 (B3-LYP-D3, B-LYP-D3, TPSS-D3,
PW6B95-D3, M06-2X-D3), and M06-2X, and semiempirical
methods augmented with dispersion and hydrogen bonding
corrections: SCC-DFTB-D, PM6-D, PM6-DH2, and PM6-
D3H4. The test complexes are the octadecane dimer, the
guanine trimer, the circumcoronene···adenine dimer, the
coronene dimer, the guanine-cytosine dimer, the circumcoronene···guanine-cytosine dimer, and an amyloid fragment trimer
containing phenylalanine residues. The best performing method is MP2.5 with relative root-mean-square deviation (rRMSD) of
4%. It can thus be recommended as an alternative to the CCSD(T)/CBS (alternatively QCISD(T)/CBS) benchmark for
molecular systems which exceed current computational capacity. The second best non-DFT method is MP2C with rRMSD of
8%. A method with the most favorable “accuracy/cost” ratio belongs to the DFT family: BLYP-D3, with an rRMSD of 8%.
Semiempirical methods deliver less accurate results (the rRMSD exceeds 25%). Nevertheless, their absolute errors are close to
some much more expensive methods, such as M06-2X, MP2, or SCS(MI)-MP2, and thus their price/performance ratio is
excellent.

■ INTRODUCTION

Noncovalent interactions, such as hydrogen bond, halogen
bond, π···π stacking, etc., play an important role in processes
like the molecular recognition, crystal packing, protein folding,
vapor−liquid condensation, stacking of nucleobases, etc.
Although these interactions are at least by an order of
magnitude weaker than covalent interactions, they accumulate
for larger systems and their impact on structure and function of
biomolecules is fundamental.1−3

Different binding motifs require different levels of theory to
reach a given accuracy. Interactions driven mostly by
electrostatics, such as the hydrogen bonding,4,5 are (at least
qualitatively) described properly already at the Hartree−Fock
(HF) level. However, neither Hartree−Fock theory nor
traditional local or semilocal density functional theories include

dispersion,6−8 and not even highly parametrized exchange-
correlation functionals are able to describe dispersion in the
asymptotic limit,9 leading to an underestimation of the stability
of dispersion dominated complexes at the density functional
(DFT) and semiempirical levels of theory. The simplest
method which accounts for dispersion for the right reason,
second order Møller−Plesset perturbation theory (MP2),
strongly overestimates dispersion for π systems.10 In many
cases, accurate results are obtained only at the computationally
expensive coupled cluster level with the perturbative inclusion
of triple excitations in extended basis sets. Two, unfortunately
mutually contradictory goals govern the method development.
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The first one is to achieve maximum accuracy, while the second
one is the ability to describe large molecular systems efficiently.
Significant effort was spent in the past decade to develop
methods that strike a reasonable compromise between accuracy
and computational cost for dispersion-dominated interac-
tions.11 Some examples are empirical scaling of different
contributions in wave function-based methods,12−15 para-
metrizing exchange-correlation functionals to account for
dispersion,16 combining short-range DFT correlation with
long-range MP2 (MP2C)17 or RPA18 and adding explicit
dispersion terms to conventional DFT.19 Other promising
approaches are local electron correlation theories,20 Symmetry-
Adapted Perturbation Theory21 based on DFT,22,23 modifica-
tion of the core potentials to mimic dispersion,24,25 and
methods aiming at incorporating the physics of dispersion in
DFT.26−28 Although many of these methods are very
promising, we will focus on the following classes of methods:
(a) post-HF wave function theory (WFT) methods containing
empirical parameters, (b) DFT based methods with added
dispersion terms, and (c) semiempirical quantum mechanical
methods augmented with empirical corrections for noncovalent
interactions.
The first group is represented by the SCS-MP2, SCS(MI)-

MP2, MP2C, MP2.5, and MP2.X methods.12,14,17,29,30 The
formal scaling of these methods is O(N5), for the MP2-based,
and O(N6) for MP3-based methods, where N is proportional to
the size of the system (assuming constant basis set quality).
Perturbational methods such as MPn are noniterative and are
thus about an order of magnitude more efficient than iterative
methods, and they are also more readily parallelized.
The most widely used family of quantum chemical methods,

local or semilocal density functional theory (DFT) does not
account for the dispersion interaction.6−8 Dispersion can be
included by empirical corrections19,31,32 or by fitting the
exchange-correlation functional to reproduce dispersion near
the van der Waals minimum33 (note, however, that these
methods fail to represent the long-range behavior of
dispersion). DFT-based methods have advantages over post-
HF methods: smaller basis set superposition error (BSSE) and
more favorable scaling. The DFT functionals investigated in

this work scale one or two powers lower than post-Hartree−
Fock methods, O(N3)−O (N4) versus O(N5)−O(N6).
The third group contains semiempirical methods34 aug-

mented with empirical corrections, such as the dispersion
correction of Martin and Clark.35 We focus on the PM6
method36 enhanced with empirical corrections for dispersion
and hydrogen bonding.37,38 Empirical corrections used in this
group are usually obtained from minimization of the root-
mean-square deviation relative to high-quality benchmark data.
The design of reference data is of a crucial importance. They

should be obtained by state-of-the-art methods, such as
CCSD(T) in extended basis set or even extrapolated to the
complete basis set (CBS) limit. They should also be available
for a large, balanced set of molecules. Several such benchmark
data sets for noncovalent complexes are available. The S22
set,39 developed in Hobza’s group, has become one of the most
commonly used data sets for testing and parametrization of
methods focused on the noncovalent interactions. This data set
is now being replaced by larger and more balanced data sets,
such as S22 × 5,40 S22+,41 and S66.42 Super databases
(databases containing several data sets) such as GMTKN43,44

or NCIE45−48 are also available.
All the data sets above share the same restriction: only

medium-sized systems (less than ∼30 atoms) are included. The
only exception is the recent study of Risthaus and Grimme,49

where the performance of different dispersion-accounting DFT
methods is tested with respect to experimental data on the
S12L set (set of large molecular clusters). It is a tacit
assumption that the accuracy of methods parametrized for
small complexes/clusters is preserved for larger ones. This,
however, may not be the case if a method works well near the
van der Waals minimum but is deficient for distant interactions
because larger molecules have more long-range dispersion
terms. The potential accumulation of errors with increasing
system size is not yet fully understood. Thus there is a need to
test the accuracy of recent methods on larger systems. In the
present paper, we provide benchmark data for noncovalent
complexes considerably larger than those in S22 or S66 data
sets: this data set is called L7. We test the performance of WFT,
DFT, and semiempirical methods on a set of seven large

Figure 1. Structures of the investigated complexes.
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molecular complexes: “CBH”, the octadecane dimer in stacked
parallel conformation (representative of aliphatic dispersion-
dominated interaction); “GGG”, a stacked guanine trimer
arranged as in DNA (representative of the aromatic stacking
π···π dispersion interaction with implicit account for the three-
body interaction, the binding energy of one of the outer
guanine monomers is evaluated); “C3A”, a stacked circum-
coronene···adenine dimer (representative of strong aromatic
dispersion interaction with implicit account for three-body
interaction); “C3GC”, a stacked circumcoronene and Watson−
Crick hydrogen-bonded guanine-cytosine dimer (representative
of a strong aromatic dispersion interaction with implicit
account for H-bonding-stacking nonadditivity, the binding
energy of circumcoronene and guanine−cytosine base pair is
calculated); “C2C2PD”, a parallel displaced stacked coronene
dimer (representative of strong aromatic dispersion inter-
action); “GCGC”, a stacked Watson−Crick H-bonded guanine-
cytosine dimers arranged as in DNA (representative of strong
aromatic dispersion interaction with implicit three- and four-
body interactions, the binding energy of two guanine-cytosine
base pairs is evaluated); and “PHE”, an amyloid fragment, a
trimer of phenylalanine residues in mixed H-bonded-stacked
conformation (representative of “mixed-character” interaction
with implicit account for many-body interactions. The binding
of one of the “outer” residues is evaluated). Structures of all
complexes are shown in Figure 1. The full geometry
information of all seven complexes along with explicit
specification of interacting subsystems is available in the
Supporting Information. Their size ranges from 48 to 112
atoms and they are intentionally selected to be mostly
dispersion dominated. The motivation is simple: it is to
assemble a set of noncovalent complexes, the accurate
description of which is a challenge for the contemporary
computational chemistry. The data set includes a representative
of aliphatic hydrocarbon dimers, which are, similarly to the
π···π stacking complexes, dispersion dominated, but of a
different flavor. Aliphatic dispersion interactions are important
because their abundance in proteins48 and membranes but their
accurate description is problematic as well.50,51 The dispersion
originating from saturated hydrocarbons scales linearly with
system size in the asymptotic limit, as opposed to interactions
in aromatic systems, because of intrinsically local character of
aliphatic hydrocarbons and a significant HOMO−LUMO gap.
It still requires high-level ab initio methods to be described
accurately. We believe that the complexes included in the data
set are representative of the most important motifs dominated
by dispersion in biological chemistry.

■ METHODS
Geometries. Geometries of the CBH, C3A, C3GC, and

PHE systems were determined at the TPSS-D/TZVP level32

with no constrains. The structures of GCGC and C2C2PD
complexes were taken from Pitoňaḱ et al.52 and Janowski et
al.,53 respectively. The GCGC geometry was taken from crystal
X-ray data,52 and the C2C2PD structure was optimized at the
QCISD(T) level of theory. The cc-pVDZ basis set for all atoms
and the corresponding diffuse (aug-cc-pVDZ) basis set for
every other, neighboring carbon atom were used. The GGG
geometry was extracted from the 1ZF9 structure54 with
hydrogen atoms added using xleap,55 one of the Amber
software package tools. Subsequently, the coordinates of the
hydrogen atoms only were optimized at the TPSS-D/TZVP
level.32 Cartesian coordinates of all the complexes studied in

this work are included in the Supporting Information, as well as
on the www.begdb.com56 web page.

Interaction Energy Calculations. Interaction energies for
all of the complexes investigated were calculated for geometries
optimized at lower level (see above) without considering the
deformation energy (so-called rigid monomer approximation
was used). With the exception of semiempirical and DFT
results, all calculation used the frozen core approximation and
were corrected for BSSE by the counterpoise correction.57

QCISD(T)/CBS as the Reference. The QCISD(T)/CBS
method was chosen as the reference method, because of an
advantage in efficiency over CCSD(T) in the PQS program
package58 and the fact that the QCISD(T) results closely agree
with “gold standard” CCSD(T) for the noncovalent
interactions of closed-shell complexes.59 The hybrid scheme
of Sherrill et al.10 and Jurecǩa and Hobza60 was used to
extrapolate the results to the Complete Basis Set limit

Δ

= Δ ′ + Δ |

E

E

(QCISD(T)/CBS)

(MP2/CBS) QCISD(T) small basis (1)

where ΔE(MP2/CBS)′ is a CBS limit estimate of the MP2
interaction energy, obtained as described further, and
ΔQCISD(T)|small basis is a QCISD(T) correction term
covering the higher-order correlation effects, determined in
small sized basis set. The physical basis of this approximation is
that the extra correlation energy provided by the large basis
originates from highly oscillatory, high-energy basis functions
which are well described by low-level perturbation theory. The
most time-consuming part of the total interaction energy
assembly is clearly the calculation of the ΔQCISD(T)
correction term. The small basis set is defined as a 6-
31G*(0.25) basis set.

Δ

= Δ − Δ *−E E

QCISD(T)

[ (QCISD(T)) (MP2)]
small basis

6 31G (0.25) (2)

The exponents of the diffuse d functions, used in this
modified 6-31G* basis set, were changed from their original
value of 0.8 to 0.25.61 This basis set and the 6-31G**-
(0.25,0.15) basis61 were designed for the treatment of
noncovalent interactions. They have been extensively validated
for hydrogen bonded and stacked DNA base pairs in Hobza’s
group,62 and surprisingly, good performance was demonstrated
also for more diverse data sets63,64 containing noncovalent
interactions. The QCISD(T)/CBS method constructed as
described above was used for all complexes with exception of
GCGC and C2C2PD ones where slightly different method-
ology was applied (see later).
The ΔE(MP2/CBS)′ term was calculated slightly differently

from the routinely used cubic extrapolation of Halkier et al.65,66

Typically, a different two-point extrapolation is performed for
the HF and post-HF terms, usually using Dunning’s67,68 aug-cc-
pVXZ (aXZ) basis sets with X = 2 (D) and 3(T)

α α= + − =E X E A X(HF/ ) (HF/CBS) exp( ), 1.43 (3)

and

= + −E X E X(corr/ ) (corr/CBS) B 3
(4)

The use of augmented basis set for extended cluster
fragments (or monomers) is problematic, if not impossible.
The reason is not so much excessive computational time and
storage requirements but numerical instabilities caused by
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overcompleteness of the atomic basis set. The overcomplete-
ness problem can be overcome in the most straightforward way
by excluding the linear dependent basis functions from the basis
set. Doing so, the numerical problems usually disappear, but the
error with respect to the complete basis set is unpredictable and
discontinuities may occur on the potential energy surface. One
of the methods of eliminating this problem, as used in this
work, is to scale the ΔE(MP2/CBS) term obtained from
extrapolation using nonaugmented Dunning’s67−69 cc-pVXZ
(XZ) basis sets, so that the value is close to that obtained from
the augmented basis set series. The scaling factors were
determined for four model complexes which are simplified
representatives of a particular complex category, and for which
the ΔE(MP2/CBS) term could be rigorously calculated in both
nonaugmented and augmented basis sets. The four model
complexes were created in accordance with the character of
interaction of complexes in the data set: coronene···adenine
(C2A) as a representative of C3A, C3CG, GCGC, and
C2C2PD; guanine···guanine (GG) as a representative of
GGG; and PHE and octane dimers (C8 dimer) as
representatives of PHE trimer and CBH, respectively. The
structures of the model complexes are shown in Figure 2 and

the complete geometry is available in the Supporting
Information. Two ΔE(MP2/CBS) values were calculated for
each complex, obtained from two-point aDZ → aTZ and DZ
→ TZ extrapolation. To our surprise the scaling factors
obtained vary only a little, from 1.01 for C8(CBH) to 1.05 for
GG(GGG), thus an average value for the scaling coefficient
could have been used as well. The values of other two scaling
coefficients are 1.02 for C2A model complex and 1.03 for the
PHE dimer. The ΔE(MP2/CBS) values are summarized in
Table 1.
Higher-order correlation correction for the GCGC and

C2C2PD complexes were calculated slightly differently than for
the other systems, these numbers were taken from our previous
publications (ref 52 and 53). The GCGC was calculated at the
CCSD(T)/6-31G**(0.25,0.15) level.52 The C2C2PD complex
at QCISD(T) level with basis set augmented with diffuse
functions (aug-cc-pVDZ) on every second carbon atom only,

the rest of carbon atoms together with hydrogen atoms were
described with nonaugmented basis set (cc-VDZ).53 These two
levels provide results similar to QCISD(T)/6-31G*(0.25),
which was used for the rest of the complexes. This statement is
supported by an observation that QCISD(T) and CCSD(T)
methods deliver practically identical results for the interaction
energies for similar systems,59 as well as by extensive
benchmarking of the 6-31G**(0.25,0.15) and 6-31G*(0.25)
basis sets.62,64 It is less obvious that the aDZ basis performs
similarly to the 6-31G*(0.25) basis. Nevertheless, for larger
complexes the results match surprisingly well.63 We did not
recalculate these two complexes at QCISD(T) level used for
remaining complexes, because of high similarity between
QCISD(T) and CCSD(T) techniques.
The presented strategy of obtaining reference binding energy

has some limitations that should be mentioned. First, it is the
accuracy of the MP2/CBS energies. For such large molecular
systems there is not much evidence how effective is the
counterpoise correction and whether it should be used or not.
Our tests suggest that the CP correction should be applied, for
more details see Tables S5 and S6 in the Supporting
Information material and the discussion therein. Second, the
scaling of the resulting MP2/CBS values also brings some
degree of uncertainty. Nevertheless, we are convinced that the
scaling improves the result, and that it is a legitimate approach
since (a) the scaling is based on similar model systems that
differ only in size (typically one-half or two-thirds of the size of
the original molecule from the L7 set, octane is used as a model
for octadecane, guanine dimer for guanine trimer, coronene for
circumcoronene, amyloid chain dimer for amyloid chain trimer)
and (b) the procedure is done separately for each specific
molecule from the set. Finally, the calculation of the correction
term, where the relatively small 6-31G*(0.25) basis set is used,
is another potential source of uncertainty, but we should bear in
mind that use of bigger basis set would not be feasible for
cluster of presented size and that this basis set has been proven
to work well in smaller systems. We may speculate that the
same basis set should, in principle, provide better description of
larger systems. This opinion is based on the observation that
large basis sets, which provide satisfactory description in small
systems tend to become overcomplete and numerically unstable
in larger systems. The same effect should diminish under-
completeness of small basis sets, when applied to large
molecules.

Explicitly Correlated MP2-F12 Methods. The explictly
correlated RI-MP2-F12 calculations with cc-pVDZ and cc-
pVTZ basis set were utilized to estimate error in scaled MP2/
CBS values (see above). Because of computational complexity

Figure 2. Structures of the four simplified (model) complexes.

Table 1. MP2/CBS Interaction Energies (in kcal/mol) of the
Simplified (Model) Complexes (See Figure 2) Calculated
Using Nonaugmented and Augmented Dunning’s (aug-)cc-
pVXZ, X = D, T, Basis Sets

complex/method
MP2[CBS]
(DZ → TZ)a

MP2[CBS]
(aDZ → aTZ)a

MP2[CBS]
(aDZ → aTZ)/
MP2[CBS]

(DZ → TZ)δb

C2A −20.51 −20.82 1.02
GG −5.56 −5.86 1.05
PHE-dimer −13.26 −13.67 1.03
C8-dimer −4.73 −4.80 1.01

aTwo-point cubic extrapolation according to eqs 3 and 4. bThe
average value of the scaling factor is 1.03.
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of these calculations along with extended size of the studied
complexes explicitly correlated calculations were carried out
only for GGG and GCGC complexes. The RI-MP2-F12/CBS
values were obtained utilizing the Schwenke general type of
extrapolation.70

MP2 and Scaled-MP2 Methods. MP2 along with its spin
component scaled variants SCS-MP2 and SCS(MI)-MP2 were
tested. The procedure for obtaining the MP2/CBS values is
described in the previous paragraph. For calculation of the CBS
value of the spin-component scaled MP2 methods, we refer to
DiStasio et al.14 The following scaling coefficients were used for
the opposite-spin (os, “singlet”) and same-spin (ss, “triplet”)
terms: SCS-MP2 cos = 1.20, css= 0.33; SCS(MI)-MP2 cos = 0.29,
css= 1.46, regardless of the basis set.
Higher-Order Correlation Methods. The performance of

several methods, which go beyond the MP2 level (marked as
post-MP2): MP3, MP2.5, MP2.X, MP2C (not exactly a WFT
method), and QCISD were investigated. The extrapolation
procedure followed for these methods toward the CBS limit
was the same as for the QCISD(T) benchmark, eq 1

Δ ‐

= Δ ′ + Δ ‐ −

E

E

(post MP2/CBS)

(MP2/CBS) (post MP2 MP2) small basis
(5)

To facilitate the discussion, we group the WFT methods into
two categories: “non-empirical”, QCISD, MP3, MP2C, and
“empirical”, MP2.5 and MP2.X.
Both QCISD and MP3 are traditional methods based on

approximating the molecular wave function, while the MP2C
method of Hesselmann17,71 is slightly different. It combines
time-dependent DFT with supramolecular MP2 energy, and
therefore it cannot be correctly categorized as a nonempirical
WFT method. However, it improves the MP2 results
significantly with only a minor computational overhead, thus
represents a promising strategy for noncovalent interaction
calculations.42,50

The group of empirical methods includes methods with the
inclusion of the third-order correlation contribution, MP2.X
and MP2.5. The MP2.5 method, proposed by Pitoňaḱ et al.,72

takes advantage of the error cancellation between the MP2
(overestimation) and the MP3 (underestimation) binding
energies.11 The MP2.5 binding energy is obtained according
eq 6 (the “small size basis set” used in the correction term is
consistent with reference QCISD(T) calculation for each
complex):

Δ = Δ ′

+ Δ − Δ

E E

c E E

(MP2.5/CBS) (MP2/CBS)

[ (MP3) (MP2)] small basis
(6)

with c = 0.5. Riley et al.30 optimized the parameter c for the S66
data set and different basis set. For large basis sets c converges
to 0.5 and for extended basis it is almost exactly 0.5. The
MP2.X method is analogous to MP2.5, however, the coefficient
c is optimized for a specific basis set. Excellent stabilization
energies were obtained already for 6-31G*(0.25) basis set with
c = 0.62.30

DFT Methods. In this group, the following approaches have
been investigated: (a) Grimme’s71 DFT-D3 using the BLYP/
def2-QZVP, B3-LYP/def2-QZVP, TPSS/def2-QZVP,
PW6B95/def2-QZVP, and M06-2X/def2-QZVP combinations
of the functional and the basis set.15 These methods were tested

with both the “zero” and the Becke−Johnson damping.73−76

According to previous studies, these methods provide
reasonably accurate description of dispersion interaction.77

(b) Jurecka’s DFT-D method with the TPSS/TZVP combina-
tion of the functional/basis set,32 and (c) Truhlar’s M06-2X
functional with the def2-QZVP basis set.33

Semiempirical Quantum Chemical Methods. The
PM636 based methods augmented with the empirical correction
for the dispersion and the H-bonding interactions (PM6-D,37

PM6-DH2,78 and PM6-D3H438) as well as the SCC-DFTB-
D79,80 method were investigated.

Computational Details. The DFT calculations (with the
exception of M06-2X), and MP2 calculations were carried out
using TURBOMOLE program package, versions 6.0, 6.1, and
6.4.81 The single point calculations and gradient optimizations
were done with a convergence threshold imposed on the
change in energy between consecutive SCF iterations, and was
set to 10−7 Eh; the geometry convergence criteria were
unchanged from default values: energy change of 10−5 Eh and
maximum gradient norm of 10−3 Eh/a0. The integral neglect
threshold was set by the program automatically: between 10−11

and 10−13 Eh and Turbomole grid m3 was used for all the
calculations.
QCISD(T) calculations were done using the PQS program.58

The integral neglect threshold was set to 10−15 Eh. The reason
for such a tight threshold was to prevent any numerical
problems resulting from possible linear dependencies in the
basis set. The QCISD convergence criteria were set to 10−6 Eh
for the maximum change in energy and the same threshold was
imposed on the largest QCISD residuum element.
MP2C and RI-MP2-F12 calculations were performed using

MOLPRO version 2009.82 The integral neglect threshold was
set to 10−12 Eh and 10−11 Eh for one-electron and two-electron
integrals, respectively. The energy threshold and orbital
threshold for the SCF procedure was set to 10−8 Eh. The
maximum allowed eigenvalue of the overlap matrix was set to
10−8 Eh. The grid accuracy (per atom) in TDDFT part of
MP2C calculation was set to 10−8 Eh. Density fitting
approximation in MP2-F12 calculations (RI-MP2-F12) was
done with cc-pVD(T)Z/JKFIT and cc-pVD(T)Z/MP2FIT
basis sets and the following thresholds: neglect of contracted 3-
index integrals in AO basis (10−10 Eh), neglect of half-
transformed 3-index integrals (10−9 Eh), Schwarz screening
threshold (10−5 Eh), neglect of 2-index integrals in AO basis
(10−12 Eh), product screening threshold for first half trans-
formation (10−9 Eh) and screening threshold for F12 integrals
(10−8 Eh). Further, the 3C(FIX) Ansatz with geminal Slater
exponent set to 1.0 were used.
MP3 calculations were performed using MOLCAS program

package.83 The Cholesky decomposition of two-electron
integrals84 was applied, with the integral threshold set to 10−5

Eh. The thresholds for the energy change, RMSD of the density
matrix and RMSD of the Fock matrix were set to 10−5 Eh, 10

−4

Eh, and 10−4 Eh, respectively.
The M06-2X calculations were carried out using Gaus-

sian0985 program package with the thresholds for the energy
change and RMSD of the density matrix set to 10−5 and 10−7

Eh, respectively. The default grid with 75 radial shells and 302
angular points per shell was used in all the calculations.
PM6 calculations were carried out with MOPAC200986

program, the SCF convergence was set to 1.6 × 10−7 Eh. SCC-
DFTB-D calculations were done via DFTB+79,80 program, here
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the threshold for self-consistent charge (SCC) procedure was
set to 10−5 e.
All the calculations presented in this study, except for the

semiempirical ones, were done using spherical basis functions, if
not explicitly stated otherwise.
Error Analysis. The performance of the studied methods

with respect to the benchmark results is measured by the
following statistical indicators: root mean square deviation

(RMSD), mean unsigned error (MUE), mean signed error
(MSE), and maximum unsigned error (MAX). RMSD and
MUE characterize the overall accuracy of a method. MSE
provides information about systematic errors. MAX identifies
the worst described entity and thus it measures the robustness
of the method. The total binding energies for the noncovalent
complexes investigated vary significantly, from 2 to 32 kcal/
mol. Hence, the relative (percentage) values marked with prefix

Table 2. Interaction Energies in kcal/mol of the Investigated Complexes at Different Levels of Theorya

method/basis set//complex CBH C2C2PD C3A C3GC GCGC GGG PHE

QCISD(T)/CBS −11.06 −24.36b −18.19 −31.25 −14.37c −2.40 −25.76
QCISD/CBS −9.53 − −14.52 −24.79 − −1.30 −24.23
MP2.X/CBS −10.63 −22.15 −15.52 −26.65 −12.26 −1.85 −25.24
MP2.5/CBS −10.88 −22.80 −17.85 −30.40 −13.41 −2.34 −25.46
MP2C/CBS −11.29 −20.88 −16.89 −28.71 −12.89 −2.22 −24.82
MP3/CBS −9.84 −6.61 −8.15 −14.77 −8.61 −0.32 −24.56
MP2/CBS −11.92 −38.98 −27.54 −46.02 −18.21 −4.36 −26.36
SCS(MI)-MP2/CBSd −9.64 −31.71 −22.92 −37.92 −14.08 −2.23 −26.16
SCS-MP2/CBSd −7.87 −27.53 −19.61 −32.07 −11.70 −1.79 −22.77
B3-LYP-D3/def2-QZVPe −12.96 −23.22 −17.99 −31.29 −15.48 −2.10 −25.99
BLYP-D3/def2-QZVPe −14.34 −22.82 −18.12 −31.79 −16.44 −2.48 −25.56
TPSS-D3/def2-QZVPe −12.35 −21.19 −16.71 −28.58 −13.38 −1.87 −24.23
PW6D95-D3/def2-QZVPe −10.01 −19.93 −16.63 −29.71 −12.48 −1.70 −24.07
M06−2X-D3/def2-QZVPf −8.23 −20.55 −15.96 −29.00 −14.28 −1.71 −25.63
M06−2X/def2-QZVP −4.71 −16.85 −12.88 −23.68 −11.59 −0.65 −23.38
TPSS-D/TZVP −14.49 −18.69 −16.53 −27.78 −13.69 −2.19 −24.46
PM6-D3H4/SMBg −9.64 −17.53 −16.01 −26.47 −19.87 −3.50 −25.43
PM6-DH2/SMBg −9.96 −21.99 −18.04 −30.25 −22.55 −4.18 −24.91
PM6-D/SMBg −9.96 −21.99 −18.04 −30.03 −20.99 −3.85 −22.80
SCC-DFTB-D/SMBg −13.26 −18.7 −14.52 −24.41 −15.57 −1.08 −20.17

aThe CBS limit is obtained according to eqs 1−6. bCorrection term (cf., eq 2) was determined at QCISD(T) level using cc-pVDZ basis set for all
atoms and the corresponding aug-cc-pVDZ basis set for every other, neighboring carbone atom. cCorrection term (cf., eq 2) was determined at
CCSD(T)/6-31G**(0.25,0.15) level of theory. dCBS limit calculated using cc-pVDZ and the cc-pVTZ basis sets. eBecke Johnson damping of the
dispersion correction used. fZero damping of the dispersion correction used. gSMB stands for “subminimal” basis set.

Table 3. Signed Errors (in kcal/mol) and the Respective Relative Values (in %) for the Investigated Complexes at Different
Level of Theorya

method/bases//complex CBH C2C2PD C3A C3GC GCGC GGG PHE

QCISD/CBS 1.53/13.8 − 3.67/20.2 6.46/20.7 − 1.10/45.9 1.53/5.9
MP2.X/CBS 0.43/3.9 2.20/9.1 2.67/14.7 4.61/14.7 2.11/14.7 0.54/22.7 0.52/2.0
MP2.5/CBS 0.18/1.6 1.56/6.4 0.34/1.9 0.86/2.7 0.96/6.7 0.06/2.5 0.30/1.2
MP2C/CBS −0.24/−2.1 3.48/14.3 1.30/7.2 2.54/8.1 1.48/10.3 0.17/7.2 0.94/3.7
MP3/CBS 1.22/11.0 17.74/72.9 10.04/55.2 16.48/52.7 5.75/40.0 2.08/86.8 1.20/4.7
MP2/CBS −0.86/−7.8 −14.63/−60.1 −9.35/−51.4 −14.77/−47.3 −3.84/−26.7 −1.96/−81.8 −0.60/−2.3
SCS(MI)-MP2/CBSb 1.41/12.8 −7.35/−30.2 −4.73/−26.0 −6.67/−21.4 0.29/2.0 0.16/6.8 −0.40/−1.6
SCS-MP2/CBSb 3.18/28.8 −3.17/−13.0 −1.42/−7.8 −0.82/−2.6 2.67/18.6 0.60/25.2 2.99/11.6
MP2/CBSb −0.74/−6.7 −13.86/−56.9 −8.81/−48.4 −13.87/−44.4 −3.48/−24.2 −1.75/−73.1 0.17/0.7
B3-LYP-D3/def2-QZVPc −1.90/−17.2 1.1/4.7 0.20/1.1 −0.03/−0.1 −1.1/−7.8 0.30/12.4 −0.23/−0.91
BLYP-D3/def2-QZVPc −2.35/−21.3 −1.05/−4.3 −0.61/−3.3 −1.91/−6.1 −2.14/−14.9 −0.16/−6.8 0.80/3.1
TPSS-D3/def2-QZVPc −1.29/−11.7 3.16/13.0 1.48/8.1 2.67/8.5 −0.99/−6.9 −0.53/−22.0 1.52/5.9
PW6D95-D3/def2-QZVPc 1.04/9.5 4.42/18.2 1.56/8.6 1.55/5.0 1.89/13.2 −0.70/−29.1 −1.68/−6.5
M06−2X-D3/def2-QZVPd 2.83/25.6 3.81/15.6 2.23/12.2 2.25/7.2 0.09/0.6 0.69/28.7 0.13/0.5
M06−2X/def2-QZVP 6.35/57.4 7.51/30.8 5.31/29.2 7.57/24.2 2.80/19.5 1.75/72.9 2.38/9.2
TPSS-D/TZVP −3.43/−31.0 5.67/23.3 1.66/9.1 3.47/11.1 0.68/4.7 0.21/8.7 1.30/5.0
PM6-D3H4/SMBe 1.42/12.8 6.83/28.0 2.18/12.0 4.78/15.3 −5.50/−38.3 −1.10/−46.0 0.33/1.3
PM6-DH2/SMBe 1.10/9.9 2.37/9.7 0.15/0.8 1.00/3.2 −8.18/−57.0 −1.78/−74.4 0.85/3.3
PM6-D/SMBe 1.10/9.9 2.37/9.7 0.15/0.8 1.22/3.9 −6.62/−46.1 −1.45/−60.6 2.96/11.5
SCC-DFTB-D/SMBe −2.20/−19.9 5.66/23.2 3.67/20.2 6.84/21.9 −1.20/−8.4 1.32/55.0 5.59/21.7

aNegative sign (−) indicates overestimation of the interaction energy. The CBS limit is obtained according to eqs 5−6. bCBS limit constructed using
cc-pVDZ and cc-pVTZ basis sets. cBecke Johnson damping of the dispersion correction used. dZero damping of the dispersion correction used.
eSMB stands for “subminimal” basis set.
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“r”, defined as 100 × (ΔEmethod − ΔEreference)/ΔEreference are
more appropriate for the comparison across the whole data set.

■ RESULTS AND DISCUSSION
Table 1 summarizes the MP2/CBS interaction energies for four
model complexes, obtained from extrapolating the augmented
and nonaugmented cc-pVXZ, X = D, T basis sets to the basis
set limit. The extrapolated values of stabilization energies follow
the expectations that the former are larger than the later ones,
thus leading to the scaling coefficients above one. The variation
of the scaling coefficients, as already noted, is surprisingly small,
in orders of only few percent (1−5%). This is most likely the
consequence of the basis set saturation already at the
nonaugmented level due to the extended size of the
investigated complexes.
Interaction energies obtained at various levels of theory for

all seven complexes are listed in Table 2. Signed errors and the
corresponding relative values are shown separately in Table 3.
Statistical quantities, that is, RMSD, MSE, MUE, and MAX for
the tested methods are summarized in Table 4. In Figure 3, the

relative signed errors for the best performing method within the
specific subgroup (for more details see Error Analysis section)
are visualized, while Figure 4 depicts the relative RMSD for all
methods.
Only the results obtained using the largest basis set for a

particular complex and theoretical method are discussed below,
separately for each group of methods. To emphasize the effect
of large cluster size, presented data are compared to results
obtained for the S66 data set which contains smaller systems.

QCISD. Comparison of the QCISD values (Table 2) with
the reference QCISD(T) data (provided only for 5 complexes,
see QCISD(T)/CBS as the Reference section) confirms the
well-known fact that the contribution of the triples is
substantial. The RMSD and rRMSD values are rather large,
3.5 kcal/mol and 25%, respectively (cf., Table 4 and Figure 4).
For the C3GC complex, the error even exceeded 6 kcal/mol
(20%) (cf., Table 3).

MP2. The accuracy of the MP2 method, documented by
RMSD value of 8.8 kcal/mol, is poor (cf., Table 4). This is a
consequence of the data set being dominated by π···π stacked
interactions. The span of relative errors for π···π dispersion
dominated complexes is large 27−82% (see Table 3). However,
signed errors of −0.9 kcal/mol (8%) for the CBH complex and
−0.6 kcal/mol (2%) for the PHE trimer (cf., Table 3) confirms
that MP2 properly describes the aliphatic dispersion and
hydrogen bonding.7,32

The explicitly correlated RI-MP2-F12 calculations with cc-
pVDZ and cc-pVTZ basis set were utilized in order to estimate
error in scaled MP2/CBS values (cf. Methods; for more
information see Table S6 in the Supporting Information
material). The absolute (relative) underestimation of scaled
MP2/CBS stabilization energy with respect to RI-MP2-F12/

Table 4. Set of Statistical Measures (in kcal/mol) Calculated
with Respect to the Reference (QCISD(T)/CBS) Data for
the Investigated Complexesa

method/basis set//statis. measure RMSD MUE MSE MAX

QCISD/CBSb 3.50 2.86 2.86 6.46
MP2.X/CBS 2.34 1.87 1.87 4.61
MP2.5/CBS 0.79 0.61 0.61 1.56
MP2C/CBS 1.83 1.45 1.38 3.48
MP3/CBS 10.19 7.79 7.79 17.74
MP2/CBS 8.78 6.57 −6.57 14.77
SCS-MP2/CBSc 2.37 2.12 0.58 3.18
SCS(MI)-MP2/CBSc 4.20 3.00 −2.47 7.35
B3-LYP-D3/def2-QZVPd 0.95 0.70 −0.24 1.90
BLYP-D3/def2-QZVPd 1.60 1.39 −1.16 2.36
TPSS-D3/def2-QZVPd 1.87 1.66 −1.29 3.16
PW6D95-D3/def2-QZVPd 2.15 1.83 −1.83 4.42
M06−2X-D3/def2-QZVPe 2.17 1.72 1.72 3.81
M06−2X/def2-QZVP 5.33 4.81 4.81 7.57
TPSS-D/TZVPf 2.95 2.34 1.36 5.67
PM6-D3H4/SMBg 3.92 3.16 1.28 6.83
PM6-DH2/SMBg 3.35 2.20 −0.64 8.18
PM6-D/SMBg 3.00 2.27 0.04 6.62
SCC-DFTB-D/SMBg 4.33 3.78 2.81 6.84

aThe CBS limit is obtained according to eqs 5 and 6. bStatistical
measures are calculated only for five out of seven complexes (C2C2PD
and GCGC complexes omitted). cCBS limit constructed using cc-
pVDZ and cc-pVTZ basis sets. dBecke Johnson damping of the
dispersion correction used. eZero damping of the dispersion correction
used. fJurecka’s dispersion correction. gSMB stands for “subminimal”
basis set.

Figure 3. Relative signed errors (in %) of SCS-MP2, MP2.5, MP2C,
BLYP-D3 (Becke−Johnson damping), and PM6-D3H4 methods for
the investigated complexes. Negative sign (−) indicates overestimation
of the interaction energy. Methods listed are the best performing
methods within each category of methods: (a) post-HF wave function
theory (WFT) methods containing empirical parameters (SCS-MP2,
MP2.5, MP2C), (b) DFT based methods with added dispersion terms
(BLYP-D3 (Becke-Johnson damping)), and (c) semiempirical
quantum mechanical methods augmented with empirical corrections
for noncovalent interactions (PM6-D3H4).

Figure 4. Relative RMSD (rRMSD in %) with respect to the reference
(QCISD(T)/CBS) for the investigated methods.
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CBS values is 0.39 (9%) and 1.57 (9%) kcal/mol for GGG and
GCGC complexes, respectively. On the basis of these values,
we can estimate the relative error in scaled MP2/CBS values.
Scaled MP2. Empirically scaling the spin components in

MP2 improves the description of noncovalent interactions,12

particularly for π stacking. Our RMSD and relative RMSD
values for MP2, SCS-MP2, and SCS(MI)-MP252 are 8.8 (48%),
2.4 (18%), and 4.2 (18%), respectively (cf., Table 4 and Figure
4). However, the performance for some dispersion dominated
complexes is still inadequate, for example, the signed error for
C2C2PD at the SCS(MI)-MP2 level is −7.4 kcal/mol (−30%)
(cf. Table 3). According to the results in Table 4, SCS(MI)-
MP2 performs worse than the original SCS-MP2. This is
surprising, considering that SCS(MI)-MP2 was, unlike SCS-
MP2, parametrized toward the best performance on interaction
energies. Comparing the performance of both methods for
dispersion dominated complexes in the S66 set, the opposite
conclusion in obtained. The relative RMSD of SCS(MI)-MP2
and SCS-MP2 are 18% and 26%, respectively,42 which indicates
that the size of the investigated molecular cluster has a
significant effect. SCS-MP2 underestimates the bonding
between aliphatic species.87,51 The relative error, roughly 30%
for the aliphatic CBH complex, is among the largest from all the
methods within the group (cf., Table 3 and Figure 3) confirms
this observation.
MP3, MP2.5, MP2.X, and MP2C. The performance of the

plain MP3 method is poor, perhaps comparable with MP2 in
the RMSD, MUE, and MAX values (cf. Table 4). Typical
feature of the MP3 method is underestimation of the aromatic
dispersion interaction (MSE about 7.8 kcal/mol, cf. Table 4),
contrary to MP2 (MSE about −6.6 kcal/mol, cf. Table 4).
However, both MP2 and MP3 describe hydrogen bonded
complexes very well. The error cancellation between MP2 and
MP3 is responsible for substantially higher accuracy of MP2.5,
with RMSD of only about 0.8 kcal/mol (4%, cf. Table 4 and
Figure 4). A statistical evaluation of the MP2.X performance
gives 2.3, 1.9, and 4.6 kcal/mol and 13% for RMSD, MUE,
MAX, and rRMSD, respectively (cf. Table 4), which is quite
good. MP2.X outperforms both scaled-MP2 variants. However,
its performance is worse than MP2.5, in spite of the
optimization of the mixing parameter (cf. Table 3 and 4).
This is most likely a consequence of parametrization toward
substantially smaller molecular clusters in the S66 data set.
The MP2C method shows a real improvement over MP2. In

terms of the relative errors, it is the second best performer
among the WFT methods evaluated in this work with an
rRMSD of about 8% (1.8 kcal/mol, cf. Table 4 and Figure 4)
and an rMAX of 14% (3.5 kcal/mol) (for the coronene dimer,
cf. Table 3 and 4).
DFT Methods. The performance of the group of functionals

augmented with the Grimme’s D3 correction utilizing the
Becke-Johnson (B-J) damping is better in comparison with the
Zero damping (cf., Table S1−S4 in Supporting Information).
These results are consistent with findings of Grimme, where the
use of the DFT-D3 methods with B−J damping yield better
results for most of the functionals.77 Hence, in this paper, we
will discuss almost exclusively DFT-D3 methods using B-J
damping procedure. The M06-2X-D3 method will be discussed
in combination with Zero damping, because there are no B−J
damping parameters for the D3 correction. The best perform-
ing functional is the B3-LYP followed by the BLYP, TPSS,
PW6B95, and M06-2X. Corresponding RMSD in kcal/mol
(rRMSD in %) are 1.0 (9), 1.6 (11), 1.9 (12), 2.2 (15), and 2.2

(17), cf. Table 4 and Figure 4. The performance of the
PW6B95 and the M06−2X are almost equivalent (cf. Table 4).
In Grimme’s study, where different DFT functional were tested
against the S66 data set, the best performing functional for the
dispersion bounded subset was B3-LYP.77 This is consistent
with our findings. The relative ordering of other functionals in
this paper is different compared to Grimme’s study.77 However,
the absolute differences in performance of functionals are, in
both studies, of order of tenths of kcal/mol. Hence, any
definitive conclusions about the general performance based on
these results would be questionable.
The M06-2X method in combination with zero damping

form of the D3 correction leads to the RMSD value of 2.2 kcal/
mol (17%) as already mentioned. The plain M06-2X functional
provides substantially larger value of the RMSD 5.3 kcal/mol or
40% (cf. Table 4). All the statistical indicators are reduced, two
to three times, after applying D3 correction (cf. Table 4). This
result serves as the proof that functionals which were fitted to
reproduce dispersion near van der Waals minimum (for
example M06-2X) are not able to cover long-range dispersion
interaction. This feature was already demonstrated by
Grimme.77

On the basis of the findings from Grimme’s study, the
double-hybrid functionals should provide even better perform-
ance than the B3-LYP.88 Moreover, it was shown that double-
hybrids as DSD-BLYP-D3 or PWPB95-D3 outperform scaled
variants of MP2 such as SCS-MP2, S2-MP2, and SOS-MP2
methods.88 However, we should bear in mind that the
computational complexity of the double-hybrids is higher
when compared with other groups of functionals. Methods
involving double-hybrid functionals include nonlocal perturba-
tion correction for the correlation part; hence their scaling is
equivalent to the regular MP2 method.
The magnitude of the many-body nonadditivity term is by an

order of magnitude smaller than the interaction energies.52,89 It
is believed that the three-body (Axilrod−Teller−Mutto)
correction term is non-negligible for extended molecular
systems.19,49 When it is implemented as described in ref 19
and is added to the Becke−Johnson and zero-damped
dispersion, it weakens the interaction. Because it is not
known much about the 3-body correction and its impact on
the accuracy of a method, the results are only listed in
Supporting Information (cf., Table S1−S4), without any further
discussion. In general the accuracy of the DFT-D3 methods
after applying the 3-body correction deteriorates. The only
exception is the BLYP functional in combination with B-J
damping. The RMSD is reduced from 1.6 kcal/mol (11%) to
1.1 kcal/mol (9%), cf., Table S4 in Supporting Information.
The same correction, when added to the zero-damped results,
raises the overall error to 2.0 kcal/mol (12%), cf., Table S4 in
Supporting Information. . In Grimme’s study,49 it was shown
that the three-body correction is not negligible, and it correlates
positively with the size of a molecule. In the S12L set, this effect
varies between 2% and 15% of the total stabilization energy.
Moreover, the inclusion of three-body correction in the DFT
values of binding energies at quadruple-ζ level improves the
overall performance of the investigated methods even in smaller
systems (for more details see ref 49.).
The TPSS-D/TZVP method of Jurecǩa et al.32 performs

slightly worse than tested density functionals with D3
correction but clearly better than the M06−2X/def2-QZVP
method of Zhao and Truhlar, with RMSD of 3.0 kcal/mol
(16%) and 5.3 kcal/mol (40%) (cf. Table 4 and Figure 4),
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respectively. The direct comparison of the TPSS-D/TZVP with
the TPSS-D3/def2-QZVP reveals that the latter method is
slightly more accurate. However, this comparison is not
completely fair because of the unequal quality of the used
basis sets. The def2-QZVP basis set is of better quality than
TZVP which could be the reason for the higher accuracy. The
TPSS-D/TZVP combination of the functional and the basis set
was chosen as the best feasible. The use of the TPSS-D/6-311+
+G(3df,3pd) method, which should provide best results for
dispersion bounded complexes,32 was not possible, due to
problems with linear dependences in the basis set in the case of
the coronene dimer and circumcoronene. This issue is
discussed in the Interaction Energy Calculation subsection.
DFT methods describe H-bonding (or electrostatic domi-

nated interactions in general) fairly well (see Table 3 and
Figure 3), and empirically corrected DFT-D and DFT-D3
methods share a similar feature. Signed errors for the H-bonded
PHE complex (ranging from 0.2 to 2.4 kcal/mol, that is, 1−9%,
cf., Table 3) are significantly lower than for other complexes.
Dispersion dominated interactions are described less accurately.
The largest signed errors of Grimme’s (DFT-D3) methods are:
4.4 kcal/mol (18%) in the case of C2C2PD complex for
PW6D95 functional and −2.1 kcal/mol (8%) in the case of
GCGC complex for BLYP functional (see Table 3). The latter
one is the largest negative error for all DFT methods
considered here. Aliphatic dispersion, for instance in the
CBH complex, is even worse: the signed errors range from
−1.3 kcal/mol up to 6.4 kcal/mol (see Table 3).
Semiempirical Methods. The PM6 method,36 corrected

for dispersion37 (PM6-D) gives an RMSD of 3.0 kcal/mol, see
Table 4. Correction for hydrogen bonding38,78 (PM6-DH2,
PM6-D3H4) does not, however, increase of accuracy further
(RMSD of 3.4 and 3.9 kcal/mol, respectively) (cf., Table 4).
The correction for hydrogen bonding is most likely the source
of undesirable errors, and it is responsible for slightly worse
correlation with the benchmark data for complexes stabilized by
dispersion interaction. On the other hand, errors decrease
significantly for the PHE complex upon inclusion of the
hydrogen bonding correction: the signed error drops from 3.0
(PM6-D) to 0.9 (PM6-DH2) and 0.3 (PM6-D3H4) kcal/mol,
respectively (cf., Table 3). The SCC-DFTB-D method79,80 is
comparable with that of PM6-D3H4 (cf., Table 4). In terms of
relative RMSD, the ordering of the semiempirical methods we
tested is the following: SCC-DFTB-D and PM6-D3H4, roughly
equal, are the most accurate, followed by PM6-D and PM6-
DH2 (cf., Figure 4). The rRMSD and rMAX values vary
between 26−36% and 46−74%, respectively (cf., Table 4).
Nevertheless, the absolute errors of the semiempirical methods
are comparable with some of more sophisticated methods such
as M06-2X/def2-QZVP, MP2/CBS, MP3/CBS, or SCS(MI)-
MP2 (see Table 4).

■ CONCLUSIONS
Seven extended molecular complexes, stabilized mostly by
dispersion interaction, were investigated with a number of
modern quantum chemical methods. This set of molecules,
called the L7 set, includes the octadecane dimer, the
circumcoronene···adenine dimer, the circumcoronene···gua-
nine−cytosine dimer, the coronene dimer, the guanine−
cytosine dimer, the guanine trimer, and a trimer of amyloid
residues containing phenylalanine. These complexes are
representative of dispersion-dominated supramolecular associ-
ations in biological systems, although a few systems have also

significant hydrogen bonding. The methods include wave
function-based, density functional based and semiempirical
methods, spanning a wide range of accuracy and computational
cost. We have included both fully nonempirical wave function
methods, such as MP2, MP3, and QCISD, and methods which
contain adjustable parameters. The parametrized methods
perform in general better, justifying their use for larger
molecular clusters. The performance of the methods was
evaluated by comparing them to high-level QCISD(T) (and
CCSD(T)) results. These benchmark results, along with the
geometries of the L7 complexes, are available online in the
BEGDB database (www.begdb.com).
The results of this large-molecule test set differ from earlier

results for smaller complexes, most likely because the large
molecule test set emphasizes longer-range interactions. The
best method in this study in absolute performance is MP2.5,
delivering binding energies with an average error of 4% relative
to QCISD(T). The performance of the MP2.X method,
parametrized toward noncovalent interactions, is surprisingly
slightly worse. MP2C provides fairly accurate results, with an
average relative error of 8%. It has a clear computational
advantage over the MP2.5 by being an order of magnitude
faster. The SCS-MP2 and SCS-(MI)-MP2 methods are rather
disappointing, although they perform better for this test set
than for the S66 data set of medium-sized noncovalent
complexes. SCS-MP2 does not resolve fully the overbinding
of MP2 for π stacking, while it underestimates dispersion
between σ systems.
Among density functional based methods, DFT-D3 is clearly

superior to other approaches tested in this work. It represents
the best trade-off between the accuracy and computational cost
and, at an average relative error of only 11%, it outperforms
some more sophisticated methods, such as SCS(MI)-MP2 or
M06-2X.
The accuracy of the semiempirical quantum mechanical

methods, with empirical corrections for dispersion or hydrogen
bonding is less satisfactory. The best are SCC-DFTB-D and
PM6-D3H4, and their relative standard deviation exceeds 25%.
Nevertheless, the performance of these methods is not much
worse than that of dramatically more expensive ones, such as
M06-2X, MP2, or SCS(MI)-MP2, and thus their price/
performance ratio is excellent.
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Kozí̌sěk, M.; Černy,́ J.; Sklenaŕ,̌ V.; Hobza, P. Chem.Eur. J. 2007, 13,
9022−9027.
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M.; Celani, P.; Korona, T.; Mitrushenkov, A.; Rauhut, G.; Adler, T. B.;
Amos, R. D.; Bernhardsson, A.; Berning, A.; Cooper, D. L.; Deegan,
M. J. O.; Dobbyn, A. J.; Eckert, F.; Goll, E.; Hampel, C.; Hetzer, G.;
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’ INTRODUCTION

A charge-transfer (CT) complex, sometimes also labeled as
an electron-donor-acceptor complex, is a complex of two (or
more) systems where one is an electron donor (high ioniza-
tion potential) and the other an electron acceptor (low
electron affinity). CT complexes are frequent, there are
organic as well as inorganic donors and acceptors, and CT
complexes play a role also in the biological1-4 and material5-8

sciences. Where does the stabilization of these complexes
come from? Quantum mechanically, this is described as a
resonance between the nonbonded state |D, A> and the dative
state |Dþ...A->. The isolated electron donor as well as the
electron acceptor are mostly electro-neutral, but after electron
transfer the donor possesses a partial positive charge while the
electron acceptor possesses a partial negative charge. These
charges attract each other and the resulting electrostatic
attraction represents an important energy contribution. Be-
sides this term, all of the other standard energy contributions
like induction, dispersion, and exchange-repulsion take place.
Charge-transfer complexes should be, however, also stabilized
by the charge-transfer energy contribution (ECT), which within
the NBO theory9 is approximated by the second-order E2

energies defined as follows:

ECT ∼ E2 ¼ - 2Fσσ/=εσ/ - εσ ð1Þ

where F is the Fock matrix element between the σ and σ* NBO
orbitals, and εσ* and εσ are the energies of the σ* and σ orbitals.
Large stabilization is expected when the energy difference
between the σ orbital of the donor and the σ* orbital of the
acceptor is small and simultaneously when the Fock matrix
element (including the overlap of the σ and σ* orbitals) is large.
The perturbation E2 charge-transfer energies are overestimated
and cannot be compared with the other energy terms taken e.g.
from perturbation theory. The E2 energies can be compared
within different CT complexes and provide information on the
relative importance of the CT energy term. Consequently, it is
not clear which energy component is dominant for weak, medium
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ABSTRACT: Weak, medium, and strong charge-transfer (CT) complexes
containing various electron donors (C2H4, C2H2, NH3, NMe3, HCN, H2O)
and acceptors (F2, Cl2, BH3, SO2) were investigated at the CCSD(T)/complete
basis set (CBS) limit. The nature of the stabilization for these CT complexes was
evaluated on the basis of perturbative NBO calculations and DFT-SAPT/CBS
calculations. The structure of all of the complexes was determined by the
counterpoise-corrected gradient optimization performed at the MP2/cc-pVTZ
level, and most of complexes possess a linear-like contact structure. The total
stabilization energies lie between 1 and 55 kcal/mol and the strongest complexes
contain BH3 as an electron acceptor. When ordering the electron donors and electron acceptors on the basis of these energies, we
obtain the same order as that based on the perturbative E2 charge-transfer energies, which provides evidence that the charge-transfer
term is the dominant energy contribution. The CCSD(T) correction term, defined as the difference between the CCSD(T) and
MP2 interaction energies, is mostly small, which allows the investigation of the CT complexes of this type at the “cheap”MP2/CBS
level. In the case of weak and medium CT complexes (with stabilization energy smaller than about 15 kcal/mol), the dominant
stabilization originates in the electrostatic term; the dispersion as well as induction and δ(HF) terms covering the CT energy
contribution are, however, important as well. For strong CT complexes, induction energy is the second (after electrostatic) most
important energy term. The role of the induction and δ(HF) terms is unique and characteristic for CT complexes. For all CT
complexes, the CCSD(T)/CBS and DFT-SAPT/CBS stabilization energies are comparable, and surprisingly, it is true even for very
strong CT complexes with stabilization energy close to 50 kcal/mol characteristic by substantial charge transfer (more than 0.3 e). It
is thus possible to conclude that perturbative DFT-SAPT analysis is robust enough to be applied even for dative-like complexes with
substantial charge transfer.
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and strong CT complexes formed by organic subsystems, and any
systematic study using the advanced technique of computational
chemistry is lacking. Here, the CT7/04 database of Truhlar should
be mentioned.10 Seven small CT complexes covering weak and
medium CT complexes (with a stabilization energy between 1 and
11 kcal/mol) were investigated at the W1 level (CCSD(T)/CBS
level), but no energy decomposition was performed.

The total stabilization energy of the CT complexes (as well as
of any other noncovalent complexes) can be determined at the
CCSD(T)/complete basis set (CBS) level. The CCSD(T)/CBS
is considered to be the “golden-standard” method because of its
outstanding accuracy for covalent as well as noncovalent systems
(see ref 11 and the references therein). The method yields
accurate stabilization energies and the properties of different
noncovalent complexes but does not provide any information on
the nature of the stabilization. This very useful information is
yielded by perturbation SAPT calculations,12 which compose the
total interaction energy as the sum of the first- and second-order
contributions energy components (electrostatic, exchange-repulsion,
induction, exchange-induction, dispersion, and exchange-
dispersion). The SAPT analysis is for larger complexes time-
consuming and this problem was solved by introduction of
DFT approximations. The resulting DFT-SAPT (or SAPT-
(DFT))13,14 method allows to investigate much larger com-
plexes. The total interaction energy is constructed from the same
first- and second-order energy terms and, additionally, the
δ(HF) term covering all of the induction and charge-transfer
energies of higher than second order at theHartree-Fock level is
added. This term is determined as the difference between the
supermolecular HF interaction energy and the sum of electro-
static, exchange and induction energies determined at the HF
level. Due to this construction, the δ(HF) term is the only term
in the SAPT expansion which covers also energy contributions
connected with the electron transfer between subsystems. De-
spite approximations included in the DFT-SAPT technique, the
total interaction energies developed at the CCSD(T)/CBS and
DFT-SAPT/CBS levels agree very well.15 The rmsd between the
DFT-SAPT/CBS and CCSD(T)/CBS interaction energies for
22H-bonded, stacked, andmixed complexes of the S22 data set16

are smaller than 0.5 kcal/mol.15 The SAPT analysis performed
for the S22 data set clearly identified the dominant energy
contribution for the different types of noncovalent complexes:
electrostatic for H-bonded and dispersion for stacked complexes.
The use of this analysis for CT complexes is surprisingly not
straightforward, mainly because the perturbation SAPT theory is
not well-defined for CT complexes. It is believed that the SAPT
theory can be applied for systems without any electron transfer or
with only “small” electron transfer. It must be kept in mind that
the CT term is not explicitly defined within the perturbative
SAPT theory and this energy is covered partially in the induction
and mainly in the “variational” δ(HF) term (see above).

An important characteristic of CT complexes is the amount of
the electron transferred between the donor and acceptor. The
electron transfer from the donor to the acceptor is usually small
but may become important when the donor’s and/or acceptor’s
abilities improve. The total electron transfer is deduced from the
total charge of each subsystem and depends strongly on the type
of atomic charges used. The most frequently usedMulliken charges
are known to be extremely basis-set dependent, and therefore the
use of other charges, like the NBO ones, is recommended.

Contradictory to other types of noncovalent complexes (like
H-bonded or stacked complexes) little is known about the nature

of their stabilization. The question arises whether these com-
plexes are mainly stabilized by charge-transfer energy or by
combination of different energy terms like electrostatic, disper-
sion, and charge-transfer. To shed light on this problem, we
investigated in the present paper the structure and stabilization of
small CT complexes of various strengths (from weak through
medium to strong) formed by various small electron donors
(C2H4, C2H2, NH3, NMe3, HCN,H2O) and small acceptors (F2,
Cl2, BH3, SO2). The aim of the study is 3-fold: (i) to elucidate the
nature of stabilization in CT complexes, that is, to find the
dominant energy term, (ii) to test the performance of the MP2
method, and (iii) to investigate the applicability of the SAPT
treatment. The nature and stabilization of the present CT
complexes will be compared with the same (benchmark) values
determined for H-bonded, stacked and mixed complexes of the
S22 data set.16 Further insight into the nature of the stabilization
of CT complexes can be gained by passing from the correlated
calculations (MP2 and CCSD(T)) to the Hartree-Fock (HF)
ones. Itmust be kept inmind that charge-transfer energy (contrary to
dispersion energy) is at least partially covered already at theHF level.
In the present study, we have investigated small, mostly pseudolinear
(contact) CT complexes while in the future we will perform the
same study for stackedCT complexes, where the electron donor and
electron acceptor are localized in parallel, stacked planes.

’METHODS

Geometry. The structure of all of the complexes investigated
was determined by the counterpoise-corrected gradient optimi-
zation performed at the MP2/cc-pVTZ level. It was shown that
these geometries are close to those obtained at the CCSD(T)/
CBS level.17 The isolated subsystems were optimized at the
MP2/cc-pVTZ level. All of the complexes studied (and their
subsystems) were also optimized at the HF/cc-pVTZ level.
Stabilization Energy. The CCSD(T)/CBS stabilization en-

ergy was constructed as the sum of the MP2/CBS stabilization
energy and the CCSD(T) correction term. The former energy
was extrapolated (Helgaker extrapolation)18 from the MP2
energies evaluated at the MP2/aug-cc-pVDZ, MP2/aug-cc-
pVTZ and MP2/aug-cc-pVQZ levels. The CCSD(T) correction
term (the difference between the CCSD(T) and MP2 interac-
tion energies) was determined with the aug-cc-pVDZ basis set. In
the case of the NH3 3 3 3 F2 complex, the CCSD(T)/CBS inter-
action energy was also evaluated by a direct extrapolation of the
CCSD(T) energies calculated with the aug-cc-pVDZ and aug-cc-
pVTZ and aug-cc-pVTZ and aug-cc-pVQZ basis sets. The
deformation energies were systematically not considered. More
details about determination of CCSD(T)/CBS stabilization
energy can be found in our recent review.15

The DFT-SAPT calculations were performed with the PBE0
functional and aug-cc-pVTZ basis sets. For the NH3...F2 com-
plex, the DFT-SAPT calculations were also performed with the
smaller aug-cc-pVDZ basis set, and for the same complex the
MP2-SAPT calculations with the aug-cc-pVDZ and aug-cc-
pVTZ basis sets were also performed.
Atomic Charges. The atomic charges were approximated by

the Mulliken and NBO charges and in both cases they were
developed at the HF/6-31G*, HF/cc-pVDZ, and HF/cc-pVTZ
levels, respectively.
Frontier Orbitals. The HOMO and LUMO energies of all of

the subsystems were calculated at the HF/cc-pVTZ level of
theory.
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All of the calculations were carried out using the Gaussian 0919

and Molpro0620 codes.

’RESULTS AND DISCUSSION

Frontier Orbitals of the Donors and Acceptors. Table 1
collects the HOMO and LUMO energies of all of the donors and
acceptors. Electron donors can be ordered as follows: H2O <
HCN <NH3 < C2H2 < C2H4 < NMe3; while the acceptor ability
increases in the following order: F2 < ClF < BH3 < Cl2 < SO2. It
should be kept in mind that the frontier orbitals were taken from
Hatree-Fock and not from correlated calculations.
Structure and Geometry. The structures of all complexes

studied are depicted in Figure 1, where selected intermolecular
coordinates are also shown. The full geometrical information on
these complexes is available in Table 1. Investigating these
results, we found that in the case of BH3-containing complexes
the intermolecular distance becomes very small, almost at the
range of covalent bonding. The theoretical estimates of the
B 3 3 3N distance in BH3 3 3 3NH3 and BH3 3 3 3NMe3 complexes
(1.658 and 1.643 Å) agree well with the gas-phase experiments
(1.627 and 1.65 Å).21,22

Charge-Transfer. Table 2 shows the amount of the electron
transferred from the donor to acceptor. In all of the cases, the HF
was combined with the 6-31G*, cc-pVDZ, and cc-pVTZ basis
sets. Surprisingly, the Mulliken and NBO charges are similar and
the extension of the basis set is again connected with rather small
differences. As the most reliable, we have selected the NBO
charges determined at the HF/cc-pVTZ level, and these charges
will be used in the further discussion. A substantial CT (more
than 0.3 e) was observed in complexes 10 and 11 with a BH3

acceptor, and a very large CT (more than 0.1 e) was also detected
in the NH3 3 3 3ClF and NMe3 3 3 3 SO2 complexes. A moderately
large CT exists in the NH3 3 3 3Cl2 and H2O 3 3 3ClF complexes,
whereas in all of the remaining complexes it is below 0.05 e. The
complexes with CT higher than 0.3e are characterized by very
small intersystem distance and exhibit a dative bond.
Stabilization Energy. The CCSD(T), MP2, and HF stabiliza-

tion energies as well as their components are presented in Table 3,
whereas the DFT-SAPT energies and the corresponding energy
contributions are collected in Table 4. Investigating the CCSD-
(T)/CBS stabilization energies, we found that the weakest com-
plexes are those with F2 as an electron acceptor (the stabilization
energies were below 2 kcal/mol), which agrees with the ranking of

fluorine as the worst electron acceptor. Moderately strong CT
complexes with a stabilization energy between 3 and 11 kcal/mol
have ClF, Cl2, and SO2 (complex with NH3) as an acceptor.
Finally, the complexes with the BH3 acceptor and also the
NMe3 3 3 3 SO2 complex are strong CT complexes with a stabiliza-
tion energy exceeding 14 kcal/mol. The stabilization energy of the
complexes with the BH3 acceptor is extremely high, more than 43
kcal/mol. The latter complexes are in fact systems with a dative
bond. All of the complexes investigated are mostly stronger than
similar complexes without a CT energy component.15 Allow us to
mention as an exampleCT complexeswithNH3 as a donor.Of the
five CT complexes studied, only NH3 3 3 3 F2 can be labeled as
weak, all the others as moderately strong or strong. The CCSD-
(T)/CBS stabilization energy of the ammonia dimer with a N-
H 3 3 3N H-bond, which is determined at the same theoretical
level,16 is 3.17 kcal/mol, which is less than that of the four strongest
CT complexes with a NH3 donor. Similarly, the CCSD(T)/CBS
stabilization energy for ethane 3 3 3 ethane is 1.53 kcal/mol,

16 which
is less than one-half of stabilization energy of the present acet-
ylene 3 3 3ClF complex (3.82 kcal/mol).
On the basis of calculated stabilization energies, we can state

that NH3 is a stronger donor than both hydrocarbons as well as
HCN and water. Following expectations, NMe3 is a stronger
donor than NH3. Consequently, the donors can be ordered in the
following sequence:NMe3 >NH3>H2O>HCN>C2H2>C2H4.
When comparing the stabilization energies of various acceptors,
we found the following sequence: F2 < Cl2 < SO2 < ClF < BH3.
Comparing these orders with those based on HOMO/LUMO
values, we have found important differences. This arises from the
fact that the present ordering is based on the total stabilization
energies and not only on the HOMO/LUMO energies.
For 9 of the 11 complexes investigated, we have determined

the E2 charge-transfer energies (cf. Table 2). The E2 energies
could not be evaluated for the complexes with BH3, as the NBO
analysis identify the respective complexes as one unit. The E2
energies are very large, between 1.8 and 59 kcal/mol (cc-pVTZ
basis set), and they are larger than the interaction energies. When
we order the electron donors and electron acceptors, we obtain
identical orders to those above. This provides rather strong
evidence that the charge-transfer term by itself is a dominant or
very important stabilizing term.
Investigating the single energy terms in the variation interac-

tion energy, we found that the MP2/CBS term forms the
dominant energy contribution, with the CCSD(T) correction
term being much smaller (forming on average about 8% of the
MP2/CBS value). The only exception represent the “stacked”
complexes ethylene 3 3 3 fluorine and acetylene 3 3 3ClF, where the
CCSD(T) correction term is larger. A similar situation occurred
with the H-bonded complexes, where the CCSD(T) correction
terms were also rather small.15 The MP2/CBS and CCSD(T)/
CBS interaction energies for all complexes investigated are
visualized in Figure 2. This figure clearly shows that for CT
complexes of this type (“contact” structure) the time-consuming
and thus expensive CCSD(T) correction term can be omitted
and reliable stabilization energies are safely obtained already at
the MP2/CBS level. The resulting error should be less than 10%.
Table 3 further shows that all of the complexes are stable even

at the HF level. Investigating these values, we found that the HF/
MP2 ratio (calculated at the cc-pVTZ level) is largest for the
strong CT complexes, where it reaches more than 50%. On the
other hand, this ratio considerably decreases (to less than 20%)
when passing to weak CT complexes. Nevertheless, the HF

Table 1. HOMO and LUMO Energies (in au) of the Donors
and Acceptors at the Hartree-Fock/cc-pVTZ Level of Theory

HF/cc-pVTZ HOMO LUMO

C2H4 -0.376 0.152

C2H2 -0.408 0.151

F2 -0.662 0.105

ClF -0.493 0.063

NH3 -0.429 0.137

Cl2 -0.444 0.039

BH3 -0.499 0.060

SO2 -0.493 0.006

HCN -0.492 0.141

H2O -0.505 0.142

NMe3 -0.357 0.139
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results clearly demonstrate that the CT term is covered already at
the HF level. Let us remind the reader here that dispersion
energy is not covered at this level.
The CCSD(T)/CBS interaction energies for seven complexes

can be compared with the Truhlar W1 results.10 The latter
stabilization energies are systematically slightly larger, which
arises from the fact that their MP2/CBS energies as well as the
CCSD(T) correction terms were determined with larger basis
sets.We have intentionally used relatively small basis sets because
in the near future we are going to expand our study to extended
stacked CT complexes, where calculations even at the present
level will be tedious.

The CCSD(T)/CBS interaction energy roughly correlates
with the amount of CT, but a detailed examination shows some
discrepancies. For example, the NMe3 3 3 3BH3 complex is con-
siderably stronger than the NH3 3 3 3BH3 complex, but the CT is
reversed, and the same is true for the pair NH3 3 3 3 SO2 and
H2O 3 3 3ClF as well as for others.
Investigating the DFT-SAPT energies, we can conclude the

following: (1) The first-order polarization (electrostatic) energy is
systematically the largest (attractive) term, and this term is always
larger than the SAPT stabilization energy. The same is true for
H-bonded complexes of the S22 set; for stacked and mixed
complexes, the dispersion energy is dominant and the electrostatic

Figure 1. MP2/cc-pVTZ optimized structures of all of the CT complexes; the main intermolecular distance (in Å) is also presented. The symmetry
group is given in the parentheses.

Table 2. Mulliken andNBOCharge-Transfer (in e) and E2 (kcal/mol) for all of the CTComplexes Evaluated at theHF/(6-31G*/
cc-pVTZ/cc-pVTZ) Level of Theory; the Electrons are Systematically Transferred from the Electron Donor to Electron Acceptor

HF/6-31G* HF/cc-pVDZ HF/cc-pVTZ

NBO Mulliken E2 NBO Mulliken E2 NBO Mulliken E2

1 C2H4 3 3 3 F2 0.011 0.008 1.62 0.009 0.004 1.70 0.007 0.002 1.80

2 NH3 3 3 3 F2 0.021 0.019 2.53 0.020 0.021 2.64 0.014 0.008 2.88

3 C2H2 3 3 3ClF 0.022 0.036 9.06 0.020 0.024 8.72 0.031 0.028 8.24

4 NH3 3 3 3Cl2 0.093 0.095 14.66 0.078 0.093 14.37 0.063 0.071 14.04

5 HCN 3 3 3ClF 0.020 0.029 1.31 0.024 0.030 1.31 0.025 0.028 2.34

6 H2O 3 3 3ClF 0.042 0.056 10.59 0.046 0.062 11.11 0.037 0.050 9.55

7 NH3 3 3 3 SO2 0.035 0.047 8.36 0.029 0.043 9.09 0.030 0.047 7.43

8 NH3 3 3 3ClF 0.117 0.107 40.82 0.125 0.128 42.95 0.149 0.142 39.84

9 NMe3 3 3 3 SO2 0.157 0.153 42.96 0.135 0.133 51.21 0.185 0.212 58.71

10 NH3 3 3 3BH3 0.353 0.308 0.327 0.445 0.378 0.459

11 NMe3 3 3 3BH3 0.337 0.312 0.321 0.428 0.357 0.510
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term is mostly smaller than the SAPT stabilization energy. (2) The
dispersion energy and the δ(HF) term are comparable. In most
cases, the dispersion energy is slightly more attractive and only in
the case of the NH3 3 3 3ClF complex is the δ(HF) larger. The
complexes containing the BH3 as an acceptor are different and
here the induction energy is much larger than the dispersion and
δ(HF) terms. The induction energy is larger than (or comparable to)

the dispersion energy also for the NH3 3 3 3ClF and NMe3 3 3 3 SO2

complexes. In the S22 set, the δ(HF) term is always smaller (or
even much smaller) than the dispersion energy, and the induc-
tion energy is systematically the smallest term. The rather large
δ(HF) and induction terms are thus characteristic features of CT
complexes and reflect the importance of the charge-transfer
energy term. The above-mentioned comparison confirms the
different character of the complexes investigated and also a
different nature of the stabilization when compared with
H-bonded or stacked complexes. (3) Four complexes (8, 9, 10,
and 11) are characteristic with a large CT (more than 0.1 e). This
CT correlates well with induction energy and the δ(HF) term.
Only in the case of the largest CT (more than 0.3 e) the induction
energy is larger than the δ(HF) term (complexes 10 and 11), for
complexes 8 and 9 both terms are comparable. In seven remain-
ing complexes, the δ(HF) term is larger than the induction
energy and CT roughly correlates with induction energy and
δ(HF) term. (4) Stabilization energies for complexes 2 and 8,
having NH3 as an electron donor, differ substantially. While the
former complex represents a typical vdW complex the later one
can be characterized as a complex with strong halogen bond. The
very positive σ-hole of ClF molecule is responsible for large
electrostatic energy term. Further the charge-transfer energy in
this complex is also very large. (5) Comparing the DFT-SAPT
interaction energies with the CCSD(T)/CBS ones, we found
that in most cases they are roughly comparable, with the average

Table 3. Interaction Energies (in kcal/mol) of All of the CT Complexes

HF/cc-pVTZ MP2/cc-pVTZ MP2/aVDZ MP2/aVTZ MP2 CCSD(T)/ aVDZ CCSD(T)

ΔEbsse ΔEbsse ΔEbsse ΔEbsse ΔEbsse/CBS ΔEbsse ΔEbsse/CBS

1 C2H4 3 3 3 F2 -0.06 -0.83 -1.14 -1.24 -1.29 -0.80 -0.95

2 NH3 3 3 3 F2 -0.33 -1.47 -1.70 -1.73 -1.74 -1.53 -1.57

3 C2H2 3 3 3ClF -1.16 -3.26 -3.32 -4.32 -4.74 -2.40 -3.82

4 NH3 3 3 3Cl2 -2.23 -4.90 -4.67 -5.07 -5.24 -3.91 -4.48

5 HCN 3 3 3ClF -2.71 -4.43 -4.65 -5.17 -5.39 -3.84 -4.58

6 H2O 3 3 3ClF -3.40 -4.88 -4.66 -5.12 -5.31 -4.21 -4.86

7 NH3 3 3 3 SO2 -4.70 -4.74 -4.56 -5.15 -5.40 -4.68 -5.52

8 NH3 3 3 3ClF -5.29 -10.63 -9.82 -11.61 -12.37 -8.14 -10.69

9 NMe3 3 3 3 SO2 -5.08 -11.65 -11.36 -14.44 -15.74 -10.03 -14.41

10 NH3 3 3 3BH3 -35.21 -44.00 -40.67 -43.89 -45.24 -39.34 -43.91

11 NMe3 3 3 3BH3 -41.82 -54.91 -52.06 -55.66 -57.17 -49.78 -54.89

Table 4. DFT-SAPT Interaction Energy Components (in kcal/mol) of All of the CT Complexes (at the PBE0 Level with the aug-
cc-pVTZ Basis Set)

DFT-SAPT (PBE0)/aVTZ) Eelec Eind Edisp Eexch δHF Eint DFT-SAPT/CBS

1 C2H4 3 3 3 F2 -1.40 0.04 -1.39 2.54 -0.74 -0.96 -1.04

2 NH3 3 3 3 F2 -2.86 -0.17 -1.53 4.33 -0.93 -1.17 -1.27

3 C2H2 3 3 3ClF -6.67 -1.10 -4.03 10.85 -2.81 -3.77 -4.09

4 NH3 3 3 3Cl2 -11.49 -2.15 -4.34 16.81 -3.04 -4.20 -4.55

5 HCN 3 3 3ClF -7.21 -1.35 -3.35 9.53 -1.67 -4.05 -4.30

6 H2O 3 3 3ClF -8.76 -1.47 -3.32 11.08 -1.91 -4.39 -4.66

7 NH3 3 3 3 SO2 -10.22 -1.78 -3.61 11.79 -1.92 -5.75 -5.99

8 NH3 3 3 3ClF -28.81 -8.06 -7.53 43.88 -8.94 -9.46 -10.15

9 NMe3 3 3 3 SO2 -40.31 -13.84 -14.58 66.66 -12.80 -14.86 -15.75

10 NH3 3 3 3BH3 -77.22 -48.82 -17.83 111.16 -10.27 -42.98 -44.20

11 NMe3 3 3 3BH3 -89.51 -54.22 -23.64 126.53 -10.37 -51.21 -52.63

Figure 2. MP2/CBS and CCSD(T)/CBS interaction energies for all
complexes investigated. For labeling of x-axis, see Table 2.
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error of 7%.Only in case NH3 3 3 3 F2 the error is significantly larger,
about 20%. Not considering this complex, the average error of
DFT-SAPT is only about 5%. In the S22 set, the CCSD(T)/CBS
stabilization energies weremostly larger than the DFT-SAPT/CBS
ones; only in eight (out of 22) complexes was the opposite true, but
the difference was systematically very small (mostly lower than
3%). Evidently, an average error is with present CT complexes
comparable to that found for H-bonded and stacked complexes.
This finding is surprising because we expected that in case of strong
CT complexes and especially with very strong CT complexes with
very large CT, the DFT-SAPT interaction energy will differ from
the benchmark CCSD(T)/CBS values. Evidently this is not the
case and perturbative DFT-SAPT analysis can be applied even for
complexes having a nearly dative bond. This is evidently due to
inclusion of “variational” δ(HF) term which is, for strong CT
complexes, exceptionally large. An agreement of stabilization
energies determined by both techniques is, for these complexes
(10 and 11), surprisingly good. Only in one case was the CCSD-
(T)/CBS stabilization energy considerably larger, namely, with the
NH3 3 3 3 F2 complex. Here the DFT-SAPT is underestimated by
about 20%, and we have not been able to find the reason for such a
failure. We performed several additional calculations to validate the
existing results: (i) The CCSD(T)/CBS interaction energy was
determined by the direct extrapolation of CCSD(T) energies
calculated with the aug-cc-pVDZ and aug-cc-pVTZ basis sets and
also with aug-cc-pVTZ and aug-cc-pVQZ basis sets. The resulting
values (-1.60 and -1.71 kcal/mol) are slightly larger than the
original one, that is, the difference is even larger. (ii) The MP2/
CBS was extrapolated from aug-cc-pVTZ and aug-cc-pVQZ basis
sets. The final CCSD(T)/CBS stabilization energy when CCSD-
(T) correction term was taken from aug-cc-pVQZ calculation (-
1.70 kcal/mol) is well comparable with the CCSD(T) interaction
energy determined from direct extrapolation from aug-cc-pVTZ
and aug-cc-pVQZ basis sets (-1.71 kcal/mol). (iii) The effect of
quadrupole excitations was included but the resulting difference
was negligible (the respective calculations were done with QCISD-
(T) andQCISD(TQ)method using the aug-cc-pVDZ and aug-cc-
pVTZ basis sets). (iv) The DFT-SAPT/CBS energy was extra-
polated from aug-cc-pVDZ and aug-cc-pVTZ basis sets as well as
from aug-cc-pVTZ and aug-cc-pVQZbasis sets, but resulting values
(-1.27 and -1.30 kcal/mol) differ from the original values only
negligible. (v) Instead of the DFT-SAPT, we used the MP2-SAPT
method based on the aug-cc-pVDZ basis set. The resulting total
interaction energy (-1.29 kcal/mol) differs only slightly from the
original DFT-SAPT value. Summarizing all these calculations, we
must conclude that there exists a rather large relative difference
between both interaction energies, but the absolute error of 0.3
kcal/mol is certainly not critical.
In addition, when considering other similar complexes, we do

not see any reason for this difference. The CT in this complex is
very small (0.014 e), neither the induction energy nor the δ(HF)
term is exceptionally large, the other four CT complexes with
NH3 as the electron donor behave quite normally (i.e., the SAPT
stabilization energy is systematically larger than the CCSD(T)
one), and also the other complex with F2 as the acceptor is not
exceptional.

’CONCLUSION

(i) The CT energy contribution is covered already at the HF
level and the HF/MP2 ratio increases for strong CT
complexes.

(ii) The CCSD(T)/CBS stabilization energy for all of the CT
complexes studied is close to the DFT-SAPT/CBS values
and only exception represents the NH3 3 3 3 F2 complex.
The difference between both interaction energies is rather
large (about 20%) and can only be explained by the fact
that some higher-order interaction energy terms are
missing either in the supermolecular CCSD(T) or per-
turbation DFT-SAPT calculations. Agreement between
DFT-SAPT and CCSD(T) stabilization energies even for
complexes with substantial charge transfer is surprisingly
good and gives evidence that the former method can be
safely used even for complexes with dative bond.

(iii) The perturbation E2 energies yield the same order of
electron donors and acceptors as the CCSD(T)/CBS
calculations, which supports the idea that the complexes
studied are stabilized by the charge-transfer term.

(iv) The DFT-SAPT analysis has shown the dominant posi-
tion of the first-order polarization (electrostatic) term,
which is systematically the most important one. Disper-
sion energy is in most cases the second most important
term; it is the induction energy only for BH3-containing
complexes while for the NH3 3 3 3ClF it is the δ(HF)
term. The induction and δ(HF) terms covering the
charge-transfer energy are smaller for these complexes;
they are, however, systematically larger than in the
H-bonded and stacked complexes of the S22 set. We
can thus conclude that the dominant stabilization of the
CT complexes (characterized by a moderate CT, that is,
less than 0.1 e) comes from the electrostatic energy term;
the induction and δ(HF) terms are, however, important
as well (unlike the H-bonded complexes, where these
terms are less important).

(v) The amount of the CT and E2 perturbative energy
roughly correlate with the stabilization energy.

(vi) The MP2/CBS stabilization energy is mostly larger than
the CCSD(T)/CBS one, but the difference is rather small
(less than 10%). This means that the CPU-favorable
MP2/CBS calculations can be safely used for this type of
CT complexes (those with a contact structure).
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1. Introduction

Benzene is a prototypical aromatic electron donor, whereas di-
halogens (F2, Cl2, and Br2) are known to be good electron ac-
ceptors. The electron-donating orbitals in the former are p mo-
lecular bonding orbitals, whereas the electron-accepting orbi-
tals in the latter are s* antibonding molecular orbitals. When
moving from fluorine to bromine (or iodine), the electron-ac-
ceptor ability increases. An increase in the donor ability of ben-
zene can be obtained, for example, from a substitution of hy-
drogen with an electron-donating group, such as a methyl
group. It is thus expected that the dominant stabilization
energy in complexes of benzene with dihalogens should be
the charge-transfer (CT) energy term. Moving, however, from
fluorine to bromine yields not only the mentioned increase in
acceptor ability, but also an increase in the quadrupole
moment and polarizability. Consequently, the electrostatic
quadrupole–quadrupole and dispersion energies are expected
to increase as well. A discussion of the dominant stabilization
term in the complexes mentioned becomes even more compli-
cated by the finding that dihalogens, including fluorine, exhibit
a s hole, which is a prerequisite for the existence of a halogen
bond.[1–4] In the particular case of the C�X···p interaction (X = F,
Cl, and Br), the halogen bond is of a strength comparable to
that of a hydrogen bond and its existence can at least partially
explain the stabilization of benzene···dihalogen complexes. The
existence of a s hole in dihalogens and especially in fluorine is
surprising because it is known that fluorine, as the only halo-
gen, does not exhibit a s hole in fluoro derivatives of organic
molecules.

The total stabilization energy of the complexes investigated
(and also of any other noncovalent complexes) can be success-
fully determined by performing CCSD(T)/complete basis set
(CBS) calculations. CCSD(T)/CBS is the “gold-standard” method
owing to its outstanding accuracy for covalent and noncova-
lent systems (see reference [5] and references therein). The
method provides accurate stabilization energies and properties
of different noncovalent complexes, but does not offer any in-
formation on the nature of the stabilization. This very useful in-
formation is generally provided by symmetry-adapted pertur-
bation theory (SAPT) calculations,[6] or in the case of larger
complexes, by its DFT variant (DFT-SAPT),[7, 8] which assumes

The structure and stabilization energies of benzene (and me-
thylated benzenes)···X2 (X = F, Cl, Br, N) complexes were investi-
gated by performing CCSD(T)/complete basis set limit and
density functional theory/symmetry-adapted perturbation
theory (DFT-SAPT) calculations. The global minimum of the
benzene···dihalogen complexes corresponds to the T-shaped
structure, whereas that of benzene···dinitrogen corresponds to
the sandwich one. The different binding motifs of these com-
plexes arise from the different quadrupole moments of dihalo-
gens and dinitrogen. The different sign of the quadrupole mo-
ments of these diatomics is explained based on the electrostat-
ic potential (ESP). Whereas all dihalogens, including difluorine,
possess a positive s hole, such a positive area of the ESP is
completely missing in the case of dinitrogen. Moreover, benze-

ne···X2 (X = Br, Cl) complexes are stronger than benzene···X2

(X = F, N) complexes. When analyzing DFT-SAPT electrostatic,
dispersion, induction, and d(Hartree–Fock) energies, we reca-
pitulate that the former complexes are stabilized mainly by dis-
persion energy, followed by electrostatic energy, whereas the
latter complexes are stabilized mostly by the dispersion inter-
action. The charge-transfer energy of benzene···dibromine
complexes, and surprisingly, also of methylated benzenes···di-
bromine complexes is only moderate, and thus, not responsi-
ble for their stabilization. Benzene···dichlorine and benzene···di-
bromine complexes can thus be characterized merely as com-
plexes with a halogen bond rather than as charge-transfer
complexes.
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that the total interaction energy is a sum of the energy com-
ponents of the first- and second-order contributions (electro-
static, exchange repulsion, induction, exchange induction, dis-
persion and exchange dispersion, and the d(HF) term). From
the list of different energy terms, however, it is evident that a
genuine CT energy term is missing. Therefore, the question
arises as to the existence of this term and also where it is cov-
ered in the SAPT decomposition.

The CT energy can be approximated by the E2 perturbation
second-order energy evaluated within the nonbonding orbital
(NBO) analysis[9] by using Equation (1):

ECT � E2 ¼ �2Fss*
=es*
�es ð1Þ

in which F is the Fock matrix element between the s and s*
NBO orbitals, and es* and es are the energies of the s* and s

orbitals, respectively. A high degree of stabilization is expected
when the energy difference between the s orbital of the
donor and the s* orbital of the acceptor is small and simulta-
neously when the Fock matrix element (including the overlap
of the s and s* orbitals) is large. The different character of the
perturbation E2 CT energy and SAPT perturbation energies
should be mentioned. Whereas the former is based on the
concept of electron transfer between the donor and acceptor,
the latter is derived with the assumption that there is no elec-
tron transfer between subsystems. From this point of view, it is
impossible to compare these energies directly with one anoth-
er. On the other hand, the E2 energies can be compared
within different CT complexes, allowing us to estimate the rela-
tive importance of the CT energy term.

The above-mentioned question of the relationship between
CT and the perturbative SAPT expansion is surprisingly compli-
cated. All of the first- and second-order terms are derived on
the assumption that there is no electron transfer between sub-
systems, as a result of which the only term to “allow” for this
electron transfer is the d(HF) term, which is determined as the
difference between the supermolecular Hartree–Fock (HF) in-
teraction energy and the sum of the electrostatic, exchange,
and induction energies determined at the HF level. Because of
this construction, the nonperturbation d(HF) term also covers
those energy contributions connected with electron transfer
between subsystems. Genuine perturbation DFT-SAPT terms
do not include CT energy because the subsystem energy
within DFT-SAPT is determined with monomer basis sets.
When, however, the dimer basis set is used (which is the de-
fault in MOLPRO calculations),[10] the induction energy covers
not only the classical multipole-induced multipole energy, but
also the CT energy. This arises from the fact that the sums, in
this case, cover not only the occupied and unoccupied orbitals
of one subsystem, but also the occupied orbitals of the first
subsystem and the unoccupied orbitals of the second subsys-
tem. We can thus conclude that the CT term (when the dimer
basis set is used for the monomers) is partially covered in the
second-order induction and mainly in the nonperturbative
d(HF) term.[11] An important question concerns the relationship
between the E2 CT energy from NBO analysis [Eq. (1)] and the
CT contribution from the above-mentioned SAPT treatment. E2

is overestimated; this was confirmed by results from our previ-
ous report where we investigated medium and strong CT com-
plexes.[24] For four NH3···X complexes (X = F2, Cl2, SO2, ClF), we
found that the E2 NBO CT energy was 2.4 times larger than the
sum of the induction and d(HF) terms.

Herein, we have investigated the structure and stabilization
of benzene, mesitylene, and hexamethylbenzene complexes
with dihalogens (F2, Cl2, Br2) and, for the sake of comparison,
also with dinitrogen (N2). The aim of the study was to elucidate
the nature of stabilization in the complexes investigated, spe-
cifically to find the role of CT, electrostatic interactions, and
halogen bonding. To do so, we performed benchmark calcula-
tions at the variational CCSD(T)/CBS limit and at the perturba-
tion DFT-SAPT levels.

Computational Methods

Structure and Geometry

The structures of all of the complexes were determined by coun-
terpoise-corrected gradient optimization using the MP2/cc-pVTZ
method. It was shown that these geometries were close to those
obtained at the CCSD(T)/CBS level.[12] The geometries of the isolat-
ed systems were determined at the MP2/cc-pVTZ level. All of the
complexes and the isolated systems were also optimized at the
HF/6-311 + G* level.

Stabilization Energies

The CCSD(T)/CBS stabilization energy was constructed as the sum
of the MP2/CBS stabilization energy and a CCSD(T) correction term
(DCCSD(T)). The former energy was extrapolated (Helgaker extra-
polation)[13] from the MP2 energies evaluated at the MP2/aug-cc-
pVDZ and MP2/aug-cc-pVTZ levels. The CCSD(T) correction term
(the difference between the CCSD(T) and MP2 interaction energies)
was determined with the aug-cc-pVDZ basis set. The total stabiliza-
tion energy exhibited at least chemical accuracy, that is, it was ac-
curate within + /�1 kcal mol�1. More details about the procedure
can be found in our recent review.[14]

DFT-SAPT calculations were performed with the PBE0 functional
and aug-cc-pVTZ basis sets.[8] In the DFT-SAPT method,[8] the inter-
action energy was given as the sum of first- and second-order en-
ergies E1, E2, and also the d(HF) term. E1 contains electrostatic, E1

Pol,
and exchange repulsion, E1

Ex, contributions and E2 contained induc-
tion, E2

Ind, exchange induction, E2
Ex-Ind, dispersion, E2

D, and exchange
dispersion, E2

Ex-D, contributions. Accordingly, second-order ex-
change components were included in the induction E2

Ind and dis-
persion E2

D terms. The CT energy was considered to be part of the
induction energy and d(HF) terms, which estimated higher-order
HF contributions. The DFT-SAPT/CBS value was based on calcula-
tions with the aug-cc-pVTZ basis set. Only the dispersion contribu-
tion was constructed differently. The E2

D term was replaced by the
E2

D/CBS value, which was constructed from E2
D/aug-cc-pVDZ and

E2
D/aug-cc-pVTZ terms utilizing the Helgaker extrapolation

scheme.[13]

The charge transferred between the electron donor and acceptor
was deduced from the atomic charges of both subsystems. The
atomic charges were approximated by NBO[9] charges calculated
with the HF/6-311 + G* levels method.
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Frontier Orbitals, Electric Quadrupole Moments, and
Polarizabilities

The HOMO and LUMO energies, electric quadrupole moments, and
polarizabilities of all of the subsystems were calculated at the HF/
6-311 + G* level of theory.
The electrostatic multipole–multipole interaction energy (abbrevi-
ated as Q–Q, because the quadrupole–quadrupole contribution
was the most important one) was determined with the Orient pro-
gram package,[15] which utilized distributed multipole moments.
These multipole moments were derived by the GDMA[16] program
by using the distributed multipole analysis (DMA) method.[17–19]

The GDMA code utilized the formatted checkpoint file produced
by the Gaussian package.[20] The distributed multipole moments for
all of the molecules were calculated up to rank four (up to hexade-
capole) based on the PBE0/aug-cc-pVDZ calculation.
All of the calculations were carried out by using the Gaussian 09,[20]

Molpro06,[10] Orient4.6.16,[15] and GDMA2.2.04[16] codes.

2. Results and Discussion

2.1 Isolated Subsystems

2.1.1. Frontier Orbitals of Donors and Acceptors

The HOMO and LUMO energies of all of the donors and ac-
ceptors are provided in Table 1. According to our expectations,
the electron donors can be ordered as follows: benzene<me-
sitylene<hexamethylbenzene, while the electron-acceptor
ability increases in the following order: N2<F2<Cl2<Br2.

2.1.2. Multipole Moments, Polarizabilities, and ESP

The first nonzero multipole moment for all of the (symmetrical)
subsystems corresponds to the quadrupole moment and their
values are collected in Table 1. Benzene belongs to the group
of aromatic compounds with a negative Qzz component of the
quadrupole moment (the z axis coincides with the main rota-
tional axis of the symmetry of the molecule). Benzene has a
quadrupole moment that can be schematically written as + �
� + ; the plus signs stand for regions of hydrogen atoms,
whereas the minus signs represent p-electron density over and
below the carbon ring. This “linear” representation of the ben-
zene quadrupole moment does not coincide with the C6 axis
of the benzene molecule. The quadrupole moment of dinitro-
gen is represented in our study as � + + �. In the case of a

linear molecule, all four signs are projected into the main rota-
tional axis of the symmetry of the molecule (C1), which is con-
trary to the benzene representation. The absolute value of the
Qzz component of nitrogen is considerably smaller than that of
benzene. The signs of the dinitrogen schematic quadrupole
moment are not surprising because the molecule possesses a
triple bond and has a lone electron pair at each nitrogen
(jN�Nj). When moving to dihalogens, the orientation of the
quadrupole is changed.[21] Dihalogen possesses a single bond
and each halogen has three lone electron pairs, (jF̄�F̄j) ; we ex-
pected that their quadrupole moments could be schematically
written (as in the case of dinitrogen) as (� + + �).

It should be mentioned here that quantum mechanical cal-
culations predicted quadrupole moments of all systems in
agreement with experiment results. But these “black-box” cal-
culations do not offer an interpretation of the different signs
of the dihalogen and dinitrogen quadrupole moments (see
above). This uncertainty could be solved by performing NBO
analyses. Figure 1 shows the ESP near all of the dihalogens

and, for comparison, also for di-
nitrogen. A substantial difference
is evident at first glance. Where-
as the ESP at the top (cusp
point) of the dihalogen mole-
cules is positive (i.e. , each mole-
cule exhibits a s hole), it is nega-
tive in the case of dinitrogen.
Correspondingly, the Qzz compo-
nent of the quadrupole mo-
ments in these systems should
be opposite, that is, positive

Table 1. The HOMO/LUMO, quadrupole moments (Q, the z axis coincides with the main rotational axis of the
symmetry of the molecule), and polarizabilities (a) for all of the isolated subsystems. ESP of the X2 molecule is
also given; all of the values were calculated at the HF/6-311 + G*level of theory.

Subsystem HOMO [eV] LUMO [eV] Qzz [D.A.] a [Bohr3] ESP[a]

F2 – 1.986 0.33 6.3 0.017/�0.002
Cl2 – 0.569 1.90 20.8 0.041/�0.003
Br2 – �0.231 3.24 33.1 0.049/�0.007
N2 – 3.344 �1.00 10.0 �0.014/0.010
C6H6 �9.162 – �6.44 63.7 –
C6H3(CH3)3 �8.572 – �5.47 98.9 –
C6(CH3)6 �8.033 – �4.33 132.1 –

[a] Given in au at 0.001 e Bohr3 isodensity surface for the cusp-respective belt point

Figure 1. ESP [au] at the 0.001 e Bohr�3 isodensity surface for all four X2 dia-
tomics based on the HF/6-311 + G* calculations. The orientation of axes and
a color scale are also depicted.
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(+ � � +) for dihalogens and negative (� + + �) for dinitro-
gen. These values are confirmed by the NBO populations
(Table 2), for which differences in the z axis (which coincides

with the covalent bond) are clearly apparent. In the case of di-
halogens, the population in the z axis is smaller than that in
the x and y axes, whereas the opposite is true for dinitrogen.
Dihalogens thus lack electrons in the z axis, whereas dinitrogen
has a surplus of electrons in this axis. Figure 2 shows the ESP

along the C1 axis for all of the diatomics ; it is evident that dini-
trogen has a negative ESP between 2.25 and 5 Bohr, whereas
all of the dihalogens have positive ESP values in this range. It
should be mentioned here that the ESP values of all three di-
halogens are similar, that is, they all exhibit a positive s hole,
which yields a positive Qzz component for all of these dihalo-
gens.

Investigating the subsystem polarizabilities (Table 1), we re-
cognize a substantial increase upon the methylation of ben-
zene and hexamethylbenzene possesses twice the polarizabili-
ty of benzene. Similarly, there is a polarizability increase when
moving from F2 to Br2: the polarizability of dibromine is more
than five times greater than that of difluorine. The polarizabili-
ty of difluorine and dinitrogen are similar. These values indicate
that the dispersion energy in benzene···dihalogen complexes

significantly increases upon moving from F to Br and is compa-
rable for complexes of benzene with difluorine and benzene
with dinitrogen.

2.2. Complexes

2.2.1. Structure and Stabilization Energies

The structures of all of the complexes investigated are depict-
ed in Figure 3, where selected intermolecular coordinates are
also shown. Full geometry information on all of the complexes
studied is available in Table S1 in the Supporting Information.
The HF, MP2, and CCSD(T) interaction energies are shown in
Table 3, whereas Table 4 (shown below) contains the DFT-SAPT
energies. From Table 3, it is apparent that the T-shaped struc-
tures Ta and Tb are more stable than the symmetrical Tc struc-
ture. The energy difference between these structures is largest
for dibromine (about 0.5 kcal mol�1) and smallest for difluorine
(less than 0.1 kcal mol�1). The total stabilization energies of the
complexes investigated are rather large, which is especially
true for the dibromine-containing complexes. The stabilization
energies of benzene···Br2, mesitylene···Br2, and hexamethylben-
zene···Br2 (for the substituted benzenes, only the Tc structure
was considered) amount to 3.2, 4.2, and 5.7 kcal mol�1, respec-
tively. It should be mentioned here that the stabilization
energy of the water dimer with a strong O�H···O hydrogen
bond is about 5 kcal mol�1.[22] By investigating the components
of the CCSD(T)/CBS stabilization energy, we found that the
CCSD(T) correction term was systematically repulsive and sur-
prisingly large. For the Ta structure, it reduced the MP2/CBS
stabilization energy of benzene···dihalogen complexes by 1.77,
1.32, and 0.46 kcal mol�1 (33, 32, and 28 %), respectively, which
meant that, when calculating the interaction energies of these
complexes at the MP2/CBS level, a substantial (about one-
third) error was made and the resulting stabilization energies
were strongly overestimated.

The situation with benzene···dinitrogen was different be-
cause here the sandwich structures was more stable than the
T-shaped one. The role of the CCSD(T) correction term was
similar here and the MP2/CBS stabilization energies were again
strongly overestimated (by more than 30 %).

The interpretation of the different structural preferences of
the benzene···dihalogen and benzene···dinitrogen complexes in
terms of the monomer quadrupole moments is straightfor-
ward. The signs and orientations of the quadrupole moments
of benzene and dihalogens lead to a preference for T-shaped
structures, whereas in the case of the benzene···dinitrogen
complex stacked structures are preferred. The electrostatic
quadrupole–quadrupole interaction thus explains the structure
of the complexes investigated. A comparison of the DFT-SAPT
electrostatic energy (E1

pol) with the multipole–multipole (Q–Q)
electrostatic energy in the region with a negligible overlap of
the subsystem electron spheres provides a picture of the accu-
racy of the multipole electrostatic energy. Such a comparison
for the C6H6···Br2-Tc complex is depicted in Figure 4, from
which very good agreement between both energies arises.
Very similar agreement was also achieved for the C6H6···Cl2 and

Table 2. The natural atomic orbital (AO) population of the valence p orbi-
tal for the X atom in X2 molecules based on HF/6-311 + G* calculations.
The orientation of the pz orbital coincides with the X�X bond in the X2

molecule.

X Orbital
px py pz

F 2.00 2.00 1.05
Cl 2.00 2.00 1.05
Br 2.00 2.00 1.04
N 0.99 0.99 1.36

Figure 2. ESP [au] along the z axis (which is identical to the X�X bond in the
X2 molecule) in the range between 2 and 5 Bohr in the outermost region of
the X2 diatomic molecules [N2 (c), F2 (g), Cl2 (a), Br2 (d)] .
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C6H6···F2 complexes. Figure 5 shows the different character of
the Q–Q interaction energy when moving to a benzene···dini-
trogen complex. The Q–Q interaction for the Sa structure is at-
tractive, whereas in the case of the Tc structure it is repulsive.
This is in full accordance with our previous conclusion based
only on the signs and orientations of the quadrupole moments
of benzene and dinitrogen. The Q–Q interaction energies for

the Tc structures of the C6H6···Br2, C6H6···Cl2, and C6H6···F2 com-
plexes for distances from 5.5 to 12 � are depicted in Figure 6.
The largest stabilization energies belong to the complexes of
benzene with dibromine, followed by dichlorine, and difluor-
ine. This order correlates with the magnitude of the s hole and
naturally also with the ESP values along the main rotational
axis of the dihalogens (Figure 2).

Figure 3. Optimized structures of all complexes investigated. The main intramolecular and intermolecular coordinates (in �) are also depicted. Bz = benzene;
Mesi = mesitylene; Hxme = hexamethylbenzene; Ta, Tb, and Tc are three different T-shaped structures, Sa and Sb are sandwich structures.
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Deeper insight into the nature of the stabilization of the
complexes investigated was acquired by analyzing the DFT-
SAPT energy terms. Table 4 shows that the dominant attractive
energy contribution for all of the structures of all complexes
originates in the dispersion energy. Only in the case of the T-
shaped structures of benzene (and substituted-benzene)···di-
bromine is the first-order electrostatic E1

Pol energy comparable
to the dispersion energy; in all of the other complexes, the
electrostatic energy is systematically smaller.

The explanation for the attractive interaction between halo-
gens (with the exception of fluorine) covalently bonded to
carbon and an electron donor such as the carbonyl oxygen

(halogen bond) was based on
the existence of a s hole. There
are many known molecules with
s holes that satisfy the above-
mentioned description.[23] The s

hole is also present in dihalo-
gens, even in difluorine, and sur-
prisingly, it is very positive. The
s hole in dihalogens (cf. Table 1)
is as positive as the highly posi-
tive s hole at bromine in trifluor-
obromomethane (0.050 au). Con-
sequently, a halogen bond
should also be formed between
dihalogens and electron donors
such as benzene or substituted
benzenes. Figure 7 shows the
ESP of isolated benzene and it is
apparent that the most negative
ESP is located above (and
below) the skeleton of carbon
atoms, whereas it becomes
more positive when moving to
the center of the aromatic ring.
Consequently, the halogen bond

between benzene and the dihalogens will be preferentially
formed above the carbon skeleton and not above the center
of the aromatic ring. DFT-SAPT electrostatic energies fully con-
firm this assumption and the electrostatic energy for Ta and Tb
structures of all of the benzene···dihalogen complexes is con-
siderably more attractive than that for the symmetrical Tc
structure. We can thus conclude that the rather large stabiliza-
tion energies of benzene···dihalogen complexes, as well as the
fact that the Ta and Tb structures are more favorable than Tc,
can be explained by the existence of a halogen bond between
the dihalogens and benzene.

Table 3. Interaction energies [kcal mol�1] and charges transferred between the electron donor and acceptor (in
e�) for the complexes depicted in Figure 3.

Complex HF MP2 CCSD(T) CT[a]

cc-pVTZ aug-cc-pVDZ aug-cc-pVTZ CBS CBS

Bz-Br2-Sa 0.06 �2.02 �2.63 �2.89 �1.98 0.0028
Bz-Br2-Sb 0.07 �2.02 �2.63 �2.89 �1.98 0.0029
Bz-Br2-Ta �0.59 �4.42 �5.13 �5.43 �3.66 �0.0167
Bz-Br2-Tb �0.59 �4.43 �5.15 �5.45 �3.66 �0.0169
Bz-Br2-Tc �0.59 �3.71 �4.19 �4.39 �3.17 �0.0024
Bz-Cl2-Sa 0.06 �1.82 �2.28 �2.47 �1.70 0.0035
Bz-Cl2-Sb 0.08 �1.83 �2.28 �2.47 �1.70 0.0035
Bz-Cl2-Ta �0.43 �3.44 �3.95 �4.16 �2.84 �0.0078
Bz-Cl2-Tb �0.43 �3.45 �3.97 �4.19 �2.86 �0.0077
Bz-Cl2-Tc �0.43 �3.01 �3.37 �3.52 �2.53 �0.0001
Bz-F2-Sa 0.08 �0.66 �0.81 �0.87 �0.73 0.0016
Bz-F2-Sb 0.08 �0.66 �0.81 �0.87 �0.73 0.0016
Bz-F2-Ta �0.04 �1.45 �1.59 �1.65 �1.19 �0.0006
Bz-F2-Tb �0.06 �1.44 �1.57 �1.62 �1.17 �0.0005
Bz-F2-Tc �0.05 �1.27 �1.39 �1.44 �1.10 0.0008
Bz-N2-Sa �0.07 �1.94 �2.18 �2.28 �1.50 �0.0018
Bz-N2-Sb �0.07 �1.94 �2.18 �2.28 �1.50 �0.0018
Bz-N2-Tc 0.05 �1.05 �1.20 �1.26 �0.81 �0.0028
Mesi-Br2-Sb 0.05 �3.31 �4.10 �4.43 �3.13 0.0051
Mesi-Br2-Tc �0.73 �5.10 �5.66 �5.90 �4.23 �0.0023
Hxme-Br2-Sb 0.09 �4.60 �5.55 �5.95 �4.12 0.0007
Hxme-Br2-Tc �0.85 �6.94 �7.67 �7.98 �5.66 �0.0033

[a] Based on the HF/6-311 + G* NBO charges. Negative values indicate CT from benzene (substituted benzene)
to the diatomic molecule.

Figure 4. A comparison of the Q–Q interaction (g) and E1
pol (c) for the

C6H6···Br2-Tc complex between 5.5 and 12 �. The distributed multipole mo-
ments are based on the PBE1PBE/aug-cc-pVDZ calculation.

Figure 5. The Q–Q interaction for the C6H6···N2-Sa (c) and -Tc (g) com-
plexes between 5.5 and 12 �. The distributed multipole moments are based
on PBE1PBE/aug-cc-pVDZ calculations.
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The stabilization energy of the benzene···dinitrogen complex
is considerably smaller than that of the benzene···X2 (X = Br, Cl)
complexes and is roughly comparable to that of benzene···di-
fluorine. Investigating the energy terms, we found that the
larger stabilization of dibromine and dichlorine complexes
arose from the larger dispersion, induction, and mainly electro-
static terms. This is in accordance with previous conclusions,
showing that the greater stabilization of benzene···X2 (X = Br,
Cl) complexes arises from the existence of a halogen bond.

Some insight into the nature
of the stabilization of complexes
investigated could be also found
from a comparison of the HF
and correlated interaction ener-
gies. By comparing the HF and
MP2 stabilization energies
(Table 3), we see that most of
the complexes are stable even at
the HF level, but that the respec-
tive stabilization energy repre-
sents only a fraction of that of
the MP2 one. This shows that
the correlation (dispersion)
energy is responsible for the
rather large stabilization ener-
gies of the complexes studied.

2.2.2. Charge Transfer (CT)

Table 3 shows the amount of
electrons transferred between
the subsystems. According to ex-
pectations, CT is negligible for
benzene···dinitrogen. Of the ben-
zene···dihalogen complexes, the
greatest electron transfer is
found for the dibromine com-
plex, followed by those of the

dichlorine and difluorine complexes. An overlap between the
benzene HOMO and dihalogen LUMO is significant only for the
T-shaped structures. Consequently, structures Ta and Tb exhib-
ited much greater electron transfer than the sandwich struc-
ture. In all cases, electron transfer is, however, rather small and
does not exceed 0.02 e. From these values, we can deduce
that electron-transfer energy will be also moderate. CT energy
contributions can be deduced from DFT-SAPT analysis, for
which CT energy is covered in the induction energy and d(HF)

Figure 6. The Q–Q interaction for the C6H6···X2-Tc series between 5.5 and
12 � for X = Br (d), Cl (g), and F (c). The distributed multipole mo-
ments are based on PBE1PBE/aug-cc-pVDZ calculations.

Table 4. DFT-SAPT (PBE0/aug-cc-pVTZ level) interaction energies (in kcal mol�1) of the complexes depicted in
Figure 3.[a]

Complex E1
Pol E1

Ex E2
Ind + E2

Ex-Ind E2
D + E2

Ex-D d(HF) DEint/CBS E2[b]

Bz-Br2-Sa �0.89 3.29 �0.10 �4.00 �0.14 �2.07 –
Bz-Br2-Sb �0.89 3.30 �0.10 �4.01 �0.14 �2.07 –
Bz-Br2-Ta �4.88 9.60 �0.91 �5.81 �1.87 �4.22 �4.52
Bz-Br2-Tb �5.01 9.83 �0.94 �5.85 �1.93 �4.23 �5.53
Bz-Br2-Tc �2.60 4.82 �0.38 �4.48 �0.56 �3.44 �1.44
Bz-Cl2-Sa �0.69 2.71 �0.07 �3.44 �0.13 �1.79 –
Bz-Cl2-Sb �0.71 2.75 �0.07 �3.47 �0.13 �1.80 –
Bz-Cl2-Ta �3.19 6.55 �0.43 �4.52 �1.31 �3.13 �2.61
Bz-Cl2-Tb �3.17 6.52 �0.43 �4.53 �1.30 �3.14 �3.06
Bz-Cl2-Tc �1.87 3.69 �0.23 �3.69 �0.42 �2.70 �0.90
Bz-F2-Sa �0.08 0.55 �0.01 �1.11 �0.03 �0.76 –
Bz-F2-Sb �0.08 0.55 �0.01 �1.12 �0.03 �0.76 –
Bz-F2-Ta �0.97 2.14 0.00 �1.81 �0.51 �1.23 �0.59
Bz-F2-Tb �0.96 2.08 0.00 �1.77 �0.49 �1.22 �0.75
Bz-F2-Tc �0.55 1.20 �0.03 �1.52 �0.14 �1.11 –
Bz-N2-Sa �1.09 2.78 �0.06 �2.79 �0.31 �1.59 �0.40
Bz-N2-Sb �1.09 2.77 �0.06 �2.79 �0.31 �1.59 �0.40
Bz-N2-Tc �0.28 1.88 �0.05 �2.12 �0.21 �0.84 �0.30
Mesi-Br2-Sb �1.63 5.22 �0.16 �6.07 �0.27 �3.22 –
Mesi-Br2-Tc �4.04 7.31 �0.57 �6.34 �0.93 �4.89 �2.19
Hxme-Br2-Sb �2.52 7.25 �0.21 �7.96 �0.41 �4.23 –
Hxme-Br2-Tc �5.43 9.60 �0.77 �7.79 �1.30 �6.06 –

[a] E1
Pol is the first-order electrostatic energy, E1

Ex is the first-order exchange energy, E2
Ind + E2

Ex-Ind is the sum of
the second-order induction and exchange induction energies, E2

D + E2
Ex-D is the sum of the second-order disper-

sion and exchange dispersion energies, d(HF) is the higher-order HF terms, and DEint/CBS is the total interaction
energy with the dispersion term extrapolated to the CBS limit. [b] E2 energy connected with BD!BD* interac-
tion only for complexes with negative value of the CT (cf. Table 3).

Figure 7. The illustrative ESP [au] at the 0.006 e Bohr�3 isodensity surface of
the benzene molecule based on HF/6-311 + G* calculations.
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terms. Table 4 shows that for all of the complexes and all of
the structures, the induction energy represents the smallest
energy term. It is non-negligible only for the Ta and Tb struc-
tures of the benzene···dichlorine and benzene (and substitut-
ed-benzene)···dibromine complexes. In both cases, it reaches
less than 25 % of the electrostatic energy. The d(HF) term is
about 50 % larger, but still forms less than 50 % of the electro-
static term. Even if we add the induction and d(HF) terms to-
gether, the respective sum is still smaller than the electrostatic
energy. This is true even for the hexamethylbenzene···Br2 com-
plex, for which we expected the CT energy to be much more
important if not dominant. In the case of strong CT complexes
with substantial CT, the induction and d(HF) terms are compa-
rable and much larger than these terms in the complexes dealt
with herein.[24] We can thus conclude that in the present com-
plexes the CT energy contribution does not represent the dom-
inant stabilization energy term. An alternative way to deter-
mine the CT energy term is to use NBO analysis. The E2 pertur-
bation energy given by Equation (1) is collected for the com-
plexes with CT from benzene to diatomic (cf. Table 3) in
Table 4. It should be mentioned that the E2 CT values are over-
estimated (see above) and that, owing to their different origin,
they cannot be compared with the DFT-SAPT energy terms.
The E2 energies can be compared for different structures of
the complex or for different complexes. When analyzing these
energies, we found that they reached the highest values for
the Tb structures; for the Ta and Tc structures, they are signifi-
cantly smaller. According to our expectations, E2 was largest
for benzene···Br2 (�5.44 kcal mol�1), followed by the benze-
ne···Cl2, and benzene···F2. For the sake of comparison, here are
some of the E2 values from our previous paper for some typi-
cal CT complexes: NH3···Cl2 (�14.0 kcal mol�1), NH3···SO2

(�7.4 kcal mol�1) and NMe3···SO2 (�58.7 kcal mol�1).[24] It is thus
clear that the CT E2 energy within the benzene···dibromine
complex is not exceptional, but is in fact moderate.

3. Conclusions

On the basis of our investigations, we can draw the following
conclusions:

1) The quadrupole moments of dihalogens and dinitrogen
have the opposite sign, which can be easily understood on the
basis of the ESP of these systems. All of the dihalogens, includ-
ing difluorine, possess a strong positive s hole.

2) Benzene···X2 (X = Br, Cl) complexes are stronger than ben-
zene···X2 (X = F, N) complexes. Analyzing the DFT-SAPT electro-
static, dispersion, induction, and d(HF) energies, we conclude
that the former complexes are stabilized mainly by dispersion
energy, followed by the electrostatic term, whereas the latter
are stabilized by the dispersion interaction.

3) The CT energy of the benzene···dihalogen complexes was
only moderate and was considerably smaller than that in the
contact CT complexes investigated in the previous study.[24]

This was true even for methylated benzene···dihalogen com-
plexes, for which a considerably larger role of the CT energy
was expected.

4) Benzene···dichlorine and especially benzene (and methy-
lated benzene)···dibromine were stabilized mainly by disper-
sion and electrostatic energies; the role of CT energy was
smaller. These complexes could thus be characterized as halo-
gen-bonded ones rather than CT complexes.

5) On the basis of results from our previous[24] and present
paper we believe that an important CT energy contribution
exists only in complexes with strong electron donors (NH3,
NMe3) and acceptors (SO2, BH3). In all other “CT” complexes the
dominant stabilization originates from the electrostatic and
dispersion terms.
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ABSTRACT: Five different structures (L- and T-shaped (LS, TS), parallel
(P), parallel-displaced (PD), and linear (L)) of (X2)2 dimers (X = F, Cl, Br, I,
N) have been investigated at B97-D3, M06-2X, DFT-SAPT, and CCSD(T)
levels. The Qzz component of the quadrupole moment of all dihalogens,
which coincides with the main rotational axis of the symmetry of the
molecule, has been shown to be positive, whereas that of dinitrogen is
negative. All of these values correlate well with the most positive value of the
electrostatic potential, which, for dihalogens, reflects the magnitude of the σ-
hole. The LS structure is the most stable structure for all dihalogen dimers.
This trend is the most pronounced in the case of iodine and bromine; for
dinitrogen dimer, the LS, TS, and PD structures are comparably stable. The
dominant stabilization energy for dihalogen dimers is dispersion energy,
followed by Coulomb energy. In the case of dinitrogen dimer, it is only the
dispersion energy. At short distances, the Coulomb (polarization) energy for
dihalogen dimers is more attractive for the LS structure; at larger distances, the TS structure is more favorable, as dispersion and
induction energies are systematically more stable for the TS structure. For all dimers and all distances, the long-range electrostatic
energy covering the interactions of multipole moments is the most attractive for the TS structure. In the case of dihalogen
dimers, the preference of the LS structure over the others, resulting from the concert action of Coulomb, dispersion, and
induction energies, is explained by the presence of a σ-hole. In the case of dinitrogen, comparable stability of LS, TS, and PD
structures is obtained, as all are dominantly stabilized by dispersion energy.

■ INTRODUCTION

The first nonzero electric multipole moment of dihalogens (X2,
X = F, Cl, Br, I) is the quadrupole moment (Qzz), which is
positive for all of these systems. In a simplified notation, these
quadrupole moments may be written as + − − +. The
quadrupole moment of other diatomics such as dinitrogen is
negative and the simplified notation is − + + −. The
explanation of the different signs of quadrupole moments of
the dihalogens and dinitrogen is not easy because both
halogens and nitrogen bear lone electron pairs and pair,
respectively. This is in accord with the sign of the quadrupole
moment of dinitrogen but not with that of dihalogens.1,2 To
our knowledge, no easy explanation of this fact was available
until the recent introduction of the σ-hole, which has been used
to explain the origin of the attraction in the halogen bond.3

The existence of halogen bonding, described as an attractive
interaction between a bound halogen and an electronegative
atom, seems counterintuitive, given that an attractive non-
covalent interaction is not expected to exist between two atoms
that have high electronegativity, that is, possess a partial
negative charge. The reason for the attractive noncovalent
interaction that occurs in halogen bonds is the presence of a

region of a positive electrostatic potential (σ-hole) along the
extension of the C−X bond (X is most typically bound to
carbon), which interacts electrostatically with an electron
donor.4,5 Here, we present the recent IUPAC definition of
the halogen bonding: “A halogen bond occurs when there is
evidence of a net attractive interaction between an electrophilic
region associated with a halogen atom in a molecular entity and
a nucleophilic region in another, or the same, molecular
entity.”6,7

The existence of the positive σ-hole explains positive
quadrupole moments in dihalogens; similarly, the nonexistence
of the σ-hole in dinitrogen explains its negative quadrupole
moment. Are the two concepts fully equivalent? In other words,
do they both lead to the same structure prediction? Certainly,
such a comparison is limited to systems where the first
nonvanishing multipole moment is the quadrupole moment. In
other cases (i.e. for systems with dipole moments), the concept
of the σ-hole is clearly the only applicable explanation. We
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should mention a study done by Duarte et al.,8 in which
analyses of atomic quadrupole moments of halogens were
performed for halogen bonded complexes.
The aim of the present paper is to investigate different

structures of the (X2, X = F, Cl, Br, I, N) complexes.

■ CALCULATIONS

The electrostatic potential (ESP)9−12 computed for all
subsystems at the B97/def2-QZVP,13,14 HF/aug-cc-
pVTZ,15−19 PBE0/aug-cc-pVTZ,20−22 MP2/aug-cc-pVTZ,23

and CISD/aug-cc-pVTZ24 levels was determined on the
0.001 au (e−/Bohr3) isodensity surface, as proposed by Bader
et al.25 The point on the 0.001 au isodensity surface, which lies
on the main rotational axis of the X2 molecule, is referred to
here as Vs,max (Figures S1 and S2, Supporting Information). In
the case of dihalogens, this point possesses the most positive
value of the ESP (the local maximum). The angular
dependence of the ESP was also investigated. The angle α, at
which the ESP becomes negative when moving from the Vs,max
point on the 0.001 isodensity surface, was evaluated. The Vs,max
and α quantities are the magnitude and the size of the σ-hole
and have been defined by Kolaŕ ̌ et al.26 For more details
concerning Vs,max and α, see the Supporting Information or ref
26.
The benchmark stabilization energies were obtained from

CCSD(T)/CBS calculations. The DFT-SAPT method has
been shown to provide a reliable estimation of the stabilization
energies of various noncovalent interactions including the
halogen bond.27−38 Hence, the DFT-SAPT calculations were
used for the decomposition of the total interaction energy.
The relativistic effects were included by considering the

pseudopotentials (PPs).39,40 Specifically, for bromine and
iodine at the HF, PBE0, MP2, CCSD(T)/CBS, DFT-SAPT,
and CISD levels, PPs consistent with respective correlation
consistent basis sets (aug-cc-pVXZ-PP) were applied. At the
B97-D3/def2-QZVP level, the PPs were considered only for
iodine.
Five different structures of the (X2)2 dimers (L-shaped (LS),

T-shaped (TS), parallel (P), parallel-displaced (PD), and linear
(L)) were considered, and the respective energy minima were
determined by an unrelaxed potential energy scan along the
main intermolecular coordinates (Figure 1). The scans were
performed on the grid with a point-to-point distance of 0.1 Å.
The geometries of the X2 molecules considered for all
calculations were calculated at the B97-D3/def2-QZVP level
of theory.
The benchmark interaction energies were evaluated at the

CCSD(T) level and extrapolated to the complete basis set
(CBS) limit. Specifically, the CCSD(T)/CBS interaction
energy was constructed as the sum of HF/CBS interaction
energy and the correlation part of the MP2/CBS interaction
energy. Both were determined by the two-point extrapolation
scheme of Halkier from aug-cc-pVTZ and aug-cc-pVQZ basis
sets.41,42 The CCSD(T) correction term (ΔECCSD(T) − ΔEMP2)
was evaluated utilizing the aug-cc-pVTZ basis set.43−46 Besides
CCSD(T), two variants of the DFT method were applied. The
M06-2X functional47 was recommended for calculations of
halogen-bonded complexes.48 Therefore, this functional in
combination with the aug-cc-pVTZ basis set was used in the
present study along with the DFT-D (B97-D3/def2-QZVP)
method.49 The Grimme’s empirical dispersion correction (D3)
was calculated employing Becke−Johnson damping.50

The decomposition of stabilization energy was obtained by
using the SAPT method,51 specifically the DFT-SAPT
technique. The subsystems were treated via the DFT approach,
utilizing the asymptotically corrected LPBE0AC exchange-
correlation functional52,57 and the aug-cc-pVTZ basis set for
nitrogen, fluorine, and chlorine. In the case of bromine and
iodine, the aug-cc-pVTZ-PP basis set was used to account for
relativistic effects.39,40 The DFT-SAPT total interaction energy
is given as the sum of the first- (E1) and second-order (E2)
perturbation energy terms and δHF energy terms, specifically
Coulomb (E1

Pol), induction (E2
I), and dispersion (E2

D),
together with exchange-repulsion terms (E1

Ex, E2
Ex‑I, E2

Ex‑D).
The exchange-induction and exchange-dispersion terms are
merged into the respective induction and dispersion terms.
Further, the δHF term, which represents higher than second-
order terms covered by the Hartree−Fock approach, is also
included in the induction energy.

δ= + + + + + +

= + + +

‐ ‐E E E E E E E

E E E E

HFint 1
Pol

1
Ex

2
I

2
Ex I

2
D

2
Ex D

1
Pol

1
Ex

2
Ind

2
Disp (1)

More details about the DFT-SAPT calculations can be found in
refs 53−59.
Finally, the long-range electrostatic interaction energy

between two subsystems covering interactions of multipoles
was calculated using the distributed multipole analysis of
Stone.60−62 The multipole moments were calculated on the
basis of the PBE0/aug-cc-pVTZ wave function using the
GDMA program.63 Subsequently, the electrostatic interactions
between molecules were calculated via the Orient program.64

The diatomic molecule was represented by three sites. Two of
these sites coincide with X atoms, and the third one was located
in the middle of the X−X bond. Each site was constituted by
the multipole moments up to the hexadecupole. For the
technical details of the distributed multipole moment analysis,
see ref 62.

Figure 1. The five conformers that were considered for each
homodimer. The intermolecular coordinate along which the unrelaxed
scan was performed is also depicted. LS, TS, P, PD, and L stand for L-
shaped, T-shaped, parallel, parallel-displaced, and linear, respectively.
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All of the post Hartree−Fock calculations (MP2, CCSD(T),
and DFT-SAPT) were carried out using the MOLPRO 2010
software package.65 The convergence threshold imposed on the
change in energy and root-mean-square deviation (RMSD) of
the density matrix between consecutive SCF iterations was set
to 10−9 and 10−6 au, respectively. The CCSD convergence
criteria were set to 10−8 au for the energy change and 10−8 au
for the square sum of the changes of the CC amplitudes. The
DFT-based methods, excluding M06-2X, were applied utilizing
the TURBOMOLE 6.3 software package.66 The TURBO-
MOLE grid m3 was consistently used for integral evaluation in
all the calculations. The convergence criteria were set to 10−7

and 10−6 au for the energy change and RMSD of the density
matrix, respectively. The M06-2X and population analysis67

calculations were carried out using the Gaussian 09 software
package,68 employing default convergence criteria and a default
fine grid for integral evaluation. All of the interaction energy
calculations were corrected for the basis set superposition error
employing counterpoise correction.69 A full description of the
material can be found in the Supporting Information.

■ RESULTS AND DISCUSSION
Isolated Systems. Table 1 summarizes the geometries,

quadrupole moments, and size (α) and magnitude (Vs,max)
26 of

σ-holes calculated for all subsystems at the B97/def2-QZVP
level of theory. The electrostatic potential for all subsystems is
visualized in Figure 2. Clearly, the quadrupole moments of all
dihalogens are positive, while the quadrupole moment of
dinitrogen is negative. The same is valid for the magnitudes of
the σ-holes (Vs,max). The negative value of Vs,max for dinitrogen

indicates that the positive σ-hole is not present. The largest
absolute value of both characteristics (quadrupole moments
and Vs,max) was found for diiodine, and the smallest positive one
was found for difluorine (the smallest Vs,max was calculated for
dinitrogen); quadrupole moments and Vs,max correlate very well
(R2 = 0.849) for all systems.
This finding is important because it shows that at least for the

systems studied (and similar systems for which the first
nonzero multipole moment is quadrupole) their nontrivial
electronic structure is described already by the classical concept
of electric quadrupoles and that the recently introduced new
concept of the σ-hole is not bringing any new information.
Table S1 (Supporting Information) compares the quadru-

pole moments (Qzz) calculated at the B97/def2-QZVP, PBE0/
aug-cc-pVTZ, HF/aug-cc-pVTZ, MP2/aug-cc-pVTZ, and
CISD/aug-cc-pVTZ (as reference) levels of theory. We have
done these calculations to verify the reliability of the DFT
methods in providing accurate electrostatic properties because
our further discussions are based on DFT calculations. The
DFT and MP2 methods provide reliable values of quadrupole
moments for all the molecules with respect to the reference
CISD data (Table S1, Supporting Information). The only
exception is the large underestimation of the quadrupole
moment at the HF level for the F2 molecule. This failure of the
HF method to provide an accurate quadrupole moment for the
F2 molecule has already been discussed in the literature, see ref
1 and the references therein. It is attributed to the extremely
compact character of the valence orbitals of the F2 molecule.

1

However, in the case of the DFT (PBE0, B97) methods, no
such discrepancy has been observed for this anomalous
molecule. This is encouraging and serves as a proof that the
use of the DFT methods for these purposes is legitimate.
Table S2 (Supporting Information) materials lists Vs,max and

the qaudrupole-moment (Qzz) values for all diatomics at all the
levels of theory mentioned. The high correlation between these
two quantities can be observed for all of the methods tested.
The correlation coefficient (R2) amounts to 0.838, 0.849, 0.852,
0.858, and 0.869 for MP2, B97, CISD, PBE0, and HF,
respectively. These results only support the already stated
conclusion about the close relation between Qzz and Vs,max.
Table 2 presents the X−X bond orbital analysis together with

the occupancy of the p-type valence natural atomic orbitals
(NAOs) and Vs,max values. It further lists the size (angle α) and
magnitude (Vs,max) of the σ-hole. The angle α varies between
59° (F2) and 65°(I2). When one moves from difluorine toward
heavier dihalogens, the slight increase of α is in correlation with
the significant increase of Vs,max. The small variation of the size
of the σ-hole can be interpreted using the natural-bond orbital
(NBO) analysis.67

First, the hybridization between s and p orbitals, in the case
of the X−X natural-bond orbital, is negligible, not exceeding 6%
(dichlorine). Second, the occupancy of p-type valence NAOs
does not differ much between different halogens. Specifically,
the valence pz occupancy varies between 1.022 (I2) and 1.043
(Cl2). Moreover, the occupancy of the px and pz orbitals is
essentially constant. Finally, it is clear that the hybridization
state and the occupancy of NAO are more or less constant for
all dihalogens. Consequently, we conclude that the angular
redistribution of the valence electrons is very similar for all
dihalogens. Hence, marginal differences in the size of the σ-hole
are observed. On the other hand, the possible explanation for
the relatively large increase of the Vs,max value (Table 1) can be
seen as a consequence of the decreasing ability of the electron

Table 1. Geometries, Quadrupole Moments, and Vs,max for all
Monomers Calculated at the B97/def2-QZVP Level of
Theory

systems geometries (Å) quadruple momenta Vs,max (au)
b

I2 2.703 3.402 0.0474
Br2 2.322 2.362 0.0443
Cl2 2.013 1.574 0.0389
F2 1.410 0.436 0.0243
N2 1.116 −0.774 −0.0140

aThe Qzz component in ea2o.
bCalculated at the 0.001 au isodensity

surface.

Figure 2. Electrostatic potential (in au) mapped on the 0.001 au
isodensity surface for all monomers calculated at the B97/def2-QZVP
level of theory. The z axis coincides with the main rotational axis of the
molecule (the X−X bond direction).
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shell to shield the nucleus. In other words, the shielding of the
nucleus charge is more significant in the case of the compact
electron shell (e.g., fluorine, chlorine) than in the case of the
diffuse one (e.g., bromine, iodine).
The character of the electron redistribution is entirely

different for the dinitrogen molecule when compared with
dihalogens. The triple bond is represented by two π- and one σ-
bond orbitals within the NBO analysis (Table 2).
The sign of the Vs,max value, which is positive in the case of

dihalogens and negative for dinitrogen, can be interpreted by
means of the relative occupancy of the NAOs of the valence p
type.2 In the case of dihalogens, the lack of electron density is
observed in the z axis, which coincides with the X−X bond
when compared with the x and y axes. In the case of dinitrogen,
the opposite is true (Table 2).

Complexes. The total interaction energies of all dihalogen
dimers determined by the B97-D3, M06-2X, CCSD(T), and
DFT-SAPT techniques are given in Table 3. The numbers in
parentheses listed with the B97-D3 energies correspond to the
respective empirical dispersion energies. In the case of DFT-
SAPT calculations presented in Table 3, the potential-energy
scans were not made, and the values correspond to the
structures, which represent the CCSD(T)/CBS energy minima.
Stabilization energies evaluated at different levels of theory

correlate well with reference CCSD(T) stabilization energies.
Specifically, correlation coefficient (R2) amounts to 0.95, 0.92,
and 0.99 for the B97-D3, M06-2X, and DFT-SAPT method.
The general performance of listed methods, which can be
judged on the basis of the value of the root-mean-square
deviation (RMSD) with respect to reference data, is following.
The most accurate method is DFT-SAPT followed by M06-2X

Table 2. Hybridization State (%) of the Natural Hybrid Orbital (NHO) of Atom X in the Natural X−X Bonding Orbital,
Occupancies of the p-Type Valence Natural Atomic Orbitals of Atom X, Vs,max, and the Size of the σ-hole (α)a

NHOs of X−X NBOs NAOs of p-type valence

X s p d f g px py pz
b Vs,max (au)

c α (deg)c

F 4.9 94.9 0.2 0.1 0.0 1.999 1.999 1.038 0.0243 59
Cl 6.2 92.5 1.0 0.3 0.0 1.992 1.992 1.043 0.0389 62
Br 4.3 94.8 0.6 0.2 0.0 1.994 1.994 1.029 0.0443 64
I 3.5 95.6 0.5 0.3 0.0 1.994 1.994 1.022 0.0474 65
N 36.6d 62.9d 0.5d 0.0d 0.0d 0.996 0.996 1.325 −0.0140

0.0e 99.6e 0.4e 0.0e 0.0e

aAll data correspond to the B97/def2-QZVP densities and B97-D3/def2-QZVP geometries of X2 molecules.
bThe z axis coincides with the X−X

bond. cCalculated at the 0.001 au isodensity surface. For more details, see the Supporting Information. dThe numbers correspond to s-type NBOs.
eThe numbers correspond to p-type NBOs.

Table 3. Interaction Energies (kcal/mol) Calculated at the B97-D3, M062X, CCSD(T)/CBS, and DFT-SAPT Levels of Theory
for L-Shaped (LS), T-Shaped (TS), Parallel (P), Parallel-Displaced (PD), and Linear (L) Structuresa

R/R′ B97-D3 R/R′ M06-2X R/R′ CCSD(T)/CBS DFT-SAPT

LS I2 3.5/5.0 −4.77 (−3.44) 3.6/5.1 −2.96 3.6/5.1 −3.16 −3.64
Br2 3.3/4.6 −2.86 (−2.68) 3.3/4.6 −2.31 3.4/4.7 −2.38 −2.47
Cl2 3.3/4.4 −1.58 (−1.94) 3.2/4.3 −1.18 3.3/4.4 −1.47 −1.20
F2 3.2/4.0 −0.30 (−0.23) 2.9/3.7 −0.39 2.8/3.6 −0.41 −0.30
N2 3.7/4.3 −0.47 (−0.46) 3.8/4.4 −0.21 3.6/4.2 −0.28 −0.26

TS I2 4.1/5.2 −3.04 (−3.23) 4.0/5.1 −2.27 4.1/5.2 −2.45 −2.61
Br2 3.9/4.9 −1.96 (−2.25) 3.7/4.7 −1.61 3.7/4.7 −1.89 −1.93
Cl2 3.7/4.6 −1.25 (−1.69) 3.5/4.4 −0.87 3.6/4.5 −1.25 −1.05
F2 3.2/3.8 −0.29 (−0.24) 3.0/3.6 −0.38 3.0/3.6 −0.39 −0.31
N2 3.7/4.2 −0.48 (−0.45) 3.8/4.3 −0.21 3.6/4.1 −0.29 −0.27

P I2 4.5/4.5 −2.22 (−3.36) 4.4/4.4 −0.53 4.5/4.5 −1.44 −1.46
Br2 4.2/4.2 −1.50 (−2.39) 4.2/4.2 −0.37 4.2/4.2 −1.14 −1.08
Cl2 4.1/4.1 −1.04 (−1.49) 4.0/4.0 −0.40 3.9/3.9 −0.91 −0.78
F2 3.6/3.6 −0.26 (−0.22) 3.1/3.1 −0.36 3.2/3.2 −0.31 −0.25
N2 3.8/3.8 −0.51 (−0.57) 4.0/4.0 −0.20 3.7/3.7 −0.23 −0.22

PD I2 4.5/4.5 −2.82 (−3.85) 4.3/4.3 −1.73 4.4/4.4 −2.13 −2.26
Br2 4.2/4.2 −1.83 (−2.64) 4.0/4.0 −1.19 4.0/4.0 −1.61 −1.58
Cl2 3.9/3.9 −1.23 (−2.08) 3.7/3.7 −0.89 3.8/3.8 −1.24 −1.02
F2 3.6/3.6 −0.26 (−0.25) 3.3/3.3 −0.34 3.2/3.2 −0.36 −0.28
N2 3.9/3.9 −0.55 (−0.60) 4.4/4.4 −0.20 4.0/4.0 −0.31 −0.29

L I2 4.2/6.9 −0.72 (−1.61) 3.8/6.5 −0.18 3.9/6.6 −0.57 −0.44
Br2 4.1/6.4 −0.43 (−1.01) 3.5/5.8 0.17 3.7/6.0 −0.28 −0.15
Cl2 3.8/5.8 −0.34 (−0.81) 4.1/6.1 0.02 3.5/5.5 −0.25 −0.11
F2 3.3/4.7 −0.11 (−0.13) 3.0/4.4 −0.14 2.9/4.3 −0.12 −0.11
N2 3.9/5.0 −0.13 (−0.20) 4.0/5.1 −0.09 3.7/4.8 −0.07 −0.07

aThe numbers in parentheses correspond to dispersion energy. R and R′ correspond to the closest X···X and center of mass distances (in Å),
respectively.
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and B97-D3. Corresponding RMSD values are 0.15, 0.34, and
0.44 kcal/mol.
Specifically, the B97-D3 interaction energies are mostly the

largest ones and are, especially for the heavier dihalogens,
strongly overestimated (with respect to the CCSD(T)/CBS
benchmark values). The average absolute (relative) errors for
chlorine, bromine, and iodine are −0.06 (11), −0.26 (25), and
−0.76 kcal/mol (38%), respectively. The same feature of
overestimation is observed for nitrogen. Error amounts to
−0.19 kcal/mol (85%). However, in the case of fluorine, the
interaction energies are underestimated. The average absolute
(relative) error is 0.07 kcal/mol (−21%).
The M06-2X method exhibits opposite trends. In the case of

fluorine, the interaction energies are overestimated. The
absolute (average) error is −0.03 kcal/mol (12%), whereas
the average absolute (relative) errors for chlorine, bromine,
iodine, and nitrogen are 0.34 (−47), 0.38 (−53), 0.42 (−33),
and 0.05 kcal/mol (−13%), respectively.
DFT-SAPT energies match closely with the benchmark data.

The relatively low overestimation for iodine complexes is −0.13
kcal/mol (1%). The underestimation is observed for the rest of
the complexes and varies from 0.01 kcal/mol (−5%) for
nitrogen up to 0.19 kcal/mol (−25%) for chlorine.
Investigating the reference CCSD(T)/CBS stabilization

energies of dihalogen complexes, we found that the LS
structure corresponds with the most stable structure (i.e., the
global minimum), followed by the TS, PD, P, and L structures.
For heavier dihalogens, the LS and TS structures are more
stable than other structures; in the case of difluorine, all the
structures, except linear (L), are comparably stable (Figure 3).
This finding is surprising because it was long believed that the
TS structure of dihalogens, stabilized by quadrupole−quadru-
pole electrostatic interaction, corresponds to the global
minimum. Moreover, Table 3 (the last column labeled as R/
R′) shows that the intermolecular distances between the
centers of mass for the optimized LS and TS structures are
similar.
The DFT-SAPT total interaction energies of all dihalogen

dimers are the most negative for the LS structure (Table 3).

Analyzing the DFT-SAPT energy components (Figure 4), we
found that this is mainly caused by the Coulomb E1

Pol energies.
The other attractive energies (dispersion and induction) are
also the largest for the LS structure, but the absolute difference
with respect to other structures (TS, PD, P, and L) is much
smaller. This can be interpreted as a consequence of the higher
orientation dependence of the Coulomb interaction, in contrast
with induction and dispersion. However, it should be stressed
that the largest attractive contribution for all structures
(including LS and TS) comes from dispersion energy, followed
by Coulomb energy.
To exclude the overlap effects (see below), we evaluate the

total interaction energies at the DFT-SAPT level for the two
most stable structures (LS and TS) and for larger
intermolecular distances. These scans are performed for the
diiodine dimer and will be discussed in the following
paragraphs. Figure 5 shows the distance dependence of the
total DFT-SAPT as well as Coulomb (E1

Pol) energies for the LS
and TS structures of the diiodine dimer. At short distances, the
Coulomb energy is evidently more attractive for the LS
structure, while the opposite is true at larger distances. On the
other hand, the total DFT-SAPT energy is systematically larger
for the LS structure. This finding can be easily explained on the
basis of penetration energy.51 The systematically attractive
penetration energy, which is included in the DFT-SAPT
Coulomb energy, is overlap-dependent. The overlap in the LS
structure is clearly larger than that in the TS structure because
of a closer X···X contact in the former structure. At large
distances, the penetration of both molecules becomes negligible
and the DFT-SAPT Coulomb energy is exclusively represented
by long-range electrostatic energy. The long-range electrostatic
energy covering all the interactions between the multipole
moments is less attractive for the L-shaped structure than for
the T-shaped structure (Figure 6).
We should summarize the previous findings. In the whole

range of distances, the stabilization energy of the LS structure is
larger than that of the TS structure, while the opposite is true
for the long-range electrostatic energy. The Coulomb energy is
larger for the LS structure only at short distances. The question

Figure 3. CCSD(T)/CBS stabilization energies (in kcal/mol) for all complexes. LS, TS, P, PD, and L stand for L-shaped, T-shaped, parallel, parallel-
displaced, and linear, respectively.
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is how to explain the larger stabilization energy in the L-shaped
structure. Figure 7 shows the distance dependence of the
remaining attractive energy terms, dispersion (E2

Disp) and
induction (E2

Ind). It is evident that both energies are
systematically more attractive for the LS structure. This was
also observed for equilibrium geometries (see above). The
reason for this is again the shorter interatomic distances for the

LS structure. The preference of the LS structure in the entire
distance region cannot be explained by either electrostatic or
Coulomb energies. It is a result of the concert action of all three
attractive energies, Coulomb, dispersion and induction.
The interaction interpreted via quadrupoles prefers the T-

shaped structure, but the full QM treatment leads to the L-
shaped structure. An alternative description of the monomers is

Figure 4. Coulomb E1
Pol (A), induction E2

Ind (B), and dispersion E2
Disp (C) components of the DFT-SAPT interaction energy (in kcal/mol), listed

for all five structures of each complex. For exact definitions of Coulomb, induction, and dispersion, see the Calculations section.
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provided by the concept of electrostatic potential, for example,
the σ-hole (see above). The question arises whether the
interaction of two dihalogens, each possessing the σ-hole, can
be explained or at least schematically interpreted on the basis of
the monomer electrostatic potential. Another question is
whether it would be possible to explain the preferential binding
of the L-shaped structure within this concept. Figure 8
schematically shows the LS and TS structures together with
the ESP of isolated molecules. Evidently, the first structure
exhibits a strong attractive electrostatic interaction between the
most positive σ-hole of the upper (vertical) dihalogen and the

less positive belt of the lower (horizontal) one (the so-called
dihalogen bond). Such an interaction is not expressed as
strongly in the T-shaped structure. Thus, it is possible to
conclude that the preferential binding of the LS structure in all
the dihalogen dimers investigated can be interpreted by the
dihalogen bonding. The classical concept of electric multipoles
cannot be used because it leads to preferential binding in the
TS structure.
The situation with dinitrogen not possessing the σ-hole is

different. Here, the total stabilization energy at the CCSD(T)/
CBS level is comparable for the LS, TS, and PD structures. The

Figure 5. Distance dependence of the total interaction (Etot
DFT‑SAPT) and Coulomb (E1

Pol) energies for LS and TS structures of the diiodine dimer
calculated at DFT-SAPT/aug-cc-pVTZ-PP level of theory. All energies are listed in kilocalories per mole (kcal/mol).

Figure 6. Distance dependence of electrostatic (Eelstat) and Coulomb (E1
Pol) energies for the LS and TS structures of the diiodine dimer calculated

using distributed multipole analysis57−59 and the DFT-SAPT/aug-cc-pVTZ-PP level of theory, respectively. All energies are listed in kilocalories per
mole (kcal/mol).
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L and P structures are less stable (Figure 3). Analyzing the
DFT-SAPT energies, we found that dispersion energy is clearly
a dominant stabilization term for all five conformers (Figure 4),
while Coulomb energy is marginal. It could thus be concluded
that the preference of the LS structure found in dihalogen
dimers arises from the presence of the σ-hole, or, in other
words, the presence of the dihalogen bond. In this case,
Coulomb energy is important. On the other hand, when the σ-
hole is absent, Coulomb energy is negligible, and dispersion
energy becomes clearly dominant.

■ CONCLUSIONS

The most stable structure among the complexes of homo-
diatomics possessing the σ-hole is the LS structure. For
dinitrogen dimer (a system without the σ-hole), it is TS
structure. The stabilization in the former case results from the
existence of a dihalogen bond having comparable Coulomb and
dispersion energies. The TS structure of dinitrogen dimer is
stabilized dominantly by dispersion energy.
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On the origin of the substantial stabilisation of the
electron-donor 1,3-dithiole-2-thione-4-carboxyclic
acid� � �I2 and DABCO� � �I2 complexes†

Palanisamy Deepa,a Robert Sedlaka and Pavel Hobza*ab

The stabilisation energies of the crystal structures of 1,3-dithiole-2-thione-4-carboxyclic acid� � �I2 and

DABCO� � �I2 complexes determined by the CCSD(T)/CBS method are very large and exceed 8 and

15 kcal mol�1, respectively. The DFT-D method (B97-D3/def2-QZVP) strongly overestimates these stabilisation

energies, which support the well-known fact that the DFT-D method is not very applicable to the study of

charge-transfer complexes. On the other hand, the M06-2X/def2-QZVP method provides surprisingly reliable

energies. A DFT-SAPT analysis has shown that a substantial stabilisation of these complexes arises from the

charge-transfer energy included in the induction energy and that the respective induction energy is much

larger than that of other non-covalently bound complexes. The total stabilisation energies of the complexes

mentioned as well as of those where iodine has been replaced by lighter halogens (Br2 and Cl2) or by hetero

systems (IF, ICH3, N2) correlate well with the magnitude of the s-hole (Vs,max value) as well as with the

LUMO energy. The nature of the stabilisation of all complexes between both electron donors and X2

(X = I, Br, Cl, N) systems is explained by the magnitude of the s-hole but surprisingly also by the values

of the electric quadrupole moment of these systems. Evidently, the nature of the stabilisation of

halogen-bonded complexes between electron donors and systems where the first non-zero electric

multipole moment is the quadrupole moment can be explained not only by the recently introduced

concept of the s-hole but also by the classical concept of electric quadrupole moments.

Introduction

Complexes containing halogens participating in halogen bonding
(X-bonding) are characterised by large stability, mostly comparable
with the stabilisation of similar H-bonded complexes. Indeed,
accurate CCSD(T)/CBS stabilisation energies of complexes with
halogens (X40 dataset1) and H-bonded complexes from the S66
dataset2,3 are well comparable. In both cases, energy decomposition
is similar, with electrostatic energy playing a dominant role.
A counterintuitive electrostatic attraction in the case of a X–Y� � �D
halogen bond, where Y is Cl, Br or I, X is an electronegative atom
(mostly carbon) and D is an electron donor like oxygen, nitrogen
or sulphur, is explained by the existence of a positive s-hole on
top of the halogen atom.4–6 The electrostatic attraction thus
occurs between the positive s-hole and a negative electron donor.
In the case of an X–H� � �D hydrogen bond,7,8 the electrostatic

attraction is caused by the interaction between a positively
charged hydrogen and a negatively charged electron donor. A
comparison of other energy contributions reveals that disper-
sion energy is more negative in X-bonds than in H-bonds,
which is explained by the fact that halogen and electron
donors, both having large polarisability, are close to each other.
The last attractive energy, induction energy, is mostly smaller
than dispersion energy; in X- and H-bonds, it is comparable.
Induction energy in a broader sense of the SAPT9–17 also contains,
apart from exchange induction, the dHF term, which covers higher-
order terms. The induction energy thus contains not only classical
multiple-induced multiple induction energy but also charge-
transfer energy. The charge-transfer energy becomes important
only if an electron donor effectively interacts with an electron
acceptor. This means that besides the highest-occupied mole-
cular orbital (HOMO) of the donor and the lowest-unoccupied
molecular orbital (LUMO) of the acceptor, there must also be a
favourable overlap between these orbitals.

In our recent study,18 we investigated the crystal structures
containing iodine; among them, we found one structure
(1,3-dithiole-2-thione-4-carboxyclic acid (DTCA)� � �I2), for which
we obtained a surprisingly large stabilisation energy exceeding
10 kcal mol�1. Then we searched in the literature19 and found a
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similar complex (DABCO� � �I2) with an even larger stabilisation
energy close to 20 kcal mol�1. Since both calculations were
made at a lower theoretical level, it is not clear whether these
surprising numbers are correct. If they are, where does this
large stabilisation come from? Is it only caused by halogen
bonding with heavy iodine or does charge transfer play an
important role here?

The aim of the present study is to investigate in detail the
nature of the interactions in the above-mentioned complexes. To
elucidate the role of I2, we will also study complexes where I2 is
replaced by lighter halogens (Br2, Cl2), hetero dihalogen (IF) as
well as other systems (ICH3, N2). The benchmark stabilisation
energies will be evaluated at the CCSD(T)/CBS level1,2 and the
energy components will be obtained from SAPT calculations.20

Calculations

The electrostatic potentials were computed on molecular surfaces,
with a surface being defined as the 0.001 a.u. (electrons per bohr3)
outer contour of the electron density, as proposed by Bader et al.21

The most positive value of the potentials at the halogen (the
local maximum) is referred to as Vs,max. Here, the electrostatic
potentials as well as the geometries of electron acceptors
and their electric quadrupole moments were calculated at the
B97-D3/def2-QZVP level.22–24

The benchmark stabilisation energies were evaluated using
the CCSD(T)/CBS method. Specifically, these stabilisation energies
were constructed as the sum of HF/CBS and MP2/CBS interaction
energies. Both CBS energies were obtained via 2 point Helgaker
extrapolation from aug-cc-pVDZ and aug-cc-pVTZ basis sets.25,26

The CCSD(T) correction term (DE CCSD(T) � DE MP2) was evaluated
using an aug-cc-pVDZ basis set. The theoretical level used
for benchmark calculation represents a compromise between
accuracy and economy. A more detailed description of the present
procedure can be found in our previous paper.1,2 The M06-2X
functional was recommended27 for calculations of halogen-
bonded complexes and it was also used in the present study.
Besides DFT-D (B97-D3/def2-QZVP), M06-2X/def2-QZVP calcu-
lations28 were also performed. All interaction energy calcula-
tions were corrected for the basis set superposition error (BSSE)
utilizing counterpoise correction.29

Energy decomposition of the stabilisation energies of all
complexes was obtained by using the DFT-SAPT method.9–17

The DFT part was treated using an asymptotically corrected
PBE0AC exchange–correlation functional and an aug-cc-pVDZ
basis set. The total interaction energy in the DFT-SAPT is given as
the sum of the first- (E1) and second-order (E2) perturbation energy
terms and dHF energy terms, specifically electrostatic (E Pol

1 ),
induction (E ind

2 ) and dispersion (E disp
2 ) energy terms together

with exchange–repulsion terms (E Ex
1 , E ex-ind

2 and E ex-disp
2 ). The

exchange-induction and exchange-dispersion terms are merged
into the respective induction (E Ind

2 ) and dispersion terms (E Disp
2 );

furthermore, the dHF term, which represents higher than
second-order electrostatic and induction terms covered by the
Hartree–Fock approach, was calculated separately, utilizing the

aug-cc-pVDZ basis set. The dHF term is defined as a difference
between the HF stabilization energy and the sum of E Pol

1 , E Ex
1 ,

E ind
2 and E ex-ind

2 energies calculated at the HF-SAPT level. The
dHF term is also included in the induction energy (EInd

2 ).

Eint = EPol
1 + EEx

1 + Eind
2 + Eex-ind

2 + Edisp
2 + Eex-disp

2 + dHF

= EPol
1 + EEx

1 + EInd
2 + EDisp

2 (1)

The greatest improvement of the DFT-SAPT method over the
original SAPT is the acceleration of the calculations by one
order of magnitude.9–17 The intramolecular treatment is conducted
using DFT and therefore suffers from inaccurate energies of the
virtual orbitals. This drawback is corrected before the actual SAPT
treatment by a gradient-controlled shift procedure, which uses
the difference between the exact vertical ionisation potential (IP)
and the energy of the HOMO.13 In this work, PBE0/aug-cc-pVTZ
and PBE0/aug-cc-pVDZ calculations were carried out to obtain
the respective HOMO values of the IP.

All the post Hartree–Fock calculations (including DFT-SAPT)
were carried out using the Molpro 2010 package.30 The DFT based
methods, excluding M062X, were done utilizing the Turbomole
6.3 package.31 The M062X calculations were carried out using
the Gaussian 09 package.32

Structures

The coordinates of heavy atoms for both the I2 complexes were
taken from X-ray structures.18,19 Afterwards, hydrogen atoms were
manually added using the Molden program33 and subsequently
optimized at the B97-D3/def2-QZVP level of theory, while keeping
the coordinates of the heavy atoms frozen (cf. Fig. 1).

Fig. 1 Crystal structures of complexes investigated shown with halogen
bond lengths (Å). Red colour represents iodine, magenta oxygen, blue
sulphur, pale yellow nitrogen, orange carbon and white hydrogen.
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When constructing the geometries of other binary complexes,
the following procedure was utilized. Firstly, the coordinates of
the DTCA and DABCO molecules were taken from structures of
the respective I2 complexes. Secondly, when the I2 molecule was
replaced from the corresponding I2 complex structure by X2

(X = Br, Cl, N) or XY (Y = F, CH3) systems, the closer halogen atom
X1 coincides with the closer iodine atom (cf. Fig. 1). Finally, the
rest of the electron acceptor molecule was constructed using the
optimized geometry of the isolated acceptor, which was calculated
at the B97-D3/def2-QZVP level of theory (cf. Fig. 1).

Results and discussion
Isolated systems

The geometries of all electron donors as well as electron acceptors
taken from X-ray crystal structures or optimised structures are
collected in Table S1 of the ESI.†

The LUMO energies of the acceptors are summarised in Table 1,
which also contains the Vs,max values and the quadrupole moment
of all electron acceptors. The electrostatic potentials of selected
monomers are visualised in Fig. 2.

Investigating the LUMO values, we find that IF, I2 and Br2

are the best acceptors. The Cl2 systems are slightly worse and
the N2 molecule has the LUMO at higher energies, which agrees
with the fact that N2 is not an electron acceptor. The same is
true for ICH3 systems. The HOMO value for the electron donors
DTCA and DABCO is �0.199 and �0.144 a.u., respectively; this
means that DABCO is a better electron donor.

As expected, the magnitude of the s-hole (see the Vs,max

value) for I2 is larger than that of Br2 and Cl2. When the iodine
was replaced by the more electronegative fluorine, the Vs,max

value increased considerably. The Vs,max for N2 is negative,
which provides evidence that the positive s-hole does not exist
here. Comparing the quadrupoles of X2 molecules, we find that
they have different signs for halogens (I2, Br2, Cl2) and nitrogen.
The quadrupoles of the halogens can thus be schematically
written as + � � + while that of the nitrogen as � + + �.
Evidently, the schematic notations reflect the concept of the
s-hole. The correlation between the Vs,max and the quadrupole
moment for the X2 systems is shown in Fig. 3a and, evidently, it
is very high (R2 = 0.902). This finding is surprising, because it
tells us that for the explanation of the different binding of the
halogens (Cl2, Br2, I2) and the nitrogen to electron donors like O
or N, it is not necessary to introduce a concept of the s-hole, but

it is enough to consider classical quadrupole moments. The
electron donors with halogens exhibit attraction while the electron
donors with nitrogen repulsion. This can be easily explained by the
values of Vs,max but comparably easily by quadrupole moments.
Clearly, this is valid only for the X2 systems where the first non-
vanishing electric multipole moment is quadrupole. In the case
of XY systems, such as IF, the first non-vanishing electric
multipole moment is the dipole moment and here the bonding
of this system to an electron donor can only be explained by
using the s-hole.

Complexes

Table 2 contains interaction energies determined for all complexes
investigated using various computational techniques. The B97-D3
stabilization energies for the complexes with halogens are very
large; for DABCO complexes, they are even 40–70% larger. The
larger stabilisation of the DABCO complexes can be easily
explained by the fact that DABCO is a better electron acceptor
(see above). In both complexes, dispersion energy (shown in
Table 2, 1st column in parentheses) is an important stabilisa-
tion component, but it is not dominant. For further energy
decomposition, see the SAPT calculations. As mentioned in the
Introduction, the DFT stabilisation energies for the charge-transfer
complexes could be overestimated due to an unrealistic description
of the virtual space. The benchmark stabilisation energies are
produced by the CCSD(T)/CBS calculations, as seen from Table 2,

Table 1 The Qzz component of the quadrupole moment (a.u.), LUMO
(a.u.) and Vs,max at the 0.001 a.u. isodensity surface for selected monomers
calculated at the B97-D3/def2-QZVP level of theory. Vs,max value corre-
sponds to the cusp/pick point of the halogen atom

Quadruple moment LUMO Vs,max

I2 3.402 �0.168 0.0474
Br2 2.362 �0.173 0.0443
Cl2 1.574 �0.162 0.0389
N2 �0.774 �0.076 �0.0140
IF 0.273 �0.183 0.0896
ICH3 3.217 �0.076 0.0214

Fig. 2 Electrostatic potential (a.u.) for all the monomers: I2, Br2, Cl2, N2, IF
and ICH3. Here the blue and red colour indicates the positive and negative
region, respectively.
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these energies are considerably smaller than the DFT ones.
Considering all the complexes with attractive interaction, we
found that the CCSD(T)/CBS stabilisation energy forms on
average 62% of the DFT-D stabilisation energy for the DTCA
complexes and 79% for the DABCO complexes. The CCSD(T)/CBS
stabilisation energies of the DABCO complexes are larger than
those of the DTCA complexes (by 11–139%). Surprisingly accurate

numbers are obtained using the M06-2X functional and
the respective correlations (R2 = 0.983, R2 = 0.994) between
the M06-2X and the CCSD(T)/CBS energies for both complexes
are shown in Fig. 3b. The MP2/CBS stabilization energies are
systematically overestimated with respect to CCSD(T)/CBS
values. The average overestimation for the DABCO and the DTCA
complexes evaluates to 32% and 37%, respectively. The DFT-SAPT
calculations provide stabilisation energies smaller than the
benchmark CCSD(T)/CBS values, but the correlation between both
energies is quite close (R2 = 0.990 and R2 = 0.923, see Fig. 3c). The
underestimation of the SAPT energies arises from the use of a
small aug-cc-pVDZ basis set. Among various energies, dispersion
energy is the most underestimated.14 We, however, use the SAPT
not for generating accurate total stabilisation energies but for a
mere decomposition of the total stabilisation energies.

Passing from iodine to chlorine, the stabilisation energies of
both complexes decrease, the drop between iodine and bromine is
moderate, but it becomes larger between bromine and chlorine.
The stabilisation energies of chlorine complexes are considerably
smaller than those of iodine complexes, but they are still
substantial. A dramatic increase of the stabilisation energies
of both complexes occurs when I2 is replaced (at the same
geometry) by IF. The electronegative fluorine withdraws
electrons from iodine, which results in a much larger magni-
tude of the s-hole (see Table 1 and Fig. 2). Consequently, the
total stabilisation energies also increase. On the other hand,
when one iodine atom in the iodine molecule is replaced by an
electron-pushing CH3 group, the Vs,max decreases and the total
stabilisation energy decreases dramatically and even becomes
repulsive. Very large stabilisation energies of complexes with
IF are also caused due to the fact that this molecule is the
best electron acceptor among all the systems investigated
(see Table 1). The replacement of an iodine molecule with a
nitrogen molecule also results in larger repulsive interaction
energy. Here again, a certain role is played by both effects
(nitrogen is not a good electron acceptor and does not contain a

Fig. 3 (a) Correlation between QM and Vs,max for I2, Br2, Cl2, N2 molecules
(in all subsequent plots of Fig. 3, QM stands for quadrupole moment and
the following units are used: [Vs,max] = a.u., [QM] = a.u. and all interaction
energy values are listed in kcal mol�1). (b) Correlation between M062X and
CCSD(T)/CBS interaction energies for the DTCA (left) and DABCO (right)
set of complexes. (c) Correlation between CCSD(T)/CBS and DFT-SAPT
interaction energies for the DTCA (left) and DABCO (right) set of com-
plexes. (d) Correlation between Vs,max and EPol

1 (left); QM and EPol
1 (right) for

I2, Br2, Cl2, and N2� � �DTCA complexes. (e) Correlation between Vs,max and
EPol

1 (left); QM and EPol
1 (right) for I2, Br2, Cl2, and N2� � �DABCO complexes.

(f) Correlation between Vs,max and EPol
1 for the DTCA (left) and DABCO

(right) set of complexes. (g) Correlation between Vs,max and EInd
2 for the

DTCA (left) and DABCO (right) set of complexes. (h) Correlation between
LUMO and EInd

2 for the DTCA (left) and DABCO (right) set of complexes.
(i) Correlation between Vs,max and DFT-SAPT for the DTCA (left) and DABCO
(right) set of complexes. (j) Correlation between Vs,max and CCSD(T)/CBS for
the DTCA (left) and DABCO (right) set of complexes. (k) Correlation between
LUMO and DFT-SAPT for the DTCA (left) and DABCO (right) set of com-
plexes. (l) Correlation between LUMO and CCSD(T)/CBS for the DTCA (left)
and DABCO (right) set of complexes. (m) Correlation between DFT-SAPT
and EInd

2 for the DTCA (left) and DABCO (right) set of complexes.

Table 2 The stabilization energies (�Eint; in kcal mol�1) calculated at the
DFT-D (B97-D3/def2-QZVP), M062X/def2-QZVP, CCSD(T)/CBS and DFT-
SAPT/aug-cc-pVDZ levels of theory. In all the cases, the intermolecular
distances of X� � �S and X� � �N contacts amount to 2.73 Å and 2.37 Å,
respectively. The numbers in the round brackets correspond to the
dispersion energy (in kcal mol�1)

Systems
B97-D3/
def2-QZVP

M062X/
def2-
QZVP

CCSDT/
CBS

DFT-SAPT/
aug-cc-
pVDZ

MP2/
CBS

DTCA� � �I2 13.80 (�5.38) 8.81 8.20 5.98 12.36
DTCA� � �Br2 11.25 (�4.45) 6.97 7.21 5.42 10.27
DTCA� � �Cl2 8.34 (�3.82) 3.40 3.75 1.36 6.01
DTCA� � �N2 �10.11 (�2.61) �10.03 �9.93 �9.57 �9.11
DTCA� � �IF 29.27 (�5.01) 25.10 23.77 20.81 27.21
DTCA� � �ICH3 �4.33 (�5.20) �8.12 �7.08 �10.43 �3.98

DABCO� � �I2 18.97 (�8.33) 17.18 15.01 24.19 20.31
DABCO� � �Br2 16.72 (�6.58) 13.04 13.31 14.68 17.21
DABCO� � �Cl2 13.79 (�5.39) 8.47 8.98 5.68 11.72
DABCO� � �N2 �14.55 (�3.44) �14.40 �14.40 �13.92 �14.02
DABCO� � �IF 28.22 (�8.03) 26.94 26.49 31.98 30.29
DABCO� � �ICH3 �2.69 (�8.19) �4.90 �4.21 �3.01 �0.89
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positive s-hole). These findings indicate that electrostatic
and charge-transfer energies play an important role in the
complexes investigated.

To understand the nature of the stabilisation of both complexes,
we performed a SAPT decomposition, and the single-energy terms
are shown in Table 3. From Table 3, it becomes clear that SAPT
energies are determined as a sum of differently large numbers.
The largest energy (in the absolute value) is exchange–repulsion
energy EEx

1 , which indicates short intermolecular distances.
Indeed, this finding is supported by the intermolecular distances
shown in Fig. 1. Among attractive terms, the largest energy is
electrostatic energy EPol

1 . In both complexes, dispersion energy
EDisp

2 is large but induction energy EInd
2 (the sum of induction,

exchange-induction and dHF energies) is comparable or in
some cases even larger. This is clearly a new phenomenon in all
of our previous studies34–59 on non-covalent complexes including
X-bonded complexes, the induction energy was systematically the
smallest attractive term.

In this paragraph we will discuss the magnitude of the
dispersion interaction, electrostatic and induction will follow
in the next. Comparing the value of EDisp

2 from DFT-SAPT and
D3 from B97-D3 (cf. Table 2) it is obvious that EDisp

2 term is
systematically more negative. The EDisp

2 term is larger (in absolute
value) on average by 94% and 73% for DTCA and DABCO
complexes, respectively. This is in contrast to magnitudes of
whole stabilization energies (as discussed above). This counter-
intuitive result can be understood as a consequence of the
vagueness, when defining the dispersion interaction within
the framework of the DFT. Grimme’s empirical correction to
dispersion interaction (D3) tries to remove one of the most
important drawbacks of the exchange–correlation functional in
DFT, which is its inability to reproduce the dispersion inter-
action, but not only at the asymptotic region (1/R6 dependence)
but in the whole range of distances. However, we should keep
in mind that the ‘‘local’’ or ‘‘semi-local’’ functional, such as B97,
can cover some part of the dispersion interaction. When describing
the medium-range attractive non-covalent interaction at the van der
Waals distances, the intermolecular overlap is not negligible.
Hence, we stress that Grimme’s D3 correction represents only a
part of the dispersion. On the other hand, the EDisp

2 term from

DFT-SAPT, which is based on second order perturbation theory,
represents a better approximation to exact dispersion. That
is why, the EDisp

2 term covers a bigger portion of dispersion
(i.e. more negative) than the empirical D3 correction. Finally,
we would like to point out that the presented difference
between the EDisp

2 term and the D3 dispersion correction is
underestimated. This follows from the fact that the aug-cc-
pVDZ basis set does not provide a sufficiently converged value
of the EDisp

2 term. This term is underestimated roughly by
10–20% at this level.14

Now we will try to explain the magnitude of electrostatic and
induction energies. First, we will investigate the correlation
between electrostatic energy and the values of Vs,max on the one
hand and the quadrupole moment of X2 molecules on the
other. Evidently, both correlations (DTCA: 0.635, 0.894; DABCO
0.673, 0.917; Fig. 3d and e) are high, showing again that the
s-hole as well as the quadrupole moment explain the signifi-
cant electrostatic stabilisation in X-bonded complexes. When
going from X2 molecules to other electron acceptors (IF, ICH3)
for which the first non-zero multipole moment is the dipole
moment, the concept of quadrupole moment cannot be used
any more. The correlation between electrostatic energy and
Vs,max for all six electron acceptors and both electron donors
is, however, not very high (DTCA 0.404; DABCO 0.441; Fig. 3f)
and it is slightly better for the correlations between induction
energy and Vs,max (DTCA 0.815, DABCO 0.795; Fig. 3g). Evidently,
electrostatic as well as induction energies depend on more
variables than only on the magnitude of the s-hole. As mentioned
above, induction energy contains a charge-transfer term which
depends on the ability of an electron donor to donate electrons
and an electron acceptor to accept electrons. The correlations
between the induction energy and the LUMO energy of
the electron acceptors for DTCA and DABCO are comparable
(0.756 and 0.593; Fig. 3h). This tells us that charge-transfer
energy plays a dominant role in induction energy. We have seen
above that the Vs,max value does not correlate tightly with either
electrostatic or induction energies. However, the correlation
between the SAPT interaction energy and the Vs,max value (0.873
and 0.910; Fig. 3i) as well as between the CCSD(T)/CBS inter-
action energy and the Vs,max value (0.932 and 0.950; Fig. 3j) is
much higher. Little worse correlation has been found between
the SAPT interaction energy and the LUMO energy of the
acceptor (0.787 and 0.688; Fig. 3k) and the CCSD(T)/CBS
interaction energy and the LUMO energy of the acceptor
(0.782 and 0.873; Fig. 3l). It is thus possible to conclude that
the Vs,max value as well as the LUMO energy of the electron
acceptor provide almost complete information on the stabilisa-
tion of the complexes investigated.

We should further investigate the composition of the total
SAPT interaction energy. The SAPT energy correlates best with
the total induction energy (0.953 and 0.935; Fig. 3m), whereas
the correlation with electrostatic and dispersion energies is
considerably worse. Putting together this and previous conclu-
sions, we can state that within all the complexes investigated,
the charge-transfer energy included in the SAPT induction energy
represents the most important energy term. Among the single

Table 3 The DFT-SAPT/aug-cc-pVDZ interaction energies (in kcal mol�1).
For the exact definition of particular terms cf. subsection calculations

Complex/term Etot EPol
1 EEx

1

Eind
2 +

E ex-ind
2 EDisp

2 dHF EInd
2

DTCA acid� � �I2 �5.98 �42.06 59.00 �67.07 �11.11 55.25 �11.82
DTCA� � �Br2 �5.42 �25.82 36.97 �22.09 �8.54 14.05 �8.03
DTCA� � �Cl2 �1.36 �17.68 33.34 �4.37 �6.79 �5.86 �10.23
DTCA� � �N2 9.57 �7.28 23.01 �0.33 �4.39 �1.45 �1.78
DTCA� � �IF �20.81 �40.19 49.97 �66.41 �10.05 45.86 �20.55
DTCA� � �ICH3 10.43 �42.01 63.60 �66.01 �11.25 66.10 0.09

DABCO� � �I2 �24.19 �65.36 83.02 �93.51 �14.91 66.57 �26.94
DABCO� � �Br2 �14.68 �40.81 52.52 �31.82 �11.29 16.73 �15.09
DABCO� � �Cl2 �5.68 �28.10 46.47 �7.20 �8.95 �7.91 �15.11
DABCO� � �N2 13.92 �9.65 31.82 �0.71 �5.71 �1.82 �2.54
DABCO� � �IF �31.98 �63.24 71.35 �90.82 �13.55 64.28 �26.54
DABCO� � �ICH3 �3.01 �64.32 89.58 �92.07 �15.17 78.97 �13.10
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characteristics of the acceptor, the Vs,max value as well as the
LUMO energy of the acceptor correlate best with the total
interaction energies.

Conclusions

(i) The CCSD(T)/CBS stabilisation energies of the DTCA� � �I2 and
DABCO� � �I2 charge-transfer complexes are very large, exceeding
8 and 15 kcal mol�1, respectively. The B97-D3/def2-QZVP stabilisa-
tion energies of these complexes are strongly overestimated while
the M062X/def2-QZVP energies agree with the benchmark values
very well. DFT-SAPT stabilisation energies are smaller than the
benchmark values, which arise from the use of the aug-cc-pVDZ
basis set which underestimates the dispersion interaction.

(ii) The stabilisation energies of both complexes decrease
when passing from iodine to chlorine and dramatically increase
when iodine is replaced by IF. When replacing halogen electron
acceptors with ICH3 or nitrogen, the stabilisation energy strongly
decreases and becomes repulsive. All of these findings support
the charge-transfer character of the mentioned complexes.

(iii) The total stabilisation energies correlate well with the
induction energy including the charge-transfer energy as well as with
the Vs,max value and the LUMO energy, and the induction energy is
the most important attractive term. It should be mentioned again
that in all our previous studies35–59 on non-covalent complexes
including X-bonded complexes, the induction energy was
systematically the smallest attractive term.

(iv) The halogen bond in the mentioned complexes is thus
stabilised mainly by induction (charge-transfer) energy and to a
lesser extent by electrostatic energy.
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ABSTRACT: The crystals of benzene and hexahalogenben-
zenes have been studied by means of the density functional
theory augmented by an empirical dispersion correction term
as well as by the symmetry-adapted perturbation theory. In
order to elucidate the nature of noncovalent binding, pairwise
interactions have been investigated. It has been demonstrated
that the structures of dimers with the highest stabilization
energy differ notably along the crystals. It has been shown that
the differences in the experimental sublimation energies might
be attributed to the dispersion interaction. To our surprise, the
dihalogen bonding observed in the hexachloro- and hexabromobenzenes plays a rather minor role in structure stabilization
because it is energetically comparable with the other binding motifs. However, the dihalogen bond is by far the most frequent
binding motif in hexachloro- and hexabromobenzenes.

1. INTRODUCTION

The benzene dimer is one of the most studied aromatic
molecular clusters, which arises among other things from the
importance of the stacking π···π interaction.1−5 Two dimer
structures are supposed to coexist at the respective potential
energy surface, the T-shaped, or nearly T-shaped, structure and
the parallel-displaced (PD) structure. The parallel C2h structure,
which was expected to be the global minimum (because of the
maximal overlap), is actually penalized by the quadrupole−
quadrupole (Q−Q) electrostatic interaction, which is repulsive
here.6 The Q−Q interaction becomes less repulsive or
attractive in the case of PD and T-shaped structures,
respectively. Evidently, the electrostatic energy plays an
important role in the interaction of benzene molecules not
only in the benzene dimer but also in crystalline and plastic-
crystalline phases.7,8

It is thus not surprising that there have been attempts to
interpret the sublimation energy of the benzene crystal only in
terms of electrostatic quadrupole energy,9 although there are
certainly higher electric multipoles presented. The resulting
sublimation energy of 10.7 kcal/mol agreed exactly with the
respective experimental value.9

When passing to hexahalogenbenzenes, the quadrupole
moment remains the first nonzero multipole moment, and it
is hence possible to expect that the sublimation energies of
hexahalogenbenzenes will be determined dominantly also by
the electrostatic Q−Q interaction.

Table 1 shows the z-components of quadrupole moments Q,
polarizabilities α, and sublimation energies Esub of benzene and

hexahalogenbenzenes. In the case of benzene, the x- and y-
components are positive, while in the cases of hexafluoro-
(C6F6) and hexachlorobenzenes (C6Cl6), these quadrupole
components are negative. Hexabromobenzene has again the
components with the same sign as benzene. The quadrupole
orientations correspond to the electrostatic potential (ESP)
maps in Figure 1. While the benzene ring is negatively charged
in its center, the halogen atoms withdraw the electrons from
the π-system, making the ring either positive (C6F6 and C6Cl6)
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Table 1. z-Component of Quadrupole Moments (Q, au),
Polarizabilities (α, Å3), and Sublimation Energies (Esub,
kcal/mol) of the C6X6 (X = H, F, Cl, Br) Systems

Q α Esub

C6H6 −6.59 56.23 10.7
C6F6 7.89 57.24 11.8
C6Cl6 0.25 120.63 23.8
C6Br6 −4.72 152.93
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or slightly negative (C6Br6). The overall contribution of the
hexadecapole interactions is however negligible, indeed.
A quick inspection of the quadrupole moments and the

respective sublimation energies in Table 1 reveals no
correlation between them. The quadrupole moments of
hexafluorobenzene and benzene have the opposite sign, but
their absolute values are similar (the former is slightly larger).
With respect to this fact, we could expect the sublimation
energy of the C6F6 to be slightly larger than that of the benzene,
which actually holds true (cf. Table 1). When passing from
hexafluorobenzene to hexachlorobenzene, the situation is
dramatically changed, and the quadrupole moment of the
latter molecule is more than an order of magnitude smaller.
The sublimation energy of C6Cl6, however, has increased.
Evidently, the assumption that the sublimation energy of
hexahalogenbenzenes is determined by the electrostatic
quadrupole energy is not fulfilled, and other energy terms
may also have their contribution. In Table 1, we can find a close
correlation between the polarizabilities and the sublimation
energies, which tells us that the dispersion energy plays an
important role in the interaction between hexahalogenbenzenes
because there is a direct connection between the molecular
polarizability and dispersion forces.
In the case of benzene dimer (or the crystal), both the

electrostatic and dispersion energies are dominant attractive
energy terms, while the induction term (quadrupole-induced
dipole) is much smaller. These two terms are thus responsible
for the structure determination, and the relevant dimer
structures should be localized in the crystal structure. The
situation is exactly the same in the case of hexafluorobenzene.
With hexachloro- and hexabromobenzenes, this is no longer
valid because a new interaction motif appears here.
Specifically, the dihalogen bond is formed between two

molecules of hexachlorobenzenes or hexabromobenzenes,
namely, between a halogen, X1 (Cl, Br, I), which is covalently
bound to a less electronegative atom (e.g., carbon), and another
halogen, X2 (C−X1···X2).

10,11 This counterintuitive interaction
is explained by the fact that a halogen atom is not isotropically
negatively charged but it has a region with a positive
electrostatic potential located on its top. This region is usually
called a σ-hole;12 it is depicted in Figure 1 as the blue disk on
the halogens in C6Cl6 and C6Br6. Generally, in a R1−X1···X2−
R2 complex when the R1X1X2 and X1X2R2 angles are both close

to 180°, the interaction of two positive σ-holes is repulsive,
resulting from the Coulomb law. However, when one of the
respective angles is about 90° while the other remains at 180°,
the positive σ-hole interacts with the negatively charged ring of
the atom, and the resulting interaction energy is attractive. The
strength of the dihalogen bond is expected to increase with the
atomic number of the halogens; in other words, the C−Cl···Cl
dihalogen bond is weaker than the C−Br···Br or C−I···I bonds.
The σ-hole also exists at fluorine covalently bound to carbon,
but this is typical only for small inorganic compounds such as
NCF and not for aromatic species.13,14 Consequently, the C−
F···F dihalogen bonds between two C6F6 are mostly impossible
to form. It has to be added that in the case of the dihalogen
bond, the dominant energy term is dispersion energy followed
by electrostatic energy.15 The important contribution of
dispersion energy can be easily explained by the short distance
between two heavy halogens possessing high polarizabilities.
The array of the σ-holes is also manifested by higher electric

multipoles. While there are no differences in the electric
octapole moments, which is almost zero, there is a decrease of
nonzero hexadecapole components when passing from C6H6 to
C6Br6 (i.e., it is the most negative for C6Br6).
The aim of the present study is to examine the nature of

noncovalent binding within the crystals of C6X6 benzenes (X =
H, F, Cl, Br). Specifically, we focused on identification of the
binding motifs in various dimer structures appearing in these
crystals. An attempt is made to correlate the experimental
sublimation energy with the total interaction energies calculated
for the crystal structures.

2. METHODS

2.1. Structure Preparation. The X-ray structures of the
hexahalogenbenzene crystals were obtained from the Cam-
bridge Structural Database.16,17 The X-ray structure of the
benzene crystal18 was obtained from the Crystallography Open
Database (21000348.cif).19 Subsequently, it was processed
using the JMol program.20

Within each crystal, the pairwise interactions were identified
in the following manner: a reference molecule was chosen
arbitrarily, and 20 pairs were created. Each pair contains the
reference molecule and one of the 20 nearest neighbors (cf.
Figure S1 in the Supporting Information).

Figure 1. The electrostatic potential mapped on the 0.001 e/bohr3 electron isodensity surface of C6X6 (X = H, F, Cl, Br). The maps were
determined at the B3LYP/TZVPP level for the central reference molecule of the crystal model and for B3LYP/6-311+G*-optimized monomers. The
color scale is in au.
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2.2. Computations. The interaction energies for various
dimers and for a large cluster, consisting of 21 molecules, were
evaluated at the DFT (B3LYP-D3) level using the TZVPP basis
set and the empirical pairwise dispersion contribution.21 No
deformation energy nor counterpoise correction was included.
The interaction energy (ΔE) for a pair was determined as the
difference between the energy of the dimer and the energies of
both monomers (eq 1)

Δ = − −E E E E(AB) (A) (B)AB (1)

The energy of the central reference molecule E(1) and the
energy of the cluster containing all but the central molecule
E(20) were subtracted from the energy of the entire cluster
E(21), providing the total interaction energy ΔEtot (eq 2)

Δ = − −E E E E(21) (1) (20)tot (2)

Finally, the average interaction energy (ΔEaver) was evaluated
according to eq 3

Δ = − ·
E

E E[ (21) 21 (1)]
21aver (3)

where E(21) stands for the energy of the entire cluster and
E(1) is the energy of the central reference molecule. The
energy decomposition for all of the dimers was found by the
DFT-SAPT method using the aug-cc-pVDZ basis set.22,23 The
SAPT interaction energy (EINT) was constructed as a sum of
electrostatic (ES), induction (IND), dispersion (DISP), and
exchange−repulsion (EXCH) terms. The exchange−induction
and exchange−dispersion terms were added to the induction
and dispersion energies, and finally, the δ(HF) term was added
to the induction energy. More details about the DFT-SAPT
method can be found elsewhere.24

It is a known fact that using the DFT-SAPT decomposition
with an aug-cc-pVDZ basis set provides an unconverged
dispersion (DISP) contribution, while the other contributions
are converged, indeed, when compared with the complete basis
set limit values.24 Hence, the dispersion contribution was scaled
by a factor that was calculated as follows. For the most stable
dimers, we performed calculations with the aug-cc-pVTZ and
aug-cc-pVDZ basis sets, and the scaling coefficients were
obtained as the ratio between the dispersion term with the aug-
cc-pVTZ and aug-cc-pVDZ basis sets. The coefficients are 1.42,
1.09, 1.09, and 1.12 for benzene, C6F6, C6Cl6, and C6Br6. For
more details, see Table S1 in the Supporting Information.
The calculations were carried out with Gaussian,25 Molpro,26

and Grimme’s DFT-D321 program packages.

3. RESULTS AND DISCUSSION
3.1. Interaction Energies. The total DFT-D3 interaction

energies of the central reference molecule with the 20
neighboring molecules (cf. Figure S1, Supporting Information)
evaluated for 4 molecular crystals are presented in Table 2.
Besides the total interaction energies, likewise, their DFT and
dispersion components are shown. Table 2 also shows the
average interaction energies, and also here, their DFT and
dispersion components are presented.
The total interaction energies of benzene and C6F6 are

almost equal, and also, the DFT and dispersion components are
roughly comparable. These results are not surprising regarding
the molecular properties (cf. Table 1). However, the relatively
large difference between the average interaction energies of
C6H6 and C6F6 is surprising. This discrepancy may arise from

the differences in the symmetry of particular crystal structures.
This issue will be addressed in more details below.
When passing from C6F6 to C6Cl6 and C6Br6, a significant

increase of the total stabilization energy and roughly the same
increase of the average stabilization energy were found. In both
cases, the dispersion contribution is much larger than that in
the previous two crystals, and it is responsible for the total
stabilization energy increase. Let us add that for all four crystals,
the DFT energy component is repulsive. The decomposition of
the total interaction energy presented in Table 2 does not say
anything about the nature of the stabilization of the particular
pairs.
Table 3 shows the interaction energies for various pairs of

benzene and hexahalogenbenzenes. The interaction energy is
systematically determined using DFT-D3 and DFT-SAPT
approaches, and various pairs are ordered along decreasing
stabilization energy; only the pairs with the stabilization energy
higher than 1.0 kcal/mol are presented. All pair interaction
energies are provided in the Supporting Information in Table
S2. DFT-D3 stabilization energies are in all cases larger than
the DFT-SAPT ones. This overestimation is the largest for
hexafluorobenzene and benzene (39 and 31%), while that for
hexachloro- and hexabromobenzenes is considerably smaller (5
and 9%). Evidently, the DFT-SAPT stabilization energies
evaluated with the aug-cc-pVTZ basis set are more reliable and
will be considered in the following text when analyzing the pair
interactions.
First, a quick inspection of the DFT-SAPT energies from

Table 3 reveals a feature valid for almost all listed pair
interactions. Not surprisingly, all dimers are mainly stabilized
by dispersion and electrostatic interactions. Second, by
comparing the pair interaction energies of C6H6 and C6F6
with those of C6Cl6 and C6Br6, we found an important
difference. The stabilization energies for the most and least
attractive pairs differ for the former two systems only
marginally (by less than 1.2 kcal/mol), while this difference is
much more pronounced for the latter two systems (8.1 and 9.4
kcal/mol, respectively). This difference can be documented also
with the corresponding relative numbers. The relative increase
of interaction from the weakest to the strongest dimer is 83%
100, 506, and 448% for C6H6, C6F6, C6Cl6, and C6Br6,
respectively.

3.2. Relative Importance of Energy Terms. We
calculated the ratios of the dispersion and interaction energies
(DISP/EINT) as well as of the electrostatic and interaction
energies (ES/EINT). They provide a picture on the balance
between the two most important attractive forces. The ES/EINT
ratios averaged over the pairs with stabilization higher than 1
kcal/mol are 0.51, 0.54, 0.68, and 0.89 for C6H6, C6F6, C6Cl6,
and C6Br6, respectively. Clearly, the relative importance of the

Table 2. Interaction Energies (in kcal/mol) of the Central
Molecule with the 20 Neighboring Molecules (the total
columns) and the Average Interaction Energies (the average
columns) for the Clustersa

total average

ΔEDFT+Disp ΔEDFT ΔEDisp ΔEDFT+Disp ΔEDFT ΔEDisp
C6H6 −27.6 4.6 −32.2 −6.0 1.0 −7.0
C6F6 −27.9 1.0 −28.8 −10.5 −2.5 −8.0
C6Cl6 −45.6 19.3 −64.9 −13.5 5.5 −19.0
C6Br6 −61.6 24.3 −85.9 −17.6 7.3 −24.9

aThe DFT and dispersion components are provided.
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electrostatic contribution increases with the atomic number of
the halogen. However, the value of neither the quadrupole (cf.
Table 1) nor the quadrupole−quadrupole electrostatic
interaction can interpret these ratios. An important increase
of this ratio when passing from C6H6 and C6F6 to C6Cl6 and
C6Br6 could be connected with the fact that a new binding
motif is created in the latter group of crystals. Selected dimers
of C6Cl6 and C6Br6 are stabilized by dihalogen bonds that do
not exist in the former two crystals. The value of the ES/EINT
ratio for the dihalogen-bonded dimers of the C6Cl6 and C6Br6
molecules is even more pronounced. The values of 0.70 and
0.94 support our previous statement. Hence, the mere
formation of dihalogen bonds in selected dimers of C6Cl6
and C6Br6 can explain the increase of the ES/EINT ratios for the
C6Cl6 and C6Br6 dimers. The different electrostatic potentials
of C6Cl6 and C6Br6 with respect to the other two molecules,
which is the reason for the formation of dihalogen-bond
structures, may potentially be responsible for the increased
value of the ES/EINT ratio. A more detailed view of the
electrostatic potentials of all four molecules will be presented
below. In Table 3, other relatively interesting features can be
observed. The PD structure is either the most stable or one of
the most stable dimer structures. When investigating the ES
DFT-SAPT energies for this structure, we found its dramatic
increase for hexachloro- and hexabromobenzenes, which
contradicts the decrease of the quadrupole moment when
passing from C6H6 and C6F6 to C6Cl6 and C6Br6. Visualizing
the PD structures of all crystals (Figure 2), we found that
monomers in C6Cl6 and C6Br6 PD dimers are much closer to
each other than those in the C6F6 dimer; the distance between
the centers of mass of the C6F6, C6Cl6, and C6Br6 crystals
amounts to 5.76, 3.76, and 3.95 Å, respectively. A closer contact
in the C6Cl6 and C6Br6 PD structures (which contradicts the

larger vdW radii of Cl and Br than that of F) is clearly due to a
very large dispersion energy (cf. Table 3), which pushes
monomers together. The penetration energy, defined as a
difference between the SAPT electrostatic energy and multi-
pole−multipole electrostatic energy, is negligible at the
distances larger than equilibrium and becomes important
(attractive) at shorter distances. Large SAPT electrostatic
energies for the C6Cl6 and C6Br6 dimers are thus due to
attractive penetration energies and have no connection with the
quadrupole−quadrupole electrostatic energy.
The DISP/EINT ratios averaged over the pairs with

stabilization higher than 1 kcal/mol are 1.56, 1.69, 2.00, and
1.99 for C6H6, C6F6, C6Cl6, and C6Br6, respectively.
Unsurprisingly, the relative importance of the dispersion
contribution is the lowest for C6H6 and the highest for C6Cl6
and C6Br6.

3.3. Structural Analysis. The binding motifs between the
central and neighboring molecules in our cluster models as well
as the geometrical parameters of the individual dimers are
discussed in the following subsection.

Table 3. DFT-D3 and DFT-SAPT Pair Interaction Energies (ΔE and EINT) for the Energetically Most Favorable Pairsa

DFT-D3 DFT-SAPT

molecule bind. motif deg. −ΔE −ES −IND −DISP −EINT
C6H6 T-shape 3 2.8 (3.3) 1.2 0.1 3.3 2.2

distorted T-shape 3 2.0 (2.4) 1.0 0.0 2.4 1.5
L-shape 3 1.6 (2.0) 0.4 0.0 1.9 1.2

C6F6 PD 1 3.3 (2.9) 1.4 0.1 3.7 2.4
distant PD 0 3.3 (2.7) 1.7 0.1 3.7 2.4
distorted T-shape 0 3.0 (2.8) 1.0 0.1 3.6 2.3
distorted T-shape 0 2.7 (2.9) 1.0 0.1 3.7 1.9
distorted T-shape 0 2.5 (2.4) 1.1 0.1 3.2 1.8
distorted T-shape 0 2.4 (2.2) 1.1 0.1 2.9 1.7
distorted T-shape 1 2.0 (1.7) 0.5 0.0 2.0 1.6
distorted T-shape 1 1.9 (2.1) 0.7 0.0 2.8 1.2

C6Cl6 PD 1 11.5 (16.6) 6.0 0.4 19.6 9.7
dihalogen bonded 1 2.0 (2.6) 1.2 0.1 3.8 2.1
distorted T-shape 3 1.9 (2.4) 1.2 0.1 3.4 1.9
distant PD 1 1.9 (2.9) 1.1 0.0 3.7 1.7
distorted T-shape 3 1.6 (2.3) 1.3 0.1 3.4 1.6

C6Br6 PD 1 14.1 (20.9) 8.3 0.5 22.8 11.5
dihalogen bonded 1 3.0 (3.8) 2.3 0.3 5.3 2.9
distorted T-shape 3 2.7 (3.4) 2.3 0.3 4.8 2.7
distorted T-shape 3 2.1 (3.1) 2.4 0.3 4.8 2.2
distant PD 1 2.6 (4.1) 1.8 0.1 4.6 2.1

aThe numbers in parentheses refer to the absolute value of the dispersion component of the DFT-D3 energy, and besides the total DFT-SAPT
interaction energy (EINT), also its components electrostatic (ES), induction (IND), and dispersion (DISP) are presented; all energies are listed in
kcal/mol. The table shows only pairs with the DFT-SAPT stabilization energy larger than 1.0 kcal/mol; deg stands for the degeneracy level of the
particular structure (deg. = n means that n + 1 identical structures exist).

Figure 2. The most stable pair structures for benzene, hexafluor-
obenzene, hexachlorobenzene, and hexabrombenzene; silver = C,
white = H, pink = F, orange = Cl, and green =Br; (A) side view; (B)
perspective view.
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The differences in the binding motifs themselves, along with
the different energetic degeneracy for all four molecular
crystals, reveal that the relative arrangement of the molecules
in the cluster models is different (cf. Table 3).
The highest degree of the energetic as well as binding motif

degeneracy is exhibited by the benzene crystal. The 12 closest
molecules that surround the central molecule are grouped into
three structural motifs, each including four dimers (cf. the first
part of Table 3 and Figure S1, Supporting Information). Several
structural motifs can be recognized, T-shape, distorted T-shape,
and L-shape (Figure 3).

The crystal of C6F6 possesses the lowest degree of structural
motif and energetic degeneracy. The 11 neighboring molecules
are divided into 8 groups (cf. the second part of Table 3 and
Figure S1, Supporting Information). The three most stable
dimers correspond to the PD structures. The structures of the
remaining eight dimers can be classified as T-shape or distorted
T-shape structures. The least stable dimer (with stabilization <
1 kcal/mol) with the planar molecular structure is rare in the
cluster model.
The crystals of C6Cl6 and C6Br6 are almost identical, hence

possessing similar energetic and structural characteristics. The
14 neighboring molecules are divided into 5 groups. The most
stable are two PD structures followed by two planar structures
with two dihalogen bonds. As already mentioned above, dimers
with dihalogen bonds are considerably less stable than the PD
structures. Another two dimers represent a distant PD
structure. The eight least stable dimers were included in the
category of distorted halogen-bonded structures. However, they
represent two distinct stabilization levels (cf. the third and
fourth parts of Table 3 and Figures 4 and S1, Supporting
Information).
One could expect that the similarity or the dissimilarity in the

mutual arrangement of the neighboring molecules in the
molecular crystals can be predicted for different chemical
species based on the values of molecular properties, such as
permanent multipole moments, polarizabilities, and so forth.
However, the crystal structure analysis showed that such an
assumption would lead to wrong interpretations. The structural
differences between the crystals of C6H6 and C6F6 are
remarkable, while the opposite is true when the crystals of
C6Cl6 and C6Br6 are compared. Nevertheless, in the first
example, the values of molecular properties are very similar,
whereas in the second, there are significant differences (cf.
Table 1). This leads us to the statement that more sophisticated
approaches are necessary for the interpretation of the structural
motif among noncovalently bound clusters.

In the next paragraphs, the geometrical parameters of
individual dimers will be discussed. The most attractive pair
of C6H6 is represented by the T-shape structure, while the
distorted T-shape and L-shaped structures are considerably less
stable (by 29 and 43%, respectively). The situation with the
remaining three hexahalogenbenzenes is different, and here, the
most attractive pairs correspond to the PD structures. However,
while the stabilization of the PD structure of C6F6 is
comparable to that of the remaining structures, in the case of
the other halogenbenzenes, the difference is significant. A
comparison of the PD structures of hexahalogenbenzenes
brings quantitative differences. For C6F6, the distance between
the centers of mass is 5.8 Å (Figure 2). On the other hand, in
the case of chloro- and bromoderivates, the equivalent distance
ranges between 3.8 and 4.0 Å, respectively. Hence, in the case
of C6F6, the electrostatic and dispersion terms are much
smaller. While for C6Cl6 and C6Br6 the PD structure is
significantly more stable than the other structures, the situation
for C6F6 is different, and here, the stability of PD and other
structures (see below) differs only marginally. A further
comparison of the most attractive PD structure for the three
studied halogenbenzenes leads to the electrostatic term being
larger for C6Cl6 and C6Br6 (than that for C6F6) by 4.6 and 6.9
kcal/mol, respectively. This difference is, however, significantly
larger (by 14.6 and 17 kcal/mol) for the dispersion
contribution. Consequently, it is mostly the dispersion energy
for the PD structures that makes the total stabilization energy
of C6Cl6 and C6Br6 much larger than that of C6F6 (cf. the
polarizabilities of hexahalogenbenzenes presented in Table 1).
Investigating other less stable pairs, we again found more

pronounced differences between C6H6, C6F6, C6Cl6, and C6Br6.
The three most stable structures of the second crystal possess a
PD structure, while all of the others have a T-shaped structure.
The crystals of hexachloro- and hexabromobenzenes differ

from the crystals of benzene and hexafluorobenzene by the
presence of structures possessing dihalogen bonds (cf. Figure
3). There are two structures with two (“cyclic”) dihalogen
bonds for each crystal with stabilization energies of 2.1 and 2.9
kcal/mol for C6Cl6 and C6Br6, respectively. The C1X1X2 angle

Figure 3. Structural motifs of benzene pairs found in the crystal. (A)
L-shape, (B) T-shape, and (C) distorted T-shape.

Figure 4. (A) Structures of the planar dihalogen-bonded dimer of
hexachloro- and hexabromobenzene, with two (“cyclic”) dihalogen
bonds: φ = 171°, θ = 123°, r = 3.7 Å and φ = 173°, θ = 123°, r = 3.8 Å
for C6Cl6 and C6Br6, respectively; the top view. (B) Structures of the
distorted dihalogen-bonded dimer of hexachloro- and hexabromoben-
zene, with one dihalogen bond: φ = 175°, θ = 117°, ω = 35°, r = 3.4 Å
and φ = 174°, θ = 115°, ω = 35°, r = 3.5 Å for C6Cl6 and C6Br6,
respectively; the perspective view. Silver = C, orange = Cl, and green =
Br.
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(φ) in these structures is, as it should be, almost linear (171
and 173° for C6Cl6 and C6Br6, respectively), and the X1···X2
distance is 3.7 and 3.8 Å. The X1X2C2 angle (θ) is 123° for
C6Cl6 and C6Br6 (cf. Figure 4). Other dimer structures, named
distorted dihalogen bonds, are not planar. One molecule is
distorted from the imaginary plane (cf. Figure 4B); hence, the
structure contains only one dihalogen bond. The arrangement
of the CX1X2 atoms is almost identical as in the case of
structures with two (cyclic) dihalogen bonds. Originally, we
expected that due to this rather short distance between heavy
halogens, the stabilization energy of the structures with
dihalogen bonds will be significantly higher. From the Table
3, it is, however, evident that these stabilization energies are
only slightly larger than the stabilization energies of other
structures.
Investigating different structures of hexafluorobenzene,

whose stabilization energy exceeds 1 kcal/mol, we found
neither planar nor distorted structures with a difluoro
noncovalent bond. This is caused by the fact that fluorine
covalently bound to an aromatic ring usually does not exhibit a
σ-hole, which is a prerequisite for the existence of halogen
bonding (cf. Figure 1). This significant difference between the
electrostatic potential of C6F6 and C6Cl6 (together with C6Br6)
crystals can be seen as the reason for the significant differences
in the crystal structures (cf. Figure 1). The region of the
positive electrostatic potential (σ-hole), present at the top of
each chlorine and bromine atom in a hexahalogenbenzene
molecule (cf. Figure 1), is the moiety via which the
intermolecular interaction is realized (cf. Figure 4).
Nevertheless, the stabilization energies of various hexafluor-

obenzene structures mostly having the T-shaped structure
without a direct X···X interaction are comparable to the
stabilization energies of the structures possessing dihalogen
bonds.
It must be emphasized that no σ-hole···π interactions were

found in the crystals. The positive σ-hole could be attracted by
the negative π-electrons of the aromatic rings, but this is not the
case of the C6X6 crystals, which are composed of one type of
monomer only. According to Figure 1, due to its positive
charge, the π-system of C6Cl6 and C6Br6 is a poor σ-hole-
acceptor. For mixed crystals, however, the σ-hole···π
interactions could play a role.
3.4. Discussion. Similar total interaction energies (1 + 20)

of benzene and hexafluorobenzene agree with similar
sublimation energies of these two crystals, and the much larger
total interaction energy of hexachlorobenzene again agrees with
its much larger sublimation energy. The relatively large
difference in the average interaction energy of C6H6 and C6F6
(of as much as 75%) can be interpreted as a consequence of a
different spatial orientation of the pairs within the clusters
considered. Comparing the entire cluster model of the C6H6
and C6F6 (cf. Figure S1, Supporting Information) crystals, it is
evident that the former one is spherically less symmetric than
the latter one, which means that the molecules around the
central one are ordered less compactly. Hence, the average
stabilization energy of the C6H6 molecule is substantially
smaller.
The significant differences between the binding motif of the

most stable dimer of C6H6 and C6F6 crystals (T-shape and PD
structure) can be seen as a consequence of a subtle difference in
the electrostatic potential. In the case of the C6H6 molecule,
where the hydrogen atom regions are represented by a
continuously increased positive potential (cf. Figure 1), the

T-shape conformer is energetically more preferred. On the
other hand, the electrostatic potential of C6F6 in the regions of
fluorine atoms does not show the same properties. Even though
the fluorine atoms are surrounded by a negative region of the
potential, an increase of the potential on top of each fluorine
can be observed. This is a consequence of a mutual electron
repulsion; hence, the T-shape structure is not as preferred as
the PD structure.

4. CONCLUSIONS

Both the total and the average interaction energies increase
when passing from benzene through hexafluorobenzene over
hexachlorobenzene, and this increase is proportional to the
increase of sublimation energy.
The most favorable pair structure with benzene corresponds

to the T-shaped structure, while that for hexahalogenbenzenes
corresponds systematically to the PD structure. Because of the
much higher polarizability of the hexachloro- and hexabromo-
benzene, the dispersion energy in this structure is also much
higher than that in the hexafluorobenzene. The significant
increase in the total interaction energy as well as that in the
experimental sublimation energy when passing from hexafluor-
obenzene to hexachloro- and hexabromobenzene is thus mainly
caused by the increase in dispersion energy. Indeed, the DFT-
SAPT decomposition shows that the dominant part of the
interaction energy originates in the dispersion energy. Never-
theless, the relative importance of the electrostatic contribution
increases when passing to heavier halogens; in the case of
hexabromobenzene, it is at the expense of the dispersion term.
The new structural type, found in the crystals of hexachloro-

and hexabromobenzenes, is stabilized by dihalogen bonds.
However, the stabilization energies of these structures do not
differ much from the stabilization energies of other, mainly T-
shaped structures of hexahalogenbenzene. The existence of the
structures with dihalogen bonds thus cannot be responsible for
the higher total interaction and sublimation energies of
hexachloro- and hexabromobenzene. However, the presence
of dihalogen bonds in hexachloro- and hexabromobenzenes has
a crucial role for the determination of geometries of their
crystals.
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Center for Biomolecules and Complex Systems and Institute of Organic Chemistry and Biochemistry, 16610,
Prague 6, Institute of Inorganic Chemistry, 250 68, Rez near Prague, Academy of Sciences of the Czech
Republic, and Department of Physical Chemistry, Palacky UniVersity, 771 46, Olomouc, Czech Republic

ReceiVed: May 14, 2010; ReVised Manuscript ReceiVed: August 23, 2010

The noncovalent interactions of heteroboranes with aromatic systems have only recently been acknowledged
as a source of stabilization in supramolecular complexes. The physical basis of these interactions has been
studied in several model complexes using advanced computational methods. The highly accurate CCSD(T)/
complete basis set (CBS) value of the interaction energy for the model diborane · · ·benzene complex in a
stacking geometry exhibiting a B2H · · ·π hydrogen bond was calculated to be -4.0 kcal ·mol-1. The DFT-
SAPT/CBS approach, which is shown to reproduce the CCSD(T)/CBS data reliably asserted that the major
stabilizing component was dispersion, followed by electrostatics. Furthermore, the effect of the benzene
heteroatom- and exosubstitutions was studied and found to be small. Next, when aromatic molecules were
changed to cyclic aliphatic ones, van der Waals complexes stabilized by the dispersion term only were formed.
As the last step, interactions of two larger icosahedral borane cages with benzene were explored. The complex
of the monoanionic CB11H12

- exhibited two minima: the first stacked above the plane of the benzene ring
with a C-H · · ·π hydrogen bond and the second planar, in which the carborane cage bound to benzene via
five B-H · · ·H-C dihydrogen bonds. The DFT-SAPT/CBS calculations revealed that both of these binding
motifs were stabilized by dispersion followed by electrostatic terms, with the planar complex being 1.4
kcal ·mol-1 more stable than the stacked one. The dianionic B12H12

2- interacted with benzene only in the
planar geometry, similarly as smaller anions do. The large stabilization energy of 11.0 kcal ·mol-1 was composed
of dominant attractive dispersion and slightly smaller electrostatic and induction terms. In summary, the borane/
carborane · · · aromatic interaction is varied both in the complex geometries and in the stabilizing energy
components. The detailed insight derived from high-level quantum chemical computations can help us
understand such important processes as host-guest complexation or carborane · · ·biomolecule interactions.

Introduction

Heteroboranes (substituted boron hydrides) can form two
types of noncovalent interactions. The first are the thoroughly
studied dihydrogen bonds (DHB) of the B-H · · ·H-X type,1,2

which underlie their binding to biomolecules3 or stabilize
noncovalent complexes of substituted boranes in crystals.4-8 The
second type of interaction is stacking, that is, boranes and
carboranes are located above aromatic rings while pointing their
positively charged hydrogen to the center of the ring, thus
forming a B-H · · ·π/C-H · · ·π type of interaction. Such a
structural motif has been observed in a few dicarba-borane
nanostructures9,10 and in a recent crystal structure of the
n-B18H22 · · ·benzene complex.11

This “stacking” arrangement was subsequently studied com-
putationally in a model diborane · · ·benzene complex (Figure
1A).12-14 The authors asserted that this B2H · · ·π weak hydrogen
bond was of a dispersive nature and evaluated the stabilization
energy using different optimization protocols at the CCSD(T)
level at 4.3 kcal ·mol-1 (ref 12) or 2.45 kcal ·mol-1 (ref 13).
Furthermore, a study employing a faster DFT approach (the

M05-2X functional with the 6-311++G** basis set) calculated
the stabilization energy of the diborane · · ·benzene complex as
3.43 kcal ·mol-1 (ref 14). This span in the energy values made
us revisit this model system. The CCSD(T) method is known
to provide accurate stabilization energies, but it is necessary to
combine it with an extended basis set or, preferentially, to
extrapolate these calculations to the complete basis set (CBS)
limit.15,16

The CCSD(T) procedure yields accurate total interaction
energies but does not provide insight into the nature of
stabilization. The symmetry-adapted perturbation theory
(SAPT)17 calculations, on the other hand, yield single-energy
components, which are physically clearly defined and thus
provide information on the interplay of the various terms.
Moreover, the use of an extended basis set brings the SAPT
interaction energies into a very close agreement with those from
CCSD(T).

An analysis of the interaction energy components was carried
out in both previous studies to provide insight into the relative
importance of various energy components. Li et al.12 used a
simple decomposition scheme based on a comparison of the
CCSD(T) and Hartree-Fock (HF) energies and minima,
whereas Tian et al.13 employed the HF-based symmetry-adapted
perturbation theory (SAPT).17 Both approaches showed a major
contribution of dispersion energy (86%12 or 170%13 of the total
interaction) and differed in the magnitude of other terms as well
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(for example, the contribution of electrostatics was assessed at
∼0 (ref 12) or 2.68 (ref 13) kcal ·mol-1). This span of the values
available in the literature motivated us to determine a correct
partitioning of the physically well-defined interaction-energy
components using the novel density functional theory/symmetry-
adapted perturbation theory (DFT-SAPT) method.17,18

The first aim of this work is an in-depth exploration of the
diborane · · ·benzene interaction. The second is to investigate the
effect of modifying either of the interacting partners. A similar
task, which was however aimed at investigating the substituted

diborane · · ·borazine complexes, has been carried out recently.14

Here, we modified (i) benzene by heteroatom- and exosubsti-
tutions or replaced it by cyclic aliphatic systems, and (ii)
diborane, which was replaced by larger cage closo-borane and
carba-closo-borane anions.

Cage carboranes have not only been found to form host-guest
complexes stabilized by a C-H · · ·π interaction9,10 but also have
been increasingly used as hydrophobic pharmacophores in
molecular medicine.19 As such, their ability to form noncovalent
interactions with aromatic fragments of amino acids and nucleic
acids has been studied here using benzene and its modifications
as the model. The analysis of possible binding motifs and the
DFT-SAPT interaction energy components broadens our un-
derstanding of the borane · · · aromatic interaction.

Methods and Calculations

Systems Studied. Noncovalent complexes of boranes or
carboranes with aromatic and cyclic aliphatic systems have been
studied. The starting model system was the diborane · · ·benzene
complex (Figure 1A). The benzene moiety was replaced by both
heteroatom- and exosubstituted aromatic compounds as well as
cyclic aliphatic ones. Most of the molecules represent amino-
acid side chains (phenol for tyrosine, imidazole for histidine,
pyrrolidine for proline) or selected nucleic acid bases (cytosine).
Furthermore, we have explored the effect of aromaticity/
planarity by utilizing pairs of aromatic/planar and cyclic aliphatic
systems: benzenescyclohexane, 1,3-cyclopentadienescyclo-
pentane, pyrrolespyrrolidine. The diborane · · · cyclopentane
complex is shown in Figure 1B.

In other complexes with benzene, diborane was replaced by
two icosahedral cages: the monoanionic CB11H12

- carborane
(C5V symmetry) (Figure 1C, D) and the dianionic B12H12

2-

borane (Ih symmetry). Note that the B12H12
2- dianion exhibits

zero dipole moment because of its symmetry element. The

Figure 1. The optimized structures (minima) of the model complexes: (A) C6H6 · · ·B2H6, (B) C5H10 · · ·B2H6 (C) stacked C6H6 · · ·CB11H12
-, and (D)

planar C6H6 · · ·CB11H12
-. B12H12

2- interacts with benzene in a very similar geometry as in 1D (cf. Figure 2B).

Figure 2. The B12H12
2- · · ·benzene interactions. (A) The electrostatic

interactions between the monopole represented by the doubly negative
charge of B12H12

2- and the quadrupole of benzene. (B) The difference
electron density in the B12H12

2- · · ·benzene complex describes the
induction contribution to the interaction. The Figure was created using
MOLEKEL, v. 4.3.53
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dipole moment of the monocarbaborane coincides with the space
diagonal of this deformed icosahedron.

Geometries. The initial structures of the investigated non-
covalent complexes were built in a “stacked” motif20,21 (i.e.,
boraneabovethefaceofthering)similarlyasthediborane · · ·benzene
complex in ref 12. In the monocarbaborane cage complex, the
C-H bond was positioned so as to point toward or away from
the centroid of the benzene ring.

Two important geometrical characteristics of the stacked
structures are the distances between the centroid of the aromatic
ring (X) and the hydrogen atom (H) pointing toward it or the
non-hydrogen atom (Y) bound to it. We thus characterize the
geometries of the complexes with the XH or XY distances (dXH,
dXY).

The models of the anion · · ·benzene interactions were inves-
tigated in a series of monoanions (F-, Cl-, and Br-) and dianion
SO4

2-. All the complexes were built in a “planar” arrangement,
the halide · · ·benzene geometries were taken from ref 22.

Computational Details. Geometry optimizations of the
complexes were carried out at the MP2(FC)/cc-pVTZ level of
theory, since this level has been proven to provide reliable
geometries.23 Frozen core (FC) approximation was systemati-
cally used. Vibrational frequencies were calculated numerically
at the above-mentioned level to confirm that the complexes
represented true minima on the respective potential energy
hypersurfaces.

The stabilization energies of the investigated complexes were
determined at different levels of theory: MP2/aug-cc-pVD(T)Z,
MP2/complete basis set (CBS),16 MP2.5,24 DFT-SAPT/aug-cc-
pVDZ,17,18 DFT-SAPT/CBS, and CCSD(T)/CBS.15 The MP2
interaction energies were calculated with a medium-size aug-
cc-pVDZ basis set, as the overestimation of stabilization energies
caused by MP2 and underestimation owing to this basis set
should approximately compensate for one another and give quite
accurate results.25 The MP2/aug-cc-pVDZ interaction energies
were corrected for BSSE.26

Density functional theory (DFT)/symmetry-adapted perturba-
tion theory (SAPT) (DFT-SAPT)17,18 is a method for calculating
the interaction energy in noncovalent complexes. This method
combines the DFT approach27,28 for intramolecular treatment
with the SAPT approach17 for the description of intermolecular
interactions. The DFT part was treated using the PBE0AC
exchange-correlation functional with density fitting and the aug-
cc-pVDZ basis set.18e This combination of functional and basis
set has been shown to provide a reasonably good description
of electrostatics and induction, with the dispersion component
being underestimated by approximately 10-20%.18b The use
of a larger basis set for covering the dispersion term more
appropriately is computationally too demanding for larger
systems, so we performed this type of calculation with aug-cc-
pVTZ only for the smallest model diborane · · ·benzene complex.
This more precise calculation enabled an extrapolation toward
the CBS limit (DFT-SAPT/CBS) for all the systems to be carried
out.

The total interaction energy in the DFT-SAPT17,18 is given
as the sum of the first- (E1) and second-order (E2) perturbation
energy terms and a δHF energy terms. The former two terms
represent: electrostatic (E1

Pol), induction (E2
Ind) and dispersion (E2

D)
together with the exchange-repulsion terms (E1

Ex, E2
Ex-Ind, E2

Ex-D).
The exchange-induction and exchange-dispersion terms are
merged into the respective induction and dispersion terms. The
δHF term represents higher than second-order terms covered
by the Hartree-Fock approach (eq 1). The contributions of
individual terms toward the interaction energy are calculated

as a percentage of the term in question from the total DFT-
SAPT/CBS stabilization energy.

The greatest improvement of the DFT-SAPT method over
the original SAPT is the acceleration of the calculations by 1
order of magnitude.17,18 The intramolecular treatment is con-
ducted by the use of DFT and therefore suffers from inaccurate
energies of the virtual orbitals. This drawback is corrected before
the actual SAPT treatment by a gradient-controlled shift
procedure, which uses the difference between the exact vertical
ionization potential (IP) and the energy of the highest occupied
molecular orbital (HOMO).18e In this work, the PBE0AC/TZVP
and PBE0/aug-cc-pVDZ calculations were carried out to obtain
the IP respective HOMO values.

The extrapolation to CBS in the DFT-SAPT approach (DFT-
SAPT/CBS) was performed as follows. From the DFT-SAPT/
aug-cc-pVDZ and DFT-SAPT/aug-cc-pVTZ results for the
model diborane · · ·benzene complex, the Helgaker29 two-point
extrapolation of the dispersion energy (E2

D + E2
Ex-D terms) was

made. Subsequently, this extrapolated dispersion energy (E2
D/CBS)

was combined with all the other terms from the DFT-SAPT/
aug-cc-pVDZ calculation.

The benchmark calculations were conducted at the CCSD(T)/
CBS level using the extrapolation scheme developed in our
laboratory15 (eq 2).

This scheme takes into account the fact that the interaction
energies calculated by the MP2 as well as CCSD(T) methods
exhibit the same basis-set dependence.15 The MP2/CBS value
was determined via the extrapolation by Kim et al.16 This
extrapolation scheme is based on the idea that both the basis
set superposition error (BSSE)-corrected and -uncorrected
interaction energies have the same value for an infinite basis
set. The extrapolation in this work was done using energies
obtained from MP2/aug-cc-pVDZ and MP2/aug-cc-pVTZ
calculations.

The NBO analyses30 were carried out at the MP2/cc-pVTZ
level of theory. The 1H NMR chemical shifts were calculated
at the optimized geometry employing the gauge-including
atomic orbitals (GIAO)31 method at the B3LYP level of theory
with a Huzinaga’s TZP basis set.32,33 Such an approach has
proven useful in the structural chemistry of boranes and
carboranes as reviewed in ref 34 and references therein. Electron
densities were calculated at the B3LYP/6-31G* level. All of
the calculations were carried out using the Turbomole v. 5.8,35

Gaussian03,36 and Molpro0637 packages.

Results

1. Diborane · · ·Benzene Complex. Recent quantum-chemi-
cal calculations of the diborane · · ·benzene complex12,13 have
revealed a novel type of a weak hydrogen-bond interaction
(denoted here as B2H · · ·π). It is formed between the π-electron
density of benzene and the bridging hydrogen (H1) of diborane
(Figure 1A). The H1 atom bears a slightly positive charge, unlike
the terminal hydrogen atoms H3-H6, which are slightly
negatively charged.3 The two subsystems were found in a

Eint ) E1
Pol + E1

Ex + E2
Ind + E2

Ex-Ind + E2
D + E2

Ex-D + δHF
(1)

∆ECBS
CCSD(T) ) ∆ECBS

MP2 + (∆ECCSD(T) - ∆EMP2)|6-31+G*

(2)

11306 J. Phys. Chem. A, Vol. 114, No. 42, 2010 Sedlák et al.



“stacking” arrangement (Figure 1A) with a characteristic
H1 · · ·X distance (where X is the centroid of the benzene ring),
which varied depending on the method used: 2.53 Å for
CCSD(T)//DFT;12 2.41 or 2.59 Å for BSSE-uncorrected or
-corrected MP2, respectively;13 or 2.33 Å for BSSE-uncorrected
MP2/cc-pVTZ (this work). The interaction energy has been
evaluated at -4.3 kcal ·mol-1 using the CCSD(T)//DFT12

approach, -3.27 and -2.45 kcal ·mol-1 using MP2 and
CCSD(T) methods, respectively,13 or -3.43 kcal ·mol-1 using
DFT (M05-2X/6-311++G**).14 This span in stabilization
energies led us to an effort to determine the most accurate
benchmark interaction energies15 for this model.

The two previous studies have also asserted the major role
of dispersion in stabilizing the diborane · · ·benzene complex.12,13

Using the difference between the Hartree-Fock (HF) and
CCSD(T) values, Li et al. estimated the dispersion contribu-
tion (which is actually the correlation interaction energy) at
5.64 kcal ·mol-1 (ref 12). By using a more robust method of
the HF-based symmetry adapted perturbation theory
(SAPT),17 Tian et al. estimated the dispersion stabilization
at 4.12 kcal ·mol-1 (ref 13). The dispersion energy contribu-
tion calculated in this manner corresponds to the uncoupled
dispersion energy, which is, however, overestimated.17 In this
study, we have used the novel DFT-SAPT approach17,18 to
determine the physically well-defined components of the
interaction energy in the diborane · · · benzene complex.

1.1. Benchmark Value of Interaction Energy. A comparison
of the values in the literature and those presented here of the
interaction energy between diborane and benzene using various
computational methods is shown in Table 1. The most accurate
benchmark CCSD(T)/CBS value is -4.0 kcal ·mol-1. The DFT-
SAPT approach underestimates the interaction by 1.2 kcal ·mol-1

using the medium-sized aug-cc-pVDZ basis set. Using the
extrapolation scheme to pass from the aug-cc-pVDZ basis set
to the CBS limit, the dispersion term increases by 12%. This
increment is added to the E2

D term (designated as E2
D/CBS) for all

the other complexes.
The DFT-SAPT/CBS approach yields a stabilization of 3.6

kcal ·mol-1, which is in close agreement with the benchmark
value. This result shows (in accord with our earlier findings;
see e.g., ref.38) that the crucial role is played by the dispersion
term (see also below).

Table 1 also lists the results when using the MP2, MP2.5,
and CCSD(T) methods. As anticipated, the CBS extrapolation
at the MP2 level overestimates the stabilization by 0.9
kcal ·mol-1. When passing to the recently introduced MP2.5
method,24 the overestimation of MP2 is reduced and the
agreement improves to a 0.3 kcal ·mol-1 difference from the
benchmark energy. This is a remarkable result given the feas-

ibility of such a calculation in comparison with the CCSD(T)/
CBS approach. Thus, the MP2.5 method can be recommended
for future calculations of interaction energies in other borane/
carborane complexes.

The last four rows in Table 1 list the values of the
diborane · · ·benzene interaction energies published recently. The
CCSD(T)/6-31+G** single-point energies calculated at geom-
etries obtained by a constrained DFT optimization result in a
stabilization of 4.3 kcal ·mol-1,12 which is close to the bench-
mark value. In contrast, the CCSD(T) and MP2 single-point
energies calculated at the BSSE-corrected MP2-optimized
geometries13 as well as the DFT (M05-2X/6-311++G**)
calculation14 underestimate the interaction.

In the preceding paragraphs, we have observed that the DFT-
SAPT/CBS method is capable of providing reliable values of
stabilization energies for the diborane · · ·benzene complex. To
check the scope of this finding, we have carried out a
comparison of its performance for two larger complexes:
B12H12

2- · · ·benzene and planar CB11H12
- · · ·benzene. Table 2

shows that the results of DFT-SAPT/CBS calculations reproduce
the benchmark CCSD(T)/CBS values to within 10%. The DFT-
SAPT/aug-cc-pVDZ method underestimates the benchmark data
by 10-30%. Hence, we can see that the correction of dispersion
for the CBS limit in the DFT-SAPT approach is crucial for
obtaining reliable results for the stabilization energy.

1.2. Interaction Energy Components. We have seen that the
DFT-SAPT/CBS calculation provided reliable stabilization
energies for diborane and cage (car)borane complexes with
benzene. The main strength of this approach is, however, the
partitioning of the interaction energy into the physically well-
defined components, electrostatic (E1

Pol), induction (E2
Ind), disper-

sion (E2
D/CBS), exchange-repulsion (E1

Ex), exchange-induction
(E2

Ex-Ind), exchange-dispersion (E2
Ex-D), and the δHF terms.

The diborane · · ·benzene complex is stabilized mainly by
dispersion with a large contribution of 7.6 kcal ·mol-1. The
second important stabilizing term is electrostatic, which yields
4.5 kcal ·mol-1. Another major term is exchange-repulsion,
which opposes the interaction by 10.2 kcal ·mol-1. The last two
terms are small and stabilizing; induction contributes 0.5
kcal ·mol-1, and δHF is 1.2 kcal ·mol-1. These rather small
values of the induction and δHF energy terms indicate, among
other things, that the charge transfer between the subsystems
should be small. This supposition was independently confirmed
by a natural bond orbital (NBO) analysis, which showed a small
charge transfer of 0.016 e from the electron-rich benzene to
the electron-poor diborane.

Having explored the diborane · · ·benzene interaction, we can
now modify either of the interacting partners to study the effects
of such changes on the strength and nature of the interaction.
We start by modifying the benzene molecule followed by the
replacement of the diborane moiety. The optimized structures
(at the MP2/aug-cc-pVTZ level) of the complexes are depicted
in Figure 1B-D. All the energy calculations will be presented

TABLE 1: Total Interaction Energy (kcal ·mol-1) of the
Diborane · · ·Benzene Complex Obtained with Different Types
of Calculations

method Eint (kcal ·mol-1)

CCSD(T)/CBS -4.0
DFT-SAPT/CBS -3.6
DFT-SAPT -2.8
MP2/CBS -4.9
MP2.5 -4.3
CCSD(T)a -4.3
CCSD(T)b -2.5
MP2b -3.3
DFTc -3.4

a Reference 12. b Reference 13. c Reference 14.

TABLE 2: Comparison of the DFT-SAPT and DFT-SAPT/
CBS Interaction Energies (kcal ·mol-1) with the Benchmark
CCSD(T)/CBS Data for the C6H6 · · ·B2H6, C6H6 · · ·B12H12

2-,
and C6H6 · · ·CB11H12

- Complexes

systems CCSD(T)/CBS DFT-SAPT/CBS DFT-SAPT

C6H6 · · ·B2H6 -4.0 -3.6 -2.8
C6H6 · · ·B12H12

2- -11.0 -10.1 -9.2
C6H6 · · ·CB11H12

- a -5.1 -5.3 -4.6

a Planar arrangement.
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at the DFT-SAPT/CBS level, which was shown to be in close
agreement with the benchmark CCSD(T)/CBS results.

2. Complexes of Diborane with Aromatic Systems. Our
attention now turns to a study of the effect of replacing benzene
with other aromatic interaction partners of diborane. We chose
several systems with either a heteroatom and/or exocyclic
substitution that at the same time cover the basic building blocks
of biomolecules (see Methods). The diborane · · ·borazine com-
plex, which has recently been investigated computationally,14

is included for comparison.
Table 3 lists the DFT-SAPT/CBS interaction energies for the

benzene, borazine, pyrimidine, phenole, cytosine, and pyrrole
complexes with diborane. The total values of the stabilization
energies range from 2.5 to 3.7 kcal ·mol-1. It should be noted
that the dXH distances range from 2.31 Å for phenol and pyrrole
to 2.46 Å for pyrimidine (the dXH and dXY distances for all the
complexes are shown in Table S1 in the Supporting Informa-
tion). The diborane complexes with benzene, phenole, and
pyrrole (which have smaller intersystem separation) exhibit
stronger binding (-3.6 to -3.7 kcal ·mol-1), whereas borazine,
pyrimidine, and cytosine interact less strongly (-2.5 to -2.9
kcal ·mol-1). Like in the case of benzene, the main stabilization
energy comes from the dispersion term followed by electrostat-
ics. The drop in these two terms is mostly responsible for the
differences in the total stabilization. The major term opposing
the interaction comes from the E1

Ex term. Given the slight
variations in the size of the systems, the effect of a heteroatom
or exocyclic substitution of the aromatic system interacting with
diborane is rather small.

3. Complexes of Diborane with Cyclic Aliphatic Systems.
To investigate the effect of aromaticity/planarity of the sub-
systems treated in the previous section on the interaction with
diborane, we have systematically examined their cyclic aliphatic
counterparts, yielding the following pairs: benzenescyclohexane,
1,3-cyclopentadienescyclopentane, and pyrrolespyrrolidine.
The DFT-SAPT/CBS interaction energy components for these
complexes are shown in Table 4.

Overall, the leading stabilizing term is dispersion followed
by electrostatics, whereas the major term opposing binding is

E1
Ex. A comparison of the binding of the aromatic compounds

on the one hand and the aliphatic ones on the other reveals that
the stabilization energies as well as all of their energy
components of the former group are systematically larger than
the latter (Table 4). The main difference between these two
groups (with the exception of the last, nitrogen-containing
molecular pair) is the large decrease in the E1

Pol term for the
aliphatic compounds. Thus, the interaction with the aromatic
compounds is stabilized by both electrostatics and dispersion,
whereas the interaction with the aliphatic molecules is governed
mainly by dispersion.

The energy differences are also connected with a different
type of binding. Although the aromatic compounds interact with
diborane in a stacking arrangement via their π-electron density
involving a weak hydrogen bond (B2H · · ·π interaction)(Figure
1A), their aliphatic counterparts bind to diborane via a weak
van der Waals interaction (Figure 1B). The former interaction
type is characterized by the position of the B-H1-B bridge
over the center of the aromatic ring with the X-H1 distances
ranging from 2.31 Å for phenol and pyrrole to 2.46 Å for
pyrimidine (cf., 2.59 Å for benzene optimized at the BSSE-
corrected MP2 level13). The latter van der Waals interaction is
characterized by maximizing the number of H · · ·H contacts
between the subsystems where the H · · ·H distances are equal
or slightly larger than the sum of their atomic van der Waals
radii (2.4 Å for hydrogens plus a cutoff of 0.3 Å).39 Indeed, in
the complexes studied here, the H · · ·H distances range from
2.37 to 2.60 Å. Overall, the above-mentioned type of van der
Waals interaction contacts is characterized by a large dispersion
contribution to the total stability.21,40,41

In the case of pyrrolidine, we additionally observe a short
distance of 2.46 Å between the bridging hydrogen (H1) of
diborane and the nitrogen atom of pyrrolidine. The geometry
suggests an electrostatic interaction between the slightly posi-
tively charged H1 atom3 with the nitrogen lone-pair. The actual
increase of the E1

Pol term (in its absolute value) in comparison
with pyrrole (Table 4) supports this idea.

In summary, we find that the aromatic compounds investi-
gated in this study interact up to twice as strongly with diborane
than their aliphatic counterparts. From the geometries and DFT-
SAPT results, it is evident that there are two types of interactions
of diborane stabilized by a different interplay of energy terms:
(i) “stacking” interaction with aromatic compounds via a weak
B2H · · ·π hydrogen bond, characterized by stabilizing dispersion,
and electrostatic terms; and (ii) van der Waals complexes with
aliphatic compounds, where dispersion is the major stabilizing
term.

4. Complexes of Cage Borane and Carborane Anions with
Benzene. 4.1. Structures of the Complexes. To further inves-
tigate the borane · · · aromatic type of interaction, we have
exchanged diborane for the larger carba-closo-borane CB11H12

-

and closo-dodecaborane B12H12
2- cages. It should be stressed

here that both these cages are anionic, which influences their
binding motifs. The geometries of their optimized complexes
with benzene are shown in Figure 1C, D and are also supplied
as Supporting Information. The CB11H12

- · · ·benzene complex
exhibits two minima at the MP2/cc-pVTZ level: (i) a stacking
arrangement with a C-H · · ·π hydrogen bond (the XH distance
is 2.26 Å) (Figure 1C) and (ii) a planar binding motif with five
B-H · · ·H-C dihydrogen bonds spanning an interval of
2.50-2.61 Å (Figure 1D). (The latter structure was obtained
thanks to a referee’s advice to search for other than the stacked
minimum. We thus started a new geometry optimization from
the modified B12H12

2- planar complex in which the CH group

TABLE 3: Comparison of the DFT-SAPT/CBS Interaction
Energies (kcal ·mol-1) for the B2H6 · · ·C6H6, B2H6 · · ·B3N3H6,
B2H6 · · ·C4N2H4, B2H6 · · ·C6H5OH, B2H6 · · ·C4N2H3ONH2, and
B2H6 · · ·C3N2H4 Complexes

systems E1
Pol E1

Ex E2
Ind E2

D/CBS δHF
DFT-SAPT/

CBS

B2H6 · · ·C6H6 -4.5 10.2 -0.5 -7.6 -1.2 -3.6
B2H6 · · ·B3N3H6 -2.3 5.6 -0.3 -5.3 -0.4 -2.7
B2H6 · · ·C4N2H4 -1.9 6.0 -0.3 -5.7 -0.6 -2.5
B2H6 · · ·C6H5OH -4.8 11.3 -0.6 -8.3 -1.4 -3.7
B2H6 · · ·C4N2H3ONH2 -3.3 9.6 -0.7 -7.7 -0.9 -2.9
B2H6 · · ·C3N2H4 -4.9 10.6 -0.7 -7.2 -1.4 -3.6

TABLE 4: Comparison of the DFT-SAPT/CBS Interaction
Energies (kcal ·mol-1) for the B2H6 · · ·C6H6, B2H6 · · ·C6H12,
B2H6 · · ·C5H6, B2H6 · · ·C5H10, B2H6 · · ·C4NH5, and
B2H6 · · ·C4NH9 Complexes

systems E1
Pol E1

Ex E2
Ind E2

D/CBS δHF DFT-SAPT/CBS

B2H6 · · ·C6H6
a -4.5 10.2 -0.5 -7.6 -1.2 -3.6

B2H6 · · ·C6H12
b -1.0 3.6 -0.2 -4.0 -0.3 -1.9

B2H6 · · ·C5H6
a -4.5 9.6 -0.6 -7.1 -1.4 -3.9

B2H6 · · ·C5H10
b -1.4 4.7 -0.2 -5.0 -0.3 -2.3

B2H6 · · ·C4NH5
a -5.6 11.1 -0.8 -7.6 -1.7 -4.5

B2H6 · · ·C4NH9
b -6.0 10.1 -0.8 -6.2 -1.0 -3.9

a Aromatic/planar. b Cyclic aliphatic.
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was introduced at the part of the cage which pointed away from
benzene.) The dianionic borane B12H12

2- has shifted during the
optimization process from a starting stacked to a planar structure
with five C-H · · ·H-B dihydrogen bonds (analogous to the
planar geometry of the carborane · · ·benzene complex) ranging
from 2.28 to 2.45 Å.

4.2. Interaction Energy and its Components. Table 5 shows
the components of the total stabilization energy of the benzene
complexes with the cage carborane CB11H12

- (in both, the
stacked and planar geometries), the borane B12H12

2- and
diborane for comparison.

Larger stabilization energies are expected for the benzene
complexes with closo-(car)boranes as compared to the diborane
owing to the size of the cages. The main source of stabilization
in all the complexes is dispersion energy, followed by electro-
statics. These terms have been acknowledged to stabilize
C-H · · ·π hydrogen bonding,42,43 dihydrogen bonding,2,3,8,44,45

and anion · · · arene interactions (reviewed in ref 46) The
exchange repulsion term opposes binding, the least in the planar
CB11H12

- · · ·benzene complex, due to its largest intersystem
separation (center-of-mass · · · center-of-mass distance of 6.2 Å
as compared to 6.1 and 4.8 Å for the B12H12

2- and the stacked
CB11H12

- complexes, respectively. The induction term contrib-
utes a little to the total stabilization except for the B12H12

2-

complex in which it is responsible for a significant portion of
the stabilization (61%). The role of induction in noncovalent
complexes, especially of anion · · ·benzene type, will be discussed
in detail below. In all, carborane and borane cages adopt either
stacking or planar binding modes upon interaction with benzene,
and the complexes are stabilized by dispersion, electrostatics,
and in one case also induction energy terms.

Discussion

Diborane · · ·Benzene Interactions. For the model di-
borane · · ·benzene complex in vacuum, we have calculated the
benchmark CCSD(T)/CBS value of stabilization energy of 4.0
kcal ·mol-1. One of the previous studies was in close agreement
(4.3 kcal ·mol-1), 12 whereas the other substantially underesti-
mated the stabilization energy (2.45 kcal ·mol-1).13 In another
recent study, a faster DFT method (M05-2X/6-311++G**)
yielded an interaction energy of 3.43 kcal ·mol-1,14 in fair
agreement with the CCSD(T)/CBS value. The DFT-SAPT/CBS
approach (this work) slightly underestimated the benchmark
value (a stabilization energy of 3.6 kcal ·mol-1). With such close
agreement, we are confident about the interaction-energy
components obtained using this method. The previous finding
that the major stabilizing force is dispersion has thus been
confirmed.12-14 Quantitatively, the relative importance of this
term was underestimated in the first study, where it accounted
only for 86% of the total stabilization energy.12 In the last two
works13,14 as well as in our current study, the E2D term was
roughly twice as large as the total stabilization energy. Besides

dispersion, the other stabilizing term according to the DFT-
SAPT/CBS approach was electrostatic. Again, its relative
importance was neglected in the former work (∼0 kcal ·mol-1),12

whereas in the later studies (this work and in refs 13 and 14)
its contribution has been calculated to be approximately 120%
of the total stabilization. In summary, the presented DFT-SAPT/
CBS calculations on the model diborane · · ·benzene complex
agree quantitatively with the highly accurate CCSD(T)/CBS
benchmark interaction energies. The energy components show
a major stabilization caused by dispersion, followed by
electrostatics.

Cage Carborane · · ·Benzene Stacking Interactions. A less
stable minimum of the CB11H12

- · · ·benzene complex exhibits
a stacking binding motif with a C-H · · ·π hydrogen bond
(Figure 1C) reminiscent of typical C-H · · ·π interactions
between aliphatic and aromatic hydrocarbons (see e.g., refs 42,
43, and 47). Although the cage is on the whole an anion, the
charge is delocalized on its surface with a partial positive charge
on the carbon-attached hydrogen of the carborane,3 positioned
so that it can interact with the π-electron density. The distance
characterizing the complex geometry (dXY ) 3.3 Å) falls within
the span of 3.2 Å for chloroform to 3.8 Å for methane for the
hydrocarbon · · ·benzene interaction.43 Similarly, the total stabi-
lization energy of 3.9 kcal ·mol-1 for CB11H12

- is in the range
of 1.45 kcal ·mol-1 for methane to 5.64 kcal ·mol-1 for
chloroform.

The comparison of the DFT-SAPT/CBS interaction energy
components for hydrocarbons and the cage carborane showed
some differences. The major driving force for complex forma-
tion is dispersion in all cases. For hydrocarbons, it accounts
for 140-160% of the total stabilization,43 whereas for CB11H12

-

it is 249%. The other stabilizing term is electrostatic, which
gives 17-43% for hydrocarbons,43 whereas it is as large as 82%
for CB11H12

-. This observation underlies a stronger directionality
of the C-H · · ·π hydrogen bond of cage carboranes. In
summary, we have computationally described a dispersion-
driven stacking interaction of a C-H · · ·π type with a different
balance of the energy components, namely, with a larger
stabilizing contribution due to the electrostatic term.

Cage Carborane/Borane · · ·Benzene Planar Interactions.
The more stable minimum of the CB11H12

- · · ·benzene complex
as well as the only minimum found for the B12H12

2- complex
displays a “planar” binding motif with five B-H · · ·H-C
dihydrogen bonds. Such structures are analogous to small anion
(e.g., halides, nitrate, perchlorate) · · ·benzene planar complexes
that have been thoroughly studied previously.22,46,48 The partially
negatively charged boron-bound hydrogens of the carborane/
borane cages3 (Figure 1D) present interaction partners for the
C-H groups of benzene, similarly as the halides or oxygens of
the nitrate, perchlorate or sulfate anions do. We note that the
cage carborane offers those hydrogens for the interaction that
are the most distant from the cage C-H group, that is, the most
negatively charged (Figure 1D).3 The calculated H · · ·H distances
in the carborane/borane · · ·benzene complexes of 2.3-2.6 Å
compare well with the X(O) · · ·H distances in small anion
complexes of 2.1-3.1 Å in which the larger atomic radius of
X(O) must be taken into account.22,46,48

In terms of the DFT/SAPT interaction energy components,
the dispersion and electrostatic terms constitute the main
attraction terms in the planar carborane · · · benzene complex,
whereas in the B12H12

2- complex induction is just as important
(c.f., Table 5). The dispersion term is the leading attractive
component, which makes up 79-114% of the total stabilization
in the carborane/borane · · ·benzene complexes. This is due to

TABLE 5: Comparison of the DFT-SAPT/CBS Interaction
Energies (kcal ·mol-1) for the C6H6 · · ·B2H6, C6H6 · · ·CB11H12

-

(In Both, Stacked and Planar Binding Motifs) and
C6H6 · · ·B12H12

2- Complexes

systems E1
Pol E1

Ex E2
Ind E2

D/CBS δHF DFT-SAPT/CBS

C6H6 · · ·B2H6
a -4.5 10.2 -0.5 -7.6 -1.2 -3.6

C6H6 · · ·CB11H12
- a -3.2 10.5 -0.9 -9.7 -0.6 -3.9

C6H6 · · ·CB11H12
- b -3.3 6.4 -1.9 -6.0 -0.6 -5.3

C6H6 · · ·B12H12
2- b -6.5 11.9 -6.2 -7.9 -1.4 -10.1

a Stacked motif. b Planar motif.
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the high polarizability of both interaction partners and their close
proximity. The attractive electrostatic term (62-64% of the total
stabilization) is due to the interactions between the negative
charge of the cages and the quadrupole of benzene (Figure 2A)
and also due to five B-H · · ·H-C dihydrogen bonds (Figure
1D). The strength of these interactions is enhanced in the
B12H12

2- complex by the electron density redistribution due to
induction.

The induction interaction in the B12H12
2- · · ·benzene complex

(61% of the total stabilization) is exerted by the permanent
monopole of B12H12

2- on the polarizable benzene ring in the
apt complex geometry. The electron density redistribution is
apparent from the calculated 1H NMR chemical shifts (the H5
and H6 atoms are deshielded the most, by 3 ppm) and also from
the visualization of difference electron-density maps (Figure 2B).

Induction in Planar Anion · · ·Benzene Complexes. Induc-
tion is not as universal source of stabilization in noncovalent
complexes as electrostatics or dispersion, which drive, for
example, the formation of hydrogen bonds or π-interactions,
respectively.21,40,41 The reliable computational description of
induction requires the use of correlated ab initio methods,
flexible basis sets, and methods to capture the polarizable nature
of the interacting partners.49 Two examples of an interaction
type where induction has gradually been acknowledged to play
an important role are cation-π50-52 and anion · · · arene46 binding
motifs.

The contributions of the three major attractive terms (disper-
sion, electrostatics and induction) toward the stabilization of
planar anion · · ·benzene complexes are plotted for the CB11H12

-

and B12H12
2- cages and compared with halides and sulfate

(Figure 3). It can be seen that the percentages of the E1
Pol and

E2
Ind terms decrease with the increasing size of the anions due

to increasing intersystem separation and decreasing surface
charge density, whereas the contribution of the E2

D/CBS term
increases due to increasing polarizability. In the absolute values
(Table S2 in the Supporting Information); however, the disper-
sion contribution decreases since this effect is overwhelmed by
the increasing interatomic distances.

The δHF term is rather small (Table S2), consistent with the
lack of charge transfer (e.g., 0.004e is transferred from B12H12

2-

to the benzene) in these types of complexes, acknowledged
earlier.46 The two exceptions are SO4

2- and F- · · ·benzene
complexes with short intersystem distances (SdO(X) · · ·H-C
of 1.93 and 1.64 Å, respectively).

Altogether, the B12H12
2- · · ·benzene planar complex is stabi-

lized by three major energy components, universal dispersion

and electrostatics and moreover induction, the contributions of
which are uniquely balanced (E2

D/CBS ) 79%; E1
Pol ) 64%; E2

Ind

) 61%).

Conclusions

Our findings are summarized below:
(1) We have determined the benchmark interaction energy

at the CCSD(T)/CBS level in the diborane · · ·benzene complex
to be -4.0 kcal ·mol-1.

(2) The DFT-SAPT/CBS approach yielded a stabilization
energy for the diborane · · ·benzene complex of 3.6 kcal ·mol-1,
which is in close agreement with the benchmark energy. We
can thus be confident about the further partitioning of the energy
terms. The major stabilization in the diborane · · ·benzene
complex comes from dispersion (7.6 kcal ·mol-1), followed by
electrostatics (4.5 kcal ·mol-1). Exchange repulsion opposes
binding by 10.2 kcal ·mol-1. The induction and δHF terms are
slightly favorable for the binding, but their small value indicates
negligible roles of polarization and charge transfer.

(3) Diborane interactions with aromatic systems are virtually
unaffected by either the heteroatom or exosubstitutions of the
benzene ring.

(4) Replacing aromatic systems with cyclic aliphatic ones
results in a change of the binding motif and a roughly 50%
drop in the stabilization energy. Specifically, the stacking
B2H · · ·π interaction is replaced by van der Waals contacts of
the interacting hydrogen atoms. The source of stabilization
comes in the former case from both dispersion and electrostatic
terms, whereas the latter interactions are governed by dispersion
only.

(5) Larger icosahedral cage carborane, monoanionic
CB11H12

-, interacts with benzene employing two binding motifs:
(i) The less stable minimum displays a stacking arrangement
with a C-H · · ·π hydrogen bond. The interaction is slightly
stronger (DFT-SAPT/CBS value of -3.9 kcal ·mol-1) than for
the diborane. Like the B2H · · ·π bonding of diborane, the leading
stabilizing terms are dispersion, followed by electrostatics. (ii)
The more stable minimum has a planar arrangement, reminiscent
of small anion · · ·benzene complexes, with five bifurcated
dihydrogen bonds of the B-H · · ·H-C type. Its interaction
energy amounts to -5.3 kcal ·mol-1 and is composed as well
of attractive dispersion and electrostatic terms. Unlike the
stacked arrangement, its exchange repulsion is smaller by 4.1
kcal ·mol-1 due to a larger intersystem separation (by 1.4 Å).

(6) The dianionic B12H12
2- molecule interacts with benzene

only in the planar arrangement (and is repelled from the stacking
one) with five bifurcated dihydrogen bonds of the B-H · · ·H-C
type. The interaction energy amounts to -10.1 kcal ·mol-1,
which is 2-3 times stronger than for the diborane · · ·benzene
complex. The B12H12

2- · · ·benzene complex is stabilized by two
universal attractive forces, dispersion (79%) and electrostatics
(64%) and in addition by induction (61%), which occurs less
frequently in noncovalent complexes. The balance of these three
attractive components in stabilizing the B12H12

2- · · ·benzene
complex is unique.
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