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Doktorský studijńı program: Modelováńı chemických vlastnost́ı nano- a biostruktur
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ABSTRACT xx

Abstract

The aim of this thesis is to investigate strength and origin of the stabiliza-

tion for various types of noncovalent interactions. As this knowledge could

lead to a deeper understanding and rationalization of the binding phenom-

ena. Further, to participate on the development of new noncovalent data

sets, which are nowadays inevitable in the process of parametrization and

validation of new computational methods.

In all the studies, different binding motifs of model complexes, which repre-

sent usually crystal structures, structures from unrelaxed scans or the local

minima, were investigated. The calculations of the reference stabilization en-

ergies were carried out at ab initio level (e.g. CCSD(T)/CBS, QCISD(T)/-

CBS). Further, the accuracy of more approximate methods (e.g. MP2.5,

DFT-D or SQM methods) toward the reference method, was tested. In order

to obtain the nature of the stabilization the DFT-SAPT decomposition was

frequently utilized.

In the first part of the thesis, the importance and basic characteristics of dif-

ferent types of noncovalent interactions (e.g. halogen bond, hydrogen bond,

π· · · π interaction etc.), are discussed. The second part provides the descrip-

tion of computational methods which were essential for our investigation.

The third part of the thesis provides an overview for part of our research

during my PhD studies, relevant to the topic of the thesis.
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Abstrakt

Ćılem této práce je určit śılu a p
◦
uvod stabilizace r

◦
uzných typ

◦
u nekova-

lentńıch interakćı, a to z d
◦
uvodu, že by jejich znalost mohla vést k racional-

izaci a hlubš́ımu pochopeńı vazebńıch motiv
◦
u. Daľśım ćılem je pod́ılet se na

vývoji nových nekovalentńıch dataset
◦
u, které jsou v současné době, v procesu

parametrizace a testováńı nových výpočetńıch metod, nezastupitelné.

V rámci jednotlivých projekt
◦
u byly zkoumány r

◦
uzné vazebńı motivy mod-

elových komplex
◦
u, které představuj́ı obvykle krystalové struktury, struk-

tury z neoptimalizovaných sken
◦
u nebo lokálńı minima. Referenčńı stabi-

lizačńı energie byly poč́ıtány na ab initio úrovni (např. CCSD (T)/CBS

nebo QCISD(T)/CBS). Následně byla testovaná přesnost výpočetně méně

náročných metod (např. MP2.5, DFT-D nebo SQM metod) v
◦
uči referenčńı

metodě. DFT-SAPT výpočty byly často využ́ıvány za účelem zjǐstěńı povahy

stabilizace komplex
◦
u.

Prvńı část práce se zabývá významem a základńımi vlastnostmi r
◦
uzných

typ
◦
u nekovalentńıch interakci (např. halogenové vazby, vod́ıkové vazby atd.).

Druhá část popisuje výpočetńı metody, které byly d
◦
uležité v rámci našich

studíı. Posledńı část této práce má za účel poskytnout přehled o části našeho

výzkumu, která souviśı s tématem této disertačńı práce a na niž jsem se

pod́ılel během mého doktorského studia.
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Chapter 1

Introduction

1.1 Noncovalent Interactions

Noncovalent interactions have been the subject of intensive research during

last couple of decades. The proper knowledge of these interactions is a pre-

requisite for designing wide range of materials as well as understanding many

relevant biological phenomena. Noncovalent interactions, such as hydrogen

bond, halogen bond, π· · · π stacking, etc., play an important role in pro-

cesses like the molecular recognition, crystal packing, protein folding, stack-

ing of nucleobases, etc.1–6 Although these interactions are at least by an or-

der of magnitude weaker than covalent interactions, their impact on struc-

ture and function of biomolecules and molecular crystals is fundamental.

Noncovalent interactions can be divided, according to strength, into strong,

medium and weak,7 although the demarcation zones between these groups

are blurred.8 However, what applies in general is the following: The more

specific and directional the interaction is, the stronger it is.

In the next subsections several fundamental types of noncovalent interactions

are briefly described with special emphasis on halogen bonding.
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1.1.1 Hydrogen Bond

Hydrogen bond (HB) is a classical example of strong, directional and specific

noncovalent interaction. It plays an important role in structure determina-

tion of polymers and biomacromolecules. The HB is an attractive interac-

tion between a hydrogen atom from a molecule or a molecular fragment X–H

in which X is more electronegative than H, and an atom or a group of atoms

in the same or a different molecule (i.e. intramolecular HB or intermolecular

HB, respectively), in which there is evidence of bond formation.9 The forces

responsible for stabilization of HB mainly include those of electrostatic origin.

However, charge-transfer (CT) as well as dispersion forces also participate

in the stabilization. The typical hydrogen bond is schematically depicted as

X–H· · ·Y, where the dots represent the bond. X–H represents the hydrogen

bond donor. The hydrogen bond acceptor (Y) may be an atom, an anion Y,

or a molecule. In any case, the acceptor Y is an electron rich region such as,

a lone electron pair or π electron density.

The formation of hydrogen bond is usually connected with several charac-

teristic features. The length of the X–H bond usually increases on hydrogen

bond formation leading to a red shift in the infrared X–H stretching fre-

quency and an increase in the infrared absorption cross-section for the X–H

stretching vibration. The greater the lengthening of the X–H bond in X–

H· · ·Y, the stronger is the H-bond.9 There are, however, certain hydrogen

bonds in which the X–H bond length decreases, the so-called blue-shifting or

improper H-bond.10,11

The strength of HB varies significantly from 1 kcal.mol−1 (e.g. C–H· · · π 1

- 1.5 kcal.mol−1),7 through few kcal.mol−1 (e.g. N–H· · ·O, O–H· · ·O 5 - 7

kcal.mol−1)12,13 up to over 10 kcal.mol−1 (e.g. O–H· · ·O−, F–H· · ·F− 23 -

39 kcal.mol−1).7 There are few important factors which strongly influence

the strength of the X–H· · ·Y hydrogen bond.

• The strength of the H· · ·Y bond correlates positively with the increase
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of the proton donation ability of the atom X, i.e. electronegativity

(e.g. proton donation ability of carbon atom depends on its hybridiza-

tion state: C(sp3) < C(sp2) < C(sp)).3

• The arrangements of three atoms X–H· · ·Y is usually linear (180◦), i.e.

the more linear it is, the stronger is the HB.

In conventional HB, atoms directly bonded to H (X and Y) are typically

highly electronegative (e.g. O, N, F). In the case of non-conventional HB

(e.g. C–H· · ·O, N, F)7,14–16 the situation is different. The non-conventional

HBs are also important, especially in the absence of conventional HBs, despite

the fact they are considerably weaker than conventional HB. This, at first

glance surprising fact, can be understood as a consequence of high abundance

of this interaction in (bio)macromolecules. The importance of the C–H· · ·O
interaction in crystal engineering17,18 or biological systems was already ad-

dressed.19–23

The N,O,C–H· · · π interactions represent another subset of HB, which can

be associated with non-conventional HBs; so called π-HBs. The hydrogen

atoms point toward the electron rich region and the relatively short dis-

tance (smaller than sum of vdW radii of H and C(sp2)) is typically observed.

This type of HBs is weaker than conventional HBs. Nevertheless, similarly

to previously discussed interactions (C–H· · ·O, N, F), these also play crucial

role in formation of molecular assemblies,24 stability of the peptides25 and

proteins26,27 and conformation of the small organic molecules.28

Comprehensive structural study done by Steiner and Koellner29 revealed that

about 1 out of 11 aromatic amino acids act as π acceptors for H bonding

with the N, O, S–H donors. This relatively high frequency, although small

compared to classical hydrogen bonds, supports the postulated role which

these interactions play in stabilizing the secondary structure of proteins.30

The often observed contraction of the N, O, C–H bond is opposite to what
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is observed for classical HBs. This contraction leads to a shift of the bond

stretching movement to higher frequencies in the infra-red spectrum; so called

blue-shifting HBs.10,11

1.1.2 π· · · π Interactions

The π· · · π interactions are important in both the material sciences and bio-

chemistry. They are abundant in proteins,4,5,31 significantly influence pro-

tein conformation4,5,32 and thermal stability of the proteins33 and nucleic

acids.4,34 The majority of medicinal agents contain aromatic substituents

and their recognition by proteins is likely dominated by π· · · π interactions.35

They are crucially involved in protein-deoxynucleic acid complexes where in-

teractions between aromatic residues and base pairs are seen in X-ray crys-

tal structures.36,37 The macroscopic properties of carbon-based materials are

largely determined by π· · · π interaction. Graphene sheets, fullerenes, carbon

nanotubes have already many applications and are still intensely studied.38–40

Because π· · · π interactions are prevalent across chemistry, a large body of ex-

perimental and theoretical work has focused on determining the gas phase

structure of the prototype, benzene dimer.41–48 The experimentally observed

structure depends heavily upon the observation technique.49 Parallel dis-

placed (PD), and T-shaped (TS), structures are two most relevant conformers

on the potential energy surface (see Figure 1.1).

Large scale ab initio electronic structure theory suggests that the PD and TS

structures are nearly isoenergetic.41–48 As the intermolecular potential surface

is quite soft one must view the dimer as a dynamic system rather than one

with a well defined structure. Survey by McGaughey et al.34 on a nonhomol-

ogous set of proteins corrected for probability distribution bias and including

only isolated dimer pairs, revealed that the aromatic side chain amino acids

do have a preferred intermolecular structure. The preferred PD orientation

is found to be more stable than a TS structure by 0.5-0.75 kcal.mol−1 for

Phe-Phe dimers and by 1.0 kcal.mol−1 for the full set of dimers.34
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Figure 1.1: T-shaped (A) and parallel displaced (B) structure of benzene
dimer (top view).

Grimme’s study concernig specificity of the π· · · π stacking interaction re-

vealed several interesting features: (i) the stacking interaction become sig-

nificant between molecules with more than 10-15 carbon atoms, as the in-

teractions between saturated fragments of smaller size is similarly strong;50

(ii) the geometrical arrangement of the fragments determines the charac-

ter of the interaction. The aromatic molecules in a TS orientation show

a very similar decrease of the interaction energy with system size as the sat-

urated molecules. Also the dependence of the intermolecular distances on sys-

tem size is similar for TS and for stacked saturated dimers, but is different

in the case of π-stacked dimers, for which a substantial shortening is ob-

served for larger molecules;50 (iii) π-stacking is dominated by the more fa-

vorable dispersion component compare with TS and stacking of saturated

species. The electrostatic term favors stacking for saturated rather than π

complexes. This effect is in the π-stacking arrangements minimized by paral-

lel displacement;50 (iv) Special nonlocal electron correlations between the π

electrons in the two fragments at small interplane distances are responsible

for the π-stacking.50 In the aromatic T-shaped complexes, such electron cor-

relations are insignificant because of the larger average distances. The special

shape of the π orbitals allows a closer contact of the monomers (i.e. max-

imizing the attractive dispersion component) without too much increasing

the Pauli exchange repulsion, consequently tighter binding leads to coopera-

tive π effects. For geometrical reasons, this is not possible in the analogous
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(stacking) arrangement of saturated molecules (or in the TS structures of aro-

matic molecules), and thus for these molecules interaction components are

additive.

The quantitative description of π· · · π stacking intermolecular interaction

is very demanding. As, the stabilization forces of these interactions are

predominantly formed by dispersion, they can not be accurately described

at the Hartree-Fock level. Further, the local or semilocal character of density

functionals is able to reproduce only short-range and middle-range correla-

tion effects.51 The Møller-Plesset method (MP2) is the simplest method able

to describe long-range correlation effects from the right reason. However, it

is well known that MP2 overestimates the π· · · π stacking interaction.52–55

Second, the dispersion is weak effect and at van der Waals distances is signif-

icantly compensated by Pauli repulsion, what can lead to error amplification.

Moreover, for small and middle size basis set superposition error can be as

big as dispersion. Therefore, use of more elaborate ab initio methods in com-

bination with sufficiently large basis set is needed in order to obtain directly

the correct description of this type of interaction.

1.1.3 Dihydrogen Bond

The crystal structure of hypophosphite NH+
4 (H2PO2)

−, published in 1934 by

Zachariansen and Mooney,56 was the first structure where rather strange be-

havior of hydrogen atoms was recognized and reported; hydrogens of the hy-

pophosphite group act as H− species with respect to ammonium. The N–

H· · ·H–B interaction was suggested in liquid dimethylaminoborane

(CH3)2NH·BH3, in 1964.57 However, the H· · ·H contacts were firstly recog-

nized as true hydrogen bonds in late 1960s by M. P. Brown and coworkers.58,59

In another study by Brown et al. precise analysis of the infra-red spectra

of the boron coordination compounds (L·BH3, L = Me3N, Et3N, Py, Et3P

and Me3N·BH2X, X = Cl, Br, I) in presence of proton donors (MeOH, PhOH,

p-F-C6H4OH) in CCl4 led to conclusions which proposed formation of new

type of hydrogen bonds, where BH3 and BH2 groups act as proton accep-

tors.60 In 1995, Crabtree suggested for short N–H· · ·H–B contacts the term
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”dihydrogen” bond.61

Nowadays, the dihydrogen bond is general, well-established, highly specific,

directional, noncovalent interaction between σ-bonding electron pair of M–H

bonds (M = B, Al, Ga, Li, Be, Xe, Ir, Mo, Mn, Os, Re, Ru, W) and proton

donors X–H (X = F, O, N, C).62–75

At this place we list several properties of dihydrogen bonds

• the origin of the stabilization comes from electrostatic and dispersion

• the stabilization energy increases proportionally with proton donor’s

acidity;76 it ranges from 1 to 7 kcal.mol−1

• the H· · ·H distance varies between 1.7 and 2.2 A; it is significantly

shorter than the sum of the van der Waals radii of two hydrogen atoms

(2.4 A)61

• strongly bent type of conformation is prefered: the XH· · ·H–M angles

amounts to 90 - 135◦; the X–H· · ·HM angle amounts to 145 - 175◦ 76

There were many experimental and theoretical studies published during late

1990s, which contributed to gradual understanding of dihydrogen bonding,

explained conformational preference, high melting points or stability

of the small molecules and complexes.77–84

Other studies presented the importance of H· · ·H interaction in crystal pack-

ing processes63 or supramolecular chemistry.85,86 Reactivity and selectivity

control by dihydrogen bonding in solutions manifested through activation

of the metal–H bond upon formation of dihydrogen bond and subsequent

formation of η2–H2 complexes followed by elimination of molecular hydrogen

and formation of new covalent bond demonstrate atypical reactivity of these

species caused by unusual nature of this noncovalent interaction.87–89 Fur-

thermore, combining ability of boron hydrides in solid state to self-assemble

into extended dihydrogen-bonded networks together with specific reactiv-

ity in solutions, makes them potentially powerful tool for rational assembly

of new crystalline covalent materials.90,91
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Moreover, nowadays the dihydrogen bonding is studied in connection with

biomolecular chemistry and medicinal chemistry. The heteroboranes (substi-

tuted boran hydrides) interact with biomolecules through dihydrogen bonds.92

Metallacarboranes, which bind to active site of the protein through dihydro-

gen bonds, were shown to act as potent and specific inhibitors of human

immunodeficiency virus protease93 and human carbonic anhydrase.94

1.1.4 Halogen Bond

1.1.4.1 Introduction to the Halogen Bond

The complexes of halogens (Cl2, Br2, I2) with amines are known since 18th and

19th century.95,96 Many other complexes of organic halides and N/O atoms

as Lewis base moieties were crystallographically characterized in the middle

of previous century.97,98 Crystallographic survey by Murray-Rust99 revealed

that covalently-bonded halogen can interact attractively with nucleophile (cf.

Figure 1.2 A) as well as electrophile (cf. Figure 1.2 B).

Figure 1.2: Schematic illustration of the interaction with the halogen atom
X.

The interaction with nucleophile is called ”halogen bond” (XB), however

this term is known only since the 70’s.100,101 The significant potential hidden

in halogen bond was demonstrated in various applications. Imakubo et al.

and Amico et al. showed that halogen bonding can serve as a tool for pre-

dictable packing of molecules which can be used for designing the materials

with desirable properties.102,103 These works meant the beginning of new field

which is now rapidly growing and has relevance to magnetics, optics and elec-

tronics.104–107 Increased interest in halogen bonding followed after the recog-

nition of its widespread occurrence in biological systems. This was observed

after publishing Auffinger survey108 on crystal structures from Protein Data
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Bank. The role of halogen bonding in many biological and medicinal ar-

eas is now being investigated; among these are protein-ligand interactions,

conformational stability, drug design, docking processes, etc.104,108–110 Light

halogens e.g. fluorine and chlorine are widely used substituents in medicinal

chemistry. Originally, they were exclusively considered only as hydropho-

bic moieties or Lewis bases due to their electronegativities. Thus, ability

of the compounds containing chlorine, bromine or iodine to form direct close

contacts of the type R-X· · ·Y-R’, where the halogen X acts as Lewis acid

and Y is any electron donor moiety, is much in contrast with their original

perception.

1.1.4.2 Driving Force of the Halogen Bond

Ability of the compounds containing chlorine, bromine or iodine to form di-

rect close contacts of the type R-X· · ·Y-R’, where the halogen X acts as Lewis

acid and Y is any electron donor moiety, is driven by the σ-hole. The σ-hole

is a region of positive electrostatic potential (ESP) of halogen atom,111 which

appears along the extension of the covalent R-X bond (cf. Figure 1.3).

Figure 1.3: ESP (blue - positive, red - negative) of the CF3Br molecule;
σ-hole is blue region on the Br atom.

The σ-hole is usually surrounded by negative region of electrostatic potential

(cf. Figure 1.3), thus the linear interactions of halogen species with nucle-

ophiles (cf. Figure 1.2 A) and perpendicular interaction with electrophiles

(cf. Figure 1.2 B) can be easily explained.112–114 This arrangement of posi-
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tive and negative regions of electrostatic potentials provide possibility to have

attractive interaction also between two halogen atoms; so called ”dihalogen

bond”.115

The concept of σ-hole is more general and can be used not only for halogen

atoms, but also for Group IV-VI atoms. In fact many of the noncovalent in-

teractions involving Group IV-VII atoms with negative sites can be explained

based on electrostatic attraction between the σ-hole and particular negative

site.116 Thus, halogen bonding can be understood as a subset of the more

general category of bonding: σ-hole bonding.

Moreover, a certain type of noncovalent interaction known as π-hole bonding

can be also formally assign to same type of interaction as σ-hole bonding.117

The π-hole is a region of low electron density (i.e. positive electrostatic po-

tential) that is perpendicular to an atom in planar portion of the molecule.117

This is in contrast with σ-hole where the ”hole” appears along the extension

of covalent bond to the atom. We will not discuss the issue of π-hole bonding

any further. Therefore, the σ-hole along with π-hole bonding can be under-

stood as two different forms of more general type of noncovalent interaction;

so called hole-bonding.

The ”hole” can be seen as a consequence of anisotropic distribution of elec-

tron density around the halogen atom.118–120 What is the origin of this

anisotropy? A free, ground-state atom has a spherically symmetric electronic

charge distribution.121 The electrostatic potential created around the atom

by nucleus and electrons is positive everywhere,122 contribution from dens

nucleus dominates over that originated from dispersed electrons. When

the atoms forms covalent bonds usually the electron density is polarized to-

ward the bond region, leading to the decrease of electron density in the outer

parts (along the extension of the bond) and increase in the region perpendic-

ular to the bond axis. The final result of this polarization is that electrostatic

potential in the regions around atoms perpendicular to the bond orientation

becomes negative, while in the region around the elongation of the bond axis



CHAPTER 1. INTRODUCTION 11

becomes more positive, the σ-hole.

The anisotropic distribution of electron density of methyl halides has been

nicely interpreted by Clark et al.111 By utilizing natural population analysis

(NPA),123 the valence electron configuration of halogen atoms (X = Cl, Br,

I) was approximated to s2p2
xp

2
yp

1
z (where z is the direction of the C–X bond).

A convenient way of showing these features is by plotting the electrostatic

potential on the surface of the molecule. The molecular surface is usually

defined as 0.001 au (electrons per bohr3) isodensity surface as proposed by

Bader et al.124 The electrostatic potential in the space can be explicitly eval-

uated using the eqn. 1.1.

V (r) =
N∑
A=1

ZA
|RA − r|

−
∫
ρ(r′dr′)

|r′ − r|
, (1.1)

where V(r) is potential created at any point r by nuclei and electrons of mol-

ecule, ZA is charge of nucleus A located at RA and ρ(r) is molecule’s electron

density.

The electrostatic potential is real physical property, an observable, and can

be determined both experimentally, by diffraction techniques and computa-

tionally.125,126 Its sing in any point depends upon weather the effect of the nu-

clei (positive) or the electrons (negative) predominate. Nowadays, mapping

of the electrostatic potential on isodensity surface, is heavily used as powerful

tool in rational drug design (cf. Figure 1.4).

The size of the σ-hole can be characterized by the point on the isoden-

sity surface which posses the most positive value of the potential; so called

VS,max value. The VS,max value can be increased by increasing the atom’s

polarizability or decreasing the atom’s electronegativity relatively to the re-

mainder of the molecule. For example, the VS,max of the halogen atoms

(X) in the methyl halides (CH3X) increase in the order F < Cl < Br < I,
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Figure 1.4: ESP of the bromobenzene· · · acetone complex.

as halogens X become more polarizable and less electronegative. Further,

the CF3 group, which has greater electron-withdrawing power than CH3

group, makes the VS,max value of the halogen X more positive in the CF3X

than in the CH3X molecules.

As already mentioned, the existence of σ-hole is not inherent only for halo-

gens but also for atoms of Group IV-VI. Moreover, it is common that Group

IV-VI atoms have more than one σ-hole. When the atom has two or more

σ-hole the one on the extension of the bond with more electron-withdrawing

group is more positive. Specifically, the Se atom in Se(CH3)CN molecule

has two holes. The one produced by NC–Se bond has VS,max value of 35

kcal.mol−1, compared to 17 kcal.mol−1 for the H3C–Se.127 The tetravalent

Group IV atoms have entirely positive surface. This can happen for Group

V-VII atoms, when the rest of the molecule is highly electron-withdrawing

e.g. Cl–CN, Se(CN)2 and As(CN)3.
127 Nevertheless, the σ-holes are still

the most positive parts of the surfaces.

The situation is opposite when the Group V-VII atoms is much more elec-

tronegative than the bonding partner, e.g. CH3–F or (CH3)3N. The covalent

bond is in this case polarized toward more electronegative atom and neutral-

ize the σ-hole. The σ-hole will be negative although less negative than its

surroundings. Accordingly, these atoms can not participate on σ-hole inter-



CHAPTER 1. INTRODUCTION 13

actions. For some time it was believed that fluorine can not halogen bond

at all.127 However, it is now well established that fluorine can have positive

σ-hole.128–130 In next paragraph we will discuss σ-hole bonding considering

only Group VII atoms, in more details.

1.1.4.3 Halogen Bonding and Protein· · ·Ligand Interactions

The diversity of interactions present in the single protein-ligand complex is

enormous. The structure of the complex represents the balance between

the attractive and repulsive interactions. Molecular recognition relies on the

existence of specific interactions and the role of structure-based drug de-

sign is to identify and optimize such interactions between partner molecules.

In order to identify the interactions and understand the energetic contribu-

tion of the particular interaction to the binding free energy the combination

of statistical analysis of large groups of publicly available X-ray structures

(CSD131, PDB132) and experimental and theoretical studies on model sys-

tems is usually performed.2

In 1984 the survey of the CSD for short I· · ·N, O, S contacts revealed that

these contacts are also formed in biologically relevant systems.133 In protein-

ligand environments, halogen bonds can be formed between halogenated lig-

and and any accessible Lewis base in the binding pocket.134 The backbone

carbonyl oxygen is the most observable Lewis base involved in halogen bond

in protein binding sites.108,135 Additionally, XBs can be formed involving

amino acid side chain groups e.g. hydroxyls in serine, threonine and tyro-

sine; carboxylate groups in aspartate and glutamate; sulfurs in cysteine and

methionine; nitrogens in histidine; and the π surfaces of phenylalanine, tyro-

sine, histidine, and tryptophan.1

The importance of halogen bond in drug discovery and drug development

process can be justified by statistical analysis of organohalogens during this

process. It is worth mentioning that in the Thomas Reuters Pharma, more
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halogenated drugs (34%) are in clinical trials or at the stage of pre- and reg-

istered than that in the drug launched (26%), implying that halogenations

have been much appreciated nowadays.136 This holds, despite the fact that

natural products contain little halogens in their structures. Another indica-

tor which reflects the importance of the halogen bond is the ratio of heavy

organohalogens to organofluorines (X/F ratio) at different stages of drug de-

velopment. In general, the larger the ratio is, the more prevalent the halogen

bond is. Specifically, the X/F ratio is 0.9, 0.9, 0.8, 1.0, 1.4 and 1.7 for drug

discovery stage, clinical phase I, clinical phase II, clinical phase III, pre-

and registered, and launched stages, respectively.136 The content of heavy

organohalogens increases steadily from clinical phase II (44.0%) to launched

phase (63.3%).136 This reveals that mostly the moieties with fluorines are ex-

cluded during drug development process. Thus, we conclude that the halogen

containing compounds (i.e. prerequisite for the halogen bond formation) play

important role in drug development process.

In following paragraphs we will describe the behavior of the energetics con-

nected with halogen bond interaction. The geometrical preferences, relative

strength, tunability of the halogen bond will be discussed in more details.

1.1.4.3.1 Strength and Tunability of Halogen Bond

The strength of halogen bond can be estimated via theoretical quantum

chemical calculations. The theoretical method such as Couple Cluster137–141

(CCSD(T)) or perturbation theory142 (MP2) can be used for benchmark es-

timation of the strength of the halogen bonds. The typical model system

of halogen bonded complex consists of carbonyl oxygen moiety (e.g. ace-

tone or N-methylacetamide) and small organohalide molecule (e.g. halogen-

methyl or halogenbenzene). The Table 1, taken from the work of Wilcken

et al.,1 summarize the CCSD(T) and MP2 benchmark calculations done

for the set of small model complexes (BB in the first column stands for the N-
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methylacetamide, ”backbone” model system; CBS in the second column

stands for the Complete Basis Set, see section 2.2.1).

complex method ∆E X· · · O σ-hole work

(kJ.mol−1) dist. (
◦
A) angle (◦)

CH3Cl· · · OCH2 CCSD(T)/CBS -4.9 3.26 166.8 Riley and Hobza143

CH3Br· · ·OCH2 CCSD(T)/CBS -7.1 3.29 171.2 Riley and Hobza143

CH3I· · · OCH2 CCSD(T)/CBS -9.7 3.30 172.9 Riley and Hobza143

PhBr· · · OC(CH3)2 CCSD(T)/CBS -12.4 3.10 178.9 Kolář and Hobza144

PhCl· · ·BB MP2/aug-cc-pVDZ -5.4 3.08 173.6 Hardegger et al.145

PhCl· · ·BB MP2/aug-cc-pVDZ -7.5 3.13 180.0 Jorgensen and Schyman146

PhBr· · · BB MP2/aug-cc-pVDZ-PP -10.0 3.03 173.6 Hardegger et al.145

PhI· · ·BB MP2/aug-cc-pVDZ-PP -14.5 3.08 173.6 Hardegger et al.145

PhBr· · · BB MP2/aug-cc-pVDZ-PP -12.1 3.05 180.0 Jorgensen and Schyman146

PhI· · ·BB MP2/aug-cc-pVDZ-PP -16.9 3.09 180.0 Jorgensen and Schyman146

PhCl· · · BB MP2/TZVPP -5.6 3.12 171.2 Wilcken et al.147

PhBr· · · BB MP2/TZVPP -9.0 3.04 177.4 Wilcken et al.147

PhI· · ·BB MP2/TZVPP -14.2 3.02 175.6 Wilcken et al.147

PhI· · ·BB CCSD(T)/CBS -17.6 3.06 175.2 Wilcken et al.147

Table 1.1: Benchmark data for halogen-bonded model complexes.

The interaction distances are significantly shorter than the sum of the van der

Waals radii of partner atoms for all complexes. The average halogen· · · oxygen

distance equals to 3.18 (3.27)
◦
A, 3.10 (3.37)

◦
A and 3.06 (3.50)

◦
A for Cl, Br,

and I, respectively. Numbers listed in parenthesis represent sum of the van

der Waals radii. Almost all considered complexes interact in ideal linear con-

formation (i.e. Car–X· · ·O angle is close to 180◦. The strength of the halogen

bond do not overcome the strength of the typical hydrogen bond in water

dimer complex, which amounts to approximately 5 kcal.mol−1.148 The sta-

bilization energy of the Car–X· · ·O halogen bond is estimated at 1.3 - 1.8,

2.2 - 2.9 and 3.4 - 4.2 kcal.mol−1 for X = Cl, Br and I. However, they bonds

should suffer less from desolvation penalties than typical polar groups. Thus,

halogen bond represents specific potential tool, which can be used for en-
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hancement of the affinity between partner molecules.

The effect of halogen substitution on particular scaffold was investigated

in several experimental studied.145,149,150 These studies revealed that systems

under investigation show increase of binding affinity, by two order of magni-

tude, after substituting H for I.145,149,150

Based on the fact that halogen bond is mainly driven by electrostatic at-

traction between electron-deficient σ-hole and electron reach Lewis base, size

of the halogen bond can be controlled by introducing electron-withdrawing

or electron-donating substituents on the halogenenated molecule. Riley et

al.151 investigated the effect of substitution of hydrogen atoms for fluorine

atoms. The authors found that specified substitutions increase the size of σ-

hole, what implies the increase of the halogen bond strength. Specifically,

in the case of pentuple substitution (i.e. 1,2,3,4,5-pentafluorohalobenzenes)

the strength of the halogen bond is doubled, with respect to mono-haloben-

zene.151 Further, the introduction of two fluorine molecules (i.e. 1,3-difluoro-

5-chloro-

benzene) provide halogen bond of the very similar strength as bromobenzene.

The same relation holds also when comparing 1,3-difluoro-5-bromobenzene

and iodobenzene.151 The later knowledge is particularly valuable, since io-

dine groups are perceived as rather problematic. Hence, the substitution

of the iodo-scaffold for the 1,3-difluoro-5-bromo one can serve as possible

solution, when one needs to avoid iodine groups and at the same time re-

tain binding affinity. However, one should bare in mind that listed fluoro-

substitutions do not influence only the size of σ-hole, but they often signifi-

cantly modify the entire electrostatic potential of the molecule. This usually

leads to considerable changes in binding preferences of particular molecule.

Figure 1.5 (adopted from Wilcken’s work) presents the electrostatic potential

around the iodobenzene molecule and its fluoro-derivates. The electrostatic

potential of the iodobenzene contains the σ-hole region surrounded by neg-

ative belt, see blue ”ring” around C–I bond, and the π clouds over and

bellow benzene ring (cf. Figure 1.5 a) In the case of perfluorinated iodoben-
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Figure 1.5: ESP of the iodobenzene and its fluoro-derivates.

zene potential looks substantially different and listed changes are evident.

On the one hand, both negative regions of potential disappear, the only re-

gion where is the potential negative are areas close to the fluorine atoms (cf.

Figure 1.5 d). On the other hand, the areas of positive potential at the region

of original σ-hole are significantly increased. Double substitution of fluorines

to ortho- position, in the case of 1,3-difluoro-2-iodobenzene (cf. Figure 1.5

b) leads to enlargement of the σ-hole. However, the σ-hole become shielded

from the sides by the negative clouds of potential caused by presence of flu-

orine atoms. These simple examples illustrate that introducing of electron-

withdrawing groups is rather complex issue,151 specially, when more complex

substituents are considered.152

Another possibility how to influence the strength of the halogen bond is by

introducing changes to core scaffold that the halogen is attached to. Such

study was performed by Hardegger et al.,145 where 4 commonly used core

scaffolds: benzene, pyrrole, pyridine and indole were tested on, how they

influence the strength and accessibility of the σ-hole. The iodobenzene was

considered as reference moiety. In the case of 3-iodopyridine and 7-iodo-1H-

indole molecules, the σ-hole become larger and more accessible for Lewis base

partners, with respect to iodobenzene. Whereas, in the case of the 3-iodo-

1H-pyrrole molecule, the situation was opposite. Here, the iodine’s σ-hole

become almost entirely surrounded be the negative cloud of electrostatic po-

tential; implicate almost zero capability of 3-iodo-1H-pyrrole to participate

in halogen bonding.1,145 These data demonstrate that the core scaffold has

drastic impact on the ability of the molecule to create halogen bond and
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that local properties of electronic structure of the core scaffold are impor-

tant.1,145,153

1.1.4.3.2 Geometrical Preferences of Halogen Bond

Halogen bonds between druglike ligands and proteins almost never adopt

optimal geometry because the halogen bond formation is distracted from its

ideal conformation by other types of interactions which appear at ligand-

protein interface. Therefore, it is important to identify with respect to which

intermolecular coordinates is the strength of the halogen bond most sensitive.

In general there are three parameters which influence the strength of halogen

bond substantially.

• The distance dX ···O between halogen atom (X) and atom of Lewis base

carrying lone electron pair (O) (cf. Figure 1.6 A)

• The angle αC−X ···O defined between vector of the C–X bond

and the X· · ·O contact (cf. Figure 1.6 A)

• The spacial orientation of halogen atom with respect to the Lewis base

moiety; defined by angle αY−O ···X and dihedral angle δZ−Y−O ···X (cf.

Figure 1.6 B)

There have been several theoretical studies focusing on relations between

these three parameters and strength of the interaction, performed for different

model systems.143–147 The preferences of all three internal coordinates were

studied also by Wilcken et al.1 The dependence of the stabilization energy

with respect to the distance dX ···O and angle αC−X ···O was investigated using

the chloro-, bromo-, iodobenzene· · ·N-methylacetamide complexes as model

systems.1 In the case of the spacial orientation of the halogen with respect

to partner molecule, complexes of iodobenzene with N-methylacetamide and

dimethylsulfide were utilized.1

Here are listed the most important conclusions regarding energetic and geo-

metric preferences of particular intermolecular coordinates.1
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Figure 1.6: Main intermolecular coordinates of the halogen bond.

distance dX ···O

• the stabilization energy is reduced by half, with respect to optimal

value, after increasing the X· · ·O distance by 1
◦
A.

• decrease of stabilization upon elongation of the X· · ·O contact can be

attributed to decrease in overlap between σ-hole and lone electron pair

• at the distances close to 5
◦
A iodobenzene still shows substantially better

interaction energies than benzene

• reduction of the distance by 0.35
◦
A decreases stabilization by 50% for

all three heavy halides

• no attraction interaction occurs bellow 2.5
◦
A

• better stabilization than for benzene can be achieved for distances equal

or larger than 2.92
◦
A, 2.74

◦
A and 2.63

◦
A for Cl· · ·O, Br· · ·O, and I· · ·O

contact, respectively

• iodine tolerates displacements from the equilibrium distance signifi-

cantly better than chlorine or bromine
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• the advantage for chloro-, bromo-, iodobenzene over benzene is approx-

imately 0.5, 1.0 and 2.75 kcal.mol−1 for the formation of halogen bond

in optimal geometry

angle αC−X ···O

• significant decrease of stabilization is observed upon increase in devia-

tion from 180◦, for all halogens

• deviations between 25◦ and 30◦ decreases stability by 50%

• deviations exceeding 40◦ are connected with no attractive interaction,

thus halogen bonds should be considered only for geometries where

angle is 140◦ or larger

angles αY−O ···X and δZ−Y−O ···X

• dimethyl sulfide molecule (methionine model system) as Lewis base:

strong preference for orientations of the halogenated moiety perpen-

dicular to the plane of the methionine model system are/were ob-

served. Only such orientation of the interacting molecules provides

attractive interaction. This preference is caused by presence of two σ-

holes in the molecular plane along the extension of the C–S bonds and

two strongly negative areas above and bellow the plane

• N-methylacetamide (backbone carbonyl model system) as Lewis base:

provide almost no constraints for orientation of partner molecule, ex-

cept from the orientations where sterical clashes between backbone and

halogenated scaffold occure

• electrostatic potential around oxygen atom of backbone carbonyl model

system is negative and quit uniform/isotropic; maximum reduction

of stabilization energy is only about 30% of the optimal value
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Despite restrictions which need to be met in order to obtain attractive halo-

gen bond interaction in the case of methionine sulfur atom, the interact-

ing potential of this Lewis base moiety for halogen bonding is still appre-

ciable/significant. This is due to the fact that in many cases sidechains

of the aminoacids are flexible, thus sulfur atom can adapt to ligand, facilitat-

ing attractive perpendicular orientation with partner molecule.1 On the other

hand, backbone is often fixed within more rigid secondary structure elements.

Thus, the fact that backbone oxygen tolerate broad range of halogen-bonding

geometries has important implications for molecular design.1
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Chapter 2

Methods

2.1 Noncovalent Data Sets

The important role of data set in method development is indisputable and is

known for quit a long time. As already noted, probably the most important

reason of having reliable test set is its necessity for parametrization and vali-

dating of lower level computational methods. For example, the ability to re-

produce the energetics of the G2 data set154 or extensions to it has become

the de facto standard for measuring the accuracy of a new computational

method. As variety of new methods were developed in recent years, because

of the fast development of new computer hardware and software. The need

for high-quality data sets is enormous and development in this direction

is remarkable, especially in last decade. For example, General Main Group

Thermochemistry, Kinetics, and Noncovalent Interactions (GMTKN30) data

set,155 Noncovalent Interaction Energy data set (NCIE53),156–158 etc. have

recently been introduced. Before brief description of some of the most com-

monly used noncovalent data sets, we list the most important properties

which should be cover by any benchmark database set: (i) balanced represen-

tation of all important bonding motifs, and (ii) easy extendability in the fu-

ture for new structural motifs.
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2.1.1 JSCH2005 Data Set

Jurecka, Sponer, Cerny, Hobza presented in 2005 set (JSCH2005)159 of Møller

Plesset/Complete Basis Set (MP2/CBS) and Coupled Cluster Single Dou-

ble and perturbative Triple/Complete Basis Set (CCSD(T)/CBS) interac-

tion energies and geometries for more than 100 DNA base pairs, amino acid

pairs, and other model complexes. Extrapolation to the CBS limit was done

using the two-point Truhlar’s160 and Helgaker’s161–163 extrapolation scheme

utilizing different basis sets (aug-cc-pVDZ + aug-cc-pVTZ, aug-cc-pVTZ +

aug-cc-pVQZ and cc-pVTZ + cc-pVQZ). CCSD(T) correction terms, were

determined in relatively smaller basis sets (6-31G**(0.25,0.15) and cc-pVDZ).

Two types of complex geometries were considered, optimized and experimen-

tal ones. It was shown that utilizing these combination of basis sets for ex-

trapolation can lead to rather large relative errors (up to 10-15%). However,

we should bare in mind that presented results were, at the time of publica-

tion, considered as rather very accurate. The JSCH2005 data set, could be

preferably used for first screening (verification) of the methods rather that

for parametrization, as it is relatively large (over 100 complexes).

2.1.2 S22 Data Set

The S22 data set is part of the JSCH2005 data set.159 It consists of 7 H-

bonded, 8 disperse-bounded and 7 mixed noncovalent complexes. S22 set

has become the most popular interaction energy database. It has been used

for the parametrization and validation of many different computational meth-

ods (see bellow). However, recently new data sets has been developed (see

bellow), as some shortcomings of the S22 set has been reported. Specifi-

cally, several studies showed that accuracy of the presented interaction ener-

gies has been already overcome. These errors were evaluated to few tenths

of kcal.mol−1 (not exceeding 0.5 kcal.mol−1), when compared to the most

accurate CCSD(T)/CBS values.164–167 Another problem of the S22 set is

that it is heavily weighted toward nucleic acid-like structures, containing

many base pair-like (cyclic) hydrogen bonds and many stacked aromatic
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complexes. Consequently, there are several binding motifs that are strongly

under-represented (e.g. single hydrogen bonds and aromatic-aliphatic dis-

persion interaction) or practically missing (e.g. such as aliphatic-aliphatic

dispersion interaction). The single-hydrogen bond binding motif was intro-

duced in the data set, through four new complexes. Specifically, the methanol

dimer (C1), the methanol · · · formaldehyde (C1), the methyl amide dimer (α)

and the methyl amide dimer (β).168 The new augmented S22 data set was

named S26.168 Merz and co-workers and Grafova and co-workers indepen-

dently enhanced the S22 data set, by the introduction of dissociation curves,

in order to increase the robustness of the data set.169,170 Resulted data sets

are denoted as S22+169 and S22x5,170 respectively.

2.1.3 S66 Data Set

S66 data set and its ”dissociation curve” extension (S66x8) were presented by

Rezac and Hobza in 2011.171 It was designed with special emphasis to elimi-

nate drawbacks of the S22 data set. The most significant enhancements with

respect to the S22 set are following: (i) inclusion of 3 times larger amount

of complexes, (ii) balance representation of all main types of noncovalent in-

teractions, (iii) use of same basis set and geometry optimization protocol for

all complexes. Therefore, the S66 data set as upgraded successor of the S22

set has potential to become also extensively used by computational chemists.

2.1.4 Other Noncovalent Data Sets

Many other noncovalent data sets are available. For example ten out of 30

data sets, which are included in Grimme’s GMTKN30155 superdata set are

noncovalent data sets. Zhao’s and Truhlar’s superdatabase includes NCIE-

53156–158 category, which is actually group of eight individual noncovalent

data sets. Several new data sets, which include much larger complexes, con-

trary to all previous sets, have been presented (e.g. S12L,172 L7173).

Noncovalent data sets, which were exclusively designed in our laboratory (e.g.
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S22,159 S66,171 P26,174 A24,175 X40x10176) are available through the BEGDB

web site (www.begdb.com).177

2.2 Interaction Energy Calculations

2.2.1 Extrapolation to the Complete Basis Set Limit

It well known that convergence of the energy with respect to the size of the ba-

sis set is relatively slow and errors resulting from the use of incomplete basis

set are typically the most significant ones. Majority of the extrapolated

schemes are based on the fact that the convergence of the energy toward

the complete basis set depends on the basis set cardinal number (X). Here

we will present only the two point extrapolation schemes as it is known

that the inclusion of third set of energies of low quality (e.g. double-ζ ba-

sis) especially for small systems can spoil the quality of the resulting energy.

The most commonly used method for basis set extrapolation to the complete

basis set was proposed by Helgaker.161–163 This scheme treats Hartree-Fock

(HF) and correlation part of the energy separately (see. eqn. 2.1 and 2.2)

∆EHF
X = ECBS

X + A exp(−βX), (2.1)

where EHF is basis set limit for HF energy, A is pre-exponential factor, X is

the cardinal number of the basis set (2, 3, 4 for double-, triple-, quadruple-

ζ, respectively) and β is set to 1.54 (for extrapolation from triple- and

quadruple-ζ basis sets) or 1.43 (for extrapolation from double- and triple-

ζ basis sets).

∆EX = ECBS +B/Xβ, (2.2)

where ECBS is basis set limit of the correlation energy, B is pre-power factor,

X is the cardinal number of the basis set and β is set to 3.
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Truhlar developed extrapolation method,160 which similar to the Helgaker’s,

treats HF and correlation parts of the energy separately. Specifically, the cor-

relation energy is also extrapolated through the eqn. 2.2, but with the β co-

efficient being 2.2 and 2.4 for MP2 and Coupled Cluster Single and Double

(CCSD) or CCSD(T) calculations, respectively. Further, the HF energy is,

contrary to the Helgaker’s method, treated also through eqn. 2.2, but with

the β coefficient being 3.4.

Both schemes, Truhlar’s as well as Helgaker’s, were designed to utilize system-

atically improved basis sets (e.g. Dunning’s augmented or non-augmented

sets). Extrapolation scheme, of slightly different kind was developed by

Kim.178–180 Kim’s method is designed for an extrapolation of the interaction

energy. It relies on the fact that two sets of interaction energies: corrected

and uncorrected for the basis set superposition error (for BSSE correction

see section 2.2.2) converge to the same value. Thus, it is possible to use data

from different basis sets. The CBS interaction energy is defined by eqn. 2.3

∆ECBS = 1/2(δXεX+1 − δX+1εX)/(δX − δX+1), (2.3)

where δX and εX (and δX+1 and εX+1 analogously) are defined by eqn. 2.4

and 2.5

δX = ∆Eb
X −∆En

X (2.4)

εX = ∆Eb
X + ∆En

X , (2.5)

where ∆Eb
X and ∆En

X are BSSE corrected and uncorrected interaction ener-

gies in basis set with cardinal number X.

Nowadays, it is still hard to determine the accuracy of any of the above

mentioned extrapolated methods, because there is not enough of statistical

data. It is well known that performance of any of the basis set strongly

depends on method applied, size and geometry of the molecule. For small
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and medium-size complexes, the aug-cc-pVDZ basis set provides quit con-

verged energies at HF level, but not at the MP2 level. It is not recommended

to use the MP2/aug-cc-pVDZ energies for extrapolation procedure, because

these can spoil the quality of the CBS energy. However, when applied for ex-

tended complexes, the MP2 energies in aug-cc-pVDZ basis should be accurate

enough. This is a consequence of the overlap of the basis functions. Moreover,

applying the aug-cc-pVDZ basis for extended clusters is often the only feasi-

ble choice mostly because of two reasons: (i) prohibitive computational cost

of the calculation, and (ii) possible convergence problems caused by linear

dependencies of the basis set. In general, all three above mentioned extrap-

olation procedures perform similarly, with differences in final extrapolated

energies usually not exceeding 0.1 kcal.mol−1.

Another possibility how circumvent the problem of slow convergence of (cor-

relation) energy is by employing explicitly correlated methods. Nowadays,

medium-size systems can be investigated by utilizing methods such as R12-

/F12-MP2181–188 and R12/F12-CCSD.189–197 The main advantage of explic-

itly correlated methods, compared to conventional methods, is their signif-

icantly faster convergence toward CBS limit. As they are able to provide

results of CBS quality already in the aug-cc-pVTZ and heavy-aug-cc-pVTZ

basis sets.198

2.2.2 Supermolecular Approach

Within supermolecular approach the interaction energy of a binary complex

A· · ·B (∆E(A· · ·B)) is defined by eqn. 2.6

∆E(A · · ·B) = E(A · · ·B)− E(A)− E(B), (2.6)

where E(A· · ·B) stands for the total electronic energy of the complex and

E(A) and E(B) are the electronic energies of the partner molecules.

On the one hand, the supermolecular approach has several practical features:

(i) it is applicable to any type of molecular cluster, (ii) it yields wave func-

tion which can be used for derivation of various properties of the cluster,
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and (iii) accurate interaction energies can be obtained, provided that suffi-

ciently large basis set is used and major part of correlation energy is included.

On the other hand, the main drawback of the supermolecular approach is its

basis set inconsistency which lead to basis set superposition error. The BSSE

is purely mathematical artifact due to the fact that basis sets of different

size are used for energy evaluations of cluster and interacting molecules.

In the case of the complex calculation the electronic energy of the monomers

is artificially lowered due to the borrowing of the basis set from partner sub-

system. In 1970 the Boys and Bernardi introduced counterpoise correction

(CPC), which eliminates the BSSE.199 The principle of the method is very

simple: subsystems are not treated in their own basis set but in the basis set

of whole cluster i.e. all three energy calculations (cluster and subsystems)

are performed with the basis set of same size.

Values of E(A· · ·B) and the sum of E(i) in the eqn. 2.6 typically differ only

by several kcal.mol−1, while the value of E(A· · ·B) is many order of magni-

tude larger than that of ∆E(A· · ·B). Therefore, in order to obtain accurate

interaction energy, all the energies at right hand side (rhs) in the eqn. 2.6

must be calculated with extremely high accuracy. Because the electronic

energy of the molecule can be expressed as the sum of HF and correlation

energy, the interaction energy can be expressed as the sum of Hartree-Fock

interaction energy and correlation interaction energy (see eqn. 2.7).

∆E = ∆EHF + ∆Ecorr (2.7)

Nowadays, the accurate evaluation of the ∆Ecorr part of the interaction en-

ergy represent the most challenging part of the calculation from the compu-

tational point of view. It is well known that the different types of nonco-

valent interaction require different approaches from the computational point

of view. For example, the quantitative description of π· · · π stacking inter-

molecular interaction is very demanding. The π· · · π stacking interactions

are dominantly formed by dispersion, which is pure correlation effect, hence

not covered at the HF level of theory (see eqn. 2.7). The local or semi-local
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character of density functionals is able to reproduce only short-range and

middle-range correlation effects.51 Further, the MP2 method is the simplest

method able to describe long-range correlation effects from the right reason.

However, it is well known that MP2 overestimates the π· · · π stacking in-

teraction.52–55 Moreover, for small and middle size basis set superposition

error can be as big as dispersion. Therefore, use of more elaborate ab initio

methods in combination with sufficiently large basis set is needed in order

to obtain directly the correct description of this type of interaction.

The situation is not so complicated for hydrogen bonded complexes, as it is

known that MP2 provides accurate description of hydrogen-bonding. In next

sections different supramolecular methods, which are used for the description

of noncovalent interactions, will be described.

2.2.2.1 Reference Calculations

Reference calculations, despite their enormous computational and time de-

mands, continues to attract significant attention by computational chemists.

This can be (at least partially) understood as a consequence of the fact that

variety of new computational methods, which potentially improve the ac-

curacy of the results and/or computational efficiency, have been developed.

After realizing that most of these methods include at least one empirical pa-

rameter (see sections 2.2.2.2), which was (were) usually obtained by fitting

to the set of benchmark data i.e. data set (see section 2.1), causality of our

original statement become clear. As, high-quality (reference) Quantum Me-

chanical (QM) calculations are necessary for obtaining suitable data sets.

The CCSD(T) method, among computational chemists also known as ”golden

standard”, due to its outstanding accuracy/computational cost ratio, is the

most commonly used method for utilizing reference calculations. The CC-

SD(T) method is based on the concept of Coupled Cluster (CC) theory, which

uses exponential form of the wave operator and its expansion into the clus-

ters of excitation operators.137–141 The CC methods are size-extensive and

their convergence toward full configuration interaction value is faster com-
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pared to the methods with same asymptotic scaling with respect to system

size. Moreover, CC methods can be systematically improved upon inclusion

of higher excitation operator.

Before discussing the CCSD(T) in more details, we should mention about

the Quadratic Configuration Interaction Single Double and perturbative Tri-

ple method (QCISD(T)).200 As it is probably the only alternative to the CC-

SD(T) method, when considering methods suitable for reference calculations.

It was shown that the QCISD(T) method provides very similar results as

the CCSD(T) as far as single-reference character of the wave function is

maintained.201,202 The main advantage of QCISD(T) over CCSD(T) is it’s

slightly less expense, as some of the integrals are not evaluated in QCISD(T),

contrary to CCSD(T).203 Thus, QCISD(T) can become the method of choice,

especially when feasibility of the CCSD(T) method starts to become very

problematic.

2.2.2.1.1 Affordability of the CCSD(T)

From year to year, the affordability of the CCSD(T) method is increased be-

cause of the fast progress in computational hardware and software. The scal-

ing of the CCSD method is N2
oN

4
v and N3

oN
3
v, where No stands for the number

of correlated occupied and Nv the number of active virtual orbitals. The in-

clusion of perturbative triple excitation into the calculation, increase the scal-

ing to N3
oN

4
v. Nowadays, system of size approximately 30 atoms can be rou-

tinely treated, however systems with more than about 50 atoms are still

significantly impractical. So far, the largest published systems for which

regular CCSD(T) calculation were performed have approximately 70 atoms:

coronene dimer204 and guanine-cytosine step from DNA.205
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2.2.2.1.2 Convergence of the CCSD(T)

The CCSD(T) method is especially successful for assessing ground-state en-

ergies and properties for system with single-reference character. The overall

accuracy of the CCSD(T)/CBS values goes beyond ”chemical accuracy” (1

kcal.mol−1) but usually hardly reaches ”subchemical accuracy” (0.1 kcal.-

mol−1).206–208 The largest error of the method is attributed to the incom-

pleteness of the basis set, thus the convergence behavior of the CCSD(T)

method toward CBS will be discussed firstly.

The CCSD(T) interaction energy can be partitioned into three terms, see

eqn. 2.8

∆ECCSD(T ) = ∆EHF + ∆EMP2 + ∆∆ECCSD(T ), (2.8)

where ∆EHF is the HF interaction energy, ∆EMP2 is the MP2 correlation

interaction energy and ∆∆ECCSD(T ) is the higher order correlation correction

to interaction energy. The ∆∆ECCSD(T ) term is defined as difference between

interaction energies calculated at the CCSD(T) and MP2 level (∆ECCSD(T ) -

∆EMP2). All three term on the rhs of eqn. 2.8 exhibit different speed of con-

vergence. The convergence properties of the ∆EHF and the ∆EMP2 compo-

nents were already discussed in the section 2.2.1. The rate of convergence

of the ∆∆ECCSD(T ) term was investigated in several studies.209–212 These

studies revealed, that the convergence of this term is very fast for the vast

majority of complexes, however, complexes with slow convergence has also

been reported (e.g. benzene· · ·Na+, benzene· · ·water).210,211 As shown by

Pitonak et al., for π· · · π complexes, the use of small basis set (6-31G*(0.25)

can lead to high underestimation of the ∆∆ECCSD(T ) (up to 10-20%) and use

of aug-cc-pVTZ set brings 1-3% agreement with CBS value.213,214 This rela-

tively fast rate of convergence of the ∆∆ECCSD(T ) term, can be understood as

a consequence of the error compensation between convergence of the CCSD

and (T).213,214

The importance of the ∆∆ECCSD(T ) term is different for H-bonded, π · · · π
and other types of complexes. For the π · · · π complexes the inclusion of the
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term usually leads to qualitative/quantitative agreement. While, for the H-

bonded or charge-transfer (CT) complexes neglect of the term has just mar-

ginal effect on the accuracy. Moreover, for the complexes stabilized domi-

nantly by electrostatic neglect of the term can lead to more balanced descrip-

tion.211

2.2.2.1.3 Approximations in the CC Theory

The magnitude of errors resulted from neglecting higher order excitations

within CC expansion, are not so pronounced as errors resulted from incom-

pleteness of the basis set, as long as we are not approaching subchemical

accuracy, where errors resulted from both types of approximation might be

of similar importance. As the effect of higher order excitations is sensitive

to truncation/incompleteness of the basis set used, quantification of the er-

rors caused by their neglect is difficult, therefore there are only several stud-

ied regarding this issue in literature. Based on several studies which fo-

cused on this issue, following conclusions can be drown: (i) for π · · · π com-

plexes the effect of approximating triples by perturbation theory amounts

to roughly 1% of the ∆∆ECCSD(T ) term, for H-bonded complexes same effect

can amounts up to 30% of the ∆∆ECCSD(T ) term.215; (ii) for π · · · π com-

plexes the effect of neglecting quadruples is about 5-10% of (T) contribution,

being repulsive.216–218 As, higher order correlation terms which are not in-

cluded in the CCSD(T) are repulsive, the CCSD(T) provides upper bound

to stabilization energy.216

Quit recently Rezac and Hobza examined the accuracy of the estimated

CCSD(T)/CBS binding energies for the set of twenty four small complexes.175

This study revealed that the average relative error of the CCSD(T)/CBS en-

ergies with respect to CCSDT(Q)/CBS energies, which were considered as

reference, amounts to 1%.175 Further, as long as sufficiently large basis sets

are utilized (e.g. at least heavy aug-cc-pVQZ for HF part, cc-pVTZ and

cc-pVQZ for MP2 part and aug-cc-pVDZ for ∆CCSD(T) term) the overall

error in the CCSDT/CBS interaction energy should not be larger than 3%.
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Another quit recent study by Rezac and Hobza, focused on the performance

of the CC expansions which go beyond the CCSD(T) method (e.g. CCSD[T],

CCSD(TQ), CCSDT(Q), CCSDTQ).219 These methods were tested toward

six small noncovalent complexes in small and medium size basis sets and

following conclusions were drawn: (i) The CCSDT(Q) interaction energies

reproduce the CCSDTQ results with negligible errors; (ii) The inclusion

of quadrupole excitations (CCSDT → CCSDT(Q)) changes the interaction

energies by about 10 cal.mol−1 on average in aug-cc-pVDZ basis; (iii) The CC-

SD(T) and CCSD[T] methods provide more accurate interaction energies,

with respect to the CCSDT(Q) reference, than more expensive CCSDT

method.219

2.2.2.2 Post-Hartree-Fock Methods

Necessary condition for any commonly used computational method used for

evaluation of the interaction energy, is its ability precisely and efficiently

account for the correlation energy. Thus methods which go beyond Hartree-

Fock are used for investigation of noncovalent interactions. In last decades,

many of new computational approaches has been developed, in order to ac-

curately and/or efficiently treat the issue of correlation energy. In next few

sections some of these approaches will be described.

The simplest method which account for correlation energy from the right

reason is the MP2.142 As already mentioned, it is known that MP2 signifi-

cantly overestimates stabilization for the π· · · π complexes.52–55 This is due

to the fact that the dispersion energy is within MP2 described only at un-

coupled Hartree-Fock (UCHF) level.54,55 Thus several different approaches,

how to deal with aforementioned drawback of the MP2 method, have been

developed (see bellow).
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2.2.2.2.1 Spin-Scaled MP2

In the spin component scaled MP2 method (SCS-MP2), the idea of individual

scaling of the antiparallel (singlet,S) and parallel (triplet,T) spin components

of the correlation energy within MP2 was introduced (see eqn. 2.9).220

Ercorr,scaled = pSES + pTET , (2.9)

where ES and ET are singlet and triplet components of the energy and pS =

6/5 and pT = 1/3 are respective scaling parameters. The singlet parameter

pS was derived from theory, whereas, pT was fitted to a set of reference data

(reaction and atomization energies).220

Several studies on noncovalent complexes revealed that SCS-MP2 signifi-

cantly eliminates the problem of plain MP2 (overestimation of the π· · · π
complexes), only for nonpolar and slightly polar π· · · π complexes.221–225 One

should bare in mind, SCS-MP2 parameters were derived regardless nonco-

valent interaction. However, considering different types of noncovalent com-

plexes, the performance of both methods (SCS-MP2 and MP2) is compara-

ble.226,227 Consequently, following Grimme’s strategy, several new spin-scaled

MP2 methods such as: SCSN-MP2,227 SSS(MI)-MP2223 or SCS(MI)-MP2223

were developed. All these methods were designed with special emphasis

on accurate and balance description of wide range of noncovalent interac-

tions. Therefore, spin scaling coefficients within these methods were derived

by fitting against the set of reference interaction energies. In particular,

SCSN-MP2, SSS(MI)-MP2 as well as SCS(MI)-MP2 were optimized for best

performance on nucleic acid base pairs and S22 data set,159 respectively.

SCSN-MP2 and SSS(MI)-MP2 consider only one, same spin scaling coef-

ficient (pT ), whereas, SCS(MI)-MP2 considers both of them (pS and pT ).

The increased accuracy, compared to SCS-MP2 and MP2, is most pro-

nounced in the case of SCS(MI)-MP2. Specifically, the Root Mean Square

Deviation (RMSD) for the S22 data set of SCS(MI)-MP2, SCS-MP2 and MP2

in the cc-pVTZ amounts to 0.31, 1.45 and 0.99 kcal.mol−1.223 Moreover, per-
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formance of SCS(MI)-MP2 for H-bonded complexes is still not significantly

better than this of MP2, but is clearly improved over this of SCS-MP2.223

In complete analogy with MP2, the individual scaling of the singlet and

triplet spin components of the correlation energy can be utilized for CCSD

method (cf. eqn. 2.9). Thus, SCS-CCSD228 and SCS(MI)-CCSD229 methods

can be understood as counterparts to SCS-MP2 and SCS-MI-MP2. SCS-

CCSD as well as SCS(MI)-CCSD were optimized toward same training sets

as SCS-MP2 and SCS(MI)-MP2 (see above). Several studies demonstrated

ability of both methods to provide accurate interaction energies. In par-

ticular, error of SCS-CCSD for several configurations of the benzene dimer

is bellow 0.2 kcal.mol−1, whereas errors for the SCS-MP2 approach almost

1.0 kcal.mol−1. Further, SCS(MI)-CCSD was shown to provide stabiliza-

tion energies for the S66 data set in excellent agreement with the CCSD(T)

reference.171

2.2.2.2.2 MP2C

Replacing the UCHF dispersion from MP2 interaction energy by some other,

more sophisticated, form of dispersion (e.g. scaled coupled HF dispersion

from time-dependent HF) represents rather different way of treating the is-

sue with MP2 overestimation; see eqn. 2.10.

∆E = ∆EMP2 − EUCHF
disp + EM

disp, (2.10)

where ∆E is corrected MP2 interaction energy, ∆EMP2 is original super-

molecular MP2 interaction energy, EUCHF
disp is dispersion from UCHF theory

and EM
disp is time-dependent HF or time-dependent density functional theory

(abbreviated as TD-DFT). This idea was originally proposed by Cybulski

and Lytle.54 MP2C, proposed by Pitonak and Hesselmann,230 evaluates EM
disp

term by utilizing TD-DFT method, specifically by LHF/xALDA (localized

HF method231 combined with the exchange-correlation kernel from the adi-

abatic local density approximation (ALDA) in its exchange-only variant).
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The excellent accuracy of the method was confirmed not only for S22 data

set but also for medium-size and large systems.173,230

2.2.2.2.3 Scaled MP2

MP2.5 method takes advantage of the fact that for the π· · · π stacking com-

plexes, both MP2 (overestimated) and MP3 (underestimated) deviate from

accurate CCSD(T) results by almost the same amount.232 This empirical

observation holds because of following: the fourth-order effect of triples is

always attractive and its value is roughly 50% of the MP3 third-order cor-

rection.232 MP2.5 interaction energy, is defined by eqn. 2.11

∆EMP2.5 = ∆EMP2 + 1/2E(3) = ∆EMP2 + 1/2(∆EMP3 −∆EMP2), (2.11)

where ∆EMP2.5 and ∆EMP2 are MP2.5 and MP2 interaction energies and

E(3) is third-order correction which is defined as follows E(3) = ∆EMP3 -

∆EMP2. Accuracy of the MP2.5 method is in principle never considerably

worse than accuracy of the MP2. Moreover, MP2.5 can be significantly bet-

ter, especially for complexes for which the third-order correction presents

an important part of the interaction energy (e.g. π· · · π complexes). Very

practical feature of the scaled third-order correction is that its basis set con-

vergence toward CBS is very similar to that of CCSD(T), which allows us

to use same scheme (see eqn. 2.8). MP2.X method is just more empirical

generalization of MP2.5, which is done by introducing scaling parameter for

third-order correction (i.e. in eqn. 2.11, 1/2 is replaced by scaling param-

eter).233 The optimum value of the scaling parameter has been optimized

against the S22 data set, for various types of basis sets. Although MP2.5

and MP2.X represent only an empirical correction to approximate higher

order correction terms which are included in the CCSD(T) interaction en-

ergy, their performance for various types of noncovalent complexes is quite

accurate.171,173
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2.2.2.3 Density Functional Theory Based Methods

It is well known that standard density functionals (LDA, GGA, meta-GGA,

hybrids) are not able to account for long-range, van der Waals (dispersion)

interaction, because of their local (semi local) dependence on electron den-

sity. Thus, providing relatively poor description of noncovalent interactions,

especially, those dominated by dispersion. At this point it should be stressed

that DFT itself is exact (provides the exact solution of the Schrodinger equa-

tion), including long-range correlation dispersion. Many different approaches

were developed to eliminate the shortcoming caused by locality of density

functionals:

• atom-atom pairwise empirical dispersion correction (e.g. Grimme’s

schemes,234–236 Jurecka’s scheme,237 etc.)

• truly nonlocal density functionals (e.g. vdW-DF,238

LC-BOP+ALL,239,240 vdW-DF-09,241 VV09,242 VV10243)

• reparametrization of current functionals (e.g. M05,244 M05-2X,245

M06,246,247 M06-2X246,247)

• double hybrid functionals (e.g. PW2P-LYP,248 B2P-LYP249)

• long-range corrected functionals (e.g. wB97,250 wB97X,250 CAM-B3-

LYP251)

In next paragraphs several variants of atom-atom pairwise empirical disper-

sion corrections will be briefly reviewed.

2.2.2.3.1 Atom-Atom Empirical Dispersion Corrections

A most straightforward way how to include dispersion in DFT, can be done by

simple addition of the dispersion energy to the plain DFT result. Dispersion

energy term can be within this approach expressed by following atom-atom

pairwise functional form:
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Edisp[ρ] = −
∑
i≤j

∑
n≥6

Cij
n (ρ)R−nij f

n
damp(Rij, ρ), (2.12)

where i and j are atom labels, Cij
n [ρ] are, in general, density-dependent dis-

persion coefficients of particular atomic pairs (ij), Rij is the interatomic sep-

aration and fdamp(Rij,ρ) is, in general , density-dependent damping function.

Equation 2.12 can be derived from the second-order perturbation theory

expression for dispersion energy between isolated molecules.252 Nowadays,

variety of methods, which utilize above mentioned functional form for dis-

persion energy (see eqn. 2.12), are commonly used. Forms of the empirical

dispersion correction utilized by majority of methods differ mostly in fol-

lowing three aspects: (i) how many terms are included in eqn. 2.12 (i.e.

n=6,(8,10)), (ii) which type of damping function is utilized, and (iii) degree

of approximations used to derive Cij
n [ρ] coefficients.

Lets make small comment on dispersion energy in the DFT, before present-

ing particular correction schemes in more details. As already noted the long-

range correlation energy, is the energy component not recovered by recent

local or semilocal density functionals. However, we should keep in mind

that these functionals can cover, at least to some extent, the medium-range

correlation energy at the van der Waals distances, where intermolecular over-

lap is not negligible. Therefore, eqn. 2.12 includes damping function, which

must be considered from two main reasons : (i) to avoid double counting

and resulting overestimation of the interaction, and (ii) because overlap in-

validates multipole expansion of the dispersion.

So it is obvious that damping function is crucial, especially in the range

of small and medium distances. Strictly speaking, as the term ”dispersion”

originally referred to the long-range forces between systems with negligible

overlap, it should not be used for corrections specified by eqn. 2.12. Other

different terms as ”damped dispersion” and ”overlap-dispersive interaction”

were suggested by Pitonak et al.253 and Grimme,254 respectively. Despite

this inconsistency in definitions, most of the chemist name this correction

simply ”dispersion”, as it reflects the nature of this interaction resulting

from the long-range correlation of instantaneous electric multipole moments
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of fluctuating electronic density.

2.2.2.3.2 Grimme’s Corrections

In 2004 Grimme presented his first generally oriented dispersion correction

in DFT, named DFT-D.234 The DFT-D scheme utilizes dispersion correction

in following form:

Edisp[ρ] = −s6
∑
i≤j

Cij
6 R

−6
ij f

6
damp(Rij), (2.13)

where s6 is global scaling parameter, i and j are atom labels, Cij
6 are dispersion

coefficients of particular atomic pairs (ij), Rij is the interatomic separation

and fdamp(Rij) is damping function. Equation 2.13 represents slightly dif-

ferent form for correction than eqn. 2.12, as it introduces global scaling

parameter (cf. eqn. 2.12 and 2.13). Further, the DFT-D includes only one

term from expansion (i.e. n = 6, cf. eqn. 2.13) and utilizes isotropic and

density independent Cij
6 coefficients. Moreover, employees modified Fermi

type of damping function, where no scaling of vdW radii is introduced (for

more details see work by Jurecka et al. and references therein.237). De-

spite, above noted simplification it provides very good results across a wide

range of weakly bonded complexes of different nature.234 This can be seen

as a consequence of fitting procedure, as the global scaling parameter (s6)

was introduced in the eqn. 2.13. Parameters in empirical correction (s6 and

two coefficients in damping function) were fitted against the set of 18 non-

covalent complexes, for the B-LYP, BP86 and PBE functionals. It should

be noted that applicability of this correction is rather restricted, as it can

be utilized only for molecular systems composed only of carbon, hydrogen,

nitrogen, oxygen and fluorine atoms.234

In 2006 Grimme come up with his second-generation (D2) of damped pairwise

atom-atom dispersion correction in DFT (DFT-D2).235 He reparametrized
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the B97255,256 functional (GGA functional) by explicit inclusion of dispersion

correction (B97-D). Similar to the first-generation of correction, this version

also includes only the first term from the expansion (n = 6, cf. eqn. 2.13),

uses global scaling parameter (s6), empirical vdW radii and exactly same

type of damping function. However, Cij
6 coefficients are calculated in less em-

pirical way.235 The B97-D functional brought some improvement compared

to the DFT-D scheme. Specifically, we could say that in general B97-D is

more robust, as, it does not overestimate (in average) the interaction energies

of the H-bonded complexes.234

In 2010 Grimme proposed his third-generation of dispersion correction with-

in the DFT (DFT-D3).236 The DFT-D3 is a significantly revised compared

to previous D2 versions. Firstly, it includes an additional terms from dis-

persion expansion (n = 6, 8; cf. eqn. 2.12). Secondly, it utilizes improved

damping function along with that the global scaling parameter was removed.

Finally, introduces geometry dependent Cij
n coefficients, which are calculated

in more rigorous way using Casimir-Polder formula.262 The last point is

the most important, as it incorporates awareness of the chemical environ-

ment into the scheme. Moreover, within the D3 approach, the three-body

dispersion term (Axilrod-Teller-Muto)257,258 was also introduced. Let us note

here, that the importance of the many-body terms for large systems is not

negligible.259,260

All these methodological improvements led to the significant refinement com-

pared to the previous DFT-D2 method.236 It was also shown that the er-

ror of the DFT-D3 binding energies (with respect to CCSD(T) values), for

small- and medium-size complexes at van der Waals distances, is roughly

about 10%.261 Minor improvement of results was achieved upon using Becke-

Johnson damping263–265 function, which is now a recommended damping

function within the DFT-D3 scheme.266 Many others studies revealed that

DFT-D3 provide quit accurate results for different types of noncovalent com-

plexes.171,173,176
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2.2.2.3.3 Jurecka’s Correction

In 2007 Jurecka et al.237 suggested very similar pair-wise atom-atom em-

pirical correction as Grimme in 2004 (DFT-D). Jurecka’s scheme utilizes

also Fermi type damping function, however in slightly different form, where

the vdW radii are scaled instead of the C6 coefficients (for more details see

Jurecka’s work237). This in fact removed the main disadvantage of Grimme’s

DFT-D scheme: the unphysical scaling of the Cij
6 coefficients (cf. eqn. 2.13)

at long ranges.237 Grimme adopted this type of damping in his DFT-D3

method.

2.2.2.3.4 Other Correction Schemes

Becke and Johnson proposed semiclassical (”heuristic”) model of exchange

hole dipole moment (XDM), in which instantaneous dipole moment of (elec-

tron and its exchange hole) generate dispersion interaction between nonover-

lapping systems.263,264 This method includes in the correction all three term

from dispersion expansion (n=6, 8, 10). Further, use simple rational damping

function, which employees effective vdW radii and utilize density dependent

Cij
n coefficients, which are derived based on XDM model.263–265 It was shown

that average error of binding energies determined by this method is in range

10-20%.267

The method of Tkatchenko and Scheffler (labeled vdW-TS),268 similar to X-

DM and Grimme’s D3 schemes, is capable of reflecting the bonding environ-

ment by utilizing the density-dependent Cij
6 coefficients as well as the density-

dependent damping function. However, the vdW-TS scheme restricts itself

to the first term from dispersion expansion (cf. eqn. 2.12) contrary to either

XDM or DFT-D3 methods. Further, it utilizes Fermi type damping function,

same as Jurecka’s scheme.237 The performance of the vdW-TS scheme for

binding energies of the S22 data set, coupled with PBE exchange-correlation

functional, was found to be equally good or better than the Grimme’s DFT-
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D3 scheme.269

In 2009 Sato and Nakai introduced their Local Response Dispersion (LRD)

method.270 LRD method, sum all three terms from the expansion (i.e. up to n

= 10, cf. eqn. 2.12) and uses the density-dependence and anisotropy of Cij
n

coefficients Moreover, applies system- and n-order dependence of the damp-

ing function. The performance of the LRD method in combination with

long-range correction scheme for generalized gradient approximationed,271

for binding energies of the S22 data set, was found to be excellent.236

2.2.2.4 Semiempirical Methods

Semiempirical Quantum Mechanical (SQM) methods were originally devel-

oped to reproduce thermochemical properties. They were parametrized to-

ward covalent bonding, therefore, are in principle able to properly describe

quantum effects. As SQM methods are computationally cheap they can be

used for description of extended systems, for which the ab initio methods are

infeasible. Nowadays, they are used also for description of noncovalent inter-

actions. Since, they were not parametrized against noncovalent complexes,

their applicability in this direction is more problematic. Consequently, de-

velopment of SQM methods was oriented toward elimination of this short-

coming.

Performance of AM1,272 and PM3273,274 methods on H-bonded complexes

was improved, compared with the original MNDO275,276 method. This was

achieved by the introduction of additional core-core term together with the pa-

rametrization against H-bonded complexes. First attempt to cover the dis-

persion in the SQM methods explicitly through empirical R−6, R−8, R−10

terms were done by Martin and Clark.277 Since than many different SQM

methods augmented with the empirical corrections for the repulsion and dis-

persion energy appeared (e.g. OM1,278 OM2,279 OM3,280 etc.), but none
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of them is accurate enough for different applications in noncovalent com-

plexes. Surprisingly, all SQM methods provide surprisingly good geometries

for all types of complexes, however, the interaction energies for dispersion-

bounded and H-bonded complexes are substantially underestimated.281

PM6 is one of the most accurate SQM methods.282 It is a NDDO-based

method improved by the Viotyuk’s core-core diatomic interaction term and

Thiel’s d orbital approximation.278–280 PM6 method in combination with

MOZYME algorithm283 can be applied for large molecular systems (up to sev-

eral thousands of atoms). Despite all these advantages, the PM6 method (like

other SQM methods) still lacks the ability to accurately describe noncova-

lent interactions. Specifically, interactions driven by dispersion energy and

hydrogen bonds.

To improve the performance of the PM6 method up to the edge of the chem-

ical accuracy ( 1 kcal.mol−1), three modifications, all developed in our lab-

oratory, were introduced: (i) an empirical dispersion term, which improves

the description of complexes stabilized by the dispersion (”D”),236,237,284,286

(ii) an additional electrostatic term, which improves the description of hydro-

gen-bonded complexes (”H”),284–286,288 and (iii) an electrostatic term, which

improves the description of halogen-bonded complexes (”X”).289 Because

of continues improvements each of this modifications has appeared in few

version. All the resulting methods were named in following way: PM6-

DdHh(X).284,285 Where, lowercase letters d and h specify the version (gener-

ation) of the particular modification; e.g. PM6-D3H4 stands for PM6 method

augmented with third generation of dispersion term (d=3, Grimme’s D3

correction)236 and fourth generation of hydrogen bond correction (h=4).286

The first PM6-DH method provides very good estimates of interaction ener-

gies for dispersion-bound complexes, but the description of H-bonded com-

plexes was still not completely satisfactory.284 Subsequently, the PM6-DH2

method which includes second generation of the hydrogen bond correction

with torsional dependence, was introduced. Introduction of the enhanced
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hydrogen bond correction term resulted in overall higher accuracy, espe-

cially for hydrogen bonded complexes. Specifically, the mean unsigned er-

ror for the whole S26168 data set was reduced from 0.54 (0.67) kcal.mol−1

in the case of PM6-DH to 0.36 (0.19) kcal.mol−1 in the case of PM6-DH2

(numbers in parenthesis correspond to subset of hydrogen bonded complexes

from S26 set).285 In 2013, the PM7 method was introduced by Stewart.287

Parametrization of the intermolecular interaction term for PM7 was modi-

fied with accord to ideas explored in PM6-DH2,285 PM6-DH+,288 and PM6-

D3H4 studies. The significant improvement over PM6 method can be seen

for heats of formation of organic solids, geometries and barrier heights for

simple reactions of the type catalyzed by enzymes.287 However, considering

accuracy in description of the noncovalent interactions, the PM7 method

does not outperform PM6 methods with corrections e.g. PM6-DH2(X) or

PM6-D3H4(X).290 So far, the best performing SQM methods with respect

to noncovalent interactions is the PM6-D3H4(X).286,289 The overall accuracy

of the PM6-D3H4(X) method, tested toward the 13 noncovalent data sets,

was shown to be higher than that of any other SQM method from PM-x

family.290

2.2.3 Intermolecular Perturbation Theory

The first quantum mechanical theory of intermolecular interactions was de-

veloped in 1930s by London and co-workers.291–294 It is based on standard

Rayleigh-Schrodinger (RS) perturbation theory, where unperturbed Hamil-

tonian is defined as sum of isolated (noniteracting) Hamiltonians and the per-

turbation is intermolecular potential. In particular, RS perturbation equa-

tions correspond to the Hamiltonian partitioning H = H0 + V, where H is

total nonrelativistic Coulomb Hamiltonian of the dimer, H0 = H0
A + H0

B is

the sum of monomer Hamiltonians and the perturbation V = H - H0 con-

sists of all the intermonomer Coulomb interactions i.e. Coulomb interaction

between particles (electrons and nuclei) of monomer A and monomer B.

In London’s method the exact intermolecular potential V is represented by

its multipole expansion.295,296 By definition this expansion of the interaction
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energy is convergent only in small part of configuration space when electrons

are localized on monomers. Thus London method is valid only asymptotically

for large intermolecular distances297 and its multipole expansion is divergent

for finite intermolecular distances.298–300

When the exact form of intermolecular potential V is used instead of its mul-

tipole expansion, resulting expansion is referred to as polarization approxi-

mation.301 The extra component which is included in polarization expansion

compared with the London method originate is the penetration effect. In-

clusion of the penetration effects removes divergence character of the mul-

tipole expansion i.e. all the energy terms in polarization theory have well

defined values for finite intermolecular distances. However, despite signifi-

cant improvement with respect to London’s theory the intermolecular poten-

tial obtained from polarization theory is still not even qualitatively correct.

Specifically, the polarization theory within finite order is not able to account

for electron exchange effects resulting from tunneling of electrons between

interacting molecules, even for the systems like H+
2 or H2.

302 This is due

to the fact that the unperturbed (zero-order) wave function Φ0
AB is defined

as product of the ground-state wave functions of isolated subsystems H0
A and

H0
B: Φ0

AB = Ψ0
AΨ0

B.

Thus, it is clear that wave function in such a form is not antisymmetric

with respect to intermolecular electron permutations and thus violates Pauli

exclusion principle. Specifically, polarization theory converges for the case

of the ground state helium dimer,303 however, it may converge to the en-

ergy which is forbidden by the Pauli exclusion principle.304 Further, di-

vergence problems of polarization theory shows up when complexes, where

at least one of the monomer carries more than two electrons. This diver-

gence can be viewed as a consequence of the fact that physical ground state

of the complex is submerged in the continuum of the Pauli-forbidden states,

which appear after Penning-type ionization in the physically inaccessible part

of the Hilbert space.305,306 It was shown by Patkowski et al. that the Pauli-

forbidden continuum of the Li· · ·H complex (the simplest system for which
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the physical ground state is submerged in the Pauli-forbidden continuum)

starts 0.6 Hartree below the ground state energy of H0.307 Such a drastic im-

pact of the perturbation V on the unperturbed Hamiltonian H0 demonstrate

that V can not be considered as small perturbation; consequently conver-

gence problem of the perturbation expansion can be expected.

Many perturbation schemes were proposed in order to reproduce correctly

the intermolecular potential i.e. account for the polarization as well as the ex-

change part of the interaction. All these schemes rely on the observation

that the symmetry projected nth-order correction of wavefunction AΨn
AB is

always better approximation to the wavefunction ΨAB than just Ψn
AB i.e.

‖AΨn
AB - ΨAB‖ ≤ ‖Ψn

AB - ΨAB‖, where ‖·‖ is the L2 norm in the Hilbert

space. Thus, one can expect that introducing the symmetry projections

into the energy and wavefunction expansions will lead to enhanced conver-

gence of the perturbation expansion. The perturbation schemes, which apply

symmetry projection, are referred to as the symmetry-adapted perturbation

theories (SAPT).

The SAPT schemes can be divided into two main group. The first group,

called ”weak symmetry forcing”, contains for example: symmetrized Rayleigh-

Schrodinger,308 Murrell-Shaw-Musher-Amos309,310 and Hirschfelder-Silbey

schemes.311 These methods diverge in the presence of Pauli-forbidden con-

tinuum.307 Nevertheless, these expansions provide quit accurate interaction

energies in low order and very accurate ones if the perturbation corrections

are summed up until they start to grow in absolute value.307,312

The second group, called ”strong symmetry forcing”, includes: Eisenschitz-

London-Hirschfelder-van der Avoird293,313,314 or Amos-Musher315 scheme. In

these scheme the unphysical component of the wave function is projected out,

so these expansions may converge despite the existence of Pauli-forbidden

continuum. Unfortunately, these methods suffer from different problem, un-

like the methods from the first group. In finite order they are unable to re-
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cover even the first terms in the 1/Rn power expansion of the interaction

potential i.e. have wrong asymptotic behavior.297 Jeziorski-Kolos expan-

sions316 also belongs to the second group of schemes, however predicts cor-

rectly a few lowest order term from the 1/Rn expansion. This partial asymp-

totic correctness improves convergence for the Jeziorski-Kolos scheme over

Eisenschitz-London-Hirschfelder-van der Avoird and Amos-Musher schemes

in low orders. The Jeziorski-Kolos scheme can be modified in order to in-

crease number of correctly recovered asymptotic terms, by simple enhance-

ment of the wave function form which enters the Bloch equation.312 However,

this modification do not lead to improved convergence in regions of the van

der Waals minimum. Therefore, new SAPT expansion which effectively

copes with both problems of aforementioned SAPT schemes (convergence

in the presence of Pauli-forbidden continuum as well as correct asymptotic

behavior) appeared in literature.317 This goal is achieved by splitting the at-

tractive Coulomb terms in intermolecular potential into regular, long-range

and singular, short-range parts. For more details concerning this approaches

see work by Patkowski et al.317 All above mentioned SAPT schemes were

tested/developed for the Li· · ·H complex (molecule). It is believed that this

molecule mimic to some extend the noncovalent interaction and captures

all essential complications affecting the SAPT treatment.317 Therefore, it

is generally assumed that conclusions written on the basis of these model

studies are transferable to larger systems. However, applications of these

methods to larger systems would require approximate solution of the in-

tramonomer correlation energy problem and development of the many-body

versions of the theory. Nowadays, the symmetrized Rayleigh-Schrodinger for-

malism is used for investigation of the many-electron systems, mainly because

implementation of this type of method for many-body system is significantly

less complex than that of any from the ”strong symmetry forcing” methods

(e.g. Hirschfelder-Silbey method).

The interaction energy is within the SAPT method defined as the sum

of the physically meaningful terms. By definition it is free from basis set

superposition error.318 The electrostatic, induction, dispersion and exchange
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interaction energy components, which arise from low orders of perturbation

theory, provide insight into origin of the interaction and help to interpret

the interaction based on the monomer properties.

Despite all the problems such as considerable formal complexity, difficulties

concerning convergence or wrong asymptotic behavior, the intermolecular po-

tential obtained from SAPT are fairly accurate. Hence, nowadays the SAPT

methods represent in many cases an attractive alternative to the conventional

variational methods.

2.2.3.1 Density Function Theory Symmetry Adapter Perturba-

tion Theory

One of the most essential practical drawbacks of the many-body SAPT

method is its extremely high computational cost. In particular, the many-

body SAPT method contains terms which formally scale like N7, where N

is a measure of the size of the molecular system. What is incidentally same

scaling possessed by the CCSD(T) method. To be more precise, the second-

order exchange-dispersion component of the interaction energy (see further)

includes terms scaling like n3
occn

4
virt and n4

occn
3
virt.

319 Therefore, the many-

body SAPT method can not be used for investigation of interactions in larger

molecular clusters. Thus, method such as Density Functional Theory SAPT

(DFT-SAPT) have been developed.320–324

The monomer correlation energy is within the DFT-SAPT method treated

through less expensive DFT method, contrary to regular many-body SAPT.

The scaling of the DFT-SAPT method is N6 with respect to system size.319

However, this enhanced scaling properties of the DFT-SAPT compare to the

many-body SAPT needs to be improved further, in order to develop method

which is computationally feasible for investigation of the extended complexes.

This can be achieved through density fitting (also called resolution of iden-

tity) procedure. Resulting method is abbreviated as DF-DFT-SAPT and it

scales as N5 with the system size.319 For more technical details about this

method see work by Hesselmann et al.319
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The DFT-SAPT interaction energy is given as the sum of the first- (E1) and

second-order (E2) perturbation energy terms and δHF energy terms (see eqn.

2.14)

EDFT−SAPT
int = EPol

1 + EEx
1 + EI

2 + EEx−I
2 + ED

2 + EEx−D
2 + δHF, (2.14)

where EPol
1 first-order polarization (Coulomb) term, EEx

1 is first-order ex-

change term, EEx−I
2 and EEx−D

2 are second-order exchange-repulsion terms,

EI
2 is second-order induction term, ED

2 is second-order dispersion term and

δHF is Hartree-Fock correction term.

The first-order Coulomb energy (EPol
1 ), second-order induction (EI

2) and dis-

persion (ED
2 ) terms from eqn. 2.14 could be in principle calculated ex-

actly.321–323 The first-order Coulomb energy is determined from following

formula E=〈Ψ0
AΨ0

B|V̂ AB|Ψ0
AΨ0

B〉, where V̂ AB is intermolecular Coulomb op-

erator and Ψ0
A, Ψ0

B are wavefunctions of unperturbed monomers. The first-

order polarization energy has a very transparent physical interpretation. It

simply represents the energy of the Coulombic interaction of the monomers’

charge distributions. For this reason it is referred to as the electrostatic

energy (see further). At large intermonomer distances R the electrostatic

energy can be represented as a sum of classical electrical interactions be-

tween the permanent multipole moments of unperturbed monomers (re-

ferred later as long-range electrostatic energy). However, one should em-

phasize that the electrostatic energy contains also important short-range

terms due to the mutual penetration (charge overlap) of monomers’ electron

clouds. Further, the second-order induction energy term is obtained from

a solution of the coupled-perturbed Kohn-Sham equations and the second-

order dispersion energy from a solution of the frequency-dependent coupled-

perturbed Kohn-Sham equations, also called time-dependent density func-

tional theory. Thus, it would be possible to calculate exactly the first and

second order terms in the complete basis set limit, provided that the ex-

act xc potential and the exact frequency-dependent xc kernel would be uti-

lized. But, one should bear in mind that exact potential and kernel are

not known in general. Regarding exchange components of the interaction
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energy. These components do not share the feature of ”potential exact-

ness” and can only be approximated within the DFT-SAPT theory. De-

spite this inconsistency, Hesselmann’s and Jansen’s studies revealed that

all the approximations within DFT-SAPT method work very well,321–323 as

long as balanced xc functional with asymptotic correction is employed (e.g.

PBE0AC,321,325–328 LPBE0AC).319,329,330 The LPBE0AC and PBE0AC func-

tionals were shown to provide accurate estimations of interaction energies for

various types of noncovalent interactions.319,321,332–348

However, one should bare in mind that these functionals in combination with

aug-cc-pVDZ basis set were shown to give accurate first-order terms as well

as induction and exchange terms,320–322 while dispersion contribution is un-

derestimated approximately by 10-20%.323

Further progress in speeding up the DFT-SAPT calculation was introduced

by Hesselmann, who employed the empirical form for the dispersion compo-

nent of the interaction energy in a similar fashion as Grimme.331 The empir-

ical correction was designed to mimic the effects of both the ED
2 as well as

the EEx−D
2 terms. Further, the parameters included in the correction were

fitted toward accurate CCSD(T)/CBS interaction energies for the S22 data

set.

2.3 Atomic Charge

Atomic charge is not a physical observable and it is well known that there is

no unique way how to assign a charge to the atom in the molecule. The in-

trinsic drawback of the atomic charge concept is the neglect of the anisotropy

of the electron density around atom in molecule, i.e. it automatically assumes

spherically-symmetrical charge distribution around atom. Consequently phe-

nomena as halogen bonding can not be explain by atomic charge approach

since covalently bonded halogens carry mostly negative charge. Despite all

these facts the concept of atomic charges is commonly used among chemists
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mainly due to its easy interpretation.

There are many approaches which can be used for derivation of the atomic

charges. They can be divided in the following groups

• methods based on the partitioning of the wave function

• methods based on the partitioning of the electron density

• methods based on the reproduction of the electrostatic potential

In the following lines only some of the approaches which are based on parti-

tioning of the wave function will be discussed in more details.

The most commonly used method within wave function partitioning methods

is the Mulliken (Gross) Population Analysis.349 The main entity within the

Mulliken population analysis theory is the population matrix P. The element

of the P, Pµν , is for a closed shell system defined by eqn. 2.15

Pµν = DµνSµν , (2.15)

where Dµν is the element of the density matrix, Sµν is the element of the over-

lap matrix. The element of the density matrix and the overlap matrix are

defined by eqns. 2.16 and 2.17, respectively.

Dµν = 2
∑

cµic
∗
νi (2.16)

Sµν =

∫
µν (2.17)

The Gross orbital product for atomic orbital ν, GOPν , is defined as the sum

of all terms of the Pµν over µ. The sum of all the Gross orbital products

equals to the total number of electrons. The Gross atom population GAPA,

is defined as the sum of the GOPν over all orbitals ν which belong to an atom
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A. Finally, the Mulliken atomic charge assigned to the atom A, qA, is de-

fined as the difference between the atomic number ZA, and the Gross atom

population: qA = ZA - GAPA. Mulliken population analysis is easy to imple-

ment and requires negligible computational effort. This approach, however,

suffers from two serious drawbacks. First one is an equal division of the off-

diagonal terms in population matrix (i.e. an overlap populations) between

two basis function (cf. eqn. 2.15). This drawback can be reduced by di-

viding the overlap population between the corresponding orbital population

in the ratio of later.350 This modified approach of the overlap population

splitting, although only partially, incorporates the electronegativity prefer-

ence into the population analysis. Second deficiency concerns the direct de-

pendence of the Mulliken charges on the construction of the basis set. This

dependence is due to the fact that partitioning scheme divides molecular wave

function among atomic orbitals, each of which is fully assigned to an atom

at which it is centered. So, one could imagine that employing population

analysis for the molecule where the basis set is constructed in a way that

all basis functions are centered only on the one atom from molecule would

actually lead to no electron redistribution. Therefore, Mulliken charges are

in principle ill defined and use different types of the basis sets can lead

to drastically different results.351 Despite all the difficulties, atomic charges

obtained from Mulliken population analysis can be used for assessing qualita-

tive trends, provided that the same type of basis set was utilized for all atoms.

Another method which is also based on splitting of the wave function is

the Natural Population Analysis (NPA).352,353 This method utilize the Nat-

ural Atomic Orbitals (NAOs) as a basis for determining the natural atomic

charges. The NAOs are obtained after rather tedious process. Firstly, natural

atomic ”preorbitals” are obtained by diagonalizing of the individual atomic

blocks of the density matrix, which were previously partitioned into atomic

blocks. Because of this partitioning of the density matrix, it is clear, that

”preorbitals” are orthogonal to each other only within same atomic block.

Further, ”preorbitals” are divided into two groups: strongly occupied orbitals

and weakly occupied orbitals. Subsequently, both groups are orthogonalized
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in three steps:

• strongly occupied pre-NAOs from each atomic block are made orthogo-

nal to all the strongly occupied pre-NAOs from other atomic blocks by

an occupancy weighted symmetry orthogonalization procedure,352,354

• weakly occupied pre-NAOs are done orthogonal to strongly occupied

pre-NAOs in the same blocks by Schmidt orthogonalization

• same as first step but applied to weakly occupied pre-NAOs.

The occupancy weighted symmetry orthogonalization procedure is designed

in such a way that it minimizes the occupancy-weighted mean-squared de-

viations of the final NAOs from the parent nonorthogonal pre-NAOs i.e.

obeys maximum-resemblance property. The atomic charges obtained from

the NPA are much less basis set dependent than the Mulliken charges.

There exist many other alternatives for obtaining atomic charges which are

more intuitive and also more physically relevant than Mulliken or NPA meth-

ods. Among such methods, which are routinely used, belong Bader’s pop-

ulation analysis355 or restrained electrostatic potential derived charges.356

These methods are based on the splitting of the electron density among

atoms and on the reproduction of the molecular electrostatic potential, re-

spectively.355,356

2.4 Distributed Multipole Analysis

Distributed Multipole Analysis method (DMA) is a tool for the description

of the molecular charge distribution by using the local multipoles at a set
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of sites within molecule.357,358 The method itself provides comprehensive view

on the nature of the electron distribution, as well as simple way for calculat-

ing multipole moments of arbitrary order to high accuracy.

The starting point of the DMA method is expansion of the electron density

(ρ(r)) in terms of the primitive Gaussian basis functions χi(r), which are

defined by eqn. 2.18

χi(r) = Nix
ai
i y

bi
i z

ci
i exp[ζ(r)2], (2.18)

where ri = r - Ai is the electron position relative to the center of the prim-

itive Gaussian Ai, ζ i is the exponent and Ni is the normalization factor.

Method takes advantage of the well known property of the Gaussian basis

function: ”Product of two Gaussian functions each located on the different

center (e.g. points A and B), is Gaussian function located on the third

center (e.g. point C, which is located at the junction of the points A and

B). Therefore, the method can be applied only to a wave function expressed

in the Gaussian form. The key entity for the DMA method, a multipole

moment (Qlk) is defined by eqn. 2.19

Qlk =

∫
Rlk(r)ρ(r)d3r, (2.19)

where Rlk is spherical harmonic and ρ(r) is electron density defined by eqn.

2.20

ρ(r) =
∑
ij

Dijχi(r)χj(r), (2.20)

where Dij is density matrix. Thus, the accuracy of the calculated multipole

moments depends solely on the quality of the wave function. The multi-

pole moment arising from the population contribution of the particular pair

of primitive Gaussian function (χi,χj) is centered to the point C (see above).

At this point, algorithm takes advantage of the fact that multipole moments
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with respect to a particular origin can be expressed in terms of those with

respect to another origin.359 Because of this feature, all the multipole mo-

ments centered at the specific set of points (sites), can be expressed through

the multipole moments centered at the different points (e.g. C points). Sites

are usually located at the position of atom nucleus and middles of the chem-

ical bonds. The crucial step in the DMA algorithm is the division of all

the multipole moments among site points. This is done in two different ways.

First, if the sum of the exponents of the Gaussian primitives is larger than

specified threshold e.g. 4 (i.e. population is sufficiently localized) the partic-

ular multipole moment contribution is fully assigned to the nearest site.360

Second, if the sum of the exponents of the Gaussian primitives is smaller than

specified threshold (i.e. population is diffused among several sites) the partic-

ular multipole moment contribution is apportioned among few nearest sites

using a grid-based analysis.360 The whole algorithm is very fast and efficient,

and gives an excellent representation of the molecular charge distribution.360

It should be stressed that the above mentioned algorithm is not unique in two

aspects. First one is the choice of origins for the multipole expansions (i.e.

sites). Each atom is a natural center for its own contribution, but there is no

natural center for bond contributions. The second one arises from the fact

that the expansion of the wave function is not unique. The most commonly

used type of the wave function is multicenter. So, it is possible to represent

a basis function on one center in terms of basis functions on another. This

could cause, within the distributed multipole analysis, shifting of the contri-

bution from one atom onto another atom or bond. Both of these deficiencies

can be almost entirely eliminated by using the basis set which is reasonably

balanced for each atom.

Distributed multipoles provide a much more accurate representation of the

charge density than a single-point multipole expansion, even for small mol-

ecules.357 Further, distributed multipole expansions has better convergence

than the single-point multipole expansions.357,358 Therefore, potentials repre-
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sented by distributed multipoles, are more suited for calculation of the elec-

trostatic energy than conventional single-site potentials, which converge ad-

equately only for quit large distances.357

At the end of this section let us stress that concept such as: atomic charge,

distributed multipole analyses, molecular orbitals are quantities arising from

mathematical models. These quantities are used by computational chemists

as tools for interpretations of specific phenomena, however, they are not

physical observables (i.e. they are not real).
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Chapter 3

Projects

3.1 L7 Data Set

3.1.1 Introduction

Most of the data sets presented so far in literature share the same restriction:

only medium-sized systems (less than ∼30 atoms) are included. The only

exception is the Grimme’s S12L data set, but in this case the reference in-

teraction energies are obtained indirectly: from experimental binding free

energies measured in water environment.172 It is a tacit assumption that

the accuracy of methods parameterized for small complexes is preserved for

larger ones. This, however, may not be the case if a method works well near

the van der Waals minimum but is deficient for distant interactions because

larger molecules have more long-range dispersion terms. Further, the three-

body terms become more important for extended complexes. The potential

accumulation of errors with increasing system size is not yet fully understood.

Thus there is a need to test the accuracy of recent methods on larger systems.

In this study, we have provided benchmark data for following large noncova-

lent complexes: ”CBH”, the octadecane dimer in stacked parallel conforma-

tion (representative of aliphatic dispersion dominated interaction); ”GGG”,

a stacked guanine trimer arranged as in DNA (representative of the aromatic
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stacking π· · · π dispersion interaction with implicit account for the three-body

interaction, the binding energy of one of the outer guanine monomers is eval-

uated); ”C3A”, a stacked circumcoronene· · · adenine dimer (representative

of strong aromatic dispersion interaction with implicit account for three-

body interaction); ”C3GC”, a stacked circumcoronene and Watson-Crick

hydrogen-bonded guanine-cytosine dimer (representative of a strong aromatic

dispersion interaction with implicit account for H-bonding-stacking nonaddi-

tivity, the binding energy of circumcoronene and guanine-cytosine base pair

is calculated); ”C2C2PD”, a parallel displaced stacked coronene dimer (rep-

resentative of strong aromatic dispersion interaction); ”GCGC”, a stacked

Watson-Crick H-bonded guanine-cytosine dimers arranged as in DNA (rep-

resentative of strong aromatic dispersion interaction with implicit three-

and four-body interactions, the binding energy of two guanine-cytosine base

pairs is evaluated); and ”PHE”, an amyloid fragment, a trimer of phenyl-

alanine residues in mixed H-bonded-stacked conformation (representative

of ”mixed-character” interaction with implicit account for many-body inter-

actions. The binding of one of the ”outer” residues is evaluated). Structures

of all complexes are shown in Figure 3.1.

Figure 3.1: Structures of the complexes from the L7 data set.

Their size ranges from 48 to 112 atoms and they are intentionally selected

to be mostly dispersion dominated. The motivation is simple: it is to as-



CHAPTER 3. PROJECTS 59

semble a set of noncovalent complexes, the accurate description of which is

a challenge for the contemporary computational chemistry. We believe that

the complexes included in the data set are representative of the most impor-

tant motifs dominated by dispersion in biological chemistry.

Further, we have tested the performance of Wave Function Theory (WFT),

DFT and SQM methods on above mentioned set of seven large molecu-

lar complexes. To be more specific, the group of WFT methods is rep-

resented by: SCS-MP2, SCS(MI)-MP2, MP2C, MP2.5 and MP2.X meth-

ods.220,223,230,232,233 The tested methods from the DFT family were: B3-LYP-

D3, B-LYP-D3, TPSS-D3, PW6B95-D3, M06-2X-D3 and TPSS-D;236,237 fol-

lowing semiempirical methods were also examined: PM6-D, PM6-DH2, PM6-

D3H4 and SCC-DF-TB-D.284–286,361,362

3.1.2 Strategy of Calculation

3.1.2.1 Structures and Geometries

The structures of CBH, C3A, C3GC, and PHE systems were determined

at the TPSS-D/TZVP level237 with no constrains. The structures of GCGC

and C2C2PD complexes were taken from Pitonak et al.205 and Janowski et

al.,363 respectively. The GCGC geometry was taken from crystal X-ray data,

and the C2C2PD structure was optimized at the QCISD(T) level of theory.

The GGG geometry was extracted from the 1ZF9 PDB structure364 with hy-

drogen atoms added manually. Subsequently, the coordinates of the hydrogen

atoms only were optimized at the TPSS-D/TZVP level.237

3.1.2.2 Stabilization Energies

The reference QCISD(T)/CBS interaction energies were approximated by

utilizing the eqn. 2.8. The use of augmented basis set for extended clus-

ter fragments (or monomers) is problematic, if not impossible. The rea-

son is numerical instability caused by overcompleteness of the atomic basis
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set. The overcompleteness problem can be overcome in the most straight-

forward way by excluding the linear dependent basis functions from the ba-

sis set. Doing so, the numerical problems usually disappear, but the error

with respect to the complete basis set is unpredictable and discontinuities

may occur on the potential energy surface. One of the methods of elimi-

nating this problem, as used in this work, is to scale the ∆E(MP2/CBS)

term obtained from extrapolation using non augmented Dunning’s365–367 cc-

pVXZ (XZ) basis sets. Specifically, the first estimation of the MP2/CBS was

obtained by the Helgaker two point extrapolation scheme in the cc-pVDZ

and cc-pVTZ basis sets (see eqn. 2.1 and 2.2). Secondly, energy obtained

in the first step was subsequently scaled, because of the lack of augmented

functions in the extrapolation procedure. The particular scaling coefficient

was considered for each complex individually and was defined as the ra-

tion between MP2/CBS values obtained by extrapolation from Dunning’s

augmented and non augmented basis sets of double- and triple-zeta quality.

The two set of calculations, in augmented and non augmented basis sets, were

performed for the following group of four medium-size binary complexes:

coronene· · · adenine, guanine dimer, phenylalanine-fragment dimer and oc-

tane dimer, which mimic the complexes in L7 data set. For more details about

the scaling procedure, see Methods part in Attachment A. The ∆QCISD(T)

correction term was evaluated in rather small 6-31G*(0.25) basis set, be-

cause of extreme computational demand. The exponents of the diffuse d

functions, used in this modified 6-31G* basis set, were changed from their

original value of 0.8 to 0.25.368,369 This basis set and the 6-31G**(0.25,0.15)

basis were designed for the treatment of noncovalent interactions. They have

been extensively validated for hydrogen bonded and stacked DNA base pairs

in Hobza’s group,370 and surprisingly, good performance was demonstrated

also for more diverse data sets containing noncovalent interactions.233,371

The MP2C, MP2.5 and MP2.X methods were evaluated at the CBS limit,

which was approximated by the eqn. 2.11. In the case of spin scaled vari-

ants of MP2 (SCS-MP2 and SCS(MI)-MP2) the CBS limit was approxi-

mated by utilizing the extrapolation scheme specified in the DiStasio et al.
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paper.223 The DFT methods were evaluated in the best possible basis set,

according to the original papers. Specifically, all the DFT functionals with

the Grimme’s D3 correction were tested in the def2-QZVP in combination

with Becke-Johnson and Zero damping. Jurecka’s TPSS-D method was uti-

lized in the TZVP and M06-2X in the def2-QZVP basis set. Regarding SQM

methods, these calculations were done in subminimal basis set.

3.1.2.3 Statistical Evaluation

The accuracy of all tested methods with respect to the reference QCISD(T)

energies was quantified with following statistical indicators: root mean square

deviation (RMSD), mean unsigned error (MUE), mean signed error (MSE),

and maximum unsigned error (MAX). RMSD and MUE characterize the over-

all accuracy of a method. MSE provides information about systematic errors.

MAX identifies the worst described entity and thus it measures the robust-

ness of the method. Table 3.1 lists all four statistical indicators, respectively,

at different level of theory.

Statistical measures are calculated with respect to reference interaction ener-

gies. The total binding energies for the noncovalent complexes investigated

vary significantly, from 2 to 32 kcal.mol−1 (cf. Table 2 in Attachment A).

Hence, the relative (percentage) values marked with prefix ”r”, defined as

100 x (∆Emethod - ∆Ereference)/∆Ereference are more appropriate for the com-

parison across the whole data set.

3.1.3 Results and Discussion

3.1.3.1 Scaling of the MP2/CBS

The MP2/CBS interaction energies for four medium-size model complexes,

obtained from extrapolating the augmented and non augmented cc-pVXZ,

X = D, T basis sets to the complete basis set limit are listed in Table 1

of Attachment A. The extrapolated values of stabilization energies follow

the expectations that the former are larger than the later ones, thus leading
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method/basis set//statis. measure RMSD MUE MSE MAX

QCISD/CBS 3.50 2.86 2.86 6.46

MP2.X/CBS 2.34 1.87 1.87 4.61

MP2.5/CBS 0.79 0.61 0.61 1.56

MP2C/CBS 1.83 1.45 1.38 3.48

MP3/CBS 10.19 7.79 7.79 17.74

MP2/CBS 8.78 6.57 -6.57 14.77

SCS-MP2/CBS 2.37 2.12 0.58 3.18

SCS(MI)-MP2/CBS 4.20 3.00 -2.47 7.35

B3-LYP-D3/def2-QZVP 0.95 0.70 -0.24 1.90

B-LYP-D3/def2-QZVP 1.60 1.39 -1.16 2.36

TPSS-D3/def2-QZVP 1.87 1.66 -1.29 3.16

PW6D95-D3/def2-QZVP 2.15 1.83 -1.83 4.42

M06-2X-D3/def2-QZVP 2.17 1.72 1.72 3.81

M06-2X/def2-QZVP 5.33 4.81 4.81 7.57

TPSS-D/TZVP 2.95 2.34 1.36 5.67

PM6-D3H4/SMB 3.92 3.16 1.28 6.83

PM6-DH2/SMB 3.35 2.20 -0.64 8.18

PM6-D/SMB 3.00 2.27 0.04 6.62

SCC-DF-TB-D/SMB 4.33 3.78 2.81 6.84

Table 3.1: Set of statistical measures (in kcal.mol−1) for the L7 complexes.
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to the scaling coefficients above one. The variation of the scaling coefficients,

as already noted, is surprisingly small, in orders of only few percent (1-

5%). This is most likely the consequence of the basis set saturation already

at the non augmented level due to the extended size of the investigated

(medium-size) complexes.

3.1.3.2 Interaction Energies

3.1.3.2.1 MP2, MP3, MP2.5 and MP2C

The performance of the plain MP2 and MP3 methods is poor, see the RMSD,

MUE, and MAX values in Table 3.1. Typical feature of the MP3 method

is underestimation of the aromatic dispersion interaction (MSE about 7.8

kcal.mol−1, cf. Table 3.1), contrary to MP2 (MSE about -6.6 kcal.mol−1).

However, both MP2 and MP3 describe hydrogen bonded complexes very well.

The error cancellation between MP2 and MP3 is responsible for substantially

higher accuracy of MP2.5, with RMSD of only about 0.8 kcal.mol−1 (4%),

cf. Table 3.1 and Figure 3.2. A statistical evaluation of the MP2.X perfor-

mance gives 2.3, 1.9, and 4.6 kcal.mol−1 and 13% for RMSD, MUE, MAX,

and rRMSD, respectively (cf. Table 3.1), which is quite good. MP2.X out-

performs both scaled-MP2 variants. However, its performance is worse than

MP2.5, in spite of the optimization of the mixing parameter (cf. Table 3.1).

This is most likely a consequence of parameterization toward substantially

smaller molecular clusters in the S66 data set. The MP2C method shows

a real improvement over MP2. In terms of the relative errors, it is the sec-

ond best performer among the WFT methods with an rRMSD of about 8%

(1.8 kcal.mol−1, cf. Table 3.1 and Figure 3.2) and an rMAX of 14% (3.5

kcal.mol−1) for the coronene dimer.

3.1.3.2.2 Scaled MP2

Introduction of empirical scaling of the spin components in the MP2 substan-

tially improves the description for π stacking. RMSD and relative RMSD val-
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Figure 3.2: Relative RMSD (in %) for all investigated methods.

ues for MP2, SCS-MP2, and SCS(MI)-MP2 are 8.8 (48%), 2.4 (18%), and 4.2

(18%), respectively (cf. Table 3.1 and Figure 3.2). However, the performance

for the C2C2PD complex is still inadequate, the error of - 7.4 kcal.mol−1

(-30%) at the SCS(MI)-MP2 level is enormous. According to the results

in Table 3.1 SCS(MI)-MP2 performs worse than the original SCS-MP2.

This is surprising, considering that SCS(MI)-MP2 was, unlike SCS-MP2,

parameterized toward the best performance on interaction energies. Com-

paring the performance of both methods for dispersion dominated complexes

in the S66 set, the opposite conclusion is obtained. The relative RMSD

of SCS(MI)-MP2 and SCS-MP2 are 18% and 26%, respectively,171 which in-

dicates that the size of the investigated molecular cluster has a significant

effect on overall accuracy of the method. It is known that SCS-MP2 un-

derestimates the bonding between aliphatic species.221,372 The relative error,

roughly 30% for the aliphatic CBH complex, is among the largest from all

the methods within the group (cf. Table 3 and Figure 3 in Attachment A).

3.1.3.2.3 DFT

The performance of the group of functionals augmented with the Grimme’s

D3 correction236 utilizing the Becke-Johnson (B-J) damping266 is better in com-

parison with the Zero damping. Hence, we will discuss almost exclusively
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the DFT-D3 methods using the B-J damping. The M06-2X-D3 method will

be discussed in combination with Zero damping, because there are no B-J

damping parameters for the D3 correction. The best performing functional

is the B3-LYP followed by the B-LYP, TPSS, PW6B95, and M06-2X. Cor-

responding RMSD in kcal.mol−1 (rRMSD in %) are 1.0 (9), 1.6 (11), 1.9

(12), 2.2 (15), and 2.2 (17) (cf. Table 3.1 and Figure 3.2). The M06-2X-D3

method in combination with zero damping procedure leads to substantially

smaller error than the plain M06-2X functional. All the statistical indicators

are reduced, two to three times, after applying D3 correction (cf. Table 3.1).

This result serves as the proof that functionals which were fitted to reproduce

dispersion near van der Waals minimum (for example M06-2X) are not able

to cover long-range dispersion interaction. This feature was demonstrated

by Grimme.261

The TPSS-D/TZVP method of Jurecka et al.237 performs slightly worse than

tested density functionals with D3 correction but clearly better than the M06-

2X/def2-QZVP method of Zhao and Truhlar, with RMSD of 3.0 kcal.mol−1

(16%) and 5.3 kcal.mol−1 (40%), cf. Table 3.1 and Figure 3.2, respectively.

The direct comparison of the TPSS-D/TZVP with the TPSS-D3/def2-QZVP

reveals that the latter method is slightly more accurate. However, this com-

parison is not completely fair because of the unequal quality of the used basis

sets. The def2-QZVP basis set is of better quality than TZVP which could

be the reason for the higher accuracy.

DFT methods describe H-bonding (or electrostatic dominated interactions

in general) fairly well. Empirically corrected DFT-D and DFT-D3 methods

share a similar feature. Signed errors for the H-bonded PHE complex (rang-

ing from 0.2 to 2.4 kcal.mol−1, that is 1-9%) are significantly lower than

for other complexes. Dispersion dominated interactions are described less

accurately. The largest signed errors of Grimme’s (DFT-D3) methods are:

4.4 kcal.mol−1 (18%) in the case of C2C2PD complex for PW6D95 func-

tional and -2.1 kcal.mol−1 (8%) in the case of GCGC complex for B-LYP
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functional. Description of aliphatic dispersion in the CBH complex, is even

worse: the signed errors range from -2.4 kcal.mol−1 (21%) for B-LYP-D3 up

to 6.4 kcal.mol−1 (57%) for M06-2X (cf. Table 3 in Attachment A).

3.1.3.2.4 SQM

The PM6 method,282 corrected for dispersion (PM6-D)284 gives an RMSD

of 3.0 kcal.mol−1, see Table 3.1. Corrections for hydrogen bonding (PM6-

DH2, PM6-D3H4)285,286 do not, however, increase the accuracy further (RM-

SD of 3.4 and 3.9 kcal.mol−1, respectively). The correction for hydrogen

bonding is most likely the source of undesirable errors, and it is responsi-

ble for slightly worse correlation with the benchmark data for complexes

stabilized by dispersion interaction. On the other hand, errors decrease

significantly for the PHE complex upon inclusion of the hydrogen bond-

ing correction: the signed error drops from 3.0 (PM6-D) to 0.9 (PM6-DH2)

and 0.3 (PM6-D3H4) kcal.mol−1−1, respectively (cf. Table 3 in Attachment

A). The performance of SCC-DF-TB-D method361,362 is comparable with

that of PM6-D3H4 (cf. Table 3.1).286 The rRMSD and rMAX values for

SQM methods vary between 26-36% and 46-74%, respectively. Nevertheless,

the absolute errors of the SQM methods are comparable with some of more

sophisticated methods such as M06-2X/def2-QZVP, MP2/CBS, MP3/CBS,

or SCS(MI)-MP2 (cf. Table 3.1).

3.2 Charge-Transfer Complexes

3.2.1 Introduction

A charge-transfer (CT) complex, sometimes also labeled as an electron-donor-

acceptor complex, is a complex of two (or more) systems where one is an elec-

tron donor (high ionization potential) and the other an electron acceptor (low

electron affinity). CT complexes are frequent, there are organic as well as in-

organic donors and acceptors, and CT complexes play a role also in the biolog-



CHAPTER 3. PROJECTS 67

ical373–376 and material sciences.377–380 Where does the stabilization of these

complexes come from? Quantum mechanically, this is described as a reso-

nance between the non-bonded state D· · ·A and the dative state D+· · ·A−.

The isolated electron donor as well as the electron acceptor are mostly electro-

neutral, but after electron transfer the donor possesses a partial positive

charge while the electron acceptor possesses a partial negative charge. These

charges attract each other and the resulting electrostatic attraction repre-

sents an important energy contribution. Thus, an important characteristic

of CT complexes is the amount of the electron transferred between the donor

and acceptor. The electron transfer from the donor to the acceptor is usually

small but may become important when the donor’s and/or acceptor’s abil-

ities improve. The total electron transfer is deduced from the total charge

of each subsystem and depends strongly on the type of atomic charges used.

The most frequently used Mulliken charges are known to be extremely basis-

set dependent,349 and therefore the use of other charges, like the natural

(NPA) ones, is recommended.352,353 Contradictory to other types of nonco-

valent complexes (like H-bonded or stacked complexes) little is known about

the nature of their stabilization. The question arises whether these com-

plexes are mainly stabilized by CT energy or by combination of different en-

ergy terms like electrostatic, dispersion, and CT. Here, the CT7/04 database

of Truhlar should be mentioned.156 Seven small CT complexes covering weak

and medium CT complexes (with a stabilization energy between 1 and 11

kcal.mol−1) were investigated at the W1 level (CCSD(T)/CBS level), but no

energy decomposition was performed.

The CT energy contribution can be approximated by the second-order per-

turbation theory analysis of the Fock matrix in the Natural bond orbital

(NBO) basis,352 see eqn. 3.1.

ECT ' E(2)
σσ∗ = −2

〈σ|F |σ∗〉2

εσ∗ − εσ
, (3.1)

where F is the Fock matrix element between the σ and σ* NBO orbitals, and

εσ∗ and εσ are the energies of the σ* and σ NBO orbitals, respectively. A high
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degree of stabilization is expected when the energy difference between the σ

orbital of the donor and the σ* orbital of the acceptor is small and simulta-

neously when the Fock matrix element (reflecting the overlap of the σ and

σ* orbitals) is large. The perturbation ECT
2 CT energies are overestimated

and cannot be compared with the other energy terms taken e.g. from per-

turbation theory (see bellow). However, the ECT
2 energies can be compared

within different CT complexes and provide information on the importance

of the CT energy term.

Obtaining CT energy from the DFT-SAPT treatment is far from straight-

forward. As, the DFT-SAPT energy is defined by eqn. 2.14 and it is evident

that a genuine CT energy term is missing. According to the SAPT theory

and computational implementation of the method the CT energy is included

in second-order induction, exchange-induction and in δHF term. The δHF

term, which is determined as the difference between the supermolecular HF

interaction energy and the sum of the electrostatic, exchange, induction and

exchange-induction energies determined at the HF-SAPT level in dimer ba-

sis set. The second-order induction energies cover not only the classical

multipole-induced multipole energy, but also the CT energy, as long as dimer

basis set is used. This arises from the fact that the sums, in this case, cover

not only the occupied and unoccupied orbitals of the same subsystem, but

also the occupied orbitals of the one subsystem and the unoccupied orbitals

of the partner subsystem. We can thus conclude that the sum of the second-

order induction and the nonperturbative δHF terms, labeled in this study as

E”CT”, represents the upper bound to the CT energy.

Stone and Misquita proposed scheme for obtaining the CT energy within

the SAPT approach.381 This scheme is based on the idea that the difference

between the induction energy term calculated in the dimer and monomer

basis set is the CT energy. However, this approach is strongly basis set de-

pendent (for more details see ref. 381). The applicability of the DFT-SAPT

analysis for CT complexes is questionable, mainly because the perturbation

SAPT theory is not well-defined for CT complexes for which the intermolecu-

lar Hamiltonian is expected to be non-negligible with respect to unperturbed
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Hamiltonian (see section 2.2.3). Consequently, the convergence of the per-

turbation expansion is expected to be slow. Therefore, it is believed that

the SAPT theory up to the second-order can provide reliable data for sys-

tems without any or with only ”small” electron transfer.

The different character of the perturbation ECT
2 energy and SAPT pertur-

bation energies should be mentioned. Whereas the former is based directly

on the concept of electron transfer between the donor and acceptor, the latter

treats the issue of electron transfer indirectly. From this point of view, it is

impossible to compare these energies directly with one another. On the other

hand, the ECT
2 energies ,as well as CT energies from SAPT, can be compared

separately within different complexes, allowing us to estimate the relative

importance of the CT energy term.

To shed more light into the character of stabilization for the CT complexes,

we investigated in this study the structure and stabilization of small CT com-

plexes of various strengths (from weak through medium to strong) formed

by various small electron donors (C2H4, C2H2, NH3, NMe3, HCN, H2O) and

small acceptors (F2, Cl2, BH3, SO2). The aim of the study is 3-fold: (i) to elu-

cidate the nature of stabilization in CT complexes, that is, to find the domi-

nant energy term, (ii) to test the performance of the MP2 method, and (iii)

to investigate the applicability of the DFT-SAPT treatment. The nature and

stabilization of the present CT complexes will be compared with the same

(benchmark) values determined for H-bonded, stacked and mixed complexes

of the S22 data set.159 Further insight into the nature of the stabilization

of CT complexes can be gained by passing from the correlated calculations

(MP2 and CCSD(T)) to the Hartree-Fock ones. It must be kept in mind

that CT energy (contrary to dispersion energy) is at least partially covered

already at the HF level. In the present study, we have investigated small,

mostly pseudo linear (contact) CT complexes.
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3.2.2 Strategy of Calculation

3.2.2.1 Structures and Geometries

The structure of all of the complexes investigated was determined by the coun-

terpoise-corrected gradient optimization performed at the MP2/cc-pVTZ

level. It was shown that these geometries are close to those obtained at the C-

CSD(T)/CBS level.382 The isolated subsystems were optimized at the MP2-

/cc-pVTZ level. All of the complexes studied (and their subsystems) were

also optimized at the HF/cc-pVTZ level.

3.2.2.2 Stabilization Energies

The CCSD(T)/CBS stabilization energy was constructed as the sum of the

MP2/CBS stabilization energy and the ∆∆CCSD(T) correction term. The

former energy was extrapolated (Helgaker extrapolation) from the MP2 ener-

gies evaluated at the MP2/aug-cc-pVDZ, MP2/aug-cc-pVTZ and MP2/aug-

cc-pVQZ levels. The ∆CCSD(T) correction term was determined with the

aug-cc-pVDZ basis set. In the case of the NH3· · ·F2 complex, the CCSD(T)/-

CBS interaction energy was also evaluated by a direct extrapolation of the

CCSD(T) energies calculated with the aug-cc-pVDZ and aug-cc-pVTZ and

aug-cc-pVTZ and aug-cc-pVQZ basis sets. The deformation energies were

systematically not considered.

The DFT-SAPT calculations were performed with the PBE0AC functional

and aug-cc-pVTZ basis sets. For the NH3· · ·F2 complex, the DFT-SAPT cal-

culations were also performed with the smaller aug-cc-pVDZ basis set, and

for the same complex the MP2-SAPT calculations with the aug-cc-pVDZ

and aug-cc-pVTZ basis sets were also performed.

3.2.2.3 Atomic Charges and Frontier Orbitals

The atomic charges were approximated by the Mulliken and NPA charges

and in both cases they were determined at the HF/6-31G*, HF/cc-pVDZ,
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and HF/cc-pVTZ levels, respectively. The HOMO and LUMO energies of all

of the subsystems were calculated at the HF/cc-pVTZ level of theory.

3.2.3 Results and Discussion

3.2.3.1 Structure and Geometry

The structures of all complexes studied are depicted in Figure 3.3, where

selected intermolecular coordinates are also shown. Investigating optimized

structures, we found that in the case of BH3-containing complexes the in-

termolecular distance becomes very small, almost at the range of covalent

bonding. The theoretical estimates of the B· · ·N distance in BH3· · ·NH3

and BH3· · ·NMe3 complexes (1.658 and 1.643
◦
A) agree well with the gas-

phase experiments (1.627 and 1.65
◦
A).383,384

Figure 3.3: MP2/cc-pVTZ optimized structures of all the CT complexes.

3.2.3.2 Charge-Transfer and Frontier Orbitals

Considering the energies of the HOMO orbitals electron donors can be or-

dered as follows: H2O < HCN < NH3 < C2H2 < C2H4 < NMe3; while

the acceptor ability increases in the following order: F2 < ClF < BH3 < Cl2
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< SO2, based on the energies of LUMO orbitals.

Table 3.2 lists the amount of the electron transferred from the donor to ac-

ceptor calculated at the HF level in the cc-pVTZ basis sets. An extremely

large value of CT (more than 0.3 e) was obtained in complexes 10 and 11 with

a BH3 acceptor, and a very large CT (more than 0.1 e) in the NH3· · ·ClF and

NMe3· · · SO2 complexes. A moderately large CT was calculated in the NH3-

· · ·Cl2 and H2O· · ·ClF complexes, whereas in all of the remaining complexes

it is below 0.05 e. The complexes with CT higher than 0.3 e are characterized

by very small intersystem distance.

HF/ MP2/ CCSD(T)/

# complex NPA Mulliken ECT2 cc-pVTZ CBS CBS

1 C2H4· · ·F2 0.007 0.002 1.80 -0.06 -1.29 -0.95

2 NH3· · ·F2 0.014 0.008 2.88 -0.33 -1.74 -1.57

3 C2H2· · ·ClF 0.031 0.028 8.24 -1.16 -4.74 -3.82

4 NH3· · ·Cl2 0.063 0.071 14.04 -2.23 -5.24 -4.48

5 HCN· · ·ClF 0.025 0.028 2.34 -2.71 -5.39 -4.58

6 H2O· · ·ClF 0.037 0.050 9.55 -3.40 -5.31 -4.86

7 NH3· · · SO2 0.030 0.047 7.43 -4.70 -5.40 -5.52

8 NH3· · ·ClF 0.149 0.142 39.84 -5.29 -12.37 -10.69

9 NMe3· · · SO2 0.185 0.212 58.71 -5.08 -15.74 -14.41

10 NH3· · ·BH3 0.378 0.459 - -35.21 -45.24 -43.91

11 NMe3· · ·BH3 0.357 0.510 - -41.82 -57.17 -54.89

Table 3.2: HF/cc-pVTZ, MP2/CBS and CCSD(T)/CBS interaction energies
(in kcal.mol−1); NPA and Mulliken CT (in e) and ECT

2 (in kcal.mol−1) for all
of the CT complexes evaluated at the HF/cc-pVTZ.

3.2.3.3 Stabilization Energies

The CCSD(T), MP2, and HF stabilization energies are presented in Table 3.2,

whereas the DFT-SAPT energies and the corresponding energy contributions

are collected in Table 3.3. Investigating the CCSD(T)/CBS stabilization en-

ergies, we found that the weakest complexes are those with F2 as an electron
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acceptor (the stabilization energies were below 2 kcal.mol−1), which agrees

with the ranking of F2 as the worst electron acceptor. Moderately strong

CT complexes with a stabilization energy between 3 and 11 kcal.mol−1 have

ClF, Cl2, and SO2 (complex with NH3) as an acceptor. Finally, the com-

plexes with the BH3 acceptor and also the NMe3· · · SO2 complex are strong

CT complexes with a stabilization energy exceeding 14 kcal.mol−1. The sta-

bilization energy of the complexes with the BH3 acceptor is extremely high,

more than 43 kcal.mol−1. The latter complexes are in fact systems with

a dative bond. All of the complexes investigated are mostly stronger than

similar complexes without a CT energy component. Allow us to mention

as an example CT complexes with NH3 as a donor. Out of the five CT

complexes studied, only NH3· · ·F2 can be labeled as weak, all the others

as moderately strong or strong. The CCSD(T)/CBS stabilization energy

of the ammonia dimer is 3.17 kcal.mol−1,159 which is less than that of the four

strongest CT complexes with a NH3 donor. Similarly, the CCSD(T)/CBS

stabilization energy for ethane dimer is 1.53 kcal.mol−1,159 which is less than

one-half of stabilization energy of the present acetylene· · ·ClF complex (3.82

kcal.mol−1). On the basis of calculated stabilization energies, we can state

that NH3 is a stronger donor than both hydrocarbons as well as HCN and

water. Following expectations, NMe3 is a stronger donor than NH3. Conse-

quently, the donors can be ordered in the following sequence: NMe3 > NH3

> H2O > HCN > C2H2 > C2H4. When comparing the stabilization energies

of various acceptors, we found the following sequence: F2 < Cl2 < SO2 <

ClF < BH3. Comparing these orders with those based on HOMO/LUMO

values, we have found important differences. This arises from the fact that

the present ordering is based on the total stabilization energies and not only

on the HOMO/LUMO energies. For 9 of the 11 complexes investigated, we

have determined the ECT
2 CT energies (cf. Table 3.2). The ECT

2 energies

could not be evaluated for the complexes with BH3, as the analysis iden-

tify the respective complexes as one unit. The ECT
2 energies are very large,

between 1.8 and 59 kcal.mol−1, and they are larger than the interaction en-

ergies. When we order the electron donors and electron acceptors, we obtain

identical orders to those above. This provides rather strong evidence that
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the CT term by itself is dominant or very important stabilizing term.

Investigating the single energy terms in the variation interaction energy, we

found that the MP2/CBS term forms the dominant energy contribution, with

the CCSD(T) correction term being much smaller (forming on average about

8% of the MP2/CBS value). The only exception represent the ”stacked”

complexes ethylene· · ·F2 and acetylene· · ·ClF, where the CCSD(T) correc-

tion term is larger. A similar situation occurred with the H-bonded com-

plexes, where the ∆∆CCSD(T) correction terms were also rather small.159

The MP2/CBS and CCSD(T)/CBS interaction energies for all complexes

investigated are visualized in Figure 3.4. (For labeling of x-axis, see Table

3.2). This figure clearly shows that for CT complexes of this type (”contact”

structure) the expensive ∆∆CCSD(T) correction term can be omitted and

reliable stabilization energies are safely obtained already at the MP2/CBS

level. The resulting error should be less than 10%.

Further, the Table 3.2 shows that all of the complexes are stable even

Figure 3.4: MP2/CBS and CCSD(T)/CBS interaction energies for all of the
CT complexes.

at the HF level. Investigating values, we found that the HF/MP2 ratio (cal-

culated at the cc-pVTZ level) is largest for the strong CT complexes, where it

reaches more than 50%. On the other hand, this ratio considerably decreases

(to less than 20%) when passing to weak CT complexes. Nevertheless, the HF
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results clearly demonstrate that the CT term is covered already at the HF

level.

Investigating the DFT-SAPT energies (cf. Table 3.3), we can state the fol-

lowing:

(1) The first-order polarization (Coulomb) energy is systematically the largest

(attractive) term, and this term is always larger than the SAPT stabilization

energy. The same is true for H-bonded complexes of the S22 set; for stacked

and mixed complexes, the dispersion energy is dominant and the electrostatic

term is mostly smaller than the SAPT stabilization energy.

(2) The dispersion energy and the δHF term are comparable. In most

cases, the dispersion energy is slightly more attractive and only in the case

of the NH3· · ·ClF complex is the δHF term larger. The complexes containing

the BH3 as an acceptor are different and here the induction energy is much

larger than the dispersion and δHF terms. The induction energy is larger

than (or comparable to) the dispersion energy also for the NH3· · ·ClF and

NMe3· · · SO2 complexes. In the S22 set, the δHF term is always smaller (or

even much smaller) than the dispersion energy, and the induction energy is

systematically the smallest term. The rather large δHF and induction terms

are thus characteristic features of CT complexes and reflect the importance

of the CT energy term. The above-mentioned comparison confirms the dif-

ferent character of the complexes investigated and also a different nature

of the stabilization when compared with H-bonded or stacked complexes.

(3) Five complexes (4, 8, 9, 10, and 11) are characteristic with a substantial

CT (more than 0.05 e). These complexes have the sum of induction and

δHF term (E”CT”) significantly more attractive than the dispersion term (cf.

Table 3.3).

(4) Stabilization energies for complexes 2 and 8, having NH3 as an electron

donor, differ substantially. While the former complex represents a typical

vdW complex the later one can be characterized as a complex with strong

halogen bond. The very positive σ-hole of ClF molecule is responsible for

large electrostatic energy term. Further the CT energy in this complex is
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also very large.

(5) Comparing the DFT-SAPT interaction energies with the CCSD(T)/CBS

ones, we found that in most cases they are roughly comparable, with the av-

erage error of 7%. Only in case of NH3· · ·F2 the error is significantly larger,

about 20%. Not considering this complex, the average error of DFT-SAPT

is only about 5%. In the S22 set, the CCSD(T)/CBS stabilization energies

were mostly larger than the DFT-SAPT/CBS ones; only in 8 (out of 22)

complexes was the opposite true, but the difference was systematically very

small (mostly lower than 3%). Evidently, an average error is with present CT

complexes comparable to that found for H-bonded and stacked complexes.

# complex EPol1 EEx1 EInd2 δHF E”CT” EDisp2 Etot/CBS

1 C2H4· · ·F2 -1.40 2.54 0.04 -0.74 -0.70 -1.39 -1.04

2 NH3· · ·F2 -2.86 4.33 -0.17 -0.93 -1.10 -1.53 -1.27

3 C2H2· · ·ClF -6.67 10.85 -1.10 -2.81 -3.91 -4.03 -4.09

4 NH3· · ·Cl2 -11.49 16.81 -2.15 -3.04 -5.19 -4.34 -4.55

5 HCN· · ·ClF -7.21 9.53 -1.35 -1.67 -3.02 -3.35 -4.30

6 H2O· · ·ClF -8.76 11.08 -1.47 -1.91 -3.38 -3.32 -4.66

7 NH3· · · SO2 -10.22 11.79 -1.78 -1.92 -3.70 -3.61 -5.99

8 NH3· · ·ClF -28.81 43.88 -8.06 -8.94 -17.00 -7.53 -10.15

9 NMe3· · · SO2 -40.31 66.66 -13.84 -12.80 -26.64 -14.58 -15.75

10 NH3· · ·BH3 -77.22 111.16 -48.82 -10.27 -59.09 -17.83 -44.20

11 NMe3· · ·BH3 -89.51 126.53 -54.22 -10.37 -64.59 -23.64 -52.63

Table 3.3: DFT-SAPT interaction energies components (in kcal.mol−1) for
all of the CT complexes.

This finding is surprising because we expected that in case of strong CT

complexes and especially with very strong CT complexes with very large

CT, the DFT-SAPT interaction energy will differ more from the benchmark

CCSD(T)/CBS values. Evidently this is not the case and perturbative DFT-

SAPT analysis can be applied even for complexes having a nearly dative

bond. This is evidently due to inclusion of δHF term which is, for strong CT
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complexes, exceptionally large. An agreement of stabilization energies deter-

mined by both techniques is, for these complexes (10 and 11), surprisingly

good. Only in one case was the CCSD(T)/CBS stabilization energy consid-

erably larger, namely, with the NH3· · ·F2 complex. Here the DFT-SAPT is

underestimated by about 20%, and we have not been able to find the reason

for such a failure. However, we must conclude that despite the existence of

a rather large relative difference between both interaction energies the abso-

lute error of 0.3 kcal.mol−1 is certainly not critical.

3.3 On the Nature of the Stabilization of Ben-

zene· · ·Dihalogen and Benzene· · ·Dinitro-

gen Complexes

3.3.1 Introduction

The complexes of benzene with dihalogens can be seen as the CT complexes.

As benzene is a prototypical aromatic electron donor, whereas dihalogens (F2,

Cl2, and Br2) are known to be good electron acceptors. The electron-donating

orbitals in the former are π molecular bonding orbitals, whereas the electron-

accepting orbitals in the latter are σ* antibonding molecular orbitals. When

moving from F2 to Br2 (or I2), the electron-acceptor ability increases. An in-

crease in the donor ability of benzene can be obtained, for example, from

a substitution of hydrogen with an electron-donating group, such as a methyl

group. Moving, however, from F2 to Br2 yields not only the mentioned in-

crease in acceptor ability, but also an increase in the quadrupole moment

and polarizability. Consequently, the electrostatic quadrupole-quadrupole

(Q-Q) and dispersion energies are expected to increase as well. A discussion

of the dominant stabilization term in the complexes mentioned becomes even

more complicated when realizing that dihalogens, including F2, exhibit a σ-

hole, which is a prerequisite for the existence of a halogen bond. In the par-
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ticular case of the C-X· · · π interaction (X=F, Cl, and Br), the halogen bond

is of a strength comparable to that of a hydrogen bond and its existence can

at least partially explain the stabilization of benzene· · · dihalogen complexes.

We have investigated the structure and stabilization of benzene, mesitylene,

and hexamethylbenzene complexes with dihalogens (F2, Cl2, Br2) and, for

the sake of comparison, also with dinitrogen (N2). The aim of the study was

to elucidate the nature of stabilization in the complexes investigated, specif-

ically to find the role of CT, electrostatic interaction, and halogen bonding,

therefore, the DFT-SAPT method was utilized. The energy connected with

the CT was estimated from the second-order perturbation theory analysis

of the Fock matrix in the NBO basis,352 or from the DFT-SAPT (see section

2.2.3.1).

In general ECT
2 energies are overestimated with respect to CT estimates from

the SAPT theory (E”CT” energy); this was confirmed by results in our pre-

vious study (cf. section 3.2) where we investigated medium and strong CT

complexes. For four NH3· · ·X complexes (X=F2, Cl2, SO2, ClF), we found

that the ECT
2 NBO CT energy was 2.4 times larger than the sum of the in-

duction and δHF terms.

3.3.2 Strategy of Calculation

3.3.2.1 Structures and Geometries

The structures of all of the complexes were determined at the counterpoise-

corrected MP2/cc-pVTZ level of theory. It was shown that these geometries

were close to those obtained at the CCSD(T)/CBS level.382 The geometries

of the isolated systems were determined at the MP2/cc-pVTZ level. All

of the complexes and the isolated systems were also optimized at the HF/6-

311+G* level of theory.
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3.3.2.2 Stabilization Energies

The CCSD(T)/CBS stabilization energy was constructed as the sum of the M-

P2/CBS stabilization energy and a CCSD(T) correction term (∆∆CCSD(T)),

see eqn. 2.8. The former energy was extrapolated (Helgaker extrapola-

tion)161–163 from the MP2 energies evaluated at the MP2/aug-cc-pVDZ and

MP2/aug-cc-pVTZ levels. The CCSD(T) correction term was determined

in the aug-cc-pVDZ basis set.

DFT-SAPT calculations were performed with the PBE0AC functional in aug-

cc-pVTZ basis sets.327,328,365–367 The estimate of the CT energy, labeled as

(E”CT”), was considered as a sum of the induction (EInd
2 ) and δHF term.

The DFT-SAPT/CBS value was based on calculations with the aug-cc-pVTZ

basis set. Only the dispersion contribution was constructed differently. The

ED
2 term was replaced by its CBS estimate, labeled as EDisp

2 . The EDisp
2

value was constructed from ED
2 /aug-cc-pVDZ and ED

2 /aug-cc-pVTZ terms

utilizing the Helgaker extrapolation scheme.161–163

3.3.2.3 Frontier Orbitals, Electric Quadrupole Moments and Po-

larizabilities

Charge transferred between the electron donor and acceptor was deduced

from the atomic charges of both subsystems. The atomic charges were ap-

proximated by NPA charges calculated at the HF/6-311+G* level.352 The H-

OMO and LUMO energy, electric quadrupole moments, and polarizabilities

of all of the subsystems were calculated at the HF/6-311+G* level of theory.

The electrostatic multipole-multipole interaction energy, (abbreviated as Q-

Q, because the quadrupole-quadrupole contribution was the most important

one), was determined by utilizing distributed multipole moment analysis.360

The distributed multipole moments for all of the molecular sites were calcu-

lated up to hexadecapole, based on the PBE0/aug-cc-pVDZ wave function.
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3.3.3 Results and Discussion

3.3.3.1 Isolated Subsystems

3.3.3.1.1 Frontier Orbitals

The HOMO and LUMO energies of all of the donors and acceptors are pro-

vided in Table 3.4. According to our expectations, the electron donors can

be ordered as follows: benzene < mesitylene < hexamethylbenzene, while

the electron-acceptor ability increases in the following order: N2 < F2 < Cl2

< Br2.

molecule HOMO [eV] LUMO [eV] Qzz [D.A] α [Bohr3] ESP [au]

F2 - 1.986 0.33 6.3 0.0173

Cl2 - 0.569 1.90 20.8 0.0419

Br2 - -0.231 3.24 33.1 0.0493

N2 - 3.344 -1.00 10.0 -0.0140

C6H6 -9.162 - -6.44 63.7 -

C6H3(CH3)3 -8.572 - -5.47 98.9 -

C6(CH3)6 -8.033 - -4.33 132.1 -

Table 3.4: Molecular properties of investigated molecules calculated at the
HF/6-311+G*.

3.3.3.1.2 Multipole Moments, Polarizabilities and ESP

The first nonzero multipole moment for all of the subsystems corresponds

to the quadrupole moment and their values are collected in Table 3.4. Ben-

zene belongs to the group of aromatic compounds with a negative Qzz compo-

nent of the quadrupole moment (the z axis coincides with the main rotational

axis of the symmetry of the molecule C6, which is oriented perpendicular

to the plane of the carbon ring). The absolute value of the Qzz compo-

nent of dinitrogen is considerably smaller than that of benzene. In the case
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of dinitrogen the z axis has same orientation as the main rotational axis

of the diatomic C∞, which in this case coincides with the bond). The signs

of the dinitrogen schematic quadrupole moment are not surprising because

the molecule possesses a triple bond and has a lone electron pair at each

nitrogen (|N≡N|). When moving to dihalogens, the sign of the quadrupole

is changed.385 Dihalogen possesses a single bond and each halogen has three

lone electron pairs, (| F - F |); we expected that the sign of their quadrupole

moments should be same as in the case of dinitrogen. It should be men-

tioned here that quantum mechanical calculations predicted quadrupole mo-

ments of all systems in agreement with experiment results. An interpretation

of the different signs of the dihalogen and dinitrogen quadrupole moments

can be rationalized by performing the natural population analysis (NPA).

The NPA provides in the case of dihalogens following occupancies of the va-

lence p-type natural atomic orbitals (NAOs). The occupancy of the pz orbital

is smaller (1.05 , 1.05 , 1.04 for difluorine, dichlorine and diiodine) than px and

py (equals to 2.00 for both direction for all three dihalogens), whereas the op-

posite is true for dinitrogen. The occupancy of the px and py orbitals equals

to 0.99 and pz to 1.36. Dihalogens thus lack electrons in the z axis, whereas

dinitrogen has a surplus of electrons in this axis. Figure 3.5 shows the ESP

of all the dihalogens and, for comparison, also for dinitrogen. A substantial

difference is evident at first glance. Whereas the ESP at the top (cusp point)

of the dihalogen molecules is positive (i.e., each molecule exhibits a σ-hole),

it is negative in the case of dinitrogen. Correspondingly, the Qzz component

of the quadrupole moments in these systems should be opposite, that is, pos-

itive for dihalogens and negative for dinitrogen.

Investigating the subsystem polarizabilities (cf. Table 3.4), we recognize

a substantial increase upon the methylation of benzene and hexamethylben-

zene possesses twice the polarizability of benzene. Similarly, there is a polar-

izability increase when moving from F2 to Br2; the polarizability of dibromine

is more than five times greater than that of difluorine. The polarizability

of difluorine and dinitrogen are similar. These values indicate that the dis-

persion energy in benzene· · · dihalogen complexes significantly increases upon
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Figure 3.5: ESP of dihalogens and dinitrogen.

moving from F2 to Br2 and is comparable for complexes of benzene with di-

fluorine and benzene with dinitrogen.

3.3.3.2 Complexes

3.3.3.2.1 Structure and Stabilization Energies

The structures of all five conformers considered for benzene· · · diatomic com-

plexes are depicted in Figure 3.6.

Figure 3.6: Schematic depiction of five different conformers considered for
the benzene· · ·X2 complexes.

The MP2 and CCSD(T) interaction energies together with CT data are

shown in Table 3.5, whereas Table 3.6 (shown below) contains the DFT-

SAPT energies. From Table 3.5, it is apparent that the T-shaped structures

Ta and Tb are more stable than the symmetrical Tc structure. The en-

ergy difference between these structures is largest for dibromine (about 0.5
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kcal.mol−1) and smallest for difluorine (less than 0.1 kcal.mol−1). The total

stabilization energies of the complexes investigated are rather large, which

is especially true for the dibromine-containing complexes. The stabilization

energies of benzene· · ·Br2, mesitylene· · ·Br2, and hexamethylbenzene· · ·Br2

(for the substituted benzene, only the Tc structure was considered) amount

to 3.2, 4.2, and 5.7 kcal.mol−1, respectively. By investigating the components

of the CCSD(T)/CBS stabilization energy, we found that the ∆∆CCSD(T)

correction term was systematically repulsive and surprisingly large. For

the Ta structure, it reduced the MP2/CBS stabilization energy of benzene· · ·
dihalogen complexes by 1.77, 1.32, and 0.46 kcal.mol−1 (33, 32, and 28%),

respectively. The situation with benzene· · · dinitrogen was different because

here the sandwich structures was more stable than the T-shaped one. The role

of the CCSD(T) correction term was similar here and the MP2/CBS stabi-

lization energies were again strongly overestimated (by more than 30%).

The interpretation of the different structural preferences of the benzene· · · di-

halogen and benzene· · · dinitrogen complexes in terms of the monomer quad-

rupole moments is straightforward. The signs and orientations of the quadru-

pole moments of benzene and dihalogens lead to a preference for T-shaped

structures, whereas in the case of the benzene· · · dinitrogen complex stacked

structures are preferred. The electrostatic Q-Q interaction thus explains

the structure of the complexes investigated (cf. Figure 3.7 and 3.8). Figure

3.7 shows the different character of the Q-Q interaction energy when moving

to a benzene· · · dinitrogen complex. The Q-Q interaction for the Sa structure

is attractive, whereas in the case of the Tc structure it is repulsive. This is

in full accordance with our previous conclusion based only on the signs and

orientations of the quadrupole moments of benzene and dinitrogen. The Q-Q

interaction energies for the Tc structures of the C6H6· · ·Br2, C6H6· · ·Cl2, and

C6H6· · ·F2 complexes for distances from 5.5 to 12
◦
A are depicted in Figure

3.8. The largest stabilization energies belong to the complexes of benzene

with dibromine, followed by dichlorine, and difluorine. This order correlates

with the magnitude of the σ-hole and naturally also with the ESP values

along the main rotational axis of the dihalogens (cf. Figure 3.5).
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complex MP2/CBS CCSD(T)/CBS CT ECT2

Ben· · ·Br2(Sa) -2.89 -1.98 0.0028 -

Ben· · ·Br2(Sb) -2.89 -1.98 0.0029 -

Ben· · ·Br2(Ta) -5.43 -3.66 -0.0167 -4.52

Ben· · ·Br2(Tb) -5.45 -3.66 -0.0169 -5.53

Ben· · ·Br2(Tc) -4.39 -3.17 -0.0024 -1.44

Ben· · ·Cl2(Sa) -2.47 -1.70 0.0035 -

Ben· · ·Cl2(Sb) -2.47 -1.70 0.0035 -

Ben· · ·Cl2(Ta) -4.16 -2.84 -0.0078 -2.61

Ben· · ·Cl2(Tb) -4.19 -2.86 -0.0077 -3.06

Ben· · ·Cl2(Tc) -3.52 -2.53 -0.0001 -0.90

Ben· · ·F2(Sa) -0.87 -0.73 0.0016 -

Ben· · ·F2(Sb) -0.87 -0.73 0.0016 -

Ben· · ·F2(Ta) -1.65 -1.19 -0.0006 -0.59

Ben· · ·F2(Tb) -1.62 -1.17 -0.0005 -0.75

Ben· · ·F2(Tc) -1.44 -1.10 0.0008 -

Ben· · ·N2(Sa) -2.28 -1.50 -0.0018 -0.40

Ben· · ·N2(Sb) -2.28 -1.50 -0.0018 -0.40

Ben· · ·N2(Tc) -1.26 -0.81 -0.0028 -0.30

Mesi· · ·Br2(Sb) -4.43 -3.13 0.0051 -

Mesi· · ·Br2(Tc) -5.90 -4.23 0.0023 -2.19

Hxme· · ·Br2(Sb) -5.95 -4.12 0.0007 -

Hxme· · ·Br2(Tc) -7.98 -5.66 0.0033 -

Table 3.5: The interaction energies (in kcal.mol−1) calculated at the MP2-
/CBS and CCSD(T)/CBS levels of theory; CT (in au), negative value indi-
cates CT from benzene (and substituted benzene) to the diatomic molecule;
ECT
2 - CT energies from bonding π→ antibonding σ∗ orbitals (in kcal.mol−1).
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Figure 3.7: Quadrupole-Quadrupole interaction for the benzene· · ·N2 com-
plex in the Sa and Tc conformations.

Figure 3.8: Q-Q interaction for the benzene· · · dihalogen complexes in Tc
conformation.
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Table 3.6 shows that the dominant attractive energy contribution for all

of the structures of all complexes originates in the dispersion energy. Only

in the case of the T-shaped structures of benzene (and substituted-benzene)

· · · dibromine is the first-order electrostatic EPol
1 energy comparable to the dis-

persion energy; in all of the other complexes, the electrostatic energy is sys-

tematically smaller.

complex EPol1 EEx1 E”CT” EDisp2 Etot/CBS

Ben· · ·Br2(Sa) -0.89 3.29 -0.24 -4.00 -2.07

Ben· · ·Br2(Sb) -0.89 3.30 -0.24 -4.01 -2.07

Ben· · ·Br2(Ta) -4.88 9.60 -2.78 -5.81 -4.22

Ben· · ·Br2(Tb) -5.01 9.83 -2.87 -5.85 -4.23

Ben· · ·Br2(Tc) -2.60 4.82 -0.94 -4.48 -3.44

Ben· · ·Cl2(Sa) -0.69 2.71 -0.20 -3.44 -1.79

Ben· · ·Cl2(Sb) -0.71 2.75 -0.20 -3.47 -1.80

Ben· · ·Cl2(Ta) -3.19 6.55 -1.74 -4.52 -3.13

Ben· · ·Cl2(Tb) -3.17 6.52 -1.73 -4.53 -3.14

Ben· · ·Cl2(Tc) -1.87 3.69 -0.65 -3.69 -2.70

Ben· · ·F2(Sa) -0.08 0.55 -0.04 -1.11 -0.76

Ben· · ·F2(Sb) -0.08 0.55 -0.04 -1.12 -0.76

Ben· · ·F2(Ta) -0.97 2.14 -0.51 -1.81 -1.23

Ben· · ·F2(Tb) -0.96 2.08 -0.49 -1.77 -1.22

Ben· · ·F2(Tc) -0.55 1.20 -0.17 -1.52 -1.11

Ben· · ·N2(Sa) -1.09 2.78 -0.37 -2.79 -1.59

Ben· · ·N2(Sb) -1.09 2.77 -0.37 -2.79 -1.59

Ben· · ·N2(Tc) -0.28 1.88 -0.26 -2.12 -0.84

Mesi· · ·Br2(Sb) -1.63 5.22 -0.43 -6.07 -3.22

Mesi· · ·Br2(Tc) -4.04 7.31 -1.50 -6.34 -4.89

Hxme· · ·Br2(Sb) -2.52 7.25 -0.62 -7.96 -4.23

Hxme· · ·Br2(Tc) -5.43 9.60 -2.07 -7.79 -6.06

Table 3.6: DFT-SAPT interaction energies (in kcal.mol−1) of investigated
complexes; E”CT” - sum of sencond-order induction, exchange induction and
δHF term.

The explanation for the attractive interaction between halogens (with the ex-
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ception of fluorine) covalently bonded to carbon and an electron donor such

as the carbonyl oxygen (halogen bond) was based on the existence of a σ-

hole. The σ-hole is also present in dihalogens, even in difluorine, and sur-

prisingly, it is very positive. Consequently, a halogen bond should also be

formed between dihalogens and electron donors such as benzene or substi-

tuted benzene. The ESP of isolated benzene has its most negative part

located above (and below) the skeleton of carbon atoms, whereas the poten-

tial becomes more positive when moving to the center of the aromatic ring.

Consequently, the halogen bond between benzene and the dihalogens will

be preferentially formed above the carbon skeleton and not above the cen-

ter of the aromatic ring. The DFT-SAPT electrostatic energies fully con-

firm this assumption and the electrostatic energy for Ta and Tb structures

of all of the benzene· · · dihalogen complexes is considerably more attractive

than that for the symmetrical Tc structure. We can thus conclude that

the rather large stabilization energies of benzene· · · dihalogen complexes, as

well as the fact that the Ta and Tb structures are more favorable than Tc,

can be explained by the existence of a halogen bond between the dihalogens

and benzene.

The stabilization energy of the benzene· · · dinitrogen complex is considerably

smaller than that of the benzene· · ·X2 (X = Br, Cl) complexes and is roughly

comparable to that of benzene· · · difluorine. Investigating the energy terms,

we found that the larger stabilization of dibromine and dichlorine complexes

aroses from the larger dispersion, induction, and mainly electrostatic terms.

This is in accordance with previous conclusions, showing that the greater sta-

bilization of benzene· · ·X2 (X = Br, Cl) complexes arises from the existence

of a halogen bond.

3.3.3.2.2 Charge-Transfer

Table 3.5 shows the amount of ”electrons transferred” between the subsys-

tems. According to expectations, CT is negligible for benzene· · · dinitrogen.
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Out of the benzene· · · dihalogen complexes, the greatest electron transfer is

found for the dibromine complex, followed by those of the dichlorine and di-

fluorine complexes. An overlap between the benzene HOMO and dihalogen

LUMO is significant only for the T-shaped structures. Consequently, struc-

tures Ta and Tb exhibited much greater electron transfer than the sandwich

structure. In all cases, electron transfer is, however, rather small and does

not exceed 0.02 e. From these values, we can deduce that electron-transfer

energy will be also moderate. CT energy contributions can be deduced from

DFT-SAPT analysis, for which the upper bound to CT energy is defined as

the sum of the second-order induction and δHF terms. Sum of these three

terms is labeled as E”CT”. Table 3.6 shows that for all of the complexes and all

of the structures, the E”CT” energy represents the smallest attractive energy

term. This is true even for the hexamethylbenzene· · ·Br2 complex, for which

we expected the CT energy to be much more important if not dominant. It is

non-negligible only for the Ta and Tb structures of the benzene· · · dichlorine

and benzene (and substituted-benzene)· · · dibromine complexes. We can

thus conclude that in the present complexes the CT energy contribution

does not represent the dominant stabilization energy term. Table 3.5 lists

the CT energy approximated by the second-order perturbation theory anal-

ysis of the Fock matrix,352 see eqn. 3.1. It should be again mentioned

that the ECT
2 values are overestimated (cf. Table 3.5 and 3.6) and that,

owing to their different origin with respect to CT from SAPT theory, they

cannot be directly compared. However, the ECT
2 energies can be compared

for different structures of the complex or for different complexes. When

analyzing these energies, we found that they reached the highest values for

the Tb structures; for the Ta and Tc structures, they are significantly smaller.

According to our expectations, ECT
2 energy was largest for benzene· · ·Br2

(5.44 kcal.mol−1), followed by the benzene· · ·Cl2, and benzene· · ·F2. For

the sake of comparison, we list the ECT
2 values for some typical CT complexes:

NH3· · ·Cl2 (14.0 kcal.mol−1), NH3· · · SO2 (7.4 kcal.mol−1) and NMe3· · · SO2

(58.7 kcal.mol−1) (see Attachment B). It is thus clear that the CT ECT
2

energy within the benzene· · · dibromine complex is not exceptional, but is

in fact moderate.
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3.4 Why Is the L-shaped Structure of X2· · ·X2

(X = F, Cl, Br, I) Complexes More Sta-

ble Than Other Structures?

3.4.1 Introduction

The first nonzero electric multipole moment of dihalogens (X2, X = F, Cl,

Br, I) is the quadrupole moment (Qzz), which is positive for all of these sys-

tems. The quadrupole moment of dinitrogen is negative. The explanation

of the different signs of quadrupole moments of the dihalogens and the dini-

trogen is not easy because both halogens and nitrogen bear lone electron

pairs and pair, respectively. This is in accord with the sign of the quadrupole

moment of dinitrogen but not with that of dihalogens. To our knowledge,

no easy explanation of this fact was available until the recent introduction

of the σ-hole, which has been used to explain the origin of the attraction

in the halogen bond.111 The existence of halogen bonding, described as an at-

tractive interaction between a bound halogen and an electronegative atom,

seems counterintuitive, given that an attractive noncovalent interaction is

not expected to exist between two atoms that have high electronegativity,

that is, possess a partial negative charge. The reason for the attractive non-

covalent interaction that occurs in halogen bonds is the presence of a region

of a positive electrostatic potential (σ-hole) along the extension of the C-X

bond (X is most typically bound to carbon), which interacts electrostatically

with an electron donor. The existence of the positive σ-hole explains positive

quadrupole moments in dihalogens; similarly, the nonexistence of the σ-hole

in dinitrogen explains its negative quadrupole moment. Are the two concepts

fully equivalent? In other words, do they both lead to the same structure

prediction? The aim of the present paper is to investigate different bind-

ing motifs of the (X2, X = F, Cl, Br, I, N) complexes and elucidate how

the presence of σ-hole affects the relative stability of investigated binding

motifs.
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3.4.2 Strategy of Calculation

3.4.2.1 Quadrupole Moments and Electrostatic Potentials

The electrostatic potential (ESP)386–389 was computed for all subsystems

at the B97/def2-QZVP level255,256and subsequently mapped on the 0.001 au

isodensity surface.124 The relativistic effects were included by considering

pseudopotentials (PPs).390,391 The point on the 0.001 au isodensity surface,

which lies on the main rotational axis of the X2 molecule, is referred to here

as VS,max. In the case of dihalogens, this point possesses the most posi-

tive value of the ESP. The angular dependence of the ESP was also investi-

gated. The angle α, at which the ESP becomes negative when moving from

the VS,max point on the 0.001 isodensity surface, was evaluated.

3.4.2.2 Structures and Geometries

Five different structures of the (X2)2 dimers (L-shaped (LS), T-shaped (TS),

parallel (P), parallel-displaced (PD), and linear (L)) were considered, and

the respective energy minima were determined by an unrelaxed potential

energy scan along the main intermolecular coordinates (see Figure 3.9).

The scans were performed on the grid with a point-to-point distance of 0.1
◦
A. The geometries of the X2 molecules considered for all calculations were

calculated at the B97-D3/def2-QZVP level of theory.

Figure 3.9: Structures of the L-shaped (LS), T-shaped (TS), parallel (P),
parallel-displaced (PD), and linear (L) conformations.
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3.4.2.3 Stabilization Energies

The benchmark interaction energies were evaluated at the CCSD(T) level and

extrapolated to the complete basis set (CBS) limit. Specifically, the CCSD(T)-

/CBS interaction energy was constructed as the sum of HF/CBS interaction

energy and the correlation part of the MP2/CBS interaction energy. Both

were determined by the two-point extrapolation scheme of Helgaker from aug-

cc-pVTZ and aug-cc-pVQZ basis sets.161–163 The CCSD(T) correction term

(∆∆CCSD(T)) was evaluated utilizing the aug-cc-pVTZ basis set. The rela-

tivistic effects were included by considering the pseudopotentials (PPs).390,391

Besides CCSD(T), two variants of the DFT method were applied. The M06-

2X functional246,247 was recommended for calculations of halogen-bonded

complexes.392 Therefore, this functional in combination with the aug-cc-

pVTZ basis set was used in the present study along with the DFT-D (B97-

D3/def2-QZVP) method.236 The Grimme’s empirical dispersion correction

(D3) was calculated employing Becke-Johnson damping.266 In the case of bro-

mine and iodine at the M06-2X levels, PPs consistent with respective cor-

relation consistent basis sets (aug-cc-pVXZ-PP) were applied. At the B97-

D3/def2-QZVP level, the PPs were considered only for iodine.

The DFT-SAPT calculations were used for the decomposition of the total

interaction energy. The subsystems were treated via the DFT approach,

utilizing the asymptotically corrected LPBE0AC exchange-correlation func-

tional319 in the aug-cc-pVTZ basis set for nitrogen, fluorine, and chlorine.

In the case of bromine and iodine, the aug-cc-pVTZ-PP basis set was used

to account for relativistic effects. The exchange-induction and exchange-

dispersion terms are merged into the respective induction and dispersion

terms. Further, the δHF term, which represents higher than second-order

terms covered by the Hartree-Fock approach, is also included in the induc-

tion energy. Hence, the induction energy in this study (EInd
2 ) represents

the upper bound to the estimate of CT energy. (This term was in previous

studies labeled as E”CT”).
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3.4.3 Results and Discussion

3.4.3.1 Isolated Systems

Table 3.7 summarizes the geometries, quadrupole moments, and size (α) and

magnitude (VS,max) of σ-holes calculated for all subsystems at the B97/def2-

QZVP level of theory.

molecule geometry Qzz VS,max

I2 2.703 3.402 0.0474

Br2 2.322 2.362 0.0443

Cl2 2.013 1.574 0.0389

F2 1.410 0.436 0.0243

N2 1.116 -0.774 -0.0140

Table 3.7: The geometries (in
◦
A), quadrupole moment (the Qzz component

in ea2
0) and VS,max (in au) for dihalogens and dinitrogen.

The electrostatic potential for all subsystems is visualized in Figure 3.10.

The quadrupole moments of all dihalogens are positive, while the quadrupole

moment of dinitrogen is negative. The same is valid for the magnitudes

of the σ-holes (VS,max). The negative value of VS,max for dinitrogen indicates

that the positive σ-hole is not present. The largest absolute value of both

characteristics (quadrupole moments and VS,max) was found for diiodine, and

the smallest positive one was found for difluorine (the smallest VS,max was

calculated for dinitrogen); quadrupole moments and VS,max correlate very

well (R2 = 0.849) for all systems. This finding is important because it shows

that at least for the systems studied (and similar systems for which the first

nonzero multipole moment is quadrupole) their nontrivial electronic struc-

ture is described already by the concept of electric quadrupoles and that

the recently introduced concept of the σ-hole is not bringing any new infor-

mation.
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Figure 3.10: Electrostatic potential (in au) for all diatomics.

Table 3.8 presents the X-X bond orbital analysis together with the occupancy

of the p-type valence natural atomic orbitals (NAOs) and VS,max values. It

further lists the size (angle α) and magnitude (VS,max) of the σ-hole.

NHOs NAOs

X s p px py pz VS,max α

F 4.9 94.9 1.999 1.999 1.038 0.0243 59

C 6.2 92.5 1.992 1.992 1.043 0.0389 62

B 4.3 94.8 1.994 1.994 1.029 0.0443 64

I 3.5 95.6 1.994 1.994 1.022 0.0474 65

N 36.6 62.9 0.996 0.996 1.325 -0.0140 -

0.0 99.6

Table 3.8: The VS,max (in au) and the size of the σ-hole (α in ◦). The hy-
bridization state (in %) of the natural hybrid orbital (NHO) of atom X
in the natural X-X bonding orbital. The occupancies of the p-type valence
natural atomic orbitals (NAOs) of atom X; for more details see Table 2 in At-
tachment D.

When one moves from difluorine toward heavier dihalogens, the slight in-

crease of α is in correlation with the significant increase of VS,max. The small

variation of the size of the σ-hole, which varies between 59◦ (F2) and 65◦(I2),

can be interpreted using the natural-bond orbital (NBO) analysis. First,

the hybridization between s and p orbitals, in the case of the X-X natural-

bond orbital, is negligible, not exceeding 6% (dichlorine). Second, the occu-
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pancy of p-type valence NAOs does not differ much between different halo-

gens. Specifically, the valence pz occupancy varies between 1.022 (I2) and

1.043 (Cl2). Moreover, the occupancy of the px and pz orbitals is essentially

constant. Finally, it is clear that the hybridization state and the occupancy

of NAO are more or less constant for all dihalogens. Consequently, we con-

clude that the angular redistribution of the valence electrons is very similar

for all dihalogens. Hence, marginal differences in the size of the σ-hole are

observed.

The character of the electron redistribution is entirely different for the dini-

trogen molecule when compared with dihalogens. The relative occupancy

of the p-type NAOs is reverse when compared with dihalogens.

3.4.3.2 Complexes

The total interaction energies of all dihalogen dimers determined by the B97-

D3, M06-2X, CCSD(T), and DFT-SAPT techniques are given in Table 3.9.

The numbers in parentheses listed with the B97-D3 energies correspond

to the respective empirical dispersion energies.

In the case of DFT-SAPT calculations presented in Table 3.9, the potential-

energy scans were not made, and the values correspond to the structures,

which represent the CCSD(T)/CBS energy minima. Stabilization energies

evaluated at different levels of theory correlate well with reference CCSD(T)

stabilization energies. Specifically, coefficient of determination (R2) amounts

to 0.95, 0.92, and 0.99 for the B97-D3, M06-2X, and DFT-SAPT method.

The root-mean-square deviation (RMSD) with respect to reference data, is

following: 0.15, 0.34, and 0.44 kcal.mol−1 for DFT-SAPT, M06-2X and B97-

D3, respectively.

Investigating the reference CCSD(T)/CBS stabilization energies of dihalo-

gen complexes, we found that the LS structure corresponds with the most

stable structure, followed by the TS, PD, P, and L structures. For heavier
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R B97-D3 R M06-2X R CCSD(T)/CBS DFT-SAPT

LS

I2 5.0 -4.77 (-3.44) 5.1 -2.96 5.1 -3.16 -3.64

Br2 4.6 -2.86 (-2.68) 4.6 -2.31 4.7 -2.38 -2.47

Cl2 4.4 -1.58 (-1.94) 4.3 -1.18 4.4 -1.47 -1.20

F2 4.0 -0.30 (-0.23) 3.7 -0.39 3.6 -0.41 -0.30

N2 4.3 -0.47 (-0.46) 4.4 -0.21 4.2 -0.28 -0.26

TS

I2 5.2 -3.04 (-3.23) 5.1 -2.27 5.2 -2.45 -2.61

Br2 4.9 -1.96 (-2.25) 4.7 -1.61 4.7 -1.89 -1.93

Cl2 4.6 -1.25 (-1.69) 4.4 -0.87 4.5 -1.25 -1.05

F2 3.8 -0.29 (-0.24) 3.6 -0.38 3.6 -0.39 -0.31

N2 4.2 -0.48 (-0.45) 4.3 -0.21 4.1 -0.29 -0.27

P

I2 4.5 -2.22 (-3.36) 4.4 -0.53 4.5 -1.44 -1.46

Br2 4.2 -1.50 (-2.39) 4.2 -0.37 4.2 -1.14 -1.08

Cl2 4.1 -1.04 (-1.49) 4.0 -0.40 3.9 -0.91 -0.78

F2 3.6 -0.26 (-0.22) 3.1 -0.36 3.2 -0.31 -0.25

N2 3.8 -0.51 (-0.57) 4.0 -0.20 3.7 -0.23 -0.22

PD

I2 4.5 -2.82 (-3.85) 4.3 -1.73 4.4 -2.13 -2.26

Br2 4.2 -1.83 (-2.64) 4.0 -1.19 4.0 -1.61 -1.58

Cl2 3.9 -1.23 (-2.08) 3.7 -0.89 3.8 -1.24 -1.02

F2 3.6 -0.26 (-0.25) 3.3 -0.34 3.2 -0.36 -0.28

N2 3.9 -0.55 (-0.60) 4.4 -0.20 4.0 -0.31 -0.29

L

I2 6.9 -0.72 (-1.61) 6.5 -0.18 6.6 -0.57 -0.44

Br2 6.4 -0.43 (-1.01) 5.8 0.17 6.0 -0.28 -0.15

Cl2 5.8 -0.34 (-0.81) 6.1 0.02 5.5 -0.25 -0.11

F2 4.7 -0.11 (-0.13) 4.4 -0.14 4.3 -0.12 -0.11

N2 5.0 -0.13 (-0.20) 5.1 -0.09 4.8 -0.07 -0.07

Table 3.9: The interaction energies (in kcal.mol−1) calculated at the B97-
D3, M06-2X, CCSD(T)/CBS and DFT-SAPT levels of theory. The num-

bers in parentheses correspond to dispersion energy. R (in
◦
A) corresponds

to the center of mass distance.
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dihalogens, the LS and TS structures are more stable than other structures;

in the case of difluorine, all the structures, except linear (L), are compa-

rably stable (cf. Figure 3.11). This finding is surprising because it was

long believed that the TS structure of dihalogens, stabilized by quadrupole-

quadrupole electrostatic interaction, corresponds to the global minimum.

Figure 3.11: CCSD(T)/CBS stabilization energies (in kcal.mol−1) for all X2

complexes.

Analyzing the DFT-SAPT energy components (cf. Figure 3.12), we found

that this is mainly caused by the Coulomb EPol
1 energies. The other attractive

energies (dispersion and induction) are also the largest for the LS structure,

but the absolute difference with respect to other structures (TS, PD, P, and

L) is much smaller. This can be interpreted as a consequence of the higher

orientation dependence of the Coulomb interaction, in contrast with induc-

tion and dispersion. However, it should be stressed that the largest attractive

contribution for all structures (including LS and TS) comes from dispersion

energy, followed by Coulomb energy.

To exclude the overlap effects (see below), we evaluate the total interaction

energies at the DFT-SAPT level for larger intermolecular distances. These

scans are performed for the two most stable structures (LS and TS) of the di-

iodine dimer and will be discussed in the following paragraphs.
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Figure 3.12: Coulomb EPol
1 (A), induction EInd

2 (B), and dispersion EDisp
2 (C)

components of the DFT-SAPT interaction energy (in kcal.mol−1), listed for
all X2 complexes.

Figure 3.13 shows the distance dependence of the total DFT-SAPT as well

as Coulomb (EPol
1 ) energies for the LS and TS structures of the diiodine

dimer. At short distances, the Coulomb energy is evidently more attrac-

tive for the LS structure, while the opposite is true at larger distances.

On the other hand, the total DFT-SAPT energy is systematically larger

for the LS structure. This finding can be easily explained on the basis

of penetration energy (cf. section 2.2.3.1). The systematically attractive

penetration energy, which is included in the DFT-SAPT Coulomb energy, is

overlap-dependent. The overlap in the LS structure is clearly larger than that

in the TS structure because of a closer X· · ·X contact in the former struc-

ture. Therefore, the Coulomb energy is larger for the LS structure at short

distances. At large distances, the penetration of both molecules becomes

negligible and the DFT-SAPT Coulomb energy is exclusively represented by

long-range electrostatic energy. The long-range electrostatic energy cover-

ing all the interactions among all the permanent multipole moments is less

attractive for the L-shaped structure than for the T-shaped structure (cf.

Figure 3.13).

Regarding explanation of the larger total stabilization energy in the L-shaped

structure. Figure 3.14 shows the distance dependence of the remaining at-
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Figure 3.13: Distance dependence of the total interaction (Etot DFT-SAPT)
and the Coulomb (EPol

1 ) energies for the LS and TS structures of the diiodine
dimer.

tractive energy terms, dispersion (EDisp
2 ) and induction (EInd

2 ). It is evident

that both energies are systematically more attractive for the LS structure.

This was also observed for equilibrium geometries (see above). The reason for

this is again the shorter interatomic distances for the LS structure. The pref-

erence of the LS structure in the entire distance region cannot be explained

solely by either electrostatic or Coulomb energies. It is a result of the concert

action of all three attractive energies, Coulomb, dispersion and induction.

Now we will discuss the question whether the interaction of two dihalogen

molecules, each possessing the σ-hole, can be explained or at least schemati-

cally interpreted on the basis of the monomer electrostatic potential. Further,

whether it would be possible to explain the preferential binding of the L-

shaped structure within this concept. Figure 3.15 schematically shows the LS

and TS structures together with the ESP of isolated molecules. Evidently,

the first structure exhibits a strong attractive electrostatic interaction be-

tween the most positive σ-hole of the upper (vertical) dihalogen and the less

positive belt of the lower (horizontal) one (the so-called dihalogen bond).

Such an interaction is not expressed as strongly in the T-shaped structure.
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Figure 3.14: Distance dependence of the induction (EInd
2 ) and dispersion

(EDisp
2 ) energies for the LS and TS structures of the diiodine dimer.

Thus, it is possible to state that the preferential binding of the LS structure

in all the dihalogen dimers investigated can be interpreted by the dihalogen

bonding. The classical concept of electric multipoles leads to wrong conclu-

sion, which is preferential binding of the TS structure.

Figure 3.15: Electrostatic interaction based on the electrostatic potentials
(ESP, in au) of isolated monomers for L-shaped (left) and T-shaped (right)
structures of the X2 dimer.

The situation with dinitrogen not possessing the σ-hole is different. Here,

the total stabilization energy at the CCSD(T)/CBS level is comparable for

the LS, TS, and PD structures. The L and P structures are less stable (cf.
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Figure 3.11). Analyzing the DFT-SAPT energies, we found that dispersion

energy is clearly a dominant stabilization term for all five conformers (cf.

Figure 3.12), while Coulomb energy is marginal.

3.5 On the Origin of the Substantial Stabi-

lization of the DTCA, DABCO· · · I2 com-

plexes

3.5.1 Introduction

Complexes containing halogens participating in halogen bonding (X-bonding)

are characterized by large stability, mostly comparable with the stabilization

of similar H-bonded complexes. Indeed, stabilization energies of complexes

in the X40 data set176 and H-bonded complexes from the S66 data set169,171

are well comparable. In both cases, energy decomposition reveals at least one

similar feature: the electrostatic energy playing a dominant role. A coun-

terintuitive electrostatic attraction in the case of a X-Y· · ·D halogen bond,

where Y is Cl, Br or I, X is an electronegative atom (mostly carbon) and D

is an electron donor like oxygen, nitrogen or sulfur, is explained by the ex-

istence of a positive σ-hole on top of the halogen atom. The electrostatic

attraction thus occurs between the positive σ-hole and a negative electron

donor. In the case of an X-H· · ·D hydrogen bond, the electrostatic attrac-

tion is caused by the interaction between a positively charged hydrogen and

a negatively charged electron donor. Further comparison of other energy con-

tributions reveals that dispersion energy is more negative in X-bonds than

in H-bonds, which is explained by the fact that halogen and electron donors,

both having large polarizability, are close to each other. The last attractive

energy component, induction energy, is mostly smaller than dispersion en-

ergy; in X- and H-bonds, it is comparable. Induction energy also contains

not only classical multiple-induced multiple induction energy but also CT en-

ergy. The CT energy becomes important only if an electron donor effectively
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interacts with an electron acceptor. This means that besides the highest-

occupied molecular orbital (HOMO) of the donor and the lowest-unoccupied

molecular orbital (LUMO) of the acceptor, there must also be a favorable

overlap between these orbitals (cf. eqn. 3.1).

In this study, we investigated the crystal structures containing iodine: 1,3-

dithiole-2-thione-4-carboxyclic acid (DTCA)· · · I2 and 1,4-diazabicyclo[2.2.2]-

octane (DABCO)· · · I2, for which there is an evidence of surprisingly large

stabilization energies.393,394 Since both calculations found in literature were

made at a lower theoretical level, it is not clear whether these surprising num-

bers are correct. In case they are, where does this large stabilization come

from? Is it only caused by halogen bonding with heavy iodine or does CT

play an important role here? The aim of the present study is to investigate

in detail the nature of the interactions in the above-mentioned complexes.

Further, we will also study complexes where I2 is replaced by lighter halogens

(Br2, Cl2), hetero dihalogen (IF) as well as other systems (ICH3, N2).

3.5.2 Strategy of Calculation

3.5.2.1 Electrostatic Potentials and Quadrupole Moments

The electrostatic potentials were computed on molecular surfaces, with a sur-

face being defined as the 0.001 au outer contour of the electron density.

The most positive value of the potentials at the halogen (the local maxi-

mum) is referred to as VS,max. Here, the electrostatic potentials as well as

the geometries of electron acceptors and their electric quadrupole moments

were calculated at the B97-D3/def2-QZVP level.236

3.5.2.2 Structures and Geometries

The coordinates of heavy atoms for both the I2 complexes were taken from

X-ray structures.393,394 Afterwards, hydrogen atoms were manually added

and subsequently optimized at the B97-D3/def2-QZVP level of theory, while

keeping the coordinates of the heavy atoms frozen.
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Figure 3.16: Structures of the DTCA· · · I2 and DABCO· · · I2 complexes.

When constructing the geometries of other binary complexes, the following

procedure was utilized. Firstly, the coordinates of the DTCA and DABCO

molecules were taken from structures of the respective I2 complexes. Sec-

ondly, when the I2 molecule was replaced from the corresponding I2 complex

structure by X2 (X = Br, Cl, N) or XY (Y = F, CH3) systems, the closer halo-

gen atom X1 coincides with the closer iodine atom (cf. Figure 3.16). Finally,

the rest of the electron acceptor molecule was constructed using the optimized

geometry of the isolated acceptor, which was calculated at the B97-D3/def2-

QZVP level.

3.5.2.3 Stabilization Energies

The benchmark stabilization energies were evaluated using the CCSD(T)/C-

BS method. Specifically, these stabilization energies were constructed as

the sum of HF/CBS and MP2/CBS interaction energies. Both CBS energies

were obtained via two point Helgaker extrapolation from aug-cc-pVDZ and

aug-cc-pVTZ basis sets. The CCSD(T) correction term (∆∆CCSD(T)) was

evaluated using aug-cc-pVDZ basis set.

The M06-2X functional was recommended for calculations of halogen-bonded

complexes and it was also used in the present study.392 Besides DFT-D (B97-

D3/def2-QZVP), M06-2X/def2-QZVP calculations were also performed. All

interaction energy calculations were corrected for the basis set superposition

error (BSSE) utilizing counterpoise correction.199

Energy decomposition of the stabilization energies of all complexes was ob-

tained by using the DFT-SAPT method. The subsystems were treated
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using an asymptotically corrected PBE0AC exchange-correlation functional

in combination with an aug-cc-pVDZ basis set.

3.5.3 Results and Discussion

3.5.3.1 Isolated systems

The LUMO energies of the acceptors are summarized in Table 3.10, which

also contains the VS,max values and the quadrupole moment of all electron

acceptors.

molecule Qzz LUMO VS,max

I2 3.402 -0.168 0.0474

Br2 2.362 -0.173 0.0443

Cl2 1.574 -0.162 0.0389

N2 -0.774 -0.076 -0.0140

IF 0.273 -0.183 0.0896

ICH3 3.217 -0.076 0.0214

Table 3.10: The Qzz component of the quadrupole moment, LUMO and
VS,max (all in au) for investigated monomers.

The electrostatic potentials of selected monomers are visualized in Figure

3.17.

Investigating the LUMO values, we find that IF, I2 and Br2 are the best

acceptors. The Cl2 systems are slightly worse and the N2 molecule has

the LUMO at higher energies, which agrees with the fact that N2 is not

an electron acceptor. The same is true for ICH3 systems. The HOMO value

for the electron donors DTCA and DABCO is -0.199 and -0.144 au, respec-

tively; making DABCO the better electron donor. As expected, the mag-

nitude of the σ-hole (see the VS,max value) for I2 is larger than that of Br2

and Cl2. When the iodine was replaced by the more electronegative fluorine,

the VS,max value increased considerably. The VS,max for N2 is negative, which



CHAPTER 3. PROJECTS 104

Figure 3.17: Electrostatic potential (in au) for all the monomers: I2, Br2,
Cl2, N2, IF and ICH3.

provides evidence that the positive σ-hole does not exist here. Comparing

the quadrupoles of X2 molecules, we find that they have different signs for

halogens (I2, Br2, Cl2) and nitrogen. The correlation between the VS,max and

the quadrupole moment for the X2 systems is very high, it amounts to R2

= 0.902. This finding is surprising and helpful, because it tells us that for

the explanation of the different binding of the halogens (Cl2, Br2, I2) and

the nitrogen to electron donors like O or N, it is not necessary to introduce

a concept of the σ-hole, but it is enough to consider classical quadrupole mo-

ments. The electron donors with halogens exhibit attraction while the elec-

tron donors with nitrogen repulsion. This can be easily explained by the val-

ues of VS,max but comparably easily by quadrupole moments.

3.5.3.2 Complexes

Table 3.11 contains interaction energies determined for all complexes inves-

tigated using various computational techniques.

The B97-D3 stabilization energies for the complexes with halogens are very

large; for DABCO complexes, they are even 40-70% larger. The larger sta-

bilization of the DABCO complexes can be easily explained by the fact that

DABCO is a better electron acceptor (see above). In both sets of complexes,
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B97-D3/ M06-2X/ MP2/ DFT-SAPT/ CCSD(T)/

complex/term def2-QZVP def2-QZVP CBS aug-cc-pVDZ CBS

DTCA· · · I2 -13.80 (-5.38) -8.81 -12.36 -5.98 -8.20

DTCA· · ·Br2 -11.25 (-4.45) -6.97 -10.27 -5.42 -7.21

DTCA· · ·Cl2 -8.34 (-3.82) -3.40 -6.01 -1.36 -3.75

DTCA· · ·N2 10.11 (-2.61) 10.03 9.11 9.57 9.93

DTCA· · · IF -29.27 (-5.01) -25.10 -27.21 -20.81 -23.77

DTCA· · · ICH3 4.33 (-5.20) 8.12 3.98 10.43 7.08

DABCO· · · I2 -18.97 (-8.33) -17.18 -20.31 -24.19 -15.01

DABCO· · ·Br2 -16.72 (-6.58) -13.04 -17.21 -14.68 -13.31

DABCO· · ·Cl2 -13.79 (-5.39) -8.47 -11.72 -5.68 -8.98

DABCO· · ·N2 14.55 (-3.44) 14.40 14.02 13.92 14.40

DABCO· · · IF -28.22 (-8.03) -26.94 -30.29 -31.98 -26.49

DABCO· · · ICH3 -2.69 (-8.19) -4.90 -0.89 -3.01 -4.21

Table 3.11: The B97-D3, M06-2X, MP2, DFT-SAPT and CCSD(T) interac-
tion energies (in kcal.mol−1) for DTCA and DABCO complexes.
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dispersion energy (shown in Table 3.11, 1st column in parentheses) is an im-

portant stabilization component, but it is not dominant. For further energy

decomposition, see the DFT-SAPT calculations. As mentioned in the Intro-

duction, the DFT stabilization energies for the CT complexes could be overes-

timated due to an improper description of the virtual space. The benchmark

CCSD(T)/CBS stabilization energies are considerably smaller than the DFT

ones (cf. Table 3.11). Considering all the complexes with attractive inter-

action, we found that the CCSD(T)/CBS stabilization energy forms on av-

erage 62% of the DFT-D stabilization energy for the DTCA complexes and

79% for the DABCO complexes. The CCSD(T)/CBS stabilization energies

of the DABCO complexes are larger than those of the DTCA complexes

(by 11-139%). Surprisingly accurate numbers are obtained using the M06-

2X functional. R2 between the M06-2X and the CCSD(T)/CBS energies

for both sets of complexes DTCA and DABCO amount to 0.983 and 0.994.

The MP2/CBS stabilization energies are systematically overestimated with

respect to CCSD(T)/CBS values. The average relative overestimation for

the DABCO and the DTCA complexes evaluates to 32% and 37%, respec-

tively. The DFT-SAPT calculations provide stabilization energies smaller

than the benchmark CCSD(T)/CBS values, but the correlation between both

energies is quite close (R2 = 0.990 and R2 = 0.923 for DTCA and DABCO,

respectively). The underestimation of the DFT-SAPT energies arises from

the use of a small aug-cc-pVDZ basis set. Among various energies, dispersion

energy is the most underestimated.319 We, however, use the DFT-SAPT not

for generating accurate total stabilization energies but for a mere decom-

position of the total stabilization energies. Passing from iodine to chlorine,

the stabilization energies of both complexes decrease, the drop between iodine

and bromine is moderate, but it becomes larger between bromine and chlo-

rine. The stabilization energies of chlorine complexes are considerably smaller

than those of iodine complexes, but they are still substantial. A dramatic

increase of the stabilization energies of both complexes occurs when I2 is re-

placed (at the same geometry) by IF. The electronegative fluorine withdraws

electrons from iodine, which results in a much larger magnitude of the σ-hole

(see Table 3.10 and Figure 3.17). Consequently, the total stabilization ener-
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gies also increase. On the other hand, when one iodine atom in the iodine

molecule is replaced by an electron-donating CH3 group, the VS,max decreases

and the total stabilization energy decreases dramatically and even becomes

repulsive. Very large stabilization energies of complexes with IF are also

caused due to the fact that this molecule is the best electron acceptor among

all the systems investigated (see Table 3.10). The replacement of an iodine

molecule with a nitrogen molecule also results in larger repulsive interaction

energy. Here again, a certain role is played by both effects (nitrogen is not

a good electron acceptor and does not contain a positive σ-hole). These

findings indicate that electrostatic and CT energies play an important role

in the complexes investigated.

complex/term Etot EPol1 EEx1 EInd2 δHF E”CT” EDisp2

DTCA· · · I2 -5.98 -42.06 59.00 -67.07 55.25 -11.82 -11.11

DTCA· · ·Br2 -5.42 -25.82 36.97 -22.09 14.05 -8.03 -8.54

DTCA· · ·Cl2 -1.36 -17.68 33.34 -4.37 -5.86 -10.23 -6.79

DTCA· · ·N2 9.57 -7.28 23.01 -0.33 -1.45 -1.78 -4.39

DTCA· · · IF -20.81 -40.19 49.97 -66.41 45.86 -20.55 -10.05

DTCA· · · ICH3 10.43 -42.01 63.60 -66.01 66.10 0.09 -11.25

DABCO· · · I2 -24.19 -65.36 83.02 -93.51 66.57 -26.94 -14.91

DABCO· · ·Br2 -14.68 -40.43 52.52 -31.82 16.73 -15.09 -11.29

DABCO· · ·Cl2 -5.68 -28.34 46.47 -7.20 -7.91 -15.11 -8.95

DABCO· · ·N2 13.92 -9.65 31.82 -0.71 -1.82 -2.54 -5.71

DABCO· · · IF -31.98 -63.24 71.35 -90.82 64.28 -26.54 -13.55

DABCO· · · ICH3 -3.01 -64.32 89.58 -92.07 78.97 -13.10 -15.17

Table 3.12: The DFT-SAPT/aug-cc-pVDZ interaction energies (in kcal.-
mol−1) for the DTCA and the DABCO complexes.

The individual energy terms from the DFT-SAPT calculations are shown

in Table 3.12. The largest term (in the absolute value) is exchange-repulsion

energy EEx
1 , which indicates short intermolecular distances. Among attrac-
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tive terms, the largest energy is electrostatic energy EPol
1 . In both complexes,

dispersion energy (EDisp
2 ) is large but induction energy (EInd

2 ) is comparable

or in some cases even larger. This is clearly a new phenomenon: in all of our

previous studies on non-covalent complexes including X-bonded complexes,

the induction energy was systematically the smallest attractive term.

In this paragraph we will discuss the magnitude of the dispersion interac-

tion, electrostatic and induction will follow in the next. Comparing the value

of EDisp
2 from DFT-SAPT and D3 from B97-D3 (cf. Table 3.12 and 3.11)

it is obvious that EDisp
2 term is systematically more negative. The EDisp

2

term is larger (in absolute value) on average by 94% and 73% for DTCA and

DABCO complexes, respectively. This is in contrast to magnitudes of whole

stabilization energies (as discussed above). This counterintuitive result can

be understood as a consequence of the vagueness, when defining the dis-

persion interaction within the framework of the DFT. Grimme’s empirical

correction to dispersion interaction (D3) tries to remove one of the most im-

portant drawbacks of the exchange-correlation functional in DFT, which is its

inability to reproduce the dispersion interaction, but not only at the asymp-

totic region (1/R6 dependence) but in the whole range of distances. However,

we should keep in mind that the ”local” or ”semi-local” functional, such as

B97, can cover some part of the dispersion interaction. When describing

the medium-range attractive non-covalent interaction at the van der Waals

distances, the intermolecular overlap is not negligible. Hence, we stress that

Grimme’s D3 correction represents only a part of the dispersion. On the other

hand, the EDisp
2 term from DFT-SAPT, which is based on second order per-

turbation theory, represents a better approximation to exact dispersion. That

is why, the EDisp
2 term covers a bigger portion of dispersion (i.e. more neg-

ative) than the empirical D3 correction. Finally, we would like to point out

that the presented difference between the EDisp
2 term and the D3 dispersion

correction is underestimated. This follows from the fact that the aug-cc-

pVDZ basis set does not provide a sufficiently converged value of the EDisp
2

term. This term is underestimated roughly by 10-20% at this level.319

Regarding the magnitude of electrostatic and induction energies. First, we
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will investigate the correlation between electrostatic energy and the values

of VS,max on the one hand and the quadrupole moment of X2 molecules

on the other. Evidently, both correlations (R2 values for DTCA: 0.635,

0.894; DABCO 0.673, 0.917) are high, showing again that the σ-hole as well

as the quadrupole moment explain the significant electrostatic stabilization

in X-bonded complexes. When passing from X2 molecules to other elec-

tron acceptors (IF, ICH3) for which the first non-zero multipole moment is

the dipole moment, the correlation between investigated entities is expected

to deteriorates. Specifically, the correlation between electrostatic energy and

VS,max for all six electron acceptors and both electron donors is not very high

(DTCA R2 = 0.404; DABCO R2 = 0.441).

As mentioned above, induction energy (EInd
2 ) includes the CT which de-

pends on the overlap and ability of an electron donor to donate electrons

and an electron acceptor to accept electrons. Hence, the extremely large val-

ues of the induction energy (E2
Ind) can be seen as a consequence of the short

intermolecular distance as well as good abilities of partner molecules for CT

interaction. The correlations between the sum of second-order induction,

exchange-induction and δHF terms, labeled here as E”CT” (cf. section 2.2.3),

and the LUMO energy of the electron acceptors for DTCA and DABCO are

comparable (DTCA R2 = 0.756 and DABCO R2 = 0.593). This tells us

how important is the CT energy within the E”CT” energy term. We have

seen above that the VS,max value does not correlate tightly with electrostatic

energy. However, the correlation between the SAPT interaction energy and

the VS,max value (DTCA R2 = 0.873 and DABCO R2 = 0.910) as well as be-

tween the CCSD(T)/CBS interaction energy and the VS,max value (DTCA R2

= 0.932 and DABCO R2 = 0.950) is high. Little worse correlation has been

found between the SAPT interaction energy and the LUMO energy of the ac-

ceptor (DTCA 0.787 and DABCO 0.688) and the CCSD(T)/CBS energy and

the LUMO energy of the acceptor (DTCA R2 = 0.782 and DABCO R2 =

0.873). Thus, it is possible to conclude that the stabilization of the investi-

gated complexes can be quit accurately predicted based on the VS,max values

as well as the LUMO energies of the electron acceptor. The total DFT-SAPT

energy correlates best with the E”CT” energy: for the DTCA and DABCO



CHAPTER 3. PROJECTS 110

complexes R2 = 0.953 and 0.935, respectively. Further, the correlation with

electrostatic and dispersion energies is considerably worse. R2 values for

the electrostatic energy (EPol
1 ) equals to 0.168 and 0.5874 for DTCA and

DABCO, respectively. In the case of dispersion energy (EDisp
2 ) corresponding

values are 0.119 and 0.501. Among the molecular characteristics of the ac-

ceptor, the VS,max value as well as the LUMO energy correlate best with

the total interaction energies. Putting together this and previous conclu-

sions, we can state that within the complexes investigated, the stabilization

is determined mostly by the electrostatic and the CT interaction.

3.6 Differences in the Sublimation Energies

of Benzene and Hexahalogenbenzenes

3.6.1 Introduction

Two dimer structures are supposed to coexist at the respective potential en-

ergy surface of the benzene dimer, the T-shaped structure and the parallel-

displaced (PD) structure. The parallel C2h structure, which was expected

to be the global minimum (because of the maximal overlap, dispersion con-

tribution), is actually penalized by the quadrupole-quadrupole (Q-Q) elec-

trostatic interaction, which is repulsive here.395 The Q-Q interaction becomes

less repulsive or attractive in the case of PD and T-shaped structures, respec-

tively. Evidently, the electrostatic energy plays an important role in the in-

teraction of benzene molecules not only in the benzene dimer but also in crys-

talline and plastic-crystalline phases.396,397 It is thus not surprising that there

have been attempts to interpret the sublimation energy of the benzene crystal

only in terms of electrostatic quadrupole energy.398 The resulting sublima-

tion energy of 10.7 kcal.mol−1 agreed exactly with the respective experimen-

tal value.398

When passing to hexahalogenbenzenes, the quadrupole moment remains the

first nonzero multipole moment, and it is hence possible to expect that
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the sublimation energies of hexahalogenbenzenes could be interpreted solely

by the electrostatic Q-Q interaction. Table 3.13 shows the z-components

(perpendicular to the carbon ring) of quadrupole moments Q, polarizabili-

ties α, and sublimation energies Esub of benzene and hexahalogenbenzenes.

In the case of benzene, the x and y components are positive, while in the cases

of hexafluoro (C6F6) and hexachlorobenzenes (C6Cl6), these quadrupole com-

ponents are negative. Hexabromobenzene has again the components with

the same sign as benzene. A quick inspection of the quadrupole moments

and the respective sublimation energies in Table 3.13 reveals no correlation

between them. The quadrupole moments of hexafluorobenzene and benzene

have the opposite sign, but their absolute values are similar (the former is

slightly larger). With respect to this fact, we could expect the sublimation en-

ergy of the C6F6 to be slightly larger than that of the benzene, which actually

holds true (cf. Table 3.13). When passing from hexafluorobenzene to hex-

achlorobenzene, the situation is dramatically changed, and the quadrupole

moment of the latter molecule is more than an order of magnitude smaller.

The sublimation energy of C6Cl6, however, has increased. Evidently, the as-

sumption that the sublimation energy of hexahalogenbenzenes is predomi-

nantly determined by the electrostatic quadrupole energy is not fulfilled, and

other energy terms may also have their contribution. From Table 3.13 we

can see a close correlation between the polarizabilities and the sublimation

energies, which tells us that the dispersion energy plays an important role

in the interaction between hexahalogenbenzenes because there is a direct

connection between the molecular polarizability and dispersion forces.

In the case of benzene dimer (or the crystal), both the electrostatic and

dispersion energies are important attractive energy terms. These two terms

are thus responsible for the structure determination. The situation is exactly

the same in the case of hexahalogenbenzenes. However, with hexachloro- and

hexabromobenzenes, a new interaction motif appears. Specifically, the di-

halogen bond is formed between two molecules of hexachlorobenzenes or

hexabromobenzenes, namely, between a halogen, X1 (Cl, Br, I), which is

covalently bound to a less electronegative atom (e.g. carbon), and another
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molecule Qzz α Esub

C6H6 -6.59 56.23 10.7

C6F6 7.89 57.24 11.8

C6Cl6 0.25 120.63 23.8

C6Br6 -4.72 152.93 -

Table 3.13: The z component of the quadrupole moments (Qzz, in au),

polarizabilities (α, in
◦
A3) and sublimation energies (Esub, in kcal.mol−1)

of the C6X6 (X = H, F, Cl, Br).

halogen, X2 (C-X1· · ·X2 ).115 This counterintuitive interaction is explained

by the fact that a halogen atom is not isotropically negatively charged but

it has a region with a positive electrostatic potential located on its top. This

region is usually called a σ-hole;111 it is depicted in Figure 3.18 as the blue

disk on the halogens in C6Cl6 and C6Br6.

Figure 3.18: ESP of the C6X6 (X = H, F, Cl, Br) molecules.

The strength of the dihalogen bond is expected to increase with the atomic

number of the halogens; in other words, the C-Cl· · ·Cl dihalogen bond is

weaker than the C-Br· · ·Br or C-I· · · I bonds. The σ-hole also exists at flu-

orine covalently bound to carbon, but this is typical only for small in-

organic compounds such as NCF and not for aromatic species.130 Conse-

quently, the C-F· · ·F dihalogen bonds between two C6F6 are mostly impos-

sible to form. It has to be added that in the case of the dihalogen bond,

the dominant energy term is dispersion energy followed by electrostatic en-

ergy.143
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The aim of the present study is to examine the nature of noncovalent binding

within the crystals of C6X6 benzenes (X = H, F, Cl, Br). Specifically, we

focused on identification of the binding motifs in various dimer structures

appearing in these crystals. An attempt is made to correlate the experi-

mental sublimation energy with the total interaction energies calculated for

the crystal structures.

3.6.2 Strategy of Calculation

3.6.2.1 Structures

The X-ray structures of the hexahalogenbenzene crystals were obtained from

the Cambridge Structural Database.399,400 The X-ray structure of the ben-

zene crystal401 was obtained from the Crystallography Open Database (2100-

0348.cif).402 Within each crystal, the pairwise interactions were identified

in the following manner: a reference molecule was chosen arbitrarily, and

20 pairs were created. Each pair contains the reference molecule and one

of the 20 nearest neighbors.

3.6.2.2 Interaction Energies

The interaction energies for various dimers and for a large cluster, consist-

ing of 21 molecules, were evaluated at the DFT (B3-LYP-D3) level using

the TZVPP basis set and the empirical pairwise dispersion correction.236 No

deformation energy nor counterpoise correction was included. The interac-

tion energy (∆E) for a pair was determined via eqn. 2.6. Further, the energy

of the central reference molecule E(1) and the energy of the cluster con-

taining all but the central molecule E(20) were subtracted from the energy

of the entire cluster E(21), providing the total interaction energy ∆Etot (eqn.

3.2)

∆Etot = E(21)− E(1)− E(20). (3.2)
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Finally, the average interaction energy (∆Eaver) was evaluated according

to eqn. 3.3

∆Eaver = [E(21)− 21.E(1)]/21, (3.3)

where E(21) stands for the energy of the entire cluster and E(1) is the en-

ergy of the central reference molecule. The energy decomposition for all

of the dimers was found by the DFT-SAPT method using the aug-cc-pVDZ

basis set. It is a known fact that using the DFT-SAPT decomposition with

an aug-cc-pVDZ basis set provides an unconverged dispersion (Disp) contri-

bution, while the other contributions are converged, indeed, when compared

with the complete basis set limit values.319 Hence, the dispersion contribu-

tion was scaled by a factor that was calculated as follows. For the most

stable dimers, we performed calculations with the aug-cc-pVTZ and aug-

cc-pVDZ basis sets, and the scaling coefficients were obtained as the ratio

between the dispersion term with the aug-cc-pVTZ and aug-cc-pVDZ basis

sets. The coefficients are 1.42, 1.09, 1.09, and 1.12 for benzene, C6F6, C6Cl6,

and C6Br6. The induction energy within DFT-SAPT approach, labeled as

Ind (cf. Table 3.15), represents the sum of the induction, exchange-induction

and δHF terms.

3.6.3 Results and Discussion

3.6.3.1 Interaction Energies

The Table 3.14 presents the total DFT-D3 interaction energies of the cen-

tral reference molecule with the 20 neighboring molecules evaluated for four

molecular crystals. Besides the total interaction energies, likewise, their DFT

and dispersion components are listed. Table 3.14 also shows the average in-

teraction energies, and also here, their DFT and dispersion components are

presented.

The total interaction energies of benzene and C6F6 are almost equal, and also,

the DFT and dispersion components are roughly comparable. These results
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Total Average

molecule EDFT+Disp EDFT EDisp EDFT+Disp EDFT EDisp

C6H6 -27.6 4.6 -32.2 -6.0 1.0 -7.0

C6F6 -27.9 1.0 -28.8 -10.5 -2.5 -8.0

C6Cl6 -45.6 19.3 -64.9 -13.5 5.5 -19.0

C6Br6 -61.6 24.3 -85.9 -17.6 7.3 -24.9

Table 3.14: The interaction energies (in kcal.mol−1) of the central molecule
with the 20 neighboring molecules (the Total columns) and the average in-
teraction energies (the Average columns) for the clusters.

are not surprising regarding the molecular properties (cf. Table 3.13). How-

ever, the relatively large difference between the average interaction energies

of C6H6 and C6F6 is surprising. This difference may arise from the symmetry

of particular crystal structures. This issue will be discussed in more details

below. When passing from C6F6 to C6Cl6 and C6Br6, a significant increase

of the total stabilization energy and roughly the same increase of the average

stabilization energy were found. In both cases, the dispersion contribution is

much larger than that in the previous two crystals, and it is responsible for

the total stabilization energy increase.

Table 3.15 shows the interaction energies for various pairs of benzene and

hexahalogenbenzenes. The interaction energy is determined at the DFT-

SAPT levels, and various pairs are ordered along decreasing stabilization

energy; only the pairs with the stabilization energy higher than 1.0 kcal.mol−1

are presented.

Firstly, all dimers are mainly stabilized by dispersion and electrostatic in-

teractions. Secondly, by comparing the pair interaction energies of C6H6

and C6F6 with those of C6Cl6 and C6Br6, we found an important difference.

The stabilization energies for the most and least attractive pairs differ for

the former two systems only marginally (by less than 1.2 kcal.mol−1), while
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DFT-D3 DFT-SAPT

molecule bind. motif deg. -∆E -Coul -Ind -Disp -Eint

C6H6 T-shape 3 2.8 (3.3) 1.2 0.1 3.3 2.2

distorted T-shape 3 2.0 (2.4) 1.0 0.0 2.4 1.5

L-shape 3 1.6 (2.0) 0.4 0.0 1.9 1.2

C6F6 PD 1 3.3 (2.9) 1.4 0.1 3.7 2.4

distant PD 0 3.3 (2.7) 1.7 0.1 3.7 2.4

distorted T-shape 0 3.0 (2.8) 1.0 0.1 3.6 2.3

distorted T-shape 0 2.7 (2.9) 1.0 0.1 3.7 1.9

distorted T-shape 0 2.5 (2.4) 1.1 0.1 3.2 1.8

distorted T-shape 0 2.4 (2.2) 1.1 0.1 2.9 1.7

distorted T-shape 1 2.0 (1.7) 0.5 0.0 2.0 1.6

distorted T-shape 1 1.9 (2.1) 0.7 0.0 2.8 1.2

C6Cl6 PD 1 11.5 (16.6) 6.0 0.4 19.6 9.7

dihalogen bonded 1 2.0 (2.6) 1.2 0.1 3.8 2.1

distorted T-shape 3 1.9 (2.4) 1.2 0.1 3.4 1.9

distant PD 1 1.9 (2.9) 1.1 0.0 3.7 1.7

distorted T-shape 3 1.6 (2.3) 1.3 0.1 3.4 1.6

C6Br6 PD 1 14.1 (20.9) 8.3 0.5 22.8 11.5

dihalogen bonded 1 3.0 (3.8) 2.3 0.3 5.3 2.9

distorted T-shape 3 2.7 (3.4) 2.3 0.3 4.8 2.7

distorted T-shape 3 2.1 (3.1) 2.4 0.3 4.8 2.2

distant PD 1 2.6 (4.1) 1.8 0.1 4.6 2.1

Table 3.15: The DFT-D3 and DFT-SAPT pair stabilization energies (-∆E
and -Eint) for the energetically most favorable pairs. The numbers in paren-
theses refer to the absolute value of the dispersion component of the DFT-D3
energy; for more details see Attachment F.
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this difference is much more pronounced for the latter two systems (8.1 and

9.4 kcal.mol−1, respectively). This difference can be documented also with

the corresponding relative numbers. The relative increase of interaction from

the weakest to the strongest dimer is 83, 100, 506, and 448% for C6H6 , C6F6,

C6Cl6, and C6Br6, respectively.

The ratios of the dispersion and interaction energies (Disp/Eint) as well

as of the Coulomb and interaction energies (Coul/Eint) provide a picture

on the balance between the two most important attractive forces. The Coul/-

Eint ratios averaged over the pairs with stabilization higher than 1 kcal.mol−1

are 0.51, 0.54, 0.68, and 0.89 for C6H6, C6F6, C6Cl6, and C6Br6, respec-

tively. Clearly, the relative importance of the electrostatic contribution in-

creases with the atomic number of the halogen. However, the value of neither

the quadrupole (cf. Table 3.13) nor the Q-Q electrostatic interaction can

interpret these ratios. An important increase of this ratio when passing

from C6H6 and C6F6 to C6Cl6 and C6Br6 could be connected with the fact

that a new binding motif is created in the latter group of crystals. Se-

lected dimers of C6Cl6 and C6Br6 are stabilized by dihalogen bonds that do

not exist in the former two crystals. The value of the Coul/Eint ratio for

the dihalogen-bonded dimers of the C6Cl6 and C6Br6 molecules is even more

pronounced. The values of 0.70 and 0.94 support our previous statement.

Hence, the mere formation of dihalogen bonds in selected dimers of C6Cl6

and C6Br6 can explain the increase of the Coul/Eint ratios for the C6Cl6

and C6Br6 dimers. The different electrostatic potentials of C6Cl6 and C6Br6

with respect to the other two molecules, which is the reason for the forma-

tion of dihalogen-bond structures, may potentially be responsible for the in-

creased value of the Coul/Eint ratio (cf. Figure 3.18). A more detailed view

of the electrostatic potentials of all four molecules will be presented below.

In Table 3.15, other relatively interesting features can be observed. The PD

structure is either the most stable or one of the most stable dimer structures.

When investigating the Coul DFT-SAPT energies for this structure, we found

its dramatic increase for hexachloro- and hexabromobenzenes, which contra-

dicts the decrease of the quadrupole moment when passing from C6H6 and
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C6F6 to C6Cl6 and C6Br6. Visualizing the PD structures of all crystals (see

Figure 3.19), we found that monomers in C6Cl6 and C6Br6 PD dimers are

much closer to each other than those in the C6F6 dimer; the distance between

the centers of mass of the C6F6, C6Cl6, and C6Br6 crystals amounts to 5.76,

3.76, and 3.95
◦
A, respectively.

Figure 3.19: The most stable pair structures for benzene, hexafluorobenzene,
hexachlorobenzene, and hexabromobenzene; silver = C, white = H, pink =
F, orange = Cl, and green = Br; (A) side view; (B) perspective view.

A closer contact in the C6Cl6 and C6Br6 PD structures, which contradicts

the larger vdW radii of Cl and Br than that of F, is clearly due to a very

large dispersion energy (cf. Table 3.15). The penetration energy, defined as

a difference between the SAPT electrostatic energy and multipole-multipole

electrostatic energy, is negligible at the distances larger than equilibrium and

becomes important (attractive) at shorter distances. Large SAPT electro-

static energies for the C6Cl6 and C6Br6 dimers are thus due to attractive

penetration energies and have no connection with the Q-Q electrostatic en-

ergy. The Disp/Eint ratios averaged over the pairs with stabilization higher

than 1 kcal.mol−1 are 1.56, 1.69, 2.00, and 1.99 for C6H6, C6F6, C6Cl6, and

C6Br6, respectively. Unsurprisingly, the relative importance of the dispersion

contribution is the lowest for C6H6 and the highest for C6Cl6 and C6Br6.

3.6.3.2 Structural Analysis

The differences in the binding motifs themselves, along with the different

energetic degeneracy for all four molecular crystals, reveal that the relative
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arrangement of the molecules in the cluster models is different (cf. Table

3.15). The highest degree of the energetic as well as binding motif degen-

eracy is exhibited by the benzene crystal. The 12 closest molecules that

surround the central molecule are grouped into three structural motifs, each

including four dimers (cf. the first part of Table 3.15). Several structural

motifs can be recognized, T-shape, distorted T-shape, and L-shape (cf. Fig-

ure 3.20).

Figure 3.20: Structural motifs of benzene pairs found in the crystal. (A)
T-shape, (B) distorted T-shape, and (C) L-shape.

The crystal of C6F6 possesses the lowest degree of structural motif and en-

ergetic degeneracy. The 11 neighboring molecules are divided into 8 groups

(cf. the second part of Table 3.15). The three most stable dimers correspond

to the PD structures. The structures of the remaining eight dimers can be

classified as T-shape or distorted T-shape structures.

The crystals of C6Cl6 and C6Br6 are almost identical, hence possessing sim-

ilar energetic and structural characteristics. The 14 neighboring molecules

are divided into 5 groups. The most stable are two PD structures followed

by two planar structures with two dihalogen bonds. As already mentioned

above, dimers with dihalogen bonds are considerably less stable than the PD

structures. Another two dimers represent a distant PD structure. The eight

least stable dimers were included in the category of distorted halogen-bonded

structures. However, they represent two distinct stabilization levels (cf.

the third and fourth parts of Table 3.15).
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One could expect that the similarity or the dissimilarity in the mutual ar-

rangement of the neighboring molecules in the molecular crystals can be

predicted for different chemical species based on the values of molecular

properties, such as permanent multipole moments, polarizabilities, and so

forth. However, the crystal structure analysis showed that such an as-

sumption would lead to wrong interpretations. The structural differences

between the crystals of C6H6 and C6F6 are remarkable, while the opposite

is true when the crystals of C6Cl6 and C6Br6 are compared. Nevertheless,

in the first example, the values of molecular properties are very similar,

whereas in the second, there are significant differences (cf. Table 3.13). This

leads us to the statement that more sophisticated approaches are necessary

for the interpretation of the structural motif among noncovalently bound

clusters.

In the next paragraphs, the geometrical parameters of individual dimers will

be discussed. The most attractive pair of C6H6 is represented by the T-shape

structure (cf. Figure 3.20 A), while the distorted T-shape and L-shaped

structures (cf. Figure 3.20 B and C) are considerably less stable (by 29 and

43%, respectively). The situation with the remaining three hexahalogenben-

zenes is different, and here, the most attractive pairs correspond to the PD

structures. However, while the stabilization of the PD structure of C6F6 is

comparable to that of the remaining structures, because of relatively large

distance between the centers of mass (5.8
◦
A, cf. Figure 3.19). In the case

of the chloro- and bromoderivates, the equivalent distance ranges between

3.8 and 4.0
◦
A, respectively, what is significantly smaller than equivalent dis-

tances for other conformers. Hence, for C6Cl6 and C6Br6 the PD structure

is significantly more stable than the other structures. A further comparison

of the most attractive PD structure for the three studied halogenbenzenes

leads to the electrostatic term being larger for C6Cl6 and C6Br6 (than that

for C6F6) by 4.6 and 6.9 kcal.mol−1, respectively. This difference is, however,

significantly larger (by 14.6 and 17 kcal.mol−1) for the dispersion contribu-

tion. Consequently, it is mostly the dispersion energy for the PD structures

that makes the total stabilization energy of C6Cl6 and C6Br6 much larger
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than that of C6F6 (cf. polarizabilities of hexahalogenbenzenes presented

in the Table 3.13).

Investigating other less stable pairs, we again found more pronounced differ-

ences between C6H6, C6F6, C6Cl6, and C6Br6. The three most stable struc-

tures of the second crystal possess a PD structure, while all of the others have

a T-shaped structure. The crystals of hexachloro- and hexabromobenzenes

differ from the crystals of benzene and hexafluorobenzene by the presence

of structures possessing dihalogen bonds (cf. Figure 3.21).

Figure 3.21: (A) Structure of the planar dihalogen-bonded dimer of hexachlo-
ro- and hexabromobenzene, with two (”cyclic”) dihalogen bonds, (B) Struc-
ture of the distorted dihalogen-bonded dimer of hexachloro- and hexabro-
mobenzene, with one dihalogen bond.

There are two structures with two (”cyclic”) dihalogen bonds for each crys-

tal with stabilization energies of 2.1 and 2.9 kcal.mol−1 for C6Cl6 and C6Br6,

respectively. The C–X· · ·X angle (α) in these structures is, as expected, al-

most linear (171 and 173◦ for C6Cl6 and C6Br6, respectively), and the X· · ·X
distance is 3.7 and 3.8

◦
A. The X· · ·X–C angle (β) is 123◦ for C6Cl6 and

C6Br6 (cf. Figure 3.21 part A). Other dimer structures, named ”distorted”

dihalogen bonds, are not planar. One molecule is distorted from the imagi-

nary plane (cf. Figure 3.21 part B); the dihedral angle γ 6= 0◦. Hence, this

structure contains only one dihalogen bond. We expected that due to rather

short distance between heavy halogens, the stabilization energy of the struc-

tures with dihalogen bonds will be significantly higher. From the Table

3.15 it is, however, evident that these stabilization energies are only slightly

larger than the stabilization energies of other structures. Investigating dif-
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ferent structures of hexafluorobenzene, whose stabilization energy exceeds 1

kcal.mol−1, we found neither planar nor distorted structures with a difluoro

noncovalent bond. This is caused by the fact that fluorine covalently bound

to an aromatic ring usually does not exhibit a σ-hole, which is a prerequi-

site for the existence of halogen bonding (cf. Figure 3.18). This significant

difference between the electrostatic potential of C6F6 and C6Cl6 (together

with C6Br6) crystals can be seen as the reason for the significant differences

in the crystal structures. The region of the positive electrostatic potential

(σ-hole), present at the top of each chlorine and bromine atom in a hexahalo-

genbenzene molecule, is the moiety via which the intermolecular interaction is

realized (cf. Figure 3.21). Nevertheless, the stabilization energies of various

hexafluorobenzene structures mostly having the T-shaped structure with-

out a direct X· · ·X interaction are comparable to the stabilization energies

of the structures possessing dihalogen bonds. It must be emphasized that no

σ-hole· · · π interactions were found in the crystals. The positive σ-hole could

be attracted by the negative π-electrons of the aromatic rings, but this is not

the case of the C6X6 crystals, which are composed of one type of monomer

only. The π-system of C6Cl6 and C6Br6 is a poor σ-hole acceptor. For mixed

crystals, however, the σ-hole· · · π interactions could play a role.

Similar total interaction energies (1 + 20) of benzene and hexafluorobenzene

agree with similar sublimation energies of these two crystals, and the much

larger total interaction energy of hexachlorobenzene again agrees with its

much larger sublimation energy. The relatively large difference in the av-

erage interaction energy of C6H6 and C6F6 (of as much as 75%) can be

interpreted as a consequence of a different spatial arrangement of the pairs

within the clusters considered. Cluster model of the C6H6 molecule is spher-

ically less symmetric than in the case of C6F6 molecule, which means that

the molecules around the central one are ordered less compactly. Hence,

the average stabilization energy of the C6H6 molecule is substantially smaller.

The significant differences between the binding motif of the most stable dimer
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of C6H6 and C6F6 crystals (T-shape and PD structure) can be seen as a con-

sequence of a subtle difference in the electrostatic potential (cf. Figure 3.18).

In the case of the C6H6 molecule, where the hydrogen atom regions are rep-

resented by a continuously increased positive potential (σ-hole), the T-shape

conformer is energetically more preferred. The T-shape structure represent

in fact the σ-hole· · · π interaction. On the other hand, the electrostatic po-

tential of C6F6 in the regions of fluorine atoms does not show the same

properties. Even though the fluorine atoms are surrounded by a negative

region of the potential, an increase of the potential on top of each fluorine

can be observed. This is a consequence of a mutual electron repulsion; hence,

the T-shape structure is not as preferred as the PD structure.

3.7 Interactions of Boranes and Carboranes

with Aromatic Systems

3.7.1 Introduction

Heteroboranes (substituted boron hydrides) can form two types of nonco-

valent interactions. The first are the thoroughly studied dihydrogen bonds

(DHB, see section 1.1.3) of the B-H· · ·H-X type, which underlie their binding

to biomolecules92 or stabilize noncovalent complexes of substituted boranes

in crystals.61,78,403–405 The second type of interaction is stacking, that is, bo-

ranes and carboranes are located above aromatic rings while pointing their

positively charged hydrogen to the center of the ring, thus forming a B-

H· · · π/C-H· · · π type of interaction. Such a structural motif has been ob-

served in a few dicarba-borane nanostructures406,407 and in a recent crystal

structure of the n-B18H22· · · benzene complex.408 This ”stacking” arrange-

ment was subsequently studied computationally in a model diborane· · · ben-

zene complex (Figure 3.22 A).409–411 The authors asserted that this B2H· · · π
weak hydrogen bond was of a dispersive nature and evaluated the stabiliza-

tion energy using different optimization protocols at the CCSD(T) level at 4.3

kcal.mol−1 (ref. 409) or 2.45 kcal.mol−1 (ref. 410). Furthermore, a study em-
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ploying a faster DFT approach (the M05-2X functional with the 6-311++G**

basis set) calculated the stabilization energy of the diborane· · · benzene com-

plex as 3.43 kcal.mol−1 (ref. 411). This span in the energy values made us

revisit this model system. The CCSD(T) method is known to provide accu-

rate stabilization energies, but it is necessary to combine it with an extended

basis set or, preferentially, to extrapolate these calculations to the com-

plete basis set (CBS) limit. The CCSD(T) procedure yields accurate total

interaction energies but does not provide insight into the nature of stabi-

lization. The symmetry-adapted perturbation theory (SAPT) calculations,

on the other hand, yield single-energy components, which are physically

clearly defined and thus provide information on the interplay of the vari-

ous terms. Moreover, the use of an extended basis set brings the SAPT

interaction energies into a very close agreement with those from CCSD(T).

An analysis of the interaction energy components was carried out in both

previous studies to provide insight into the relative importance of various

energy components. Li et al.409 used a simple decomposition scheme based

on a comparison of the CCSD(T) and HF energies and minima, whereas

Tian et al.410 employed the HF-based symmetry-adapted perturbation the-

ory (SAPT). Both approaches showed a major contribution of dispersion

energy (86%409 or 170%410 of the total interaction) and differed in the mag-

nitude of other terms as well (for example, the contribution of electrostatics

was assessed at ∼0 (ref. 409) or 2.68 (ref. 410) kcal.mol−1). This span

of the values available in the literature motivated us to determine a correct

partitioning of the physically well-defined interaction-energy components us-

ing the novel density functional theory/symmetry adapted perturbation the-

ory (DFT-SAPT) method.

The first aim of this work is an in-depth exploration of the diborane· · · benzene

interaction. The second is to investigate the effect of modifying either of the in-

teracting partners. A similar task, which was however aimed at investigat-

ing the substituted diborane· · · borazine complexes, has been carried out re-

cently.411 Here, we modified (i) benzene by heteroatom- and exosubstitutions

or replaced it by cyclic aliphatic systems, and (ii) diborane, which was re-
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placed by larger cage closo-borane and carba-closo-borane anions.

Cage carboranes have not only been found to form host-guest complexes sta-

bilized by a C-H· · · π interaction406,407 but also have been increasingly used as

hydrophobic pharmacophores in molecular medicine.412 As such, their ability

to form noncovalent interactions with aromatic fragments of amino acids and

nucleic acids has been studied here using benzene and its modifications as

the model. The analysis of possible binding motifs and the DFT-SAPT inter-

action energy components broadens our understanding of the borane· · · aro-

matic interaction.

3.7.2 Strategy of Calculation

3.7.2.1 Systems Studied

Noncovalent complexes of boranes or carboranes with aromatic and cyclic

aliphatic systems have been studied. The starting model system was the di-

borane· · · benzene complex (see Figure 3.22 A). The benzene moiety was

replaced by both heteroatom- and exosubstituted aromatic compounds as

well as cyclic aliphatic ones. Most of the molecules represent aminoacid side

chains (phenol for tyrosine, imidazole for histidine, pyrrolidine for proline) or

selected nucleic acid bases (cytosine). Furthermore, we have explored the ef-

fect of aromaticity/planarity by utilizing pairs of aromatic/planar and cyclic

aliphatic systems: benzene-cyclohexane, 1,3-cyclopentadiene-cyclopentane,

pyrrole-pyrrolidine. The diborane· · · cyclopentane complex is shown in Fig-

ure 3.22 B. In other complexes with benzene, diborane was replaced by two

icosahedral cages: the monoanionic CB11H
−
12 carborane (C5v symmetry) (cf.

Figure 3.22, C, D) and the dianionic B12H
2−
12 borane (Ih symmetry). Note

that the B12H
2−
12 dianion exhibits zero dipole moment because of its symme-

try. The dipole moment of the monocarbaborane coincides with the space

diagonal of this deformed icosahedron.
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Figure 3.22: The optimized structures of the model complexes: (A) C6H6· · · -
B2H6, (B) C5H10· · ·B2H6, (C) stacked C6H6· · ·CB11H

−
12, and (D) planar

C6H6· · ·CB11H
−
12.
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3.7.2.2 Structures

The initial structures of the investigated noncovalent complexes were built in

a ”stacked” motif (i.e., borane above the face of the ring). In the monocarbab-

orane cage complex, the C-H bond was positioned so as to point toward or

away from the centroid of the benzene ring. Two important geometrical char-

acteristics of the stacked structures are the distances between the centroid

of the aromatic ring (X) and the hydrogen atom (H) pointing toward it or

the non-hydrogen atom (Y) bound to it. We thus characterize the geome-

tries of the complexes with the XH or XY distances (dXH , dXY ). The models

of the anion· · · benzene interactions were investigated in a series of monoan-

ions (F−, Cl−, and Br−) and dianion SO2−
4 . All the complexes were built in

a ”planar” arrangement, the halide· · · benzene geometries were taken from

ref. 413.

3.7.2.3 Computational Details

Geometry optimizations of the complexes were carried out at the MP2/cc-

pVTZ level of theory. Frozen core approximation was systematically used.

Vibrational frequencies were calculated numerically at the above-mentioned

level to confirm that the complexes represented true minima on the re-

spective potential energy surfaces. The stabilization energies of the investi-

gated complexes were determined at different levels of theory: MP2/aug-cc-

pVD(T)Z, MP2/CBS, MP2.5/CBS,232 DFT-SAPT/aug-cc-pVDZ,319 DFT-

SAPT/CBS, and CCSD(T)/CBS. The MP2 interaction energies were cal-

culated with a medium-size aug-cc-pVDZ basis set, as the overestimation

of stabilization energies caused by MP2 and underestimation owing to this

basis set should approximately compensate for one another and give quite ac-

curate results.414 The MP2/aug-cc-pVDZ interaction energies were corrected

for BSSE.199 The DFT part, within DFT-SAPT calculations, was treated

using the PBE0AC exchange-correlation functional with density fitting and

the aug-cc-pVDZ basis set.327,328 This combination of functional and basis

set has been shown to provide a reasonably good description of electrostat-
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ics and induction, with the dispersion component being underestimated by

approximately 10-20%.319 The use of a larger basis set for covering the dis-

persion term more appropriately is computationally too demanding for larger

systems, so we performed this type of calculation with aug-cc-pVTZ only for

the smallest model diborane· · · benzene complex. This more precise calcu-

lation enabled an extrapolation toward the CBS limit (DFT-SAPT/CBS)

for all the systems to be carried out. The contributions of individual DFT-

SAPT terms toward the interaction energy are calculated as a percentage

of the term in question from the total DFT-SAPT/CBS stabilization energy.

The extrapolation to CBS in the DFT-SAPT approach (DFT-SAPT/CBS)

was performed as follows. From the DFT-SAPT/aug-cc-pVDZ and DFT-

SAPT/aug-cc-pVTZ results for the model diborane· · · benzene complex, the

Helgaker161 two-point extrapolation of the dispersion energy (ED
2 + EEx−D

2

terms) was made. Subsequently, this extrapolated dispersion energy (ED
2 /C-

BS) was combined with all the other terms from the DFT-SAPT/aug-cc-

pVDZ calculation. The benchmark calculations were conducted at the CC-

SD(T)/CBS level using the extrapolation scheme defined by eqn. 2.8.

The NPA analysis352,353 were carried out at the MP2/cc-pVTZ level of theory.

The 1H NMR chemical shifts were calculated at the optimized geometry

employing the gauge-including atomic orbitals (GIAO)415 method at the B3-

LYP level of theory with a Huzinaga’s TZP basis set.416,417 Electron densities

were calculated at the B3-LYP/6-31G* level.

3.7.3 Results and Discussion

3.7.3.1 Diborane· · ·Benzene Complex

The optimized structure of the diborane· · · benzene complex is depicted in the

Figure 3.22 A. The novel type of a weak hydrogen-bond interaction (denoted

here as B2H· · · π) take place in this complex. It is formed between the π-

electron density of benzene and the bridging hydrogen (H1) of diborane.

The H1 atom bears a slightly positive charge, unlike the terminal hydrogen
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atoms H3-H6, which are slightly negatively charged.92 The two subsystems

are in a ”stacking” arrangement (cf. Figure 3.22 A) with a characteris-

tic H1· · ·X distance (where X is the centroid of the benzene ring), which

amounts to 2.33
◦
A.

3.7.3.1.1 Benchmark Value of Interaction Energy

The benchmark CCSD(T)/CBS stabilization energy for diborane· · · ben-

zene complex is -4.0 kcal.mol−1. The DFT-SAPT/aug-cc-pVDZ approach

underestimates the interaction by 1.2 kcal. mol−1. However using the ex-

trapolation scheme to pass from the aug-cc-pVDZ basis set to the CBS

limit only for dispersion component of the energy yield stabilization of 3.6

kcal.mol−1, which is in close agreement with the benchmark value. This result

shows that the crucial role is played by the dispersion term (see also below).

The MP2/CBS level overestimates the stabilization by 0.9 kcal.mol−1. When

passing to the MP2.5 method, the overestimation of MP2 is reduced and

the agreement improves to a 0.3 kcal.mol−1 difference from the benchmark

energy. This is a remarkable result given the feasibility of such a calculation

in comparison with the CCSD(T)/CBS approach.

The capability of the DFT-SAPT/CBS method to provide reliable values

of stabilization energies for more extended complexes was tested toward

two larger complexes: B12H
2−
12 · · · benzene and planar CB11H

−
12· · · benzene.

The DFT-SAPT/CBS calculations reproduce the benchmark CCSD(T)/CBS

values to within 10% for both complexes. However, the DFT-SAPT/aug-

cc-pVDZ method underestimates the benchmark data by 10-30% (for more

details see Table 2 in Attachment G). Hence, we can see that the correction

of dispersion for the CBS limit in the DFT-SAPT approach is crucial for ob-

taining reliable results for the stabilization energy for this type of complexes.

We have calculated the benchmark CCSD(T)/CBS value of stabilization en-
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ergy of 4.0 kcal.mol−1. One of the previous studies was in close agreement

(4.3 kcal.mol−1),409 whereas the other substantially underestimated the sta-

bilization energy (2.45 kcal.mol−1).410 In another study, a faster DFT method

(M05-2X/6-311++G**) yielded an interaction energy of 3.43 kcal.mol−1,411

in fair agreement with the CCSD(T)/CBS value.

3.7.3.1.2 Interaction Energy Components

The DFT-SAPT decomposition of the stabilization energy for the diborane· · ·
benzene complex is presented in Table 3.16. It is clear that the complex is

stabilized mainly by dispersion with a large contribution of 7.6 kcal.mol−1.

The second important stabilizing term is electrostatic, which yields 4.5 kcal.-

mol−1. Another major term is exchange-repulsion, which opposes the interac-

tion by 10.2 kcal.mol−1. The last two terms are small; induction contributes

0.5 kcal.mol−1, and δHF is 1.2 kcal.mol−1. These rather small values of the in-

duction and δHF energy terms indicate that the CT between the subsystems

is relatively small. This supposition was independently confirmed by evalu-

ating CT from the NPA analysis, which revealed a small transfer of 0.016 e

from the electron-rich benzene to the electron-poor diborane.

The DFT-SAPT/CBS approach (presented in this work) slightly underesti-

mated the benchmark value (a stabilization energy of 3.6 kcal.mol−1). With

such close agreement, we are confident about the interaction-energy com-

ponents obtained using this method. The previous finding that the ma-

jor stabilizing force is dispersion has thus been confirmed.409–411 Quantita-

tively, the relative importance of this term was underestimated in the first

study, where it accounted only for 86% of the total stabilization energy.409

In the last two works410,411 as well as in our current study, the ED
2 term

was roughly twice as large as the total stabilization energy. Besides disper-

sion, the other stabilizing term according to the DFT-SAPT/CBS approach

was electrostatic. Again, its relative importance was neglected in the former

work (∼0 kcal.mol−1),409 whereas in the later studies (this work and in refs.
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405 and 406) its contribution has been calculated to be approximately 120%

of the total stabilization. In summary, the presented DFT-SAPT/CBS calcu-

lations on the model diborane· · · benzene complex agree quantitatively with

the highly accurate CCSD(T)/CBS benchmark interaction energies. The en-

ergy components show a major stabilization caused by dispersion, followed

by electrostatics.

3.7.3.2 Complexes of Diborane with Aromatic Systems

In this part we will focus our attention to study the effect of replacing ben-

zene with other aromatic interaction partners of diborane. We chose sev-

eral systems with either a heteroatom and/or exocyclic substitution that

at the same time cover the basic building blocks of biomolecules (see Meth-

ods). The diborane· · · borazine complex, which has recently been investi-

gated computationally, is included for comparison. Table 3.16 lists the DFT-

SAPT/CBS interaction energies for the benzene, borazine, pyrimidine, phe-

nole, cytosine, and pyrrole complexes with diborane (B2H6).

complex EPol1 EEx1 E”CT” EDisp2 Etot/CBS

B2H6· · · benzene -4.5 10.2 -1.7 -7.6 -3.6

B2H6· · · borazine -2.3 5.6 -0.7 -5.3 -2.7

B2H6· · · pyrimidine -1.9 6.0 -0.9 -5.7 -2.5

B2H6· · · phenol -4.8 11.3 -2.0 -8.3 -3.7

B2H6· · · cytosine -3.3 9.6 -1.6 -7.7 -2.9

B2H6· · · pyrrole -4.9 10.6 -2.1 -7.2 -3.6

Table 3.16: DFT-SAPT/CBS interaction energies (in kcal.mol−1) for the
complexes of diborane with aromatic molecules.

The total values of the stabilization energies range from 2.5 to 3.7 kcal.mol−1.

It should be noted that the dX···H distances range from 2.31
◦
A for phenol

and pyrrole to 2.46
◦
A for pyrimidine. The diborane complexes with benzene,

phenole, and pyrrole (which have smaller intersystem separation) exhibit
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stronger binding (-3.6 to -3.7 kcal.mol−1), whereas borazine, pyrimidine, and

cytosine interact less strongly (-2.5 to -2.9 kcal.mol−1). Like in the case

of benzene, the main stabilization energy comes from the dispersion term

followed by electrostatics. The drop in these two terms is mostly responsi-

ble for the differences in the total stabilization. Given the slight variations

in the size of the systems, the effect of a heteroatom or exocyclic substitution

of the aromatic system interacting with diborane is rather small.

3.7.3.3 Complexes of Diborane with Cyclic Aliphatic Systems

To investigate the effect of aromaticity/planarity of the subsystems treated

in the previous section on the interaction with diborane, we have system-

atically examined their cyclic aliphatic counterparts, yielding the following

pairs: benzene - cyclohexane, 1,3-cyclopentadiene - cyclopentane, and pyrrole

- pyrrolidine. The DFT-SAPT/CBS interaction energy components for these

complexes are shown in Table 3.17. Overall, the leading stabilizing term is

dispersion followed by electrostatics. A comparison of the binding of the aro-

matic compounds on the one hand and the aliphatic ones on the other re-

veals that the stabilization energies as well as all of their energy components

of the former group are systematically larger than the latter (cf. Table 3.17).

complex EPol1 EEx1 E”CT” EDisp2 Etot/CBS

B2H6· · · benzene -4.5 10.2 -1.7 -7.6 -3.6

B2H6· · · cyclohexane -1.0 3.6 -0.5 -4.0 -1.9

B2H6· · · 1,3-cyclopentadiene -4.5 9.6 -2.0 -7.1 -3.9

B2H6· · · cyclopentane -1.4 4.7 -0.5 -5.0 -2.3

B2H6· · · pyrrole -5.6 11.1 -2.5 -7.6 -4.5

B2H6· · · pyrrolidine -6.0 10.1 -1.8 -6.2 -3.9

Table 3.17: DFT-SAPT/CBS interaction energies (in kcal.mol−1) for the
complexes of diborane with cyclic aliphatic molecules; a - stands for aromatic
(planar) molecule; b - stands for aliphatic molecule.
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The main difference between these two groups (with the exception of the last,

nitrogen-containing molecular pair) is the large decrease in the EPol
1 term

for the aliphatic compounds. Thus, the interaction with the aromatic com-

pounds is stabilized by both electrostatics and dispersion, whereas the inter-

action with the aliphatic molecules is governed mainly by dispersion. The en-

ergy differences are also connected with a different type of binding. Although

the aromatic compounds interact with diborane in a stacking arrangement

via their π-electron density involving a weak hydrogen bond (B2H· · · π inter-

action, cf. Figure 3.22 A), their aliphatic counterparts bind to diborane via

a weak van der Waals interaction (cf. Figure 3.22 B). The former interaction

type is characterized by the position of the B–H1–B bridge over the center

of the aromatic ring with the X–H1 distances ranging from 2.31
◦
A for phe-

nol and pyrrole to 2.46
◦
A for pyrimidine (cf. Figure 3.22 A, with 2.33

◦
A

for benzene optimized at the BSSE corrected MP2 level).410 The latter van

der Waals interaction is characterized by maximizing the number of H· · ·H
contacts between the subsystems where the H· · ·H distances are equal or

slightly larger than the sum of their atomic van der Waals radii (2.4
◦
A for

hydrogens plus a cutoff of 0.3
◦
A).418 Indeed, in the complexes studied here,

the H· · ·H distances range from 2.37 to 2.60
◦
A. Overall, the above-mentioned

type of van der Waals interaction contacts is characterized by a large disper-

sion contribution to the total stability.419–421 In the case of pyrrolidine, we

additionally observe a short distance of 2.46
◦
A between the bridging hydro-

gen (H1) of diborane and the nitrogen atom of pyrrolidine. The geometry

suggests an electrostatic interaction between the slightly positively charged

H1 atom with the nitrogen lone-pair. The actual increase of the EPol
1 term

(in its absolute value) in comparison with pyrrole (Table 3.17) supports this

idea.

In summary, we find that the aromatic compounds investigated in this study

interact up to twice as strongly with diborane than their aliphatic counter-

parts. From the geometries and DFT-SAPT results, it is evident that there

are two types of interactions of diborane stabilized by a different interplay

of energy terms: (i) ”stacking” interaction with aromatic compounds via

a weak B2H· · · π hydrogen bond, characterized by stabilizing dispersion, and
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electrostatic terms; and (ii) van der Waals complexes with aliphatic com-

pounds, where dispersion is the major stabilizing term.

3.7.3.4 Complexes of Cage Borane and Carborane Anions with

Benzene

3.7.3.4.1 Structures

To further investigate the borane· · · aromatic type of interaction, we have

exchanged diborane for the larger carba-closo-borane CB11H
−
12 and closo-

dodecaborane B12H
2−
12 cages. It should be stressed that both these cages

are anionic, which influences their binding motifs. The geometries of their

optimized complexes with benzene are shown in Figure 3.22 C and D. The

CB11H
−
12· · · benzene complex exhibits two minima at the MP2/cc-pVTZ level:

(i) a stacking arrangement with a C-H· · · π hydrogen bond (the X· · ·H dis-

tance is 2.26
◦
A, cf. Figure 3.22 C) and (ii) a planar binding motif with five

B-H· · ·H-C dihydrogen bonds spanning an interval of 2.50-2.61
◦
A (cf. Figure

3.22 D). The dianionic borane B12H
2−
12 has shifted during the optimization

process from a starting stacked to a planar structure with five C-H· · ·H-B

dihydrogen bonds (analogous to the planar geometry of the carborane· · · ben-

zene complex) ranging from 2.28 to 2.45
◦
A. A less stable minimum (see

bellow) of the CB11H
−
12· · · benzene complex exhibits a stacking binding motif

with a C-H· · · π hydrogen bond (cf. Figure 3.22 C) reminiscent of typical C-

H· · · π interactions between aliphatic and aromatic hydrocarbons. Although

the cage is on the whole an anion, the charge is delocalized on its surface with

a partial positive charge on the carbon-attached hydrogen of the carborane,92

positioned so that it can interact with the π-electron density.

3.7.3.4.2 Interaction Energy Decomposition

Table 3.18 shows the components of the total stabilization energy of the ben-

zene complexes with the cage carborane CB11H
−
12 (in both, the stacked and

planar geometries), the borane B12H
2−
12 and diborane for comparison.
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complex EPol1 EEx1 E”CT” EDisp2 Etot/CBS

C6H6· · ·B2H6
a -4.5 10.2 -1.7 -7.6 -3.6

C6H6· · ·CB11H
−
12
a -3.2 10.5 -1.5 -9.7 -3.9

C6H6· · ·CB11H
−
12
b -3.3 6.4 -2.5 -6.0 -5.3

C6H6· · ·B12H
2−
12

b -6.5 11.9 -7.6 -7.9 -10.1

Table 3.18: DFT-SAPT/CBS interaction energies (in kcal.mol−1) for the
C6H6· · ·B2H6, CB11H

−
12 (stacked and planar binding motifs) and B12H

2−
12 com-

plexes; a - stands for stacked binding motif; b - stands for planar binding
motif.

Larger stabilization energies are expected for the benzene complexes with

closo-(car)boranes as compared to the diborane owing to the size of the cages.

The main source of stabilization in all the complexes is dispersion energy, fol-

lowed by electrostatics. These terms have been acknowledged to stabilize C-

H· · · π hydrogen bonding,422,423 dihydrogen bonding,76,92,405 and anion· · · ar-

ene interactions.424,425 The exchange repulsion term opposes binding, the least

in the planar CB11H
−
12· · · benzene complex, due to its largest intersystem

separation (center-of-mass· · · center-of-mass distance of 6.2
◦
A as compared

to 6.1 and 4.8
◦
A for the B12H

2−
12 and the stacked CB11H

−
12 complexes, re-

spectively. The induction term contributes a little to the total stabilization

except for the B12H
2−
12 complex in which it is responsible for a significant

portion of the stabilization (61%). The role of induction in noncovalent com-

plexes, especially of anion· · · benzene type, will be discussed in detail below.

In all, carborane and borane cages adopt either stacking or planar binding

modes upon interaction with benzene, and the complexes are stabilized by

dispersion, electrostatics, and in one case also by induction energy terms.

3.7.3.4.3 Cage Carborane, Borane· · ·Benzene Planar Interactions
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The more stable minimum of the CB11H
−
12· · · benzene complex as well as

the only minimum found for the B12H
2−
12 complex displays a ”planar” bind-

ing motif with five B-H· · ·H-C dihydrogen bonds. Such structures are anal-

ogous to small anion (e.g., halides, nitrate, perchlorate)· · · benzene planar

complexes that have been thoroughly studied.424,425 The partially negatively

charged boron-bound hydrogens of the carborane (borane) cage (cf. Fig-

ure 3.22 D) present interaction partners for the C-H groups of benzene,

similarly as the halides or oxygens of the nitrate, perchlorate or sulfate

anions do. We note that the cage carborane offers those hydrogens for

the interaction that are the most distant from the cage C-H group, that

is, the most negatively charged (cf. Figure 3.22 D).92 The calculated H· · ·H
distances in the carborane/borane· · · benzene complexes of 2.3-2.6

◦
A com-

pare well with the X(O)· · ·H distances in small anion complexes of 2.1-3.1
◦
A

in which the larger atomic radius of X(O) must be taken into account.424,425

In terms of the DFT-SAPT interaction energy components, the dispersion

and electrostatic terms constitute the main attraction terms in the planar

carborane· · · benzene complex, whereas in the B12H
2−
12 complex induction

is just as important (cf. Table 3.18). The dispersion term is the leading

attractive component, which makes up 79-114% of the total stabilization

in the carborane/borane· · · benzene complexes. This is due to the high polar-

izability of both interaction partners and their close proximity. The attractive

electrostatic term (62-64% of the total stabilization) is due to the interactions

between the negative charge of the cages and the quadrupole of benzene (cf.

Figure 3.23 A) and also due to five B-H· · ·H-C dihydrogen bonds (cf. Figure

3.22 D). The strength of these interactions is enhanced in the B12H
2−
12 com-

plex by the electron density redistribution due to induction. The induction

interaction in the B12H
2−
12 · · · benzene complex (61% of the total stabilization)

is exerted by the permanent monopole of B12H
2−
12 on the polarizable benzene

ring in the complex geometry. The electron density redistribution is appar-

ent from the calculated 1H NMR chemical shifts (the H5 and H6 atoms are

deshielded the most, by 3 ppm) and also from the visualization of difference

electron-density maps (cf. Figure 3.23 B).
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Figure 3.23: The B12H
2−
12 · · · benzene interactions: (A) The electrostatic inter-

actions; (B) The difference electron density of the complex describes the in-
duction.

3.7.3.5 Induction in Planar Anion· · ·Benzene Complexes

Induction is not as usual source of stabilization in noncovalent complexes as

electrostatics or dispersion, which drive, for example, the formation of hy-

drogen bonds or π-interactions, respectively.419–421 Two examples of an in-

teraction type where induction has gradually been acknowledged to play

an important role are cation· · · π 426–428 and anion· · · arene424 binding motifs.

The contributions of the three major attractive terms (dispersion, electro-

statics and induction) toward the stabilization of planar anion· · · benzene

complexes are plotted for the CB11H
−
12 and B12H

2−
12 cages and compared with

halides and sulfate (cf. Figure 3.24).

Figure 3.24: The relative importance of the individual attractive components
in the total stabilization energy for the anion· · · benzene complexes.
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It can be seen that the percentages of the EPol
1 and EInd

2 terms decrease with

the increasing size of the anions due to increasing intersystem separation and

decreasing surface charge density, whereas the contribution of the ED
2 /CBS

term increases. Altogether, the B12H
2−
12 · · · benzene planar complex is stabi-

lized by three major energy components, dispersion and electrostatics and

moreover induction, the contributions of which are uniquely balanced (ED
2 /-

CBS ) = 79%, EPol
1 = 64%, EInd

2 = 61%).
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Chapter 4

Conclusions

4.1 L7 Data Set

• The set of seven extended molecular complexes (called the L7 set),

stabilized mostly by dispersion interaction is presented. We believe

that considered complexes are reasonable representative of dispersion-

dominated supramolecular associations in biological systems, although

a few systems are partially stabilized by hydrogen bonding. The per-

formance of the methods is evaluated by comparing them to high-level

QCISD(T) (and CCSD(T)) results. These benchmark results, along

with the geometries of the L7 complexes, are available on line in the

BEGDB database (www.begdb.com).

• The best method in this study in absolute performance is MP2.5, de-

livering binding energies with a rRMSD of only 4%.

• The performance of the MP2.X method, parametrized toward nonco-

valent interactions, is surprisingly slightly worse.

• MP2C provides fairly accurate results, with an average relative error of

8%. It has a clear computational advantage over the MP2.5 by being

an order of magnitude faster.
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• The SCS-MP2 and SCS-(MI)-MP2 methods are rather disappointing,

although they perform better for this test set than for the S66 data set

of medium-sized noncovalent complexes. SCS-MP2 does not resolve

fully the overbinding of MP2 for π stacking, while it underestimates

dispersion between σ systems.

• Among density functional based methods, DFT-D3 is clearly superior

to other approaches tested in this work. It represents the best trade-

off between the accuracy and computational cost and, with rRMSD

ranging from 9-17%, it outperforms some more sophisticated methods,

such as SCS(MI)-MP2 or M06-2X.

• The accuracy of the semiempirical quantum mechanical methods, with

empirical corrections for dispersion or hydrogen bonding is less satis-

factory. The best are SCC-DF-TB-D and PM6-D3H4, and their rela-

tive standard deviation exceeds 25%. Nevertheless, the performance of

these methods is not much worse than that of dramatically more ex-

pensive ones, such as M06-2X, MP2, or SCS(MI)-MP2, and thus their

price/performance ratio is excellent.

4.2 Charge-Transfer Complexes

• The CT energy contribution is covered already at the HF level and the

HF/MP2 ratio increases for strong CT complexes.

• The DFT-SAPT stabilization energy for all of the CT complexes stud-

ied is close to the CCSD(T)/CBS values and only exception represents

the NH3· · ·F2 complex. Agreement between DFT-SAPT and CCSD(T)

stabilization energies even for complexes with substantial CT is surpris-

ingly good and gives evidence that the former method can be safely used

even for complexes with dative bond.

• The perturbation ECT
2 energies yield the same order of stabilization

between studied electron donors and acceptors as the CCSD(T)/CBS
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calculations, which supports the idea that the complexes studied are

stabilized by the ”CT” term.

• The DFT-SAPT analysis shown the dominant position of the first-

order polarization (Coulomb) term, which is systematically the most

important one. Dispersion energy is, for the complexes with relatively

small CT (less than 0.05 e), the second most important term. For

the complexes with the CT exceeding the value 0.05 e is the sum of

induction and δHF terms covering the CT energy more attractive than

dispersion term. The importance of the induction and the δHF terms

covering the CT energy is systematically larger than in the H-bonded

and stacked complexes of the S22 set.

• The MP2/CBS stabilization energy is mostly larger than the CCSD(T)/-

CBS one, but the difference is rather small (less than 10%). This

means that the computationally favorable MP2/CBS calculations can

be safely used for this type of CT complexes, especially for strong type

of CT complexes (those with dative bond).

4.3 On the Nature of the Stabilization of Ben-

zene· · ·Dihalogen and Benzene· · ·Dinitro-

gen Complexes

• The quadrupole moments of dihalogens and dinitrogen have the op-

posite sign, which can be easily understood on the basis of the ESP

of these systems. All of the dihalogens, including difluorine, possess a

strong positive σ-hole.

• Benzene· · ·X2 (X = Br, Cl) complexes are stronger than benzene· · ·X2

(X = F, N) complexes. Analyzing the DFT-SAPT electrostatic, dis-

persion, induction, and δHF energies, we conclude that the former

complexes are stabilized mainly by dispersion energy, followed by the



CHAPTER 4. CONCLUSIONS 142

electrostatic term, whereas the latter are stabilized mainly by the dis-

persion interaction.

• The CT energy of the benzene· · · dihalogen complexes is only moderate.

This is true even for methylated benzene· · · dihalogen complexes, for

which a considerably larger role of the CT energy was expected.

• Benzene· · · dichlorine and especially benzene (and methylated benzene)

· · · dibromine are stabilized mainly by dispersion and electrostatic en-

ergies; the role of CT energy is smaller. These complexes could thus

be characterized as halogen-bonded ones rather than CT complexes.

4.4 Why Is the L-shaped Structure of X2· · ·X2

(X = F, Cl, Br, I) Complexes More Sta-

ble Than Other Structures?

• The most stable structure among the complexes of homodiatomics pos-

sessing the σ-hole is the L-shaped structure. For dinitrogen dimer

(a system without the σ-hole), it is T-shaped structure.

• The stabilization in the case of homodihalogen complexes results from

the existence of a dihalogen bond having comparable Coulomb and

dispersion energies. The T-shaped structure of dinitrogen dimer is

stabilized dominantly by the dispersion energy.

4.5 On the Origin of the Substantial Stabi-

lization of the DTCA, DABCO· · · I2 com-

plexes

• The CCSD(T)/CBS stabilization energies of the DTCA· · · I2
and DABCO· · · I2 CT complexes are very large, exceeding 8 and 15
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kcal.mol−1, respectively. The B97-D3/def2-QZVP stabilization ener-

gies of these complexes are strongly overestimated while the M06-

2X/def2-QZVP energies agree with the benchmark values very well.

DFT-SAPT stabilization energies are smaller than the benchmark val-

ues, which arise from the use of the aug-cc-pVDZ basis set which un-

derestimates the dispersion interaction.

• The stabilization energies of both complexes decrease when passing

from iodine to chlorine and dramatically increase when iodine is re-

placed by IF. When replacing halogen electron acceptors with ICH3

or nitrogen, the stabilization energy strongly decreases and becomes

repulsive.

• The total stabilization energies correlate well with the induction energy

including the CT energy as well as with the VS,max value and the LUMO

energy.

4.6 Differences in the Sublimation Energies

of Benzene and Hexahalogenbenzenes

• Both the total and the average interaction energies increase when pass-

ing from benzene through hexafluorobenzene over hexachlorobenzene,

and this increase is proportional to the increase of sublimation energy.

• The most stable dimer structure of benzene corresponds to the T-

shaped structure, while that for hexahalogenbenzenes corresponds sys-

tematically to the PD structure. Because of the much higher polariz-

ability of the hexachloro- and hexabromobenzene, the dispersion energy

in this structure is also much higher than that in the hexafluoroben-

zene. The significant increase in the total interaction energy as well as

that in the experimental sublimation energy when passing from hex-

afluorobenzene to hexachloro- and hexabromobenzene is thus mainly

caused by the increase in dispersion energy. Indeed, the DFT-SAPT
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decomposition shows that the dominant part of the interaction energy

originates in the dispersion energy. Nevertheless, the relative impor-

tance of the electrostatic contribution increases when passing to heavier

halogens.

• The new structural type, found in the crystals of hexachloro and hexabro-

mobenzenes, is stabilized by dihalogen bonds. However, the stabiliza-

tion energies of these structures do not differ much (except the PD

structures) from the stabilization energies of other, mainly T-shaped

structures of hexahalogenbenzene. The existence of the structures with

dihalogen bonds thus cannot be responsible for the higher total inter-

action and sublimation energies of hexachloro- and hexabromobenzene.

However, the presence of dihalogen bonds in hexachloro- and hexabro-

mobenzenes is crucial for the determination of geometries of their crys-

tals.

4.7 Interactions of Boranes and Carboranes

with Aromatic Systems

• The benchmark interaction energy at the CCSD(T)/CBS level in the

diborane· · · benzene complex is -4.0 kcal.mol−1.

• The DFT-SAPT/CBS approach yield a stabilization energy for the

diborane· · · benzene complex of 3.6 kcal.mol−1, which is in close agree-

ment with the benchmark energy. The major stabilization comes from

dispersion (7.6 kcal.mol−1), followed by electrostatics (4.5 kcal.mol−1).

The induction and δHF terms are negligible.

• Diborane interactions with aromatic systems are virtually unaffected

by either the heteroatom or exosubstitutions of the benzene ring.

• Replacing aromatic systems with cyclic aliphatic ones results in a change

of the binding motif and a roughly 50% drop in the stabilization en-

ergy. Specifically, the stacking B2H· · · π interaction is replaced by van
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der Waals contacts of the interacting hydrogen atoms. The source of

stabilization comes in the former case from both dispersion and electro-

static terms, whereas the latter interactions are governed by dispersion

only.

• Larger icosahedral cage carborane, monoanionic CB11H
−
12, interacts

with benzene employing two binding motifs: (i) The less stable mini-

mum displays a stacking arrangement with a C-H· · · π hydrogen bond.

The interaction is slightly stronger (DFT-SAPT/CBS value of -3.9

kcal.mol−1) than for the diborane. Like the B2H· · · π bonding of dibo-

rane, the leading stabilizing terms are dispersion, followed by electro-

statics. (ii) The more stable minimum has a planar arrangement, rem-

iniscent of small anion· · · benzene complexes, with five bifurcated dihy-

drogen bonds of the B-H· · ·H-C type. Its interaction energy amounts

to -5.3 kcal.mol−1 and assembly mainly of attractive dispersion and

electrostatic terms.

• The dianionic B12H
2−
12 molecule interacts with benzene only in the pla-

nar arrangement (and is repelled from the stacking one) with five bi-

furcated dihydrogen bonds of the B-H· · ·H-C type. The interaction

energy amounts to -10.1 kcal.mol−1, which is 2-3 times stronger than

for the diborane· · · benzene complex. The B12H
2−
12 · · · benzene complex

is stabilized by dispersion (79%), electrostatics (64%) and in addition

by induction (61%). The balance of these three attractive components

in stabilizing the B12H
2−
12 · · · benzene complex is rather unique.
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