
This thesis investigates possible assets of emotions for autonomous adaptive agents working in
environments similar to the real world. In living organisms, emotions have developed as a mechanism of
adaptation to the surrounding environment. Therefore it is worth asking whether mechanisms similar to
emotions can be implemented in models of autonomous agents. In this thesis a model of ethology
inspired agent using reinforcement learning was implemented. This model suggests that emotions
influence the balance between exploring new strategies and exploiting the strategies already known (the
so-called explore/exploit problem). Negative emotional  evaluation leads to changes in action selection
strategy. The emotional version proved to be better than the non-emotional one in some environments.
In other types of environments, the expectations have not been fulfilled. The instability of the received
results is probably caused by non-optimal parameterization of the whole model.


