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Abstract

The dissertation consists of three papers presenting applications of meta-analysis in

international economics. The first paper examines the effect of common currency on

international trade, while the remaining two papers address the relationship between

foreign investment and the productivity of domestic firms. An introductory chapter

puts these applications into perspective.

In the first application I present a meta-analysis of the effect of currency unions

on trade, focusing on the euro area. I find strong publication bias in the literature.

The estimated trade-promoting effect of currency unions other than the euro reaches

more than 60%. In contrast, the euro’s trade-promoting effect is insignificant when

I correct for publication bias. The empirical literature on this topic shows signs of

the so-called economics research cycle: the relation between the reported t-statistics

and publication years has an inverse U-shaped form.

During the last decade more than 100 researchers have examined productivity

spillovers from foreign affiliates to local firms in upstream or downstream sectors.

Yet results vary broadly across methods and countries. To examine these vertical

spillovers in a systematic way, in the second application I collect 3,626 estimates

of spillovers and review the literature quantitatively. The meta-analysis indicates

that model misspecifications reduce the reported estimates. Taking these biases into

consideration, the average spillover to suppliers is economically significant, whereas

the spillover to buyers is statistically significant but small.

In the third application I collect 1,205 estimates of spillovers from the literature

and examine which factors influence spillover magnitude. To identify the most im-

portant determinants of spillovers among 43 collected variables, I employ Bayesian

model averaging. The results suggest that the most important determinants are the

technology gap between domestic and foreign firms and the ownership structure in

investment projects. Foreign investors who form joint ventures with domestic firms

and who come from countries with a modest technology edge create the largest ben-

efits for the domestic economy.
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Chapter 1

Three Tasks of Meta-Analysis

The purpose of this introductory chapter is twofold: to explain the main tasks of

meta-analysis in economics and to connect them to the papers included in the disser-

tation. I see three main tasks of meta-analysis, which is why I include three papers,

each representing a particular task. The papers also share a topic, broadly defined—

international economics. During my graduate studies I have written or co-written 16

papers published in refereed journals, so the dissertation could be much longer. But

I prefer to focus on one field and include three of my most favorite papers; only in

this introduction I use examples from other projects as well.

Meta-analysis is a general label describing quantitative surveys of empirical lit-

erature. That is, if I take estimates of the treatment effect of a particular drug

from twenty clinical trials and compute a simple average, I can call my analysis a

meta-analysis (an analysis of analyses; the Greek prefix meta here means one level

of description higher).1 Such was the beginning of meta-analysis in medical science:

aggregation increases statistical power. Medical scientists, though, soon recognized

a potential bias in the aggregation. Some results are easier to get published than

others. Researchers need to publish, and may therefore hide some results in their file

drawers (Rosenthal 1979), intentionally or not. For example, if negative results end

in the file drawer, the average taken from the literature will be biased upwards. The

simple average is not enough.

Researchers may hide results in their file drawers for two reasons. First, statisti-

cally insignificant estimates are hard to sell. As an empirical researcher I sometimes

catch myself being unhappy when my results say I cannot reject the null hypothesis.

Insignificant estimates seem uninteresting, difficult to publish. Second, most of us

empirical researchers have prior beliefs about the effect we are going to estimate. I

sometimes catch myself being unhappy when my results contradict the theory I am

1The first medical meta-analysis was Pearson (1904), but the methods of quantitative synthesis
were described earlier by astronomers (Airy 1861). My favorite introduction to meta-analysis in
economics is Stanley (2001).
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working with. The tempting solution is to try a different specification and hope the

result will improve. Incentives to publish together with priors about what is right

and interesting lead to a distorted public record of empirical results.

An extreme case of the file drawer problem concerns the antidepressant drug

Paxil, which was originally reported to be effective by most published clinical tri-

als. When, however, we also take into account unpublished results, the drug does

not seem to outperform a sugar pill, and may actually make people more likely to

commit suicide (Turner et al. 2008). The medical profession recognizes this problem

(which is all the more serious that pharmaceutical companies encourage researchers

to publish positive results), and the best medical journals now require registration of

clinical trials before publication of results, so that we know if results end in file draw-

ers (Krakovsky 2004; Stanley 2005). Similarly the American Economic Association

has agreed to establish a registry for randomized control trials “to counter publica-

tion bias” (Siegfried 2012, p. 648), with the eventual intention to make registration

necessary for submission to the Association’s journals.

The file drawer problem, or publication bias, is evident in meta-analysis because

of the method’s aggregate point of view. But publication bias distorts inference taken

from individual studies and narrative literature surveys as well. Meta-analysis is not

a substitute for a good narrative survey, but replaces vague statements like“empirical

evidence is mixed” or “there is a consensus in the empirical literature that. . . ” with

concrete results. The most important advantage of meta-analysis, I believe, is the

possibility to correct for publication bias—when registries of empirical research are

missing, we cannot control for the bias in any other way. As the Paxil scandal shows,

it may happen that all published studies show a significant effect, but there is none

in reality. Thus the first task of meta-analysis: correct for publication bias.

Figure 1.1: Task 1. Correct for publication bias
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Medical researchers use funnel plots to detect publication bias, and funnel plots

are a useful tool in economics as well. Figure 1.1 shows a funnel plot taken from

our paper on the price elasticity of gasoline demand, published in Energy Economics

(Havranek et al. 2012). The figure is divided into two panels: the left one for the

short-run price elasticity and the right one for the long-run elasticity. The horizontal

axis shows the magnitude of the estimates of elasticities, while the vertical axis shows

the estimates’ precision, the inverse of the standard error. The most precise estimates

should be close to the underlying average elasticity (the top of the figure), whereas

the imprecise estimates at the bottom are more dispersed. The cloud of the estimates

should therefore resemble an inverted funnel.

In the absence of publication bias the funnel should be symmetrical. The sym-

metry follows from the assumptions that researchers make when estimating the elas-

ticity: they assume that elasticities are normally distributed and report t-statistics

for their estimates. In fact, however, the funnels we see in Figure 1.1 are not sym-

metrical. Researchers rarely report positive estimates of the price elasticity, because

they do not believe gasoline is a Giffen good (which would imply that demand rises

when gasoline becomes more expensive). I share the prior that gasoline is no Giffen

good, but I believe we should treat all imprecise estimates, negative and positive, in

the same way. Otherwise the simple average, and the conclusion of narrative surveys,

gets badly biased toward large negative values. I cannot see the unreported estimates

of elasticities, so I concentrate on the most precise reported estimates. The formal

corrections of publication bias used in meta-analysis and presented in the dissertation

boil down to estimating the top of the inverted funnel.2 The result is a much smaller

elasticity than the simple average would suggest.

I focus on the issue of publication bias in the first paper of the dissertation,

Chapter 2, but test for the bias in all chapters. Chapter 2 was published in the Review

of World Economics (Havranek 2010). For this paper I received the Olga Radzyner

Award by the Austrian National Bank given to selected papers on European economic

integration, and the Karel Englis Award by the Czech Economic Society given to

selected papers on Czech economic policy.

The two other tasks of meta-analysis, I think, are specific to social sciences, es-

pecially economics. Economic research is much more heterogeneous than medical

research, and it is therefore not enough to look at the simple average from the lit-

erature (even if corrected for publication bias). Since the time meta-analysis was

introduced into economics by Stanley & Jarrell (1989), economic meta-analysts has

focused on heterogeneity. Why do the results of different empirical papers on the

same topic vary so much? Empirical economists must choose among many meth-

ods in their estimations; some of the choices seem arbitrary, but most are given by

2Stanley et al. (2010) show that discarding 90% of the results at the bottom of the funnel can
actually improve efficiency. A statistical paradox.
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the properties of the data and research topic. For example, ordinary least squares

give biased coefficient estimates for endogenous explanatory variables. Using meta-

analysis methods we can examine whether method choices have a systematic effect

on results and, if they do, compute the average implied by the correct method. Thus

the second task of meta-analysis: correct for misspecification bias.

Figure 1.2: Task 2. Correct for misspecification bias
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Figure 1.2 is taken from our paper on the effects of monetary policy on the

aggregate price level, published in the Journal of Money, Credit and Banking (Rusnak

et al. 2013). The figure shows average responses of the price level to a monetary

contraction. The averages are conditional on different methodologies used in the

literature. We define best practice methodology as the inclusion of commodity prices

and output gap and use of non-recursive identification in the vector autoregression

models employed by primary studies. If best practice is followed, the likely result

is that aggregate prices decrease soon after a monetary tightening. In contrast, if a

researcher diverts from best practice, she is likely to report the “price puzzle”—the

unintuitive finding that prices rise after a monetary contraction.

I focus on misspecification bias in the second paper of the dissertation, Chapter 3,

which was published in the Journal of International Economics (Havranek & Irsova

2011). For this paper I received the Medal for Research on Development by the

Global Development Network given to selected papers on financing for development

written by citizens of emerging countries, the third prize in the Young Economist

Competition by the Czech Economic Society given to selected papers written by

Czech economists younger than 30 years, and the Economic Research Award by the

Czech National Bank given to selected working papers published by the Bank.
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Meta-analysis can only correct for misspecifications that some studies have over-

come. If all studies are misspecified, it gives misspecified results as well—so the result

can be interpreted as our best guess based on the existing empirical literature. Meta-

analysts often find that the corrected average estimate for many effects in economics

is close to zero. One interpretation, advocated by Doucouliagos & Stanley (2013)

in a survey of 87 meta-analyses, says that most economic effects are much smaller

than commonly thought. Another possibility is that present economic methods are

often unable to identify the effect because of misspecification and measurement error

(the “iron law of econometrics,” Hausman 2001). Innovations in primary studies are

essential for meta-analysis. Meta-analysis is essential for robust economic inference.

After I filter out publication bias and misspecifications, I should explain the

structural heterogeneity that remains. The effects may differ systematically across

industries, countries, and demographic groups; such differences are often economi-

cally important. Figure 1.3 is taken from our paper on the determinants of the speed

of monetary transmission, published in the International Journal of Central Bank-

ing (Havranek & Rusnak 2013) and awarded the first prize in the Young Economist

Competition by the Czech Economic Society. The figure displays the results of model

averaging, which I believe is especially useful in meta-analysis. Many potential ex-

planatory variables can be included in the model, but I am not sure which ones. The

theory does not say much about why, for instance, a particular identification strat-

egy should lead to a systematically different impulse response function. So I estimate

models with all combinations of the potential explanatory variables and weight the

models by the goodness of fit. In this case we find that a more developed financial

system is associated with a slower transmission of monetary policy.

I focus on explaining structural heterogeneity in the third paper of the disserta-

tion, Chapter 4, where I use model averaging, but also discuss structural heterogene-

ity extensively in Chapter 3. Chapter 4 was published in World Development (Irsova

& Havranek 2013) and received the third prize in the Young Economist Competition

by the Czech Economic Society.

Meta-analysis, I have noted, is no substitute for good narrative surveys. It com-

plements them with a formal examination of publication bias, misspecifications, and

structural heterogeneity. As a graduate student I do not know enough to write a

proper narrative survey and do not attempt to do so. Meta-analysis is a formalized

method that enables me to focus on one problem in a particular literature, and I

usually feel confident about analyzing the problem after several months of study.

Although I concentrate on macroeconomics, what I like about meta-analysis is that

it allows me to learn from many fields: banking (Irsova & Havranek 2010), mone-

tary policy (Havranek & Rusnak 2013), energy (Havranek et al. 2012), development

(Havranek & Irsova 2012), and international economics (the remaining three chapters

of the dissertation).
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Chapter 2

The Rose Effect and the Euro:

Is the Magic Gone?

Abstract

In this paper I present an updated meta-analysis of the effect of currency unions

on international trade, focusing on the euro area. Using meta-regression meth-

ods such as the funnel asymmetry test, I find evidence for strong publication

bias. The estimated trade-promoting effect of currency unions other than the

euro area reaches more than 60%. In contrast, the euro’s trade-promoting ef-

fect is insignificant when I filter out publication bias from the literature. The

empirical literature on this topic shows signs of the so-called economics research

cycle: the relation between the reported t-statistics and publication years has an

inverse U-shaped form. Explanatory meta-regression (robust fixed effects and

random effects), which is able to explain about 70% of the heterogeneity in the

literature, suggests that results published by some authors differ consistently

from the mainstream output and that study outcomes depend systematically on

study design (the usage of panel data, short- or long-run nature, and number of

countries in the data set).

The paper was published in the Review of World Economics [2010, 146(2), pp. 241–261]. I
thank Roman Horvath, Zuzana Irsova, Tom Stanley, Katerina Smidkova, and seminar participants at
Charles University in Prague for their valuable comments. I am especially grateful to an anonymous
referee of the Review of World Economics for very useful suggestions that led to a substantial
improvement in the quality and readability of the paper. I acknowledge support of the Grant
Agency of Charles University (grant 76810). An earlier version of this paper circulated under a more
resolute title “Rose Effect and the Euro: The Magic Is Gone.” My advisor persuaded me to add the
question mark, and the paper was published like that. The most precise title that I can think of
now would be “The Estimates of the Euro’s Trade Effect Taken Together Imply No Effect.”
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Most of the Rose effect literature treats currency unions as magic wands—

one touch and intra-currency-union trade flows rise between 5% and

1400%. The only question is: How big is the magic? (Baldwin 2006,

p. 36)

2.1 Introduction

Since the pioneering work of Rose (2000) and his result that currency unions increase

trade by more than 200%, a whole new stream of literature has emerged and thrived,

focusing especially on the euro area in recent years. How much does the euro boost

trade among the euro area members? While some researchers are rather skeptical

to search for “the one number” (e.g., Richard Baldwin, as the opening quotation

suggests), the others keep seeking: in a narrative literature review, Frankel (2008b)

estimates the euro’s Rose effect to lie between 10% and 15%. Even Baldwin (2006,

p. 48) himself talks about 5%–10% and expects the effect to double as the euro

matures. This question is very attractive for welfare economists and policy makers:

for instance, Frankel (2008a) uses his estimates to give Central and Eastern European

countries advice on the timing of their admission to the euro area; and Masson (2008),

employing the result that “currency unions double trade,” assesses the welfare effects

of creating a monetary union in Africa.

One meta-analysis1 has been written on the subject. Rose & Stanley (2005),

using a combined sample of studies on both the euro area and other currency unions,

report the general underlying effect to lie between 30% and 90%. The purpose of this

paper is to extend the aforementioned work by including new studies and employ-

ing different meta-analysis methods, which enables me to concentrate on the effects

of the euro and other currency unions separately. It is shown that the distinction

between euro and non-euro studies is important since both sub-samples tell a very

different story. Twenty-seven new studies were added to the sample, 21 of which

focusing on the euro area. Together, there are 61 studies, 28 on the euro area and 33

on other currency unions (see Table 2.4 in the Appendix). I examine publication bias

in the literature (Card & Krueger 1995; Stanley 2005a), using the meta-regression

approach (Stanley & Jarrell 1989; Stanley et al. 2008) and graphical methods (funnel

plots, Galbraith plots); the “true” underlying effect corrected for publication bias is

estimated as well. The meta-regression analysis (MRA) by Rose & Stanley (2005) is

augmented with multiple different techniques (robust estimators and multilevel meth-

ods). Explanatory meta-regression methods, including robust meta-regression (see,

for example, Bowland & Beghin 2001) and random effects meta-regression (Abreu

et al. 2005), are used to examine systematic dependencies of results on study design

1For an excellent introduction to the methodology of meta-analysis and its application in eco-
nomics, see Stanley (2001).
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and thus to model heterogeneity present in the sample. Moreover, a test for the

“economics research cycle” is conducted (novelty and fashion in economics research,

see Goldfarb 1995).

The paper is structured as follows: in Section 2.2, the essence of meta-analysis

is briefly described and basic properties of the sample of literature are discussed.

Section 2.3 focuses on publication selection and search for the true Rose effect be-

yond publication bias. In Section 2.4, explanatory MRA is conducted. Section 2.5

concludes.

2.2 Combining the Literature

Meta-analysis has its roots in psychology and epidemiology where it has been em-

ployed extensively in the last 3 decades (for an extensive introduction, see Borenstein

et al. 2009). Originally it was used to increase the number of observations and thus

statistical power in those fields of medical research where experiments were extremely

costly and scarce, or to estimate the “true” effect when the findings were seemingly

mixed. Subsequently, this method spread to social sciences, including economics

(beginning with Stanley & Jarrell 1989). The essence of meta-analysis is to use all

available studies since even biased and misspecified results may carry useful informa-

tion that can be decoded by the meta-regression approach. Omitting some empirical

papers on the Rose effect ex ante, as Baldwin (2006) suggests in his narrative review,

is thus the opposite of what a meta-analyst would do.

He [Richard Baldwin] thinks he knows which of the studies are good and

which are bad [. . . ], and wants only to count the good ones. The problem

with this is that other authors have other opinions as to what is good

and what is bad.” (Frankel 2006, p. 83).

Fortunately, the meta-regression methods are able to cope with some degree of mis-

specification bias (Stanley 2008).

The literature estimating the boost to trade due to the creation of a currency

union usually employs a variation of the following regression to estimate the trade

effect of currency unions, the so-called gravity equation (for a detailed discussion and

criticism, see Baldwin 2006):

log Tijt = α0 + γCUijt + χ1(log Yi log Yj)t + χ2 logDij +
K∑
k=1

ηkXijt + εijt, (2.1)

where Tijt stands for the trade flow between two countries (i and j) in period t, CU

is a dummy which equals one if both countries are engaged in a currency union in

period t, Y denotes the real GDP, D is the distance between the two countries, and
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X denotes other control variables. The actual percent boost to trade due to the

formation of a monetary union is thus given by ג .= eγ − 1.

Every meta-analysis starts with the selection of literature to be included in the

survey. Some meta-analysts use all point estimates (for instance Abreu et al. 2005);

sometimes it is advised to use only one estimate from each study since otherwise a

single researcher could easily dominate the survey (Stanley 2001; Krueger 2003; Stan-

ley 2005b). Moreover, most researchers report many different specifications starting

with benchmarks. If all those estimates were included in the meta-analysis, the in-

fluence of benchmark cases would be highly exaggerated (however, this can be partly

treated by multilevel data analysis or clustering). Researchers themselves also assign

very different weights to the particular specifications. Therefore, while including

all estimates would enhance degrees of freedom, for this project I prefer to select

representative estimates.2

I build on the data set provided by Rose & Stanley (2005) which covers a sam-

ple of results taken from 34 papers on currency unions’ trade effect. The data set,

however, contains only 7 studies on the euro area, which does not make it possible

to estimate the euro’s effect separately. For this reason, additional search was con-

ducted mainly in the EconLit, RePEc, and Google Scholar databases, concentrating

especially on new studies estimating the effect of the euro.3 All papers on the Rose

effect containing a quantitative estimate of γ were included, both published and un-

published, extending the sample to the total of 61 studies, including 28 studies on

the euro area. The authors’ preferred estimates were selected; in case there was no

preference expressed, the model with the best fit was chosen. Nevertheless, most au-

thors in this sample reveal their preferences concerning the “best” estimate directly

in the abstract or conclusion.

It is generally recognized that the reported Rose effect of the euro is significantly

lower than that of other currency unions taken as a whole (Micco et al. 2003; Frankel

2008b). Frankel (2008b) tests three possible explanations (euro’s youth, bigger size

of the euro area economies compared to average members of other monetary unions,

and reverse causality unrecognized by the earlier studies), but rejects them one by

one. The low estimates of the euro’s trade effect thus remain a puzzle. For policy

recommendations concerning the euro, in any case, only the estimates derived from

the euro area studies should be taken into account. The results of the non-euro

papers, however, are useful as well: on the one hand, these studies can serve as a

2Two years after this paper was published I believe it would have been better to include all
estimates. My student gathered 2, 580 estimates of the euro’s Rose effect for his bachelor thesis
(Polak 2011), but found similar results.

3The exact search query used in RePEc was (((currency | monetary) + union) | euro) + trade +
(effect | rose) + estimate, abstract search since 2002. The “old” (Rose & Stanley 2005) data were
updated—for example, many of the then working papers have been published in a journal since 2005
and their estimates might have slightly changed.
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control group; on the other hand, the general underlying Rose effect of other currency

unions can be extracted from them.

Figure 2.1: Forest plot of individual estimates of γ, euro area studies
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The euro area sample is depicted in Figure 2.1; this type of figure is usually

called “forest plot” in medical research. Black dots symbolize individual estimates

of γ, horizontal lines show the respective 95% confidence intervals. The traditional

method of combining estimates taken from various studies is the standard fixed ef-

fects estimator,4 which weights each observation according to its precision; that is,

inverse standard error. The weights constructed on the basis of the inverse-variance

method are symbolized by squares with gray fill in the forest plot. The pooled effect

estimated by fixed effects is plotted as a vertical dashed line, the solid vertical line

symbolizes no effect. Using fixed effects, the pooled estimate of the euro’s γ is very

low: a mere 0.038 ג̂) = 3.87%) with 95% confidence interval CI = (3.36%, 4.39%),
4Note that “fixed” and “random” effects estimators in meta-analysis do not correspond to the

standard use of these terms in panel data econometrics. For a more detailed explanation, see Abreu
et al. (2005), Sutton et al. (2000), or Chapter 3 in the dissertation.
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although it is highly significant (z -stat. = 14.9). These results are not very useful

for policy purposes, though, because—among other things starting with heterogene-

ity and sensitivity to outliers—they do not account for likely publication selection;

i.e., preference of editors, referees, or researchers themselves for significant or non-

negative results (more on this topic in Section 2.3).

Forest plot of the results of non-euro studies (Figure 2.4 in the Appendix) shows

a different picture. The pooled fixed effects estimate is far from zero, namely 0.67
ג̂) = 95.42%) with 95% confidence interval CI = (88.89%, 102.18%). Assuming

that currency unions double trade, as, e.g., Masson (2008) does when he asseses the

welfare effects of forming currency unions in Africa, thus might appear plausible in

this respect.

Based on these simple statistics, there is no doubt that the estimates of the Rose

effect of the euro and other currency unions are indeed immensely different and that it

is not very appropriate to pool them together. Nevertheless, more advanced methods

are needed to assess the problem of publication selection and estimate the genuine

underlying effect.

2.3 Publication Bias

In his thorough and influential review of the Rose effect literature, Richard Baldwin

comments on the meta-analysis of Rose & Stanley (2005):

The meta-analysis statistical techniques are fascinating, but I don’t be-

lieve it adds to our knowledge since deep down they are basically a

weighted average of all point estimates. (Baldwin 2006, p. 36).

While this statement—or at least its last sentence—may apply to the very simple

meta-analysis performed in Section 2.2, it disregards the most important part of

Rose & Stanley (2005) as well as of the present study: the MRA, filtering out the

publication bias, and modeling the heterogeneity. The search for “the one number”

is not the only task of a meta-analyst.

In this section the MRA is employed to test for publication bias and the true un-

derlying Rose effect. Publication selection can take the following two forms (Stanley

2005a):

Type I bias This form of publication bias occurs when editors, referees, or authors

prefer a particular direction of results. Negative estimates of γ, for instance,

might be disregarded; it would seem quite strange if common currency ham-

pered trade among the monetary union’s members. The problem is that even

if the true effect was positive, a certain percentage of studies (due to the na-

ture of their data set, methods used, and the laws of probability) should report
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negative numbers. Otherwise, the average taken from the literature can highly

exaggerate the estimated true effect. For instance, Stanley (2005a) shows how

the price elasticity of water demand is exaggerated fourfold due to publication

bias.

Type II bias The second type of bias arises when statistically significant results are

preferred; i.e., when editors choose “good stories” for publication. In this way

many questionable effects may be “discovered” and further supported by sub-

sequent research when other authors are trying to produce significant results

as well. Intra-industry spillovers from inward foreign direct investment might

serve as an example (Görg & Greenaway 2004).

Figure 2.2: Funnel plot, all studies
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The presence of type I publication bias is usually investigated employing the so-

called funnel plot which shows the estimated effect against its precision (inverse of

its standard error, Egger et al. 1997). The essence of this visual test is that, in the

case of no bias, the shape of the cloud of observations should resemble an inverted

funnel; observations with high precision should be concentrated closely to the true

effect, while those with lower precision should be more dispersed. Above all, in the

absence of type I publication bias, the funnel must be symmetrical.

In Figure 2.2, the funnel plot for all 61 studies is presented. It shows a perfect

example of strong publication bias. While positive estimates clearly form one half of

a funnel, the left half is almost completely missing as there are only 4 non-positive

estimates. The euro area and non-euro studies taken separately resemble an inverted

funnel even less. This test can be formalized using a simple MRA (Card & Krueger
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1995):

γ̂i = β + β0SEi + µi, i = 1, . . . ,M, (2.2)

where M is the number of studies, β denotes the true effect, and β0 measures the

magnitude of publication bias. However, regression (2.2) is evidently heteroskedastic.

The measure of heteroskedasticity is the standard error of the estimate of γ, thus

weighted least squares can be performed by running a simple OLS on equation (2.2)

divided by the standard error:

γ̂i
SEi

= ti = β0 + β

( 1
SEi

)
+ ϑi. (2.3)

The meta-response variable changes to the t-statistic corresponding to the esti-

mate of γ taken from i-th study. A simple t-test on the intercept of (2.3) is then a test

for publication bias: the funnel asymmetry test (FAT). Nevertheless, meta-analysis

is more vulnerable to data contamination than other fields of empirical economics

since it is necessary to choose representative estimates from the literature and collect

all data manually. As a robustness check to the basic fixed effects meta-regression, I

employ iteratively re-weighted least squares (IRLS) which moreover do not assume

normality for hypothesis testing (Hamilton 2006, pp. 239–256). Robust methods in

meta-analysis using IRLS are employed, e.g., by Bowland & Beghin (2001) or Krassoi-

Peach & Stanley (2009). In the third specification, I allow for a dependence between

studies written by the same author; this multilevel approach follows Doucouliagos &

Stanley (2009) and uses restricted maximum likelihood estimation. In this case the

random intercept model (RIM, only intercept differs across authors) is preferred over

the random coefficients model (RCM, both intercept and the coefficient for precision

can differ) based on the likelihood ratio (LR) test: corrected p-value of the test is

0.257 in favor of not rejecting the hypothesis that RIM is plausible.5

Results of all three tests in the case of the euro area studies are summarized in

Table 2.1. In all specifications the intercept is highly significant (t-statistics vary

from 2.37 to 4.04). Therefore, the hypothesis of no type I publication bias has to be

strongly and robustly rejected, which is all the more remarkable given that these tests

are usually believed to have relatively low power (Stanley 2005a). The fact that they

all reject the null hypothesis at the 5% level of significance implies that publication

bias presents a serious problem for the literature on the euro’s Rose effect.

Type II bias can be assessed using the Galbraith plot (Galbraith 1988), which

depicts the precision of the estimates of γ against the t-statistics corresponding to

those estimates and the (assumed) true effect. If the “true” effect was really true and

there was no type II publication bias (selection of papers due to significant results),

5As Rabe-Hesketh & Skrondal (2008, p. 159) note, the LR test is conservative in this case and
the correct p-value can be obtained by dividing the original LR p-value by 2.
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Table 2.1: Tests of publication bias and the true effect, euro area
studies

FAT-PET ROBUST RIM

prec (effect) 0.000667 0.0265 0.00899
(0.05) (1.52) (0.90)

Constant (bias) 3.755∗∗∗ 2.451∗∗ 3.517∗∗∗

(4.04) (2.37) (3.93)

Observations 28 27 28
RMSE 3.169 3.141
Notes: Meta-response variable: tstat. t-statistics in parentheses (Huber–White heteroskedasticity-
robust for FAT-PET). FAT-PET: Funnel assymetry test–precision effect test (fixed effects). RO-
BUST: Iteratively re-weighted least squares version of fixed effects. RIM: Random intercept model
computed using restricted maximum likelihood. ∗∗∗ and ∗∗ denote significance at the level of 1 and
5%, respectively.

Figure 2.3: Galbraith plot, euro area studies
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only about 5% of the studies’ t-statistics should exceed 2 in the absolute value and

the cloud of observations should not form any systematic pattern. Figure 2.3 shows

the Galbraith plot for the euro area studies (Galbraith plots for all or non-euro

studies yield similar results). If the true effect was 0.05, 13 studies out of 28 would

report significant results. The goodness of fit test easily rejects the hypothesis of the

expected distribution [χ2
(1) = 96, p < 0.001]; the null hypothesis is rejected even more

powerfully when the true effect is considered to be equal to 0 or 0.1. The t-statistics

also show an apparent tendency to decline with rising precision. Therefore, type II

bias is clearly present among the euro area studies.

All three methods of detecting type I bias (Table 2.1) can be also used to test for

the significance of the true effect beyond publication bias [recall (2.2)]. Specifically,

running a t-test on the slope coefficient of (2.3) is denoted as the precision effect

test (PET). For euro area studies, the corresponding t-statistic is only 0.05. When

robust or random intercept versions of this test of effect are used, the result does not

change significantly.6 This means that, employing the meta-regression methodology,

there is not even a slight trace of any true underlying Rose effect of the euro beyond

publication bias—compared to the 5%–10% estimate by Baldwin (2006) and 10%–

15% estimate by Frankel (2008b). Using meta-regression analysis and the sample

of available empirical studies, there is therefore no significant aggregate effect of the

euro on trade.

An obvious objection to this approach arises: if the Rose effect of the euro is

growing over time (Bun & Klaassen 2002; Baldwin 2006), it is questionable how one

can pool together studies written in 2002, when the euro was still young, and papers

published, for example, in 2008. It is a potential problem of any meta-analysis.

Nevertheless, as can be seen from Section 2.4, explanatory meta-regression does not

find any significant relation between the results of euro area studies and time. Also,

for instance, Frankel (2008b) concludes that the euro’s trade effect has stabilized

after a few starting years.

Table 2.2 summarizes the tests of publication bias and the true effect for non-euro

studies. Contrary to the previous case, the random coefficients model is preferred

over the random intercept model (p-value of the LR test: 0.0009) and is reported in

the table—this basically means that I allow publication bias and the effect to vary

across researchers. It is apparent that publication bias is weaker than in the previous

case; the intercept is significant according to the basic FAT, but not significant in

RCM. Nevertheless, as I have noted, these tests of publication bias are known to have

relatively low power. Therefore it seems that there is some evidence of publication

bias among non-euro studies, although significantly weaker than among the euro area

studies. The difference between euro and non-euro studies is the most important

6Other robustness checks are available from the author upon request or in the working paper
version of this article.
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Table 2.2: Tests of publication bias and the true effect, non-euro
studies

FAT-PET PEESE RCM

prec (effect) 0.534∗∗∗ 0.634∗∗∗ 0.583∗∗∗

(4.08) (9.83) (3.52)
SE (bias) 3.567

(1.33)
Constant (bias) 1.712∗∗ 1.167

(2.21) (1.33)

Observations 33 33 33
RMSE 3.234 3.320
Notes: Meta-response variable: tstat. t-statistics in parentheses (Huber–White heteroskedasticity-
robust for FAT-PET and PEESE). FAT-PET: Funnel assymetry test–precision effect test (fixed
effects). PEESE: Precision effect estimate with standard error. RCM: Random coefficients model
computed using restricted maximum likelihood. ∗∗∗ and ∗∗ denote significance at the level of 1 and
5%, respectively.

finding in this respect—whereas papers on the euro area are plagued by publication

bias, the problem is much less serious for the rest of the literature.

PET rejects the null hypothesis of no underlying effect of currency unions other

than euro at the 1% level of significance. There is a caveat, though: Stanley (2005b)

uses Monte Carlo simulations to show that PET is reliable only if σ2
ϑ ≤ 2. Otherwise,

the estimate might be exaggerated by misspecification biases. In this case, H0 : σ2
ϑ ≤

2 is rejected [χ2
(32) = 162, p < 0, 001]. For this reason, we should employ caution

when interpreting the magnitude of the effect, even though the result of PET is

supported by its robust version and the random coefficients model. When the “true

effect” passes the test for effect, which is the case here, Stanley & Doucouliagos

(2007) recommend employing the so-called precision effect estimate with standard

error (PEESE) to estimate the magnitude of the effect in question. Contrary to the

precision effect test, PEESE assumes that publication bias is related to the variance

of the estimates of γ (not standard error). The weighted least squares version thus

yields:
γ̂i

SEi
= ti = δ0SEi + δ

( 1
SEi

)
+ φi. (2.4)

PEESE estimates the true Rose effect of currency unions other than euro to

lie between 65% and 115% with 95% probability. The result is probably somehow

exaggerated by misspecification biases, though. Therefore, I consider this number

consistent with the previous meta-analysis by Rose & Stanley (2005) who estimate

the effect to lie between 30% and 90% (Rose & Stanley, however, used also a few

euro area studies in their predominantly non-euro sample).
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Figure 2.5 in the Appendix represents the funnel plot of all studies corrected for

publication bias [using the filtered-effect test, details can be found in Stanley (2005a)

or the working paper version of this article; observations with corrected |γ| > 1 are

cut from the figure]. In contrast to Figure 2.2, the present funnel plot is clearly

symmetrical—this is how the literature should look like.

2.4 Explanatory Meta-Regression

MRA can also be employed to determine possible dependencies of study results on its

design. In fact, it has been the primary focus of most economic meta-analyses since

the pioneering work of Stanley & Jarrell (1989). Economics research is usually much

more heterogeneous than epidemiology and psychology, where the meta-analysis ap-

proach was originally developed. In this respect, MRA is used to assign pattern to

heterogeneity.

We gathered 18 meta-explanatory variables that reflect study design and social

and other attributes of the authors (see Table 2.5 in the Appendix); 6 of the regressors

are assumed to affect publication bias, the rest 12 are expected to influence the

estimates of γ directly. The former include researchers’ nationality, ranking, gender,

panel nature of the data, and year of publication and its square. The latter cover

dummies for specific authors, short or long run nature of the study, euro area data,

postwar data, number of countries and years in the data set, and impact factor of

the journal that the particular study was published in.

All meta-explanatory variables were chosen ex ante. I included the meta-explanatory

variables used by Rose & Stanley (2005) and added some commonly used variables

which are thought to influence publication selection (gender and nationality, for ex-

ample; for a list of possible regressors affecting publication bias, see Stanley et al.

2008), as well as a few experimental regressors. For instance, impact factor was

included to ascertain whether articles published in leading journals produce signif-

icantly different results from unpublished papers. Inclusion of variable topfive (at

least one co-author ranks among top 5% economists listed on RePEc) follows a sim-

ilar logic.

Contrary to the previous sections, now the focus rests on the whole sample be-

cause more degrees of freedom are needed; heterogeneity is not so much problematic

since it can be modeled to a large extent. There are 61 observations, which is enough

for an explanatory meta-regression since sample size in meta-analysis is substantially

more effective in increasing the power of hypothesis testing than sample size of orig-

inal studies (Koetse et al. 2010). I employ the FAT-PET method augmented to the

following multivariate version (Stanley et al. 2008):
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γ̂i
SEi

= ti = β0 +
J∑
j=1

θjSji︸ ︷︷ ︸
bias

+ β̃︸︷︷︸
pseudo TE

( 1
SEi

)
+

K∑
k=1

δkZki
SEi︸ ︷︷ ︸

controls

+ϑi, (2.5)

where Sj is a set of variables influencing publication bias and Zk is a set of variables

affecting the estimates of γ directly. I refer to this estimator as fixed effects, even

though in the strict sense it is not the traditional fixed effects estimator used in

meta-analysis: note that variables Sj are not divided by the standard error.

Fixed effects estimates are summarized in column 1 of Table 2.3. As a robustness

check, I employ the IRLS version of the model (column 2). The most insignificant

meta-regressors are excluded one by one to get a model which contains only variables

significant at least at the 10% level. After insignificant variables were excluded, the

“economics research cycle hypothesis”7 was tested by adding the year of publication

and its square value. The hypothesis corresponds to the joint significance of these

variables and concave shape of the relationship. In this case, F(2,48) = 3.84, p < 0.05
and the relationship is indeed concave, hence the economics research cycle hypothesis

is supported for this type of literature. This becomes even more apparent when IRLS

are used [F(2,48) = 6.74, p < 0.01]. On the other hand, the research cycle hypothesis

is rejected when each group of literature is considered separately: F(2,23) = 1.56,

p > 0.05 for non-euro studies and F(2,20) = 0.21, p > 0.05 for the euro area studies;

there is therefore no apparent dependence on time (recall that I used the result that

estimates of the euro’s Rose effect do not significantly depend on time in Section 2.3).

This might suggest that the research cycle identified in the whole literature emerges

also due to a larger proportion of the euro area papers among the new studies.

Regression described in column 1 of Table 2.3 is not very well specified, however.

The condition number is high (75) indicating possible multicollinearity, Ramsey’s

RESET rejects the null hypothesis [F(3,45) = 4.42, p < 0.05], only normality is not

rejected [skewness-kurtosis test: χ2
(2) = 1.36, p > 0.05]; nevertheless, the model

would pass all specification tests if variables panel, year, and year2 were excluded.

It is apparent that fixed effects MRA was able to model a significant portion of the

heterogeneity inside the sample—note the highR2s: 0.73 and 0.83 for fixed effects and

their robust version, respectively.8 Nevertheless, a lot of heterogeneity still remains

unexplained. Testing H0 : σ2
ϑ = 1 (fixed effects MRA explains heterogeneity well)

yields χ2
(60) = 276, p < 0.001; for column 1, therefore, H0 is rejected—the result is

qualitatively the same also for the robust specification.

7A predictable pattern of novelty and fashion in economics; initial path-breaking results are
confirmed by other highly significant estimates, but as the time passes, skeptical results become
preferable (Goldfarb 1995; Stanley et al. 2008).

8However, because these are weighted least squares versions of the original equation, R2s have to
be recomputed to reflect the actual determination of the estimates of γ. For example, in the case of
the robust specification, the corrected R2 reaches 0.68.
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Table 2.3: Explanatory meta-regression analysis

FIXED ROBUST RANDOM

prec 0.780∗∗∗ 0.842∗∗∗

(6.16) (8.15)
panel 1.606∗∗ 1.864∗∗∗ 2.053∗∗∗

(2.07) (2.88) (4.67)
rose 0.462∗∗∗ 0.328∗∗∗ 0.452∗∗∗

(3.45) (4.06) (3.62)
nitsch −0.145∗∗∗

(−4.11)
baldwin −0.0814∗∗∗ −0.359∗∗∗

(−5.48) (−2.90)
denardis −0.0410∗∗

(−2.10)
taglioni 0.299∗∗

(2.42)
euro −0.700∗∗∗ −0.779∗∗∗ −0.563∗∗∗

(−5.99) (−8.39) (−5.53)
shortrun 0.0349∗∗ 0.0391∗∗

(2.22) (2.61)
countries −0.00241∗∗∗ −0.00209∗∗∗ −0.00108∗

(−3.21) (−4.12) (−1.74)
impact −0.0590∗∗∗ −0.0413∗∗

(−2.79) (−2.33)
year 1.178∗ 1.822∗∗∗ 0.145∗∗

(1.77) (3.61) (2.07)
year2 −0.0801 −0.183∗∗∗ −0.0122∗

(−1.08) (−3.32) (−1.73)
Constant −1.497 −2.964∗∗∗ 0.278

(−1.15) (−2.71) (1.45)

Observations 61 60 61
R2 0.725 0.828
τ 0.0316
Notes: Meta-response variable: tstat for FIXED and ROBUST, gamma for RANDOM. ROBUST:
Iteratively re-weighted least squares version of FIXED. t-statistics in parentheses (Huber–White
heteroskedasticity-robust for FIXED). Variables prec, rose, nitsch, baldwin, denardis, taglioni, euro,
shortrun, countries, and impact are assumed to influence the estimates of γ directly. Variables
panel, year, and year2 are assumed to influence publication bias. ∗∗∗, ∗∗, and ∗ denote significance
at the level of 1, 5, and 10%, respectively.
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When this is the case, random effects explanatory MRA might be preferable (see,

e.g., Abreu et al. 2005):9

γ̂i = ι0 +
J∑
j=1

θjSjiSEi +
K∑
k=1

δkZki + λi + ρi, (2.6)

where λi stands for a normal disturbance term with standard deviations assumed

to be equal to SEi, and ρi is a normal disturbance term with unknown variance τ2

assumed equal across all studies. This between-study variance is estimated using the

restricted maximum likelihood method; t-values are computed employing the Knapp

& Hartung (2003) modification. The results of random effects MRA are summa-

rized in the third column of Table 2.3; there are much fewer significant explanatory

variables than in the previous two specifications.

It is clear from the conducted tests that explanatory meta-regression is as sensitive

to method and specification changes as any other field of empirical research. The

most important meta-explanatory variables are those that are found significant by all

specifications in both fixed and random effects meta-regression (effect on γ̂ is shown

in parentheses): studies on the euro area (−), Rose’s co-authorship (+), number of

countries in the data set (−), and usage of panel data (+). Some other variables are

significant using fixed effects explanatory MRA and its robust version at the same

time: short-run nature of the study (+), Baldwin’s co-authorship (−), and impact

factor (−).

The negative sign for studies on the euro area was expected and corresponds to

the results reported by Rose & Stanley (2005), as well as the influence of the number

of countries in the data set and usage of panel data. Nevertheless, contrary to the

previous meta-analysis, short-run studies are expected to report larger trade effects.

Two dummies for authorship were found consistently significant. It does not mean,

though, that those authors would produce anyhow tendentious results. Their results

only seem to be significantly different from the “mainstream” output. According to

the fixed effects meta-regression and its robust version, articles published in leading

journals are likely to report marginally lower Rose effects. The latter finding is

provocative but should be treated with caution since it is not confirmed by random

effects meta-regression.

9Monte Carlo experiments suggest that random effects MRA is preferable if heterogeneity is
caused by non-constant effect size variance or differences in the true underlying effect across studies.
However, when heterogeneity arises due to omitted variable bias—which is realistic in economics—
fixed effects estimators should be relied upon (Koetse et al. 2010). For this reason, fixed effects MRA
is interpreted here as well along with random effects.
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2.5 Conclusion

The empirical literature on the trade effect of currency unions is heterogeneous to

a large extent. Studies estimating the trade effect of the euro find on average much

smaller effects than studies concentrating on other currency unions. The present

meta-analysis shows that it is more appropriate to consider these two groups sepa-

rately in a search for the underlying “true” average effect.

Evidence for publication selection—that is, preference towards statistically sig-

nificant and positive results—is robust among the papers on euro area and much

stronger than for non-euro studies. Narrative literature reviews discussing the trade

effect of the euro, which do not take publication selection into account, are hence

vulnerable to a substantial upward bias. Meta-regression methods show that, beyond

publication bias, there is a significant and large Rose effect of the currency unions

other than euro, more than 60%; but no effect at all for the euro area. The absence

of an economically important effect is so robust that even some possible mistakes in

the process of choosing the authors’ preferred estimates cannot significantly change

the outcome.

Employing explanatory meta-regression, about 70% of the heterogeneity in the

literature can be modeled. The authorship of a particular study is especially impor-

tant: papers co-authored by Rose tend to find larger effects, papers co-authored by

Baldwin are more likely to report smaller estimates. Papers on the euro area find sig-

nificantly lower effects as well as do long-run studies and studies with a high number

of cross-sectional units in their data sets. When panel data are used, the study tends

to report larger effects. Studies published in journals with a high impact factor are

likely to find a smaller Rose effect; unpublished manuscripts are likely to report large

estimates. The Rose effect literature taken as a whole shows signs of the economics

research cycle (Goldfarb 1995; Stanley et al. 2008): the reported t-statistics are a

quadratic concave function of the publication year. One might take a note that the

literature seems to have almost completed the circle, and the results, especially on

the euro area, are getting close to those “before Rose” when exchange rate volatility

was believed to have low influence on international trade (McKenzie 1999).

I do not argue that the euro has no effect on trade. The effects may indeed vary

from country to country and industry to industry, as Baldwin (2006) suggests. At the

very least, however, there is something wrong with the present Rose effect literature

applied on the euro area. The degree of publication bias is striking and the average

trade effect of the euro (at least based on the available empirical studies) is probably

much lower than we believed, even if what we believed was already twentyfold less

than what Rose reported in his famous article.
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2.A Data Description and Additional Results

Table 2.4: Studies used in the meta-analysis

Study Euro Gamma t-stat. Impact

Rose (2000) no 1,2100 8,643 1,281

Pakko & Wall (2001) no -0,3780 -0,715 0,536

Rose & van Wincoop (2001) no 0,9100 5,056 2,239

Rose (2001) no 0,7400 14,800 1,281

Persson (2001) no 0,5060 1,969 1,281

Continued on next page
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Studies used in the meta-analysis (continued)

Study Euro Gamma t-stat. Impact

Honohan (2001) no 0,9210 2,303 1,281

Mélitz (2001) no 0,7000 3,043 0,036

Tenreyro (2001) no 0,4710 1,491 0,018

Nitsch (2002b) no 0,8200 3,037 0,715

Frankel & Rose (2002) no 1,3600 7,556 3,688

Thom & Walsh (2002) yes 0,0980 0,500 0,994

Glick & Rose (2002) no 0,6500 13,000 0,994

Rose & Engel (2002) no 1,2100 3,270 0,947

Bun & Klaassen (2002) yes 0,3300 3,300 0,018

de Souza (2002) yes 0,1700 0,708 0,018

Nitsch (2002a) no 0,6200 3,647 0,018

Smith (2002) no 0,3800 3,800 0,018

Bomberger (2002) no 0,0800 1,600 0,018

Saiki (2002) no 0,5600 3,500 0,018

Kenen (2002) no 1,2219 4,006 0,018

Levi Yeyati (2003) no 0,5000 2,000 0,302

Estevadeordal et al. (2003) no 0,2930 2,021 3,688

Barr et al. (2003) yes 0,2500 7,576 1,281

Lopéz-Córdova & Meissner (2003) no 0,7160 3,849 2,239

Micco et al. (2003) yes 0,0890 3,560 1,281

de Nardis & Vicarelli (2003b) yes 0,0610 2,262 0,018

Cabasson (2003) yes 0,6300 2,625 0,018

Alesina et al. (2003) no 1,5600 3,545 0,036

de Sousa & Lochard (2003) no 1,2100 10,083 0,018

de Nardis & Vicarelli (2003a) yes 0,0930 2,385 0,382

Rose (2004) no 1,1200 9,333 2,239

Sadikov et al. (2004) yes 0,2200 0,579 0,036

Faruqee (2004) yes 0,0820 4,556 0,036

Taglioni (2004) yes 0,5300 8,370 0,018

Baldwin & Taglioni (2004) yes 0,0340 2,220 0,018

Flandreau & Maurel (2005) no 1,1600 16,571 0,143

Klein (2005) no 0,5000 1,852 0,709

Yamarik & Ghosh (2005) no 1,8285 6,000 0,072

Aristotelous (2006) yes 0,0550 6,875 0,653

Flam & Nordström (2006a) yes 0,2320 9,667 0,036

Continued on next page
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Studies used in the meta-analysis (continued)

Study Euro Gamma t-stat. Impact

Baldwin & Taglioni (2006) yes -0,0200 -0,667 0,036

Baldwin & di Nino (2006) yes 0,0350 3,500 0,036

Flam & Nordström (2006b) yes 0,1390 6,950 0,018

Gomes et al. (2006) yes 0,0690 6,273 0,018

Tsangarides et al. (2006) no 0,5400 13,370 0,036

Baxter & Kouparitsas (2006) no 0,4700 2,136 0,036

Barro & Tenreyro (2007) no 1,8990 5,410 0,535

Subramanian & Wei (2007) no 0,6370 7,864 1,541

Adam & Cobham (2007) no 0,8750 16,010 0,153

Shin & Serlenga (2007) yes -0,0003 -0,075 1,094

Bun & Klaassen (2007) yes 0,0320 2,286 0,732

de Sousa & Lochard (2007) yes 0,1500 3,750 0,018

Shirono (2008) no 0,9100 5,056 0,072

Mélitz (2008) no 1,3800 8,625 0,994

Berger & Nitsch (2008) yes -0,0010 -0,028 0,709

Brouwer et al. (2008) yes 0,0120 0,480 0,709

Baldwin et al. (2008) yes 0,0200 2,600 0,036

Cafiso (2008) yes 0,1630 10,867 0,036

de Nardis et al. (2008) yes 0,0400 3,130 0,072

Frankel (2008b) yes 0,0970 6,929 0,036

Chintrakarn (2008) yes 0,1000 5,000 0,072

Notes: Impact factor for the year 2007 obtained from ISI Web of Knowledge.
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Table 2.5: Acronyms of regression variables

Variable Explanation

gamma Point estimate of common currency’s effect on trade.
tstat t-statistic corresponding to gamma.
SE Standard error of the estimates of gamma.
prec Inverse of SE.

Moderator variables affecting publication bias
woman = 1 if there is a woman among co-authors, zero otherwise.
usa = 1 if all co-authors are Americans (based on current ad-

dress).
topfive = 1 if at least one co-author ranks among top 5% in at

least 10 categories on RePEc.
panel = 1 if the study uses panel data with N > T.
year Publication year−2000.
year2 Variable year squared.

Moderator variables affecting gamma directly
rose = 1 if Rose is a co-author.
nitsch = 1 if Nitsch is a co-author.
baldwin = 1 if Baldwin is a co-author.
denardis = 1 if de Nardis is a co-author.
taglioni = 1 if Taglioni is a co-author.
tenreyro = 1 if Tenreyro is a co-author.
euro = 1 if the study concentrates on the euro area.
shortrun = 1 if the study has short-run character.
countries Number of countries in the data set.
years Number of years in the data set.
postwar = 1 if postwar data are used.
impact Impact factor of the journal where the study was published.

Journals without an impact factor obtain weights corre-
sponding to 50% of the lowest impact factor in this sam-
ple. Working papers by NBER, ECB, European Commis-
sion, CESifo, and CEPR obtain 25%. Other unpublished
manuscripts get 12.5%.
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Figure 2.4: Forest plot of individual estimates of γ, non-euro studies
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Figure 2.5: Funnel plot corrected for publication bias, all studies
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Chapter 3

Estimating Vertical Spillovers from

FDI: Why Results Vary and What

the True Effect Is

Abstract

In the last decade more than 100 researchers have examined productivity spill-

overs from foreign affiliates to local firms in upstream or downstream sectors.

Yet results vary broadly across methods and countries. To examine these ver-

tical spillovers in a systematic way, we collected 3,626 estimates of spillovers

and reviewed the literature quantitatively. Our meta-analysis indicates that

model misspecifications reduce the reported estimates and journals select rela-

tively large estimates for publication. Taking these biases into consideration, the

average spillover to suppliers is economically significant, whereas the spillover

to buyers is statistically significant but small. Greater spillovers are received

by countries that have underdeveloped financial systems and are open to inter-

national trade. Greater spillovers are generated by investors who come from

distant countries and have only a slight technological edge over local firms.

The paper was co-authored with Zuzana Irsova and published in the Journal of International Eco-
nomics [2011, 85(2), pp. 234–244]. We thank Bruce Blonigen (the editor), Michal Hlavacek, Roman
Horvath, Beata Javorcik, Lubomir Lizal, Tom Stanley, Pavel Vacek, two anonymous reviewers, and
seminar participants at Charles University and the Czech National Bank for their helpful comments.
The paper benefited from discussions at the Meta-Analysis of Economics Research Colloquium,
Conway (Arkansas), 2010, the International Conference on Macroeconomic Analysis and Interna-
tional Finance, Rethymno (Greece), 2011, and the Annual Global Development Conference, Bogota
(Colombia), 2011. Tomas Havranek acknowledges support of the Grant Agency of Charles Univer-
sity (grant 76810). Zuzana Irsova acknowledges support of the Grant Agency of the Czech Republic
(grant P402/11/0948). An earlier version of this paper circulated under the title “Which Foreigners
Are Worth Wooing? A Meta-Analysis of Vertical Spillovers from FDI.” An online appendix with
data, a Stata program, and a list of excluded studies is available at meta-analysis.cz/spillovers.
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3.1 Introduction

Few topics in international economics have been examined as extensively as produc-

tivity spillovers from foreign affiliates to domestic firms. The evidence for spillovers

had been mixed until Javorcik (2004a) redirected the attention of researchers from

horizontal (within-sector) to vertical (between-sector) spillovers. Since then, there

has been a virtual explosion of studies on vertical spillovers, and empirical research

in this area is still growing at an exponential rate with more than a score of studies

published in the last two years alone. A consensus has emerged that spillovers from

foreign affiliates to their suppliers in host countries are positive and significant, yet

the estimated size of these spillovers varies broadly. The point estimates of the eco-

nomic effect of backward linkages reported by the two best known studies, Javorcik

(2004a) and Blalock & Gertler (2008), differ by the order of magnitude: Javorcik

(2004a) found the effect 30 times greater. Moreover, following the methodology of

Javorcik (2004a) and Blalock & Gertler (2008), many other studies conducted for

different countries have found insignificant or even negative spillover effects. But

despite the striking heterogeneity in the literature, no systematic survey has been

done.

To take a step beyond single-country case studies and establish robust evidence for

spillover effects, we employ the meta-analysis methodology (Stanley 2001). Meta-

analysis, the quantitative method of research synthesis, has been commonly used

in economics for two decades (Card & Krueger 1995; Smith & Huang 1995; Card

et al. 2010). Recent applications of meta-analysis in international economics include

Disdier & Head (2008) on the effect of distance on trade, Cipollina & Salvatici (2010)

on reciprocal trade agreements, and Havranek (2010) on the trade effect of the euro.

Meta-analysis is more than a literature survey: it sheds light on the determinants of

the examined phenomenon that are difficult to investigate in primary studies because

of data limitations. For example, within our meta-analysis framework, we show it

is possible to examine the predictions of the theoretical model by Rodriguez-Clare

(1996), which implies that spillovers to host-country suppliers increase with larger

communication costs between the foreign affiliate and its headquarters, and decrease

with greater differences between the host and source countries in terms of the variety

of intermediate goods produced. To test these hypotheses empirically we take the

advantage of 57 vertical spillover studies providing estimates for many countries and

different types of investors.

In comparison with previous meta-analyses on productivity spillovers (Görg &

Strobl 2001; Meyer & Sinani 2009), this paper concentrates on vertical instead of

horizontal spillovers. We include many more estimates to investigate the full vari-

ability in the literature: 3,626 compared with 25 (Görg & Strobl 2001) and 121

(Meyer & Sinani 2009). To our knowledge, this makes our paper the largest meta-
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analysis conducted in economics so far. Moreover, the previous meta-analyses on

spillovers used the reported t-statistics to evaluate the statistical significance of spill-

overs, whereas we use an economic measure of spillovers and employ new synthesis

methods. Thus, we are able to estimate the net spillover effect beyond publication

bias and misspecifications that are corrected by some studies.

The remainder of the paper is structured as follows: Section 3.2 briefly describes

how spillovers are estimated and explains how we collected the estimates. Section 3.3

examines the extent of publication selection in the literature. Section 3.4 introduces

variables assumed to explain heterogeneity in vertical spillovers. Section 3.5 examines

how spillover estimates are affected by these variables, and quantifies the underlying

effect beyond publication bias and misspecifications. Section 3.6 concludes.

3.2 The Spillover Estimates Data Set

Studies on foreign direct investment (FDI) spillovers usually examine the correlation

between the productivity of domestic firms and their linkages with foreign affiliates.1

With an allusion to the production chain, the linkages are usually classified into

horizontal (within-sector: from FDI to local competitors) and vertical (between-

sector); vertical linkages are further bifurcated into downstream (backward: from

FDI to local suppliers) and upstream (forward: from FDI to local buyers). Most

researchers use data from one country and estimate a variant of the following model,

the so-called FDI spillover regression:

ln Productivityijt = eh0 ·Horizontaljt + eb0 · Backwardjt + ef0 · Forwardjt+

+ α · Controlsijt + uijt, (3.1)

where i, j, and t denote firm, sector, and time subscripts; and Controls denote a

vector of either sector- or firm-specific control variables. The variable Horizontal is

the ratio of foreign presence in firm i ’s own sector, Backward is the ratio of firm i’s

output sold to foreign affiliates, and Forward is the ratio of firm i’s inputs purchased

from foreign affiliates. Because firm-level data on linkages with foreign affiliates are

usually unavailable the vertical linkages are computed at the sector level: Backward

becomes the ratio of foreign presence in downstream sectors, Forward becomes the

ratio of foreign presence in upstream sectors; the weight of each upstream or down-

stream sector is determined by the input-output table of the country.

Since the dependent variable of equation (3.1) is in logarithm and the linkage

variables are ratios, the estimates of coefficients eh0 , eb0, and ef0 can be interpreted

as semi-elasticities and thus constitute the natural common metric for the economic

1See Smeets (2008) and Keller (2009) for recent surveys of the broader literature on international
technology diffusion.



3. Estimating Vertical Spillovers from FDI 40

effect of spillovers. Semi-elasticities approximate the percentage increase in the pro-

ductivity of domestic firms following an increase in the foreign presence of one per-

centage point:

e0 ≈ (% change in productivity)/(change in foreign presence),

foreign presence ∈ [0, 1]. (3.2)

For instance, the estimate of backward spillovers eb = 0.1 would imply that a 10-

percentage-point increase in foreign presence is associated with a 1% increase in

the productivity of domestic firms in upstream sectors. The estimates are directly

comparable across studies that use the log-level specification. Within this basic

framework, however, researchers use different methodologies and data sets, which

cause substantial differences in results. We address these differences in Section 3.4

by introducing variables that capture method heterogeneity.

A vast majority of the recent studies on FDI spillovers concentrate on vertical

linkages, and vertical linkages are also the main focus of this paper. The two previous

meta-analyses on horizontal spillovers, however, could not have used the recently

developed meta-analysis methods and did not attempt to estimate the spillover effect

implied by the literature. For this reason, additionally we present a partial meta-

analysis of horizontal spillovers. In the partial meta-analysis, we include only those

semi-elasticities that are estimated in the same regression with vertical spillovers.

We employed the following strategy for literature search: After reviewing the

references of literature surveys (Görg & Greenaway 2004; Smeets 2008; Meyer &

Sinani 2009) and a few recent empirical studies, we elaborated a baseline search

query that was able to capture most of the relevant studies. The baseline search in

EconLit yielded 108 hits. Next, we searched three other Internet databases (Scopus,

RePEc, and Google Scholar) and added studies that were missing from the baseline

search. Finally, we investigated the RePEc citations of the most influential study,

Javorcik (2004a). The three steps provided 183 prospective studies, which were all

examined in detail. The last study was added on 31 March 2010.

Studies that failed to satisfy one or more of the following criteria were excluded

from the meta-analysis. First, the study must report an empirical estimate of the

effect of vertical linkages on the measure of the productivity of domestic firms. Sec-

ond, the study must define vertical linkages as a ratio. Third, the study must report

information on the precision of estimates (standard errors or t-statistics), or authors

must be willing to provide it. Most of the identified studies, although related to the

FDI spillover literature, did not estimate vertical spillovers. We also excluded a few

studies that estimated vertical spillovers but did not define linkages as a ratio and

thus could not be used to compute the semi-elasticity (for example, Kugler 2006;

Bitzer et al. 2008). We often had to ask the authors for sample means of linkage
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variables or for clarification of their methodology: about 20% of the studies could

only be included thanks to cooperation from the authors.2 No study was excluded

on the basis of language, form, or place of publication; we follow Stanley (2001) and

rather err on the side of inclusion in all aspects of data collection. We therefore also

use studies written in Spanish and Portuguese, Ph.D. dissertations, articles from lo-

cal journals, working papers, and mimeographs; and control for study quality in the

analysis. A detailed description of the studies included in the analysis, as well as

the complete list of excluded studies (with reasons for exclusion) are available in an

online appendix at meta-analysis.cz/spillovers.

Following the recent trend in meta-analysis (Disdier & Head 2008; Doucouliagos

& Stanley 2009; Cipollina & Salvatici 2010), we use all estimates reported in the

studies. If we arbitrarily selected the “best” estimate from each study, we could

introduce an additional bias, and if we used the average reported estimate, we would

discard a lot of information. Because the coding of the literature involved the manual

collection of thousands of estimates with dozens of variables reflecting study design,

to eliminate errors both of us collected all data independently. The simultaneous

data collection took three months and the resulting disagreement rate, defined as

the ratio of data points that differed between our data sets, was 6.7% (of more than

200,000 data points). After we had compared the data sets, we reached a consensus

for each discordant data point. The retrieved data set with details on coding for each

study is available in the online appendix.

A few difficult issues of coding are worth discussing. To begin with, some studies

(3.7% of the observations; for instance, Girma & Wakelin 2007) use the so-called

regional definition of vertical spillovers. Researchers using the regional definition

approximate vertical linkages by the ratio of foreign firms in the region, without

using input-output tables. Such an approach does not distinguish between backward

and forward linkages. Because the results are interpreted as vertical productivity

spillovers from FDI, we include them in the analysis but create a dummy variable

for this aspect of methodology. Next, many researchers use more variables for the

same type of spillover in one regression. For example, Javorcik (2004a) separately

examines the effect of fully owned foreign affiliates and the effect of investments with

joint foreign and domestic ownership. Since the distinction between those coefficients

is economically important, we use both of them and create dummies for affiliates

with full foreign ownership, partial ownership, and for more estimates of the same

type of spillover taken from one regression. Finally, some studies report coefficients

that cannot be directly interpreted as semi-elasticities. This concerns, most notably,

specifications different from the log-level (1.7% of the observations); for these different

2We are grateful to Joze Damijan, Ziliang L. Deng, Adam Gersl, Galina Hale, Chidambaran Iyer,
Molly Lesher, Marcella Nicolini, Pavel Vacek, and Katja Zajc-Kejzar for sending additional data, or
explaining the details of their methodology, or both.

http://meta-analysis.cz/spillovers
http://meta-analysis.cz/spillovers
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specifications we evaluated semi-elasticities at sample means. Other studies use the

interactions of linkage variables with other variables, typically absorption capacity

(7.2% of the observations). Instead of omitting those estimates, we evaluate the

marginal effects of foreign presence at sample means and control for this aspect in

the multivariate analysis.

The resulting data set includes 3,626 estimates of semi-elasticities taken from

57 studies. The median number of estimates taken from one study is 45, and for

each estimate we codified 55 variables reflecting study design. To put these numbers

into perspective, consider Nelson & Kennedy (2009), who review 140 meta-analyses

conducted in economics. They report that a median analysis includes 92 estimates

(the maximum is 1,592) taken from 33 primary studies and uses 12 explanatory

variables (the maximum is 41).

The oldest study in our sample was published in 2002 and the median study in

2008: in other words, a half of the studies was published in the last three years,

which suggests that vertical spillovers from FDI are a lively area of research. The

whole sample receives approximately 400 citations per year in Google Scholar, which

further indicates the popularity of FDI spillover regressions. The median time span of

the data used by the primary studies is 1996–2002, and all the studies combined use

almost six million observations from 47 countries. While we cannot exploit the full

variability of these primary observations, we benefit from the work of 107 researchers

who have analyzed these data thoroughly. The richness of the data sets and methods

employed enables us to systematically examine the heterogeneity in results and to

establish robust evidence for the effect of foreign presence on domestic productivity.

Several estimates of semi-elasticities do remarkably differ from the main popula-

tion and remain so even after a careful re-checking of the data; a similar observation

applies to the precision of the estimates (the inverse of standard error). Such extreme

values, most of which come from working papers and mimeographs, might lead to

volatile results and degrade the graphical analysis. To account for outliers, some

other large meta-analyses use the Grubbs test (Disdier & Head 2008; Cipollina &

Salvatici 2010). But because we use precision to filter out publication bias, outlying

values in precision could also invalidate the results. Thus, to detect outliers jointly in

the semi-elasticity and its precision, we use the multivariate method of Hadi (1994).

By this procedure, run separately for each type of spillover, 4.87% of the observations

are identified as outliers. It is worth noting that some researchers argue for using all

observations in meta-analysis (Doucouliagos & Stanley 2009). Nevertheless, under

the assumption that better-ranked outlets publish more reliable results, the estimates

identified here as outliers are of lower quality compared to the rest of the sample,3

3Studies that produce outliers have a significantly lower impact factor compared with the rest
of the sample: the p-value of the t-test is 0.02 when the recursive RePEc impact factor is used.
The advantage of the RePEc ranking is that it also includes working paper series; nevertheless, the
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and although in the remainder of the paper we report the results for the data set

without outliers, the inclusion of outliers does not affect the inference.

3.3 The Importance of Publication Bias

An arithmetic average of the results reported in the literature will be a biased estimate

of the true spillover effect if some results are more likely than others to be selected

for publication. Publication selection bias, which has long been recognized as a

serious issue in empirical economics research (DeLong & Lang 1992; Card & Krueger

1995; Ashenfelter & Greenstone 2004; Stanley 2005), arises from the preference of

editors, referees, or authors themselves for results that are statistically significant or

consistent with the theory.

If the spillover literature is free of publication bias, the reported estimates of semi-

elasticities (spillover effects) will be randomly distributed around the true effect. If,

in contrast, some estimates fall into the “file drawer” (Rosenthal 1979) because they

are insignificant or have an unexpected sign, the reported estimates will be correlated

with their standard errors. For instance, if a statistically significant effect is required,

an author who has a small data set may run a specification search until the estimate

becomes large enough to offset the high standard errors. Hence, publication bias

manifests as a systematic relation between the reported effects and the corresponding

standard errors (Card & Krueger 1995; Ashenfelter et al. 1999):

ei = e0 + β0 · Se(ei) + ui, (3.3)

where ei denotes the reported estimate of a semi-elasticity, e0 denotes the true

spillover effect, β0 measures the strength of publication bias, Se(ei) is the stan-

dard error of ei, and ui is a normal disturbance term. The true spillover (e0) in

this specification is already corrected for publication bias: the bias is “filtered out”

since e0 can be thought of as the average spillover effect conditional on the estimates’

standard errors being close to zero. The correction for publication bias is analogical

to taking the uncorrected estimate (the arithmetic average of spillover coefficients)

and subtracting the estimated publication bias (the estimate of β0 times the average

standard error of spillover coefficients).

Because specification (3.3) is heteroscedastic by definition (the explanatory vari-

able is a sample estimate of the standard deviation of the dependent variable), in

practice it is usually estimated by weighted least squares (Stanley 2005; 2008):

ei/Se(ei) ≡ ti = β0 + e0 · 1/Se(ei) + ξi. (3.4)

results are similar when we use the Journal Citation Report (Thompson) impact factor, Scientific
Journal Ranking (Scopus) impact factor, or eigenfactor score (www.eigenfactor.org).

http://www.eigenfactor.org
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Note that now the dependent variable changes to the t-statistic of the estimate of a

semi-elasticity, the constant measures publication bias, and the slope coefficient mea-

sures the true semi-elasticity. Specification (3.4), often called the “meta-regression,”

has a convenient interpretation: if the true semi-elasticity (e0) is zero and if only

positive and significant estimates of spillovers are reported, the estimated coefficient

for publication bias (β0) will approach two, the most commonly used critical value of

the t-statistic. Therefore, values of β0 close to two would signal extreme publication

bias and would be consistent with the case when all studies reported positive and

significant estimates of spillovers, but the true spillover was zero. Monte Carlo sim-

ulations and many recent meta-analyses suggest that specification (3.4) is effective

in filtering out publication bias and estimating the true effect (Stanley 2008).

Since we use more than one estimate of spillovers from each study, it is important

to take into account that estimates within one study are likely to be dependent (Dis-

dier & Head 2008). Therefore, (3.4) is likely to be misspecified. A common remedy

is to employ the mixed-effects multilevel model, which allows for within-study de-

pendence or, in other words, unobserved between-study heterogeneity (Doucouliagos

& Laroche 2009; Doucouliagos & Stanley 2009):

tij = β0 + e0 · 1/Se(eij) + ζj + εij , (3.5)

where i and j denote estimate and study subscripts. The overall error term now

consists of study-level random effects (ζj) and estimate-level disturbances (εij). Re-

gression results are reported in Table 3.1 in three panels, one panel for each type

of spillover. In Column 1 estimates collected from all studies, published and un-

published, are included in the regressions. The constants in these regressions are

insignificant, which suggests that all types of spillover are free of publication bias

if both unpublished and published studies are considered together. This is surpris-

ing because publication bias has been found in most areas of economics research

even for results collected from working papers (Doucouliagos & Stanley 2008). If

there was publication selection in journals and authors were rationally maximizing

the probability of publication, they might polish even preliminary versions of their

papers.

When we only consider estimates from studies published in peer-reviewed journals

(Column 2 of Table 3.1), we detect publication bias for backward spillovers, but not

for forward and horizontal spillovers. Although the test for publication bias among

the estimates of backward spillovers is only significant at the 10% level (p-value =

0.055), the evidence for publication bias is solid considering that this test is known

to have low power (Egger et al. 1997; Stanley 2008); Egger et al. (1997) explicitly

recommends employing the more liberal 10% level of significance when using this

test.
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Table 3.1: Test of publication bias and the corrected spillover effect

Panel A – Backward spillovers Dependent variable: spillover t-statistic

All Published Homogeneous

Publication bias

Constant -0.0255 1.083
∗

-1.481
(0.496) (0.656) (0.942)

Spillover effect corrected for bias

1/(Standard error of the estimate 0.168
∗∗∗

0.178
∗∗∗

0.307
∗∗∗

of spillover) (0.0241) (0.0295) (0.0380)

Observations 1311 370 568
Studies 55 26 39

Panel B – Forward spillovers Dependent variable: spillover t-statistic

All Published Homogeneous

Publication bias
Constant 0.729 -0.437 1.657

(0.776) (1.033) (1.632)
Spillover effect corrected for bias

1/(Standard error of the estimate 0.0872
∗∗∗

0.258
∗∗∗

0.0669
∗∗

of spillover) (0.0287) (0.0454) (0.0288)

Observations 1030 241 591
Studies 44 19 30

Panel C – Horizontal spillovers Dependent variable: spillover t-statistic

All Published Homogeneous

Publication bias
Constant 0.363 0.512 0.818

(0.295) (0.498) (0.500)
Spillover effect corrected for bias
1/(Standard error of the estimate 0.00466 0.0137 0.000549

of spillover) (0.00722) (0.00837) (0.0127)

Observations 1154 305 471
Studies 52 27 37
∗∗∗

p < 0.01,
∗∗

p < 0.05,
∗
p < 0.10. Standard errors in parentheses.

Notes: The table contains the results of regression (3.5): tij = β0 + e0 · 1/Se(eij) + ζj + εij . Estimated
by the mixed-effects multilevel model using restricted maximum likelihood. “All” denotes all spillover es-
timates. “Published” denotes published estimates. “Homogeneous estimates” denote estimates taken from
specifications that use firm-level panel data, log-level regression, and the standard definition of spillover
variables.



3. Estimating Vertical Spillovers from FDI 46

The magnitude of the coefficient for publication bias in published results on back-

ward spillovers is approximately 1.1, which signals strong selection efforts: recall that

values close to two would be associated with extreme publication bias, and the value

found here is considered “substantial” in the survey of economics meta-analyses by

Doucouliagos & Stanley (2008). An important finding is that the selection is more

prominent among the results that are deemed to be more important (backward spill-

overs) than among the bonus results (forward and horizontal spillovers). Indeed,

since the results concerning backward spillovers determine the main message of the

study, they are more likely to be polished.

The importance of publication bias for inference concerning the magnitude of

spillovers is best demonstrated by comparing the average uncorrected and corrected

spillover effect. The arithmetic average of all published estimates of backward spill-

overs is 0.88. In contrast, the corrected spillover effect based on estimates from

published studies (resulting from the meta-regression reported in Column 2 of Panel

A in Table 3.1) is only 0.178. In other words, because of publication bias the average

estimate of spillovers reported in peer-reviewed journals is exaggerated fivefold. This

simple example shows how dangerous it is to ignore publication bias; therefore, we

will correct for the bias throughout the analysis.4

The estimated effects corrected for publication bias (the slope coefficients re-

ported in Table 3.1) are consistently positive and significant across all specifications

for backward and forward spillovers, but for horizontal spillovers the effect is not

significantly different from zero. To get a flavor of the likely magnitude of backward

and forward spillovers before turning to more advanced analysis, we prefer to use a

more homogeneous subset of data that only consists of estimates which come from

firm-level panel-data studies, which use the standard definition of spillover variables,

and for which no additional computation was needed (Column 3 of Table 3.1). These

preliminary estimates suggest an effect of 0.307 for backward spillovers and 0.067 for

forward spillovers. In other words, a 10-percentage-point increase in foreign pres-

ence is on average associated with a 3.1% increase in the productivity of domestic

firms in upstream sectors. For domestic firms in downstream sectors the increase in

productivity is only 0.7%.

In sum, when we account for publication bias and unobserved heterogeneity,

the literature suggests that backward spillovers are economically important, forward

spillovers are statistically significant but small, and horizontal spillovers are insignif-

icant. Nevertheless, these results are averaged across all countries and methods,

and we need multivariate analysis to explain the vast differences in the reported

estimates. The estimates may depend systematically on misspecifications or other

quality aspects of primary studies. In the following sections, focusing only on back-

4More discussion of publication bias, including additional evidence and robustness checks, is
available in the working-paper version of this article (Havranek & Irsova 2010).



3. Estimating Vertical Spillovers from FDI 47

ward spillovers as the most important spillover channel, we will estimate the effect

implied by best-practice methodology and describe spillover determinants.

3.4 What Explains Differences in Spillover Estimates

To investigate whether there is a systematic pattern of heterogeneity in the spillover

literature, we augment equation (3.3) with variables that may potentially influence

the reported magnitude of spillovers. Again as in Section 3.3 we divide the resulting

equation by the standard error of the spillover estimates to correct for heteroscedastic-

ity and add the random-effects component to account for within-study dependence.

The multivariate meta-regression then takes the following form (Doucouliagos &

Stanley 2009; Cipollina & Salvatici 2010):

tij = β0 + e0 · 1/Se(eij) + βx′ij/Se(eij) + ζj + εij , (3.6)

where xij = (x1ij , . . . , xpij) is the vector of variables potentially influencing spillover

estimates, and e0 represents the true effect, corrected for publication bias, in the

reference case (xij = 0): that is, e0 is conditional on the values of variables x.

As a robustness check of the mixed-effects multilevel model used to estimate (3.6),

OLS with standard errors clustered at the study level is usually employed (Disdier

& Head 2008; Doucouliagos & Laroche 2009). The principal problem with OLS in

meta-analysis is that it gives each estimate the same weight, which causes studies

reporting lots of estimates to become overrepresented. The mixed-effects multilevel

model, in contrast, gives each study approximately the same weight if the between-

study heterogeneity is high (Rabe-Hesketh & Skrondal 2008, p. 75). We report both

models, although the mixed-effects model is preferred.

We explore two potential general sources of heterogeneity. First, since previous

meta-analyses on horizontal spillovers (and economics meta-analyses in general) often

find that reported results are systematically affected by study design, we explore

how the use of different methods affects spillover estimates. We label this source of

systematic differences in reported estimates method heterogeneity. Second, we test

the implications of the theoretical model by Rodriguez-Clare (1996) and investigate

other potential determinants of spillovers suggested in the recent literature (Crespo

& Fontoura 2007; Smeets 2008; Meyer & Sinani 2009), although these are often

connected to the Rogriguez-Clare mechanism as well. We label such real differences

in the underlying spillover coefficients structural heterogeneity.

Table 3.4 in the Appendix presents the descriptions and summary statistics for all

variables assumed to explain method and structural heterogeneity. Variables explain-

ing method heterogeneity are divided into four blocks: data characteristics represent

properties of the data used, specification characteristics represent the basic design of
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the tested models, estimation characteristics represent the econometric strategy, and

publication characteristics represent the differences in quality not captured by the

data and method variables. Variables explaining structural heterogeneity are divided

into three blocks: host-country characteristics represent aspects of the country for

which the particular spillover coefficient was estimated, foreign-firm characteristics

are dummy variables representing properties of the firms used to compute linkages,

and local-firm characteristics represent the sector of local firms that were included

in the spillover regression.

3.4.1 Method Heterogeneity

Data characteristics Following Görg & Strobl (2001) we include dummy variables

for cross-sectional data and aggregation at the sector level, even though more than

90% of the estimates come from firm-level panel-data studies. Because the size of

data sets used by primary studies varies substantially, we control for the number of

years and firms to find out whether smaller studies report systematically different

outcomes. We include the average year of the data period to control for possible

structural changes in the effects of FDI. Finally, because a large part of studies

on European countries use data from the same source (the Amadeus database), we

include a corresponding dummy variable.

Specification characteristics We construct dummies for the inclusion of forward

and horizontal spillover variables in the same regression with backward spillovers,

the proxy for foreign presence (most studies use share in output, others share in em-

ployment or equity), the subset of firms used for the estimation of spillovers (whether

all firms or only domestic are included), the inclusion of important control variables

(sector competition and demand in downstream sectors), the control for absorption

capacity, and the use of a lagged, instead of a contemporaneous, linkage variable.

Estimation characteristics Although the majority of studies use total factor pro-

ductivity (TFP) as the measure of productivity, some estimate spillovers in one step

using output, value added, or labor productivity as the dependent variable. When

computing TFP, most authors take into account the endogeneity of input demand

and use the Levinsohn-Petrin or Olley-Pakes method, but 10% of all estimates are

computed using OLS. In the second step, TFP is regressed on the linkage variable,

and the estimation is usually performed using firm fixed effects. We create dummies

for random effects and pooled OLS as well as for the inclusion of year and sector

fixed effects. Approximately a half of the regressions are estimated in differences.

A general-method-of-moments (GMM) estimator is employed by 9% of the regres-
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sions, and the translog production function instead of the Cobb-Douglas function is

employed by 8% of them.

Publication characteristics To control for the different quality of studies, we include

a dummy for publication in peer-reviewed journals, the recursive RePEc impact factor

of the outlet, the number of Google Scholar citations of the study discounted by study

age, and the number of RePEc citations of the co-author who is most frequently cited.

We also include a dummy variable for studies where at least one co-author is “native”

to the examined country; we consider authors to be native if they either were born

in the examined country or obtained an academic degree there. Such researchers

are more familiar with the data used; on the other hand, they may have vested

interests in the results. To account for any systematic difference between the results

of researchers affiliated in the USA (for our sample it usually means highly ranked

institutions) and elsewhere, we add a dummy for studies where at least one co-author

is affiliated with a US-based institution. Finally, publication date (year and month)

is included to capture the publication trend: possibly the advances in methodology

that are difficult to codify in any other way.

Although we have additionally codified other variables reflecting methodology

(among others the degree of aggregation of the linkage variable and the number of

input-output tables used), the variation in these variables is too low to bring any

useful information.

3.4.2 Structural Heterogeneity

Host-country characteristics The theoretical model of Rodriguez-Clare (1996) in-

dicates that positive backward spillovers are more likely to occur when the costs of

communication between the foreign affiliate and its headquarters are high and when

the source and host country of FDI are not too different in terms of the variety of

intermediate goods produced. As suggested by Rodriguez-Clare (1996), the costs

of communication between the foreign affiliate and its headquarters can be approx-

imated by the distance between the host and source countries of FDI, and country

similarity can be approximated by the difference in the level of development. Both

implications have an intuitive interpretation: On the one hand, investors from dis-

tant countries are likely to use more local inputs since it is expensive for them to

import inputs from home countries; on the other hand, investors from much more

developed countries are likely to use less local inputs since local firms are often unable

to produce intermediate goods that would comply with the quality standards of the

investors. A higher share of local inputs indicates more linkages with local firms and

a greater potential for knowledge transfer.
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To create a variable that would reflect the distance between the host country

and its source countries of FDI, we need each country’s geographic decomposition of

inward FDI stocks—but such information is not always directly available. Therefore,

as a first step, we use decompositions of outward FDI positions of OECD countries

provided by the OECD’s International Direct Investment Statistics. (For this and

all other host-country characteristics, we select values from 1999, the median year

of the data used in primary studies.) In 1999, OECD countries accounted for more

than 85% of the world stock of outward FDI. We additionally obtain data from the

statistical offices of the next three most important source countries of FDI: Hong

Kong, Taiwan, and Singapore, which increases the total coverage to 95%. Having

information on the destination of 95% of all outward FDI stock in the world, we are

able to reconstruct the geographic decompositions of inward FDI stock with high

precision for all 47 countries that have been examined in the spillover literature.

It is necessary to take into account that some authors already separate the linkage

effects of investors of different nationalities; for example, many studies on China sep-

arate ethnic Chinese investors (Hong Kong, Macao, Taiwan) from Western investors.

Similarly, Javorcik & Spatareanu (2011) use separate linkage variables for European,

American, and Asian investors to examine backward spillovers to Romanian firms.

The data on distances come from the CEPII database (www.cepii.org) and are

computed following the great circle formula. The distance variable is then calculated

using the decompositions of inward FDI as weights. For example, if 70% of inward

FDI stock in Mexico originated in the USA, 20% in Germany, and 10% in Korea,

the average distance of foreign affiliates in Mexico from their headquarters would

be 0.7 · 1,600 + 0.2 · 9,500 + 0.1 · 11,700 = 4,190 kilometers. We employ a similar

approach to calculate the average technology gap of host countries with respect to the

stock of inward FDI, measuring the development of the country as GDP per capita.

The source of the data, similar to all remaining host-country characteristics with the

exception of patent rights, is the World Bank’s World Development Indicators.

Another important determinant of spillovers is the international experience of

domestic firms, which we approximate by the trade openness of the country. Firms

with international experience may benefit more from backward linkages since they

are used to trading with foreign firms and, for example, have employees with the

necessary language skills. Such firms have a higher capacity to absorb spillovers.

Firms exposed to international competition are also more likely to produce interme-

diate goods required by foreign affiliates, and hence, in line with the Rodriguez-Clare

mechanism, benefit from greater spillovers.

As a major precondition of positive spillovers, many researchers stress the fi-

nancial development of the host country (Javorcik & Spatareanu 2009; Alfaro et al.

2010): if domestic firms have difficulty obtaining credit, they react rigidly to the de-

mand of foreign affiliates, and the sluggish response can result in fewer linkages. On

http:\www.cepii.org
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the other hand, if the inflow of FDI eases the existing credit constraints of domestic

firms by bringing in scarce capital (Harrison et al. 2004), better credit terms reflect

in higher productivity, and the benefits of FDI are more important in countries with

tougher credit constraints. We approximate the development of the financial system

by the ratio of private debts to GDP.

Countries with weak protection of intellectual property rights are likely to attract

relatively low-technology investors (Javorcik 2004b). If a smaller technology gap

contributes to more linkages because of the Rodriguez-Clare mechanism, then the

effect of weak intellectual property protection on spillovers may be positive. To

approximate the protection of intellectual property, we choose the Ginarte-Park index

of patent rights; the source of the data is Walter G. Park’s website and Javorcik

(2004b).

Foreign-firm characteristics The next structural variables are dummies capturing

the degree of foreign ownership used to define foreign presence. Many researchers

argue that fully owned foreign affiliates create fewer spillovers compared with joint

foreign and domestic projects (Javorcik & Spatareanu 2008) since joint projects will

arguably use technology that is more accessible to domestic firms.

Local-firm characteristics Some authors estimate spillovers separately for service

sectors, which allows us to test the hypothesis that firms in services, compared with

manufacturing firms, are less likely to benefit from linkages. Firms in services may

lack international experience since they exhibit lower export propensity.

3.5 Results of the Multivariate Meta-Regression

We begin the multivariate analysis by including all explanatory variables introduced

in Section 3.4 into the regression. This general model with 36 method and 8 struc-

tural variables is not reported, but is available on request. For method variables, in

contrast to structural variables, no theory exists that would determine which of them

are important and what sign they should have. Thus, to obtain a more parsimonious

model, we employ the Wald test and exclude the method variables that are jointly

insignificant at the 10% level, but keep all structural variables. We always include

method and structural variables together in the regressions, but for ease of exposi-

tion report the results separately: the results for method variables are reported in

Table 3.2 and the results for structural variables in Table 3.3.

In the specification reported in Column 1 of both tables all structural variables

are included. The specifications in Columns 2 and 3 omit some of them to avoid

the relatively high correlations between some host-country characteristics, but the

coefficients do not change a lot. Two structural variables are insignificant in Columns
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1–3. Excluding these variables yields our preferred model reported in Column 4; that

is, the model without redundant variables. This model is then re-estimated using

OLS with standard errors clustered at the study level (Column 5). A few method

and structural variables become somehow less significant when OLS is used (their

new p-values range between 0.1 and 0.2), but many of them would become significant

at standard levels when country-level instead of study-level clustering was used for

OLS.

3.5.1 Method Heterogeneity

Table 3.2 shows that seventeen variables reflecting the characteristics of the data,

specification, estimation, and quality are significant, suggesting that results of spillover

regressions depend on study design in a systematic way. The results are affected by

the level of aggregation, age, and source of the data. The omission of the standard

control variables (sector competition, downstream demand), the definition of the de-

pendent variable, and the method of computing TFP matter. Furthermore, we find

an upward trend in the results: other things equal, the use of new data increases

the reported semi-elasticity by 0.03 each year. Concerning quality characteristics,

unpublished studies report estimates that are systematically lower by 0.28 compared

with published studies; frequently cited studies also report higher spillovers.

By the definition of FDI spillover regressions most researchers assume that the

semi-elasticity is constant across different values of foreign presence. In other words,

an increase in foreign presence from 0% to 10% is assumed to have a similar effect on

domestic producitivity as an increase from 90% to 100%; the impact of FDI is linear.

To test the soundness of this assumption we would ideally need data on mean foreign

presence for each specification, but in many studies this information is not provided.

Nevertheless, we have information on mean FDI penetration for each country in our

sample (measured by the ratio of inward FDI stock to GDP). If the estimated semi-

elasticity was systematically affected by countries’ FDI penetration, the assumption

would likely be unrealistic. When we add FDI penetration variable to the general

model, however, the variable is insignificant individually (p-value = 0.44) and also

jointly with all other excluded variables. Therefore, we found no evidence of the

nonlinearity of spillovers.

The results of the multivariate meta-regression can be used to estimate the un-

derlying true semi-elasticity conditional on study design. We label this approach

spillover estimation based on “best-practice” methods. Best practice, however, is

subjective as different researchers may prefer different methodologies. We define

best practice following Javorcik (2004a), the study published in the American Eco-

nomic Review. There are two main reasons for such selection. First, the paper was

published in the most selective journal and has the highest number of citations, both
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Table 3.2: Method heterogeneity in backward FDI spillovers

Dependent variable: t-statistic of the estimate of spillover

1-ME 2-ME 3-ME 4-ME 5-WLS

Constant 0.397 0.242 0.339 0.385 0.670
∗∗

(0.375) (0.396) (0.378) (0.371) (0.298)

1/Se 2.785
∗

-2.890
∗∗∗

4.250
∗∗∗

1.293 1.554
(1.643) (0.523) (0.952) (1.190) (1.563)

Data characteristics

Aggregated data 1.206
∗∗∗

1.213
∗∗∗

1.224
∗∗∗

1.193
∗∗∗

1.187
∗∗∗

(0.145) (0.140) (0.145) (0.144) (0.190)

Average year of data 0.0349
∗∗∗

0.0236
∗∗∗

0.0277
∗∗∗

0.0323
∗∗∗

0.0301
∗∗∗

(0.00789) (0.00719) (0.00754) (0.00763) (0.00837)

Amadeus database -0.686
∗∗∗

-0.489
∗∗∗

-0.861
∗∗∗

-0.680
∗∗∗

-0.603
∗∗∗

(0.0950) (0.0855) (0.0874) (0.0946) (0.127)

Specification characteristics

Foreign presence -0.168
∗

-0.149
∗

-0.131 -0.158
∗

-0.323
∗

in employment (0.0929) (0.0825) (0.0930) (0.0921) (0.171)

Control for sector -0.315
∗∗∗

-0.353
∗∗∗

-0.368
∗∗∗

-0.333
∗∗∗

-0.306
∗∗∗

competition (0.0673) (0.0664) (0.0655) (0.0649) (0.106)

Control for downstream 0.567
∗∗∗

0.487
∗∗∗

0.581
∗∗∗

0.596
∗∗∗

0.615
∗∗∗

demand (0.0995) (0.0985) (0.0944) (0.0967) (0.192)

Estimation characteristics

One-step estimation -0.348
∗∗∗

-0.302
∗∗∗

-0.304
∗∗∗

-0.353
∗∗∗

-0.447
∗∗∗

(0.0783) (0.0788) (0.0779) (0.0780) (0.137)

Olley-Pakes -0.318
∗∗∗

-0.305
∗∗∗

-0.324
∗∗∗

-0.346
∗∗∗

-0.464
∗∗∗

(0.0824) (0.0827) (0.0802) (0.0794) (0.154)

OLS -0.388
∗∗∗

-0.349
∗∗∗

-0.354
∗∗∗

-0.400
∗∗∗

-0.587
∗∗∗

(0.102) (0.102) (0.102) (0.101) (0.173)

Pooled OLS 0.155
∗∗∗

0.174
∗∗∗

0.150
∗∗∗

0.155
∗∗∗

0.221
∗∗∗

(0.0430) (0.0430) (0.0433) (0.0430) (0.0429)

Sector fixed effects 0.119
∗∗∗

0.140
∗∗∗

0.135
∗∗∗

0.128
∗∗∗

0.117
∗

(0.0401) (0.0380) (0.0393) (0.0393) (0.0617)

Estimated in differences 0.107
∗

0.0415 0.0211 0.0989
∗

0.0583
(0.0578) (0.0568) (0.0543) (0.0569) (0.0674)

Publication characteristics

Published 0.276
∗∗∗

0.273
∗∗∗

0.274
∗∗∗

0.283
∗∗∗

0.407
∗∗∗

(0.0786) (0.0798) (0.0777) (0.0782) (0.0958)

Study citations 0.0799
∗∗

0.0878
∗∗∗

0.108
∗∗∗

0.0820
∗∗

0.0421
(0.0324) (0.0323) (0.0320) (0.0322) (0.0281)

Native co-author 0.449
∗∗∗

0.466
∗∗∗

0.389
∗∗∗

0.461
∗∗∗

0.449
∗∗∗

(0.0626) (0.0634) (0.0562) (0.0617) (0.0522)

Author citations -0.0682
∗∗∗

-0.0574
∗∗∗

-0.0752
∗∗∗

-0.0739
∗∗∗

-0.0266
(0.0190) (0.0152) (0.0185) (0.0184) (0.0214)

Publication date 0.0669
∗∗

0.0476
∗∗

0.105
∗∗∗

0.0756
∗∗∗

0.0503
(0.0270) (0.0239) (0.0252) (0.0261) (0.0351)

Pseudo R2 0.39 0.36 0.38 0.40 0.46
Observations 1308 1308 1311 1311 1311
Studies 55 55 55 55 55
∗∗∗

p < 0.01,
∗∗

p < 0.05,
∗
p < 0.10. Standard errors in parentheses.

Notes: The table contains the results of regression (3.6). Structural variables are included in all specifications
and reported in Table 3.3. Column 1: all structural variables are included. Column 2: Technology gap,
Financial development, and Fully owned subsidiaries are excluded. Column 3: Distance to source countries,
Trade openness, and Patent rights are excluded. Columns 4 and 5: Patent rights and Partially owned
subsidiaries are excluded. All explanatory variables are described in detail in Table 3.4. ME = mixed-
effects multilevel model. WLS = weighteed least squares with standard errors clustered at the study level.
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total and per-year, of all studies in our sample and is thus the natural benchmark for

this literature. Second, the preferred model of Javorcik (2004a) is free of all method

choices that are considered misspecifications by the majority of researchers. She uses

firm-level data (as opposed to data aggregated at the sector level), computes TFP by

a method that accounts for the endogeneity of input demand (as opposed to simple

OLS), estimates the regression in differences, and controls for sector fixed effects,

sector competition, and demand in downstream sectors.

We further extend the definition of best practice to synthesize an “ideal” study.

We prefer results from peer-reviewed studies and plug in sample maxima for study

citations, author citations, and average year of the data. Other variables, including

all structural variables, are set to their sample means. In other words the best-

practice estimate is conditional on some characteristics of methods and quality, but

it is an average over all countries and sectors—roughly speaking, as if we took all six

million observations used by the studies in our sample and employed the methods of

Javorcik (2004a) to estimate the magnitude of backward spillover. Such defined best-

practice estimate of the underlying semi-elasticity, e0, reaches 0.94 and is significant

at the 1% level with the 95% confidence interval (0.66, 1.21). For comparison, this is

about three times less than the average spillover effect reported by Javorcik (2004a),

but ten times more than what was found by Blalock & Gertler (2008). The whole

procedure yields similar results when outliers are included (1.00) or when OLS is

used (0.94).5

Therefore, beyond publication bias and observable misspecifications, our preferred

estimate implies that a 10-percentage-point increase in foreign presence is associated

with an increase in the productivity of local suppliers of about 9%: a large, economi-

cally important effect. The estimate further increases to 1.14 if we plug in the sample

maximum of publication date. On the other hand, the use of output instead of TFP

as the dependent variable in the FDI spillover regression (e.g., Blalock & Gertler

2008) lowers the estimate from 0.94 to a still highly significant 0.58. When all vari-

ables reflecting quality characteristics are set to their sample means, the best-practice

estimate declines from 0.94 to 0.73. When additionally average data characteristics

are considered, the estimate further diminishes to 0.62. Finally, when average spec-

ification and estimation characteristics are also plugged in, the estimate shrinks to

0.02 and loses significance at conventional levels. A mirror image of the best-practice

estimation, “worst practice”(the only exception is that firm-level data are still consid-

ered) even gives a significantly negative estimate, −0.42. Our analysis thus suggests

that negative estimates are largely due to misspecifications.

5A similar multivariate analysis, available on request, shows that no country-specific variable
matters for the degree of forward spillovers, and that the best-practice estimate of forward spillovers
is insignificant. These findings corroborate the view that backward linkages are more important than
forward linkages.
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In Section 3.3 we found that estimates published in peer-reviewed journals are

exaggerated because of publication selection. Now we have found that, in general,

papers using better methods produce larger positive estimates of spillovers. The

reader might wonder how the publishing filter works—are some results more likely

to be selected for publication because they are positive and significant, or is it the

selection of better methods that indirectly pushes the average reported estimate

upwards? In the remainder of this subsection we will argue that the publishing filter

is dominated by selection for statistical significance and positive signs.

For the explanation of our argument it is useful to introduce a graphical tool

commonly employed to detect publication bias: a funnel plot (Egger et al. 1997;

Stanley & Doucouliagos 2010). The funnel plot depicts the size of the estimates of

spillovers on the horizontal axis against their precision (the inverse of standard error)

on the vertical axis. While the most precise estimates are close to the true effect, the

less precise ones are more dispersed; hence the cloud of estimates should resemble an

inverted funnel. In the absence of publication bias the funnel is symmetrical since all

imprecise estimates have the same chance of being reported. If the publishing filter

was characterized by the selection of better studies that yield higher results, the

funnel would move to the right for published estimates compared with the funnel for

all estimates. Nevertheless, this is no reason for the funnel to become asymmetrical.

Estimates should be still randomly distributed around the true effect, and in the

size-precision plane they should form a symmetrical inverted funnel.

The funnel plot for estimates published in peer-reviewed journals is depicted in

the top-left panel of Figure 3.1. It is clearly asymmetrical: the negative estimates of

backward spillovers are almost completely missing from journals. On the contrary,

the funnel plot for all estimates (the bottom-left panel) is symmetrical. The test of the

significance of β0 in specification (3.3), estimated earlier in Table 3.1 of Section 3.3,

can be interpreted as a test of the asymmetry of the funnel plot; it follows from

rotating the axes of the plot and inverting the values on the new horizontal axis.

Thus both formal and visual tests suggest that only published results exhibit selection

bias.

But cannot the asymmetry arise if only some journals select papers for their

better methods? Other journals (or authors submitting to that journals) might rely

on intuition and discard estimates of backward spillovers that would turn out to

be negative. Such mixed publishing filter could produce a funnel similar to the

top-left panel of Figure 3.1. To support our argument that intuition is the driving

force of publication selection, we will only depict estimates that comply with the

most important aspects of best practice: using firm-level data, controlling for sector

competition, using firm fixed effects, and taking into account the endogeneity of
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Figure 3.1: Funnel plots show selection bias in published studies
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Notes: “Good practice” denotes semi-elasticities estimated using firm-level data, controlling for sector com-

petition, using firm-level fixed effects, and taking into account the endogeneity of input demand.

input demand (we label theses aspects of methodology “good practice”).6 If journals

select these estimates for their good practice and not for positive signs, the funnel

plot would be symmetrical. But the new funnel for published estimates (the top-

right panel of Figure 3.1) is no less asymmetrical than in the case when coefficients

estimated by any method were considered (the top-left panel).

Finally, Stanley et al. (2008) suggest how to test formally whether some aspects

of methodology are associated with publication selection. If the aspects of methodol-

ogy that define best practice cause publication selection, their interactions with the

explanatory variable in equation (3.3), the standard error, will be significant. When

we add these interactions to our full model (3.6), at the 5% level merely one out of

nine of these interactions is significant; they are insignificant when considered jointly.

Similarly, adding the interaction of a publication dummy with a measure of publica-

tion bias to equation (3.3) shows that the upward bias among the good-practice set

of estimates is four times larger for published studies than for unpublished studies.

All in all, our results suggest that publication selection in peer-reviewed journals

6It is not feasible to use the full definition of best practice because only a small fraction of
estimates comply with the full definition.
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is dominated by discarding the negative estimates of backward spillovers. We showed

that negative results are indeed likely to be wrong and that the net backward spillover

is positive and large; thus, somewhat paradoxically, publication selection based on

intuition is getting the average published estimate of backward spillover closer to

the true effect. Nevertheless, if authors’ (or editors’ or referees’) prior was incorrect,

publication selection would lead to an exaggeration of spillovers. This is likely to be

the case of the earlier literature on horizontal spillovers where publication bias was

found by Görg & Strobl (2001).

3.5.2 Structural Heterogeneity

The meta-regression results for structural variables are reported in Table 3.3. Our

most important finding concerns the effects of the nationality of foreign investors on

the magnitude of backward spillovers. The distance between the host and source

country of FDI has a robustly positive and significant effect, which suggests that

investors from far-off countries create ceteris paribus more beneficial linkages. We

thus corroborate the findings of Javorcik & Spatareanu (2011), who report that

American and Asian investors in Romania generate greater spillovers than European

investors. Furthermore, our results indicate that a high technology gap between

foreign affiliates and domestic firms impedes knowledge transfer. Since, however,

a very low or even negative technology gap may leave little room for knowledge

transfer, we also test for a possible quadratic relationship between spillovers and the

technology gap (the test is available on request). Contrary to the recent meta-analysis

on horizontal spillovers by Meyer & Sinani (2009), who use host-country-level data

for GDP as a proxy of the technology gap and do not account for the difference

between the host and source country, the quadratic term is insignificant and the

linear specification fits the data better.

We find that firms in countries open to international trade benefit more from

FDI, which corresponds to Meyer & Sinani (2009). Thus both horizontal and vertical

spillovers seem to be especially important for firms with international experience. On

the other hand, the financial development of the host country has a negative effect

on spillovers, which supports the view that foreign affiliates help domestic firms ease

credit constraints. Indeed, according to the survey evidence reported by Javorcik &

Spatareanu (2009) for the Czech Republic, a quarter of suppliers of foreign affiliates

claimed that the supplier status helped them to gain more financing.

The results suggest that the protection of intellectual property rights is insignif-

icant for the magnitude of spillovers. On the other hand, the degree of foreign

ownership of investment projects is important. The dummy variable for investments

with full foreign ownership is consistently negative and significant, suggesting that

projects with full foreign ownership generate lower spillovers than projects with par-
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Table 3.3: Structural heterogeneity in backward FDI spillovers

Dependent variable: t-statistic of the estimate of spillover

1-ME 2-ME 3-ME 4-ME 5-WLS

Host-country characteristics

Distance to source countries 0.247
∗∗∗

0.258
∗∗∗

0.249
∗∗∗

0.217
∗∗∗

(0.0538) (0.0520) (0.0536) (0.0671)

Technology gap -0.513
∗∗∗

-0.462
∗∗∗

-0.386
∗∗∗

-0.370
∗∗∗

(0.141) (0.0880) (0.103) (0.131)

Trade openness 0.441
∗∗∗

0.646
∗∗∗

0.409
∗∗∗

0.266
(0.125) (0.0997) (0.122) (0.192)

Financial development -0.344
∗∗∗

-0.591
∗∗∗

-0.339
∗∗∗

-0.219
(0.122) (0.0956) (0.121) (0.167)

Patent rights -0.0673 0.0250
(0.0514) (0.0334)

Foreign-firm characteristics

Fully owned subsidiaries -0.203
∗∗∗

-0.209
∗∗∗

-0.216
∗∗∗

-0.281
∗∗∗

(0.0602) (0.0603) (0.0566) (0.0946)
Partially owned subsidiaries 0.0203 0.0804 0.0227

(0.0561) (0.0535) (0.0564)

Local-firm characteristics

Service sectors -0.220
∗∗∗

-0.234
∗∗∗

-0.220
∗∗∗

-0.222
∗∗∗

-0.387
(0.0766) (0.0771) (0.0772) (0.0765) (0.350)

Pseudo R2 0.39 0.36 0.38 0.40 0.46
Observations 1308 1308 1311 1311 1311
Studies 55 55 55 55 55
∗∗∗

p < 0.01,
∗∗

p < 0.05,
∗
p < 0.10. Standard errors in parentheses.

Notes: The table contains the results of regression (3.6). Method variables are included in all specifications
and reported in Table 3.2. All explanatory variables are described in detail in Table 3.4. ME = mixed-effects
multilevel model. WLS = weighted least squares with standard errors clustered at the study level.
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tial ownership (the semi-elasticity is lower by about 0.22). The coefficient for the

variable capturing partial ownership is positive but insignificant; the insignificance

is, however, largely due to the connection with the variable capturing full foreign own-

ership. When we drop the variable for full ownership from the regression (Column 2

of Table 3.3) the p-value corresponding to the variable for partial ownership decreases

to 0.13. These findings are consistent with the negative effect of the technology gap

on spillovers: fully owned foreign affiliates are likely to use more advanced technol-

ogy, which increases the technology gap. Likewise, the smaller effect on domestic

firms in service sectors is consistent with the importance of international experience

for the adoption of spillovers.

Our results are in line with the theoretical predictions of Rodriguez-Clare (1996).

To illustrate the economic significance of the effects of distance and the technology

gap on spillovers, we quantify the implied spillover to Mexican firms generated by

FDI from three different source countries: the United States, Germany, and South

Korea. We use the results of (3.6) reported in Table 3.2 and Table 3.3, plug in

the values of trade openness and financial development for Mexico and the bilateral

values of distance and technology gap, and set all other variables in the regression

to their sample means.

The model suggests that the greatest spillovers are generated by Korean FDI

(1.07) followed by German FDI (0.51); investments from the nearby USA generate

the least spillovers (−0.13). All these estimates are significant at the 5% level. Since

Mexico has a similar technology gap with respect to the USA and Germany, the

difference between the estimated spillover effects, 0.64, is largely due to different dis-

tances. Likewise, the distance from Mexico to Germany is similar to the distance from

Mexico to Korea, and the difference in spillovers, 0.56, is due to different technology

gaps. It follows that, under realistic conditions, the origin of FDI is economically

important for the effect on domestic firms.

3.6 Conclusion

In a meta-analysis of data from 47 countries we find robust evidence consistent with

knowledge transfer from foreign investors to domestic firms in supplier sectors (back-

ward spillovers), but only a small effect on firms in customer sectors (forward spillo-

vers) and no effect on firms in the same sector (horizontal spillovers). Similar to Görg

& Strobl (2001), we detect publication bias in the literature: positive or significant

estimates are more likely to be selected for publication. This upward bias is present

only among the estimates of backward spillovers from journal articles; unpublished

studies and estimates of forward and horizontal spillovers exhibit no selection. On

the other hand, misspecifications tend to bias the estimates downwards. Our results

suggest that intuition is the driving force of publication selection: negative estimates
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are less likely to be reported in journals, even if the researcher avoids all well-known

misspecifications.

Taking into consideration publication and misspecification bias, our preferred es-

timate suggests that a 10-percentage-point increase in foreign presence is associated

with an increase in the productivity of domestic firms in supplier sectors of about

9%. Greater spillovers seem to be generated by FDI from distant countries with

slight technological advantages over domestic firms. The results are in line with the

theoretical model of Rodriguez-Clare (1996) and, in the case of distance, corroborate

the findings of Javorcik & Spatareanu (2011) for Romania. Greater spillovers seem to

be received by countries that are open to international trade and that have underde-

veloped financial systems. In addition, fewer spillovers are generated by fully owned

foreign affiliates compared with joint ventures, and fewer spillovers are received by

domestic firms in services compared with manufacturing.
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3.A Data Description

Table 3.4: Summary statistics of regression variables, backward spill-
overs

Variable Description Mean Std. dev.

t-statistic The t-statistic of the estimate of the
spillover semi-elasticity.

0.803 4.997

1/Se The precision of the estimate of the
spillover semi-elasticity.

5.465 6.640

Method heterogene-
ity
Data characteristics
Cross-sectional data =1 if cross-sectional data are used. 0.079 0.269
Aggregated data =1 if sector-level data for productivity

are used.
0.033 0.178

Time span The number of years of the data used. 7.090 3.788
No. of firms The logarithm of [(the number of obser-

vations used)/(time span)].
7.598 2.040

Average year of data The average year of the data used (2000
as a base).

-1.053 3.798

Continued on next page



3. Estimating Vertical Spillovers from FDI 64

Summary statistics of regression variables, backward spillovers (con-
tinued)

Variable Description Mean Std. dev.

Amadeus database =1 if the Amadeus database by Bureau
van Dijk Electronic Publishing is used.

0.223 0.416

Specification characteristics
Forward spill. included =1 if forward spillovers are included in

the regression.
0.655 0.475

Horizontal spill. included =1 if horizontal spillovers are included
in the regression.

0.866 0.341

Foreign presence in em-
ployment

=1 if employment is the proxy for for-
eign presence.

0.142 0.349

Foreign presence in eq-
uity

=1 if equity is the proxy for foreign pres-
ence.

0.060 0.238

Foreign firms included =1 if both domestic and foreign firms
are included in the regression.

0.252 0.435

Control for absorption
capacity

=1 if the specification controls for ab-
sorption capacity using technology gap
or R&D spending.

0.070 0.256

Control for sector com-
petition

=1 if the specification controls for sector
competition.

0.272 0.445

Control for downstream
demand

=1 if the specification controls for de-
mand in downstream sectors.

0.075 0.263

Regional definition =1 if vertical spillovers are measured us-
ing the ratio of foreign firms in the re-
gion as a proxy for foreign presence.

0.037 0.188

Lagged spillover =1 if the coefficient represents lagged
foreign presence.

0.127 0.334

More estimates =1 if the coefficient is not the only es-
timate of backward spillovers in the re-
gression.

0.459 0.499

Combination of esti-
mates

=1 if the coefficient is a marginal ef-
fect computed using a combination of
reported estimates.

0.072 0.259

Estimation characteristics
One-step estimation =1 if spillovers are estimated in one step

using output, value added, or labor pro-
ductivity as the dependent variable.

0.429 0.495

Olley-Pakes =1 if the Olley-Pakes method is used for
the estimation of TFP.

0.187 0.390

OLS =1 if OLS is used for the estimation of
TFP.

0.107 0.309

GMM =1 if the system GMM estimator is used
for the estimation of spillovers.

0.089 0.285

Random effects =1 if the random-effects estimator is
used for the estimation of spillovers.

0.031 0.174

Pooled OLS =1 if pooled OLS is used for the estima-
tion of spillovers.

0.157 0.364

Year fixed effects =1 if year fixed effects are included. 0.854 0.353
Sector fixed effects =1 if sector fixed effects are included. 0.494 0.500
Estimated in differences =1 if the regression is estimated in dif-

ferences.
0.456 0.498

Translog =1 if the translog production function is
used.

0.076 0.266

Continued on next page
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Summary statistics of regression variables, backward spillovers (con-
tinued)

Variable Description Mean Std. dev.

Log-log =1 if the coefficient is taken from a spec-
ification different from log-level.

0.017 0.128

Publication characteristics
Published =1 if the study was published in a peer-

reviewed journal.
0.288 0.453

Impact factor The recursive RePEc impact factor of
the outlet. Collected in April 2010.

0.238 0.453

Study citations The logarithm of [(Google Scholar cita-
tions of the study)/(age of the study) +
1]. Collected in April 2010.

1.160 1.110

Native co-author =1 if at least one co-author is native to
the investigated country.

0.712 0.453

Author citations The logarithm of (the number of RePEc
citations of the most-cited co-author +
1). Collected in April 2010.

3.114 2.480

US-based co-author =1 if at least one co-author is affiliated
with a US-based institution.

0.397 0.489

Publication date The year and month of publication (Jan-
uary 2000 as a base).

7.865 1.637

Structural heterogeneity
Host-country character-
istics
Distance to source coun-
tries

The logarithm of the country’s FDI-
stock-weighted distance from its source
countries of FDI (kilometers).

7.769 0.621

Technology gap The logarithm of the country’s FDI-
stock-weighted gap in GDP per capita
with respect to its source countries of
FDI (USD, constant prices of 2000).

9.816 0.419

Trade openness The trade openness of the country: (ex-
ports + imports)/GDP.

0.704 0.330

Financial development The development of the financial system
of the country: (domestic credit to pri-
vate sector)/GDP.

0.614 0.428

Patent rights The Ginarte-Park index of patent rights
of the country.

2.993 0.800

Foreign-firm characteris-
tics
Fully owned subsidiaries =1 if only fully owned foreign invest-

ments are considered for linkages.
0.069 0.253

Partially owned sub-
sidiaries

=1 if only investments with joint domes-
tic and foreign ownership are considered
for linkages.

0.070 0.256

Local-firm characteris-
tics
Service sectors =1 if only firms from service sectors are

included in the regression.
0.046 0.209

Notes: For host-country characteristics we select values from 1999, the median year of the data used

in primary studies. The data for host-country characteristics are taken from World Development

Indicators, Javorcik (2004b), and Walter G. Park’s website.
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Abstract

The voluminous empirical research on horizontal productivity spillovers from

foreign investors to domestic firms has yielded mixed results. In this paper, we

collect 1,205 estimates of spillovers from the literature and examine which fac-

tors influence spillover magnitude. To identify the most important determinants

of spillovers among 43 collected variables, we employ Bayesian model averaging.

Our results suggest that horizontal spillovers are on average zero, but that their

sign and magnitude depend systematically on the characteristics of the domes-

tic economy and foreign investors. The most important determinants are the

technology gap between domestic and foreign firms and the ownership structure

in investment projects. Foreign investors who form joint ventures with domestic

firms and who come from countries with a modest technology edge create the

largest benefits for the domestic economy.
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4.1 Introduction

With the rise in global flows of foreign direct investment (FDI) in recent decades,

the policy competition for FDI among transition and developing countries has in-

tensified. Consequently, many researchers have focused on the economic rationale

of FDI incentives (Blomstrom & Kokko 2003, provide a review). The major hy-

pothesis examined in the literature states that domestic firms may indirectly benefit

from FDI: it is assumed that knowledge “spills over” from foreign investors or their

acquired firms and helps domestic firms augment their productivity. (There is now

solid evidence that FDI directly increases the productivity of the acquired firms; see

Arnold & Javorcik 2009, for the case of Indonesia.) Nevertheless, the reported esti-

mates of these “productivity spillovers” differ greatly in terms of both the statistical

significance of the effect and its magnitude.

We build on the work of Crespo & Fontoura (2007), who review the literature on

the determinants of FDI spillovers and thoroughly discuss the numerous factors that

may cause the spillover effects to vary. Whereas the survey of Crespo & Fontoura

(2007) is narrative, we examine spillover determinants using a quantitative method of

literature surveys: meta-analysis. Meta-analysis was originally developed in medicine

to aggregate costly clinical trials, and it has been widely used in economics to in-

vestigate the heterogeneity in reported results since the pioneering contribution of

Stanley & Jarrell (1989). Recent applications of meta-analysis in economics include,

among others, Card et al. (2010) on the evaluation of active labor market policies,

Rusnak et al. (2013) on the effect of monetary policy on prices, and Babecky &

Campos (2011) on the relation between structural reforms and economic growth in

transition countries. In our case, meta-analysis makes use of evidence reported for

many countries and different types of investment projects, enabling us to investigate

hypotheses that are difficult to address in single-country case studies.

In the search for spillover determinants we focus on the characteristics of FDI

host and source countries, foreign firms, and domestic firms in the host country.

Moreover, we collect an extensive set of 34 control variables that may help explain

the differences in reported findings, including the aspects of data used by primary

studies on FDI spillovers, their methodology, publication quality, and author char-

acteristics. To find the most important determinants we employ Bayesian model

averaging. Bayesian model averaging is suitable for meta-analysis because of the

inherent model uncertainty: while there is a consensus in the literature that some

factors may mediate productivity spillovers (such as the technology gap, trade open-

ness, or financial development), it is not clear which aspects of study design are

important. Nevertheless, omission of these control variables may lead to biased es-

timates of coefficients for the main variables of interest. Bayesian model averaging

allows us to concentrate on potential spillover determinants while taking all method
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variables into account.

In this paper we meta-analyze horizontal spillovers from FDI; that is, the effects

of foreign investment on domestic firms in the same sector (as opposed to vertical

spillovers, which denote the effect of FDI on domestic firms in supplier or customer

sectors). To our knowledge, there have been two meta-analyses of horizontal spillo-

vers: Görg & Strobl (2001) and Meyer & Sinani (2009). The meta-analysis by Görg

& Strobl (2001) concentrates on the effect of study design on reported spillover co-

efficients and additionally tests for publication bias. Meyer & Sinani (2009) examine

country heterogeneity in the estimates of spillovers. Compared with the earlier meta-

analyses, we gather a more homogeneous sample of estimates so that we are able to

examine the economic effect of spillovers. Moreover, we collect ten times more esti-

mates of spillovers and investigate three times more factors that may explain spillover

heterogeneity than Meyer & Sinani (2009), the larger of the earlier meta-analyses.

We also revisit the issue of publication bias in the literature on horizontal spillovers

from FDI employing modern meta-regression methods developed by Stanley (2005)

and Stanley (2008).

The paper is structured as follows. Section 4.2 describes the properties of the data

set of spillover estimates. Section 4.3 introduces the potential spillover determinants

and the methodology of Bayesian model averaging. Section 4.4 presents estimation

results. In Section 4.5 we test for publication bias in the literature. Section 4.6

provides a summary and policy implications.

4.2 The Data Set

Our data set comprises evidence on FDI spillovers from 45 countries reported in 52

empirical studies; the list of the studies used in the meta-analysis is available in the

Appendix (Table 4.5). To increase the comparability of the estimates in our sample,

we only include modern empirical studies that examine horizontal spillovers together

with vertical spillovers in the same specification.1 The first empirical studies on

vertical spillovers appeared in the early 2000s, and thus we do not use any stud-

ies published before 2000—in contrast with the earlier meta-analyses on horizontal

spillovers (Görg & Strobl 2001; Meyer & Sinani 2009), in which the pre-2000 studies

account for most of the data. The pre-2000 studies were so heterogeneous in terms

of methodology that it was not possible to compare directly the economic effects re-

ported in the studies; instead, the earlier meta-analyses used measures of statistical

significance, especially t-statistics. In the modern literature on FDI spillovers, most

of the researchers examine how changes in the ratio of foreign presence affect the

1This restriction leads to an exclusion of some highly cited papers on FDI spillovers, such as
Keller & Yeaple (2009).
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productivity of domestic firms, and estimate a variant of the following model:

ln Productivityij = e0 ·Horizontalj + eb0 · Backwardj + ef0 · Forwardj+

+ α · Controlsij + uij , (4.1)

where Productivity ij is a measure of the productivity of domestic firm i in sector j,

Horizontal j is the ratio of foreign presence in sector j (the ratio ranges from 0 to 1),

Backward j is the ratio of foreign presence in sectors that buy intermediate products

from firms in sector j, and Forward j is the ratio of foreign presence in sectors that

sell intermediate products to firms in sector j. Together, backward and forward

spillovers form vertical spillovers. Controls ij denotes control variables included in

the regression—for example, the degree of competition in sector j.

These “FDI spillover regressions” are usually run on firm-level panel data, but

some primary studies still use cross-sectional data or data aggregated at the sectoral

level (for example when examining countries for which better data are not available).

Total factor productivity (TFP) is usually employed as the left-hand-side variable,

but some studies use output, value added, or labor productivity. Foreign presence is

most commonly measured as the share of output of foreign firms on the total output

of all firms in the sector, but sometimes researchers use the share of employment or

equity. In some specifications researchers control for other firm-level characteristics

(such as, for instance, R&D spending) or sector-level characteristics (Herfindahl-

Hirschman Index of competition among firms in the sector).

Some of the methods used in these papers are considered obsolete by the ma-

jority of researchers; for example, Görg & Strobl (2001) show that the use of cross-

sectional instead of panel data often results in biased estimates of the spillover effect.

Nevertheless, different researchers have different opinions on what constitutes the

best practice in FDI spillover regressions (for example, whether the Olley-Pakes or

Levinsohn-Petrin method should be used to compute TFP), and we thus follow the

advice of Stanley (2001) and“better err on the side of inclusion” in our meta-analysis.

If we excluded studies that do not correspond to a particular definition of best prac-

tice, we would greatly increase the subjectivity of our analysis and decrease the

number of observations available. The general method of moments (GMM), for in-

stance, is only used by a few studies in our data set. Therefore, we include all these

studies in our analysis but control for the differences in data and methodology.

The regression coefficients from equation (4.1) represent the economic effect of

FDI on the productivity of domestic firms. For instance, the coefficient for horizontal

spillovers (e0) expresses the percentage change in domestic productivity associated

with an increase in foreign presence in the same sector of one percentage point, or,

in other words, the semi-elasticity of domestic productivity with respect to foreign

presence.
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It is worth noting that the term “spillover” has become overused in the literature;

the semi-elasticities in equation (4.1) may also capture effects other than knowledge

externalities. As for horizontal effects, the entry of foreign companies can lead to

greater competition in the sector. Greater competition can either increase (through

reducing inefficiencies) or decrease (through reducing market shares) the productivity

of domestic firms. Neither case represents a knowledge transfer, and the coefficient

e0 thus captures the net effect of knowledge spillovers and competition on produc-

tivity. For the sake of simplicity, we follow the convention of calling productivity

semi-elasticities “spillovers.” The takeaway from this discussion is that even positive

and economically significant estimates of semi-elasticities do not necessarily call for

governments to subsidize FDI.

We searched for empirical studies on FDI spillovers in the EconLit, Scopus, and

Google Scholar databases; and extracted results from all studies, published and un-

published, that report an estimate of e0 with a measure of precision (standard error

or t-statistic) and that control for vertical spillovers in the regression. In some cases

we had to re-compute the estimates of spillovers so that they represented semi-

elasticities—for example, if the regression was not estimated in the log-level form.

For the computation we required sample means of the spillover variables, but this

information is usually not reported in the studies. Therefore, we had to write to the

authors of primary studies and ask for additional data or clarifications; the sample

of the estimates available for meta-analysis would be much smaller without the help

from the authors. The data, a Stata program, and a list of excluded studies with

reasons for exclusion are available in the online appendix at meta-analysis.cz/bma.

Most studies report various estimates of spillovers: estimates for different coun-

tries, different types of investment projects, or estimates computed using a different

methodology. To avoid arbitrary decisions on what the “best” estimate of each study

could be, we extract all reported estimates. In sum, our data set contains 1,205

estimates of horizontal spillovers. We also codify 43 variables that may explain the

differences among spillover estimates. For comparison, Nelson & Kennedy (2009) sur-

vey 140 meta-analyses conducted in economics since 1989; they find that an average

meta-analysis uses 92 estimates and 12 explanatory variables. Therefore, our data set

is large compared with that of conventional economics meta-analyses. (The largest

meta-analysis in the sample of Nelson & Kennedy 2009, includes 1,592 estimates and

employs 41 variables to explain heterogeneity.)

How big must the semi-elasticity be for spillovers to gain practical importance?

Suppose, for instance, that e (an estimate of e0) equals 0.1. Then, a ten-percentage-

point increase in foreign presence is associated with an increase in domestic produc-

tivity in the same sector of 1%. This is not a great effect; nevertheless, Blalock &

Gertler (2008) find similar magnitudes of spillover coefficients for Indonesia and note

that such spillovers are important, because in the case of Indonesia there are large

http://meta-analysis.cz/bma/
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changes in foreign presence (large inflows of FDI): often in tens of percentage points

within a few years.

The threshold determining the economic importance of FDI spillovers is of course

subjective, and, unfortunately, economic importance is rarely discussed in primary

studies. One of the exceptions is Haskel et al. (2007), who find the spillover semi-

elasticity for the UK of about 0.05. They calculate the per-job value of spillovers

implied by four well-known FDI projects in the UK and USA and compare them to

per-job government subsidies granted to the investors. The Motorola plant estab-

lished in Scotland in the early 1990s, for example, is predicted by the authors to

generate a present-value spillover benefit of GBP 18,841 (compared to the per-job

subsidy of GBP 14,356). In contrast, the Siemens plant established in 1996 in Ty-

neside, England, generated only GBP 3,430 in spillover benefits, much less than the

per-job government subsidy of GBP 35,417. For the sake of simplicity, in this paper

we consider spillover effects economically unimportant if they are lower than 0.1,

irrespective of their statistical significance. On the other hand, the estimates that

are statistically significant and larger than 0.1 we consider economically important.

Out of the 1,205 estimates that we collected, six are larger than 10 in absolute

value. These observations are also more than three standard deviations away from

the mean of all estimates. When we exclude these outliers, the mean hardly changes,

but the standard deviation drops by two thirds. We thus continue in the analysis

with a narrower set consisting of 1,199 estimates of horizontal spillovers, without

the outliers. The simple mean of the remaining estimates is −0.002, not significantly

different from zero at any conventional level. In meta-analysis it is common to weight

the estimates by their precision (the inverse of the standard error); the procedure

is commonly called fixed-effects meta-analysis (see, for example, Borenstein et al.

2009). In our case the fixed-effects meta-analysis provides a result broadly similar to

the simple arithmetic average: 0.017, which is far from values at which the spillover

effect could be considered important.

The fixed-effects meta-analysis assumes that there is no heterogeneity in the

spillover effects across countries and estimation methods. In practice, however, het-

erogeneity is likely to be substantial. This is confirmed formally in our case by the

Q test of heterogeneity, which is significant at any conventional level. An alternative

method for estimating the average effect from the literature is called random-effects

meta-analysis. Random-effects meta-analysis assumes that the true estimated effect

is randomly distributed in the literature and, thus, can vary across countries and

methods. Even with this approach the estimate of the average effect is close to zero

and equals −0.011. These results, based on a broad sample of modern literature with

a study of median age published only in 2008, corroborate the common impression

that the evidence on horizontal spillovers is mixed (Görg & Greenaway 2004; Cre-

spo & Fontoura 2007; Smeets 2008). In contrast, a recent meta-analysis of vertical
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Figure 4.1: Country heterogeneity in the estimates of horizontal spill-
overs for Europe
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spillovers shows that they are on average important, in both statistical and economic

terms (Havranek & Irsova 2011, Chapter 3 in the dissertation).

Horizontal spillovers are zero on average, but this does not have to mean that

they are negligible in general. Perhaps host countries differ in their ability to benefit

from FDI, as Lipsey & Sjöholm (2005) suggest; for some countries the effect may well

be positive, whereas for others the negative effects of foreign competition on domestic

firms (crowding out of the domestic market or draining of skilled labor force) may

prevail. Since in the sample we have estimates of horizontal spillovers for almost

all European countries, we illustrate in Figure 4.1 how spillovers differ from one

European country to another. The values for individual countries are computed using

random-effects meta-analysis and range from negative and economically important

(e < −0.1) to positive and economically important (e > 0.1): horizontal spillovers

are highly heterogeneous across countries. From the figure it is difficult to infer any

clear relationship between the degree of economic development and the magnitude

of spillovers. Clearly, the host-country characteristics are important for the benefits

from FDI, but the relationship seems to have more than one dimension.

Another factor that may influence the reported spillover coefficients is the method-

ology used in the estimation. Though most researchers nowadays follow the general

approach introduced earlier [equation (4.1)], they still have to make many method

choices concerning data, specification, and estimation. Figure 4.2 shows how the

results vary across studies with different methodologies for the country that is most

frequently examined in the FDI spillover literature, China. The results are all over

the place: from negative to positive, from negligible to economically significant.

Therefore, if we want to discover what makes countries benefit from FDI, it is also

important to control for the method choices employed in the studies.

4.3 Why Do Spillover Estimates Differ?

Building on the narrative surveys of the FDI spillover literature (Crespo & Fontoura

2007; Smeets 2008) and on the recent research concerning the factors that may deter-

mine the magnitude of horizontal spillovers, we compile a list of the potential spillover

determinants that can be examined in a meta-analysis framework. Because spillovers

are usually estimated for individual countries, and our database contains estimates

of spillovers for 45 countries, it is convenient to express most of the determinants at

the country level (Meyer & Sinani 2009, choose a similar approach).

On the other hand, in the meta-analysis framework it is not possible to investi-

gate the influence of most microeconomic and regional factors on the magnitude of

FDI spillovers. For example, Crespo et al. (2009) highlight the importance of the

proximity between domestic and foreign firms and the existence of agglomeration

externalities at the regional level. Since the authors of primary studies usually re-
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port spillover estimates for entire countries, meta-analysis unfortunately cannot shed

further light on these important determinants. We can, however, still include a few

important microeconomic factors: researchers often estimate separately productivity

spillovers flowing from fully foreign-owned firms and from joint ventures of domes-

tic and foreign firms, so we add a dummy for one of these cases and investigate

whether this distinction is important for the reported magnitude of spillovers. Many

researchers also estimate spillovers separately for the subsamples of manufacturing

and services firms, and we can examine whether spillovers differ across these sectors.

As documented by Crespo & Fontoura (2007), the theory as well as empirical

evidence gives mixed guidance on what the exact influence of the individual mediating

factors on spillovers should be. Since the empirical results often vary from country to

country, a meta-analysis for 45 countries could give us a more general picture. Here

we provide a brief intuition for the inclusion of each of the nine potential determinants

of horizontal spillovers:

Technology gap If the difference in the level of technology between domestic firms

and foreign investors is too large, domestic firms are less likely to be able to

imitate technology and adopt know-how brought by foreign investors. On the

other hand, a small technology gap may mean that there is too little to learn

from foreign investors (for more discussion on the role of the technology gap in

mediating spillovers, see, for example, Blalock & Gertler 2009; Sawada 2010).

Similarity When the source country of FDI is closer to the host country in terms of

culture, domestic firms are likely to adopt foreign technology more easily (as

noted by Crespo & Fontoura 2007, p. 414). A common language or a sim-

ilar legal system may represent an important mediating factor of horizontal

spillovers. Moreover, a common language and historical colonial links are asso-

ciated with migration patterns, and Javorcik et al. (2011) find that migration

networks significantly affect FDI flows.

Trade openness In countries open to international trade, domestic firms are likely to

have more experience with foreign firms and, hence, also with foreign technol-

ogy. This may increase the domestic firms’ absorptive capacity for spillovers

(Lesher & Miroudot 2008), but it may also mean that there is less potential to

learn because the firms are already exposed to foreign technology.

Financial development To benefit from the exposure to foreign technology, domestic

firms should have access to financing so that they are able to implement the

new technology in their production processes. In consequence, countries with a

less developed financial system are likely to enjoy smaller horizontal spillovers

(Alfaro et al. 2004).
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Patent rights If the protection of intellectual property rights in the country is poor,

the country is likely to attract relatively less sophisticated foreign investors

(with only a modest technology edge over domestic firms). In addition, better

protection of intellectual property rights makes it more difficult for domestic

firms to copy technology from foreigners, and may lead to less positive hori-

zontal spillovers (Smeets 2011).

Human capital With a more skilled labor force, domestic firms are likely to exhibit

a greater capacity to absorb spillovers from foreign firms in the same sectors

(Narula & Marin 2003).

FDI penetration If the country is already saturated with inward FDI, new foreign

investment may have quite a small impact on domestic firms. In other words,

the spillover semi-elasticity could be larger for an increase in foreign presence

in the industry from 0 to 10% than, for example, from 50 to 60% (Gersl 2008).

Fully owned The degree of foreign ownership of investment projects is likely to mat-

ter for spillovers. Domestic firms can be expected to have harder access to the

technology of fully foreign-owned affiliates than to the technology of joint ven-

tures of foreign firms and other domestic firms (Abraham et al. 2010; Javorcik

& Spatareanu 2008).

Service sectors Domestic firms in the service and manufacturing sectors may differ in

their ability to benefit from foreign presence (Lesher & Miroudot 2008). For

example, firms in service sectors are usually less export-intensive, and hence

are likely to have less ex-ante experience with foreign firms. Less experience

with foreign technology may lead to either a lower absorptive capacity or a

higher potential to learn from FDI because of a larger technology gap.

Table 4.1: Description and summary statistics of regression variables

Variable Description Mean Std. dev.

e The estimate of the semi-elasticity for horizontal spill-
overs

-0.002 0.905

Potential spillover determinants
Technology
gap

The logarithm of the country’s FDI-stock-weighted gap
in GDP per capita with respect to its source countries
of FDI (USD, constant prices of 2000).

9.771 0.538

Similarity The country’s FDI-stock-weighted proxy for cultural
and language similarity with respect to the source coun-
tries of FDI (=1 if countries share either a common
language or a colonial link, =2 if both, =0 if neither).

0.628 0.616

Continued on next page
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Description and summary statistics of regression variables (contin-
ued)

Variable Description Mean Std. dev.

Trade open-
ness

The trade openness of the country: (exports + im-
ports)/GDP.

0.709 0.323

Financial dev. The development of the financial system of the country:
(domestic credit to private sector)/GDP.

0.600 0.432

Patent rights The Ginarte-Park index of patent rights of the country. 3.052 0.793
Human capital The tertiary school enrollment rate in the country. 0.269 0.186
FDI penetra-
tion

The ratio of inward FDI stock to GDP in the country. 0.267 0.186

Fully owned =1 if only fully foreign-owned investments are consid-
ered for linkages.

0.078 0.269

Service sectors =1 if only firms from service sectors are included in the
regression.

0.062 0.241

Control Variables
Data characteristics
Cross-
sectional

=1 if cross-sectional data are used. 0.088 0.284

Aggregated =1 if sector-level data for productivity are used. 0.034 0.182
Time span The number of years of the data used. 7.080 3.832
No. of firms The logarithm of [(the number of observations

used)/(time span)].
7.884 2.003

Average year The average year of the data used (2000 as a base). -1.120 3.953
Amadeus =1 if the Amadeus database by Bureau van Dijk Elec-

tronic Publishing is used.
0.215 0.411

Specification characteristics
Forward =1 if forward vertical spillovers are included in the re-

gression.
0.704 0.457

Employment =1 if employment is the proxy for foreign presence. 0.139 0.346
Equity =1 if equity is the proxy for foreign presence. 0.066 0.248
All firms =1 if both domestic and foreign firms are included in

the regression.
0.280 0.449

Absorption
cap.

=1 if the specification controls for firms’ absorption ca-
pacity using the technology gap or R&D spending.

0.057 0.231

Competition =1 if the specification controls for sector competition. 0.297 0.457
Regional =1 if vertical spillovers are measured using the ratio

of foreign firms in the region as a proxy for foreign
presence.

0.048 0.213

Lagged =1 if the coefficient represents lagged foreign presence. 0.075 0.264
More esti-
mates

=1 if the coefficient is not the only estimate of horizon-
tal spillovers in the regression.

0.488 0.500

Combination =1 if the coefficient is a marginal effect computed using
a combination of reported estimates.

0.068 0.253

Estimation characteristics
One step =1 if spillovers are estimated in one step using output,

value added, or labor productivity as the response vari-
able.

0.461 0.499

Olley-Pakes =1 if the Olley-Pakes method is used for the estimation
of total factor productivity.

0.224 0.417

OLS =1 if ordinary least squares (OLS) are used for the
estimation of total factor productivity.

0.092 0.289

GMM =1 if the system general-method-of-moments estimator
is used for the estimation of spillovers.

0.028 0.164

Continued on next page
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Description and summary statistics of regression variables (contin-
ued)

Variable Description Mean Std. dev.

Random eff. =1 if the random-effects estimator is used for the esti-
mation of spillovers.

0.035 0.184

Pooled OLS =1 if pooled OLS is used for the estimation of spillovers. 0.162 0.368
Year fixed =1 if year fixed effects are included. 0.837 0.369
Sector fixed =1 if sector fixed effects are included. 0.566 0.496
Differences =1 if the regression is estimated in differences. 0.517 0.500
Translog =1 if the translog production function is used. 0.048 0.213
Log-log =1 if the coefficient is taken from a specification differ-

ent from log-level.
0.018 0.134

Publication characteristics
Published =1 if the study was published in a peer-reviewed jour-

nal.
0.289 0.454

Impact The recursive RePEc impact factor of the outlet. Col-
lected in April 2010.

0.222 0.455

Study cita-
tions

The logarithm of [(Google Scholar citations of the
study)/(age of the study) + 1]. Collected in April 2010.

1.180 1.026

Native co-
author

=1 if at least one co-author is native to the investigated
country.

0.714 0.452

Author cita-
tions

The logarithm of (the number of RePEc citations of the
most-cited co-author + 1). Collected in April 2010.

2.956 2.508

US-based =1 if at least one co-author is affiliated with a US-
based institution (usually highly ranked institutions in
our sample).

0.292 0.455

Publication
date

The year and month of publication (January 2000 as a
base).

7.827 1.418

Source of the data: UNCTAD, World Development Indicators, www.cepii.org, OECD, and Walter Park’s

website. For country-level variables we use values for 1999, the median year of the data used in the

primary studies.

The first seven potential spillover determinants are computed at the country level.

Out of these seven variables, Technology gap and Similarity show average bilateral

values with respect to the source countries of FDI. The remaining two variables, Fully

owned and Service sectors, are dummy variables, and their values are determined

by the manner of estimation of spillovers in the primary studies (researchers often

estimate separately the effects of fully foreign-owned investment projects and joint

ventures and also examine separately the effects on domestic firms in manufacturing

and in service sectors). Details on the construction of all variables and their summary

statistics are provided in Table 4.1. The table also lists all 34 control variables that

we use in our estimation: the characteristics of the data, specification, estimation,

and publication of the primary studies on horizontal spillovers from FDI.

Our intention is to examine how the nine potential determinants influence the

reported estimates of horizontal spillovers. As documented by the intuition outlined

on the previous pages, all of the potential determinants may play a role in explaining

spillover heterogeneity. On the other hand, it is far from clear which control variables

from our extensive set should be included in the regression, or what signs their

http://www.cepii.org
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regression coefficients should have. A regression with all 43 explanatory variables

would certainly contain many redundant control variables and would unnecessarily

inflate the standard errors. The general model, a so-called “meta-regression,” can be

described in the following way:2

ek = a+ β ·Determinantsk + γ · Controlsk + εk, k = 1, . . . , 1199, (4.2)

where e is an estimate of horizontal spillovers, Determinants denotes the nine poten-

tial spillover determinants, which should be included in the regression, and Controls

denotes control variables, some of which may be included in the regression. This is

a typical example of model uncertainty that can be addressed by a method called

Bayesian model averaging (BMA; for example, Fernandez et al. 2001a; Sala-i-Martin

et al. 2004; Ciccone & Jarocinski 2010; Moral-Benito 2012). BMA has been applied

in meta-analysis, for instance, by Moeltner & Woodward (2009).

BMA estimates many models comprising the possible subsets of explanatory vari-

ables and constructs a weighted average over these models. In a way, BMA can be

thought of as a meta-analysis of meta-analyses, because it aggregates many possible

meta-regression models. The weights in this methodology are the so-called poste-

rior model probabilities. Simply put, posterior model probability can be imagined as

a measure of the fit of the model, analogous to information criteria or adjusted R-

squared: the models that fit the data best get the highest posterior model probability,

and vice versa. Next, for each explanatory variable we can compute the posterior

inclusion probability, which represents the sum of the posterior model probabilities

of all models that contain this particular variable. In other words, the posterior in-

clusion probability expresses how likely it is that the variable should be included in

the “true” regression. Finally, for each explanatory variable we are able to extract

the posterior coefficient distribution across all the regressions. From the posterior

coefficient distribution we can infer the posterior mean (analogous to the estimate

of the regression coefficient in a standard regression) and the posterior standard de-

viation (analogous to the standard error of the regression coefficient in a standard

regression).

Because we have to consider 43 explanatory variables, it is not technically feasible

to enumerate all 243 of their possible combinations; on a standard personal computer

this would take several years. In such cases, Markov chain Monte Carlo methods are

used to go through the most important models (those with high posterior model prob-

abilities). For the computation we use the bms package in R (Feldkircher & Zeugner

2009), which employs the Metropolis-Hastings algorithm. Following Fernandez et al.

2Ideally, nonlinear functions and interactions of the variables should be included as well. Never-
theless, with so many potential explanatory variables this would greatly increase the complexity of
the model and introduce problems with multicollinearity.
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(2001b), we run the estimation with 200 million iterations, which ensures a good

degree of convergence. We apply conservative priors on both the regression coeffi-

cients and the model size to let the data speak. More details on the BMA procedure

employed in this paper are available in Section 4.B; more details on BMA in general

can be found, for example, in Feldkircher & Zeugner (2009).

4.4 Meta-Regression Results

A graphical representation of the results of the BMA estimation is depicted in Fig-

ure 4.3. Columns denote individual models; these models include the explanatory

variables for which the corresponding cells are not blank. Blue color (darker in

grayscale) of the cell means that the variable is included in the model and that the

estimated sign of the regression coefficient is positive. Red color (lighter in grayscale)

means that the variable is included and that the estimated sign is negative. On the

horizontal axis the figure depicts the posterior model probabilities: the wider the col-

umn, the better the fit of the model. For example, the best model, the first one from

the left, includes only two control variables—Forward (a dummy variable that equals

one if the primary study controls for both backward and forward vertical spillovers

when estimating horizontal spillovers) and Author citations (the number of citations

of the most frequently cited co-author of the primary study). The posterior proba-

bility of the best model, however, is only 18%, and we have to take a look at the rest

of the model mass as well.

The posterior inclusion probability, computed as the sum of the posterior model

probabilities for the models that include the corresponding variable, also exceeds 50%

for variable Aggregated (a dummy variable that equals one if the data in the primary

study are aggregated at the sector level; that is, if firm-level data are not available).

A few other control variables seem to be important in many models, but especially in

the worse ones to the right. From Figure 4.3 we can infer how stable the regression

coefficients are for potential spillover determinants. The sign of the coefficient is

consistently negative for Technology gap, Trade openness, Patent rights, and Fully

owned. On the other hand, the figure shows mixed results for Similarity, Financial

development, and FDI penetration: the coefficients for these variables are unstable

and depend on which control variables are included in the regression. Finally, the

sign seems to be clearly positive for variables Human capital and Service sectors.

Table 4.2 reports numerical details on the results of the BMA estimation. Because

for one country a few variables are not available, we can only use 1,195 out of all 1,199

spillover estimates in the BMA. Most control variables have a posterior inclusion

probability lower than 0.1; therefore they do not seem to be important. A few control

variables have a posterior inclusion probability between 0.1 and 0.5, which suggests

that they may play a role in influencing the magnitude of the reported spillover
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Table 4.2: Explaining the differences in the estimates of horizontal
spillovers

Response variable: Bayesian model averaging Frequentist check (OLS)

Estimate of spillovers Post. mean Post. std. dev. PIP Coef. Std. er. p-value

Potential spillover determinants
Technology gap -0.294 0.088 1.000 -0.260 0.145 0.080
Similarity -0.006 0.097 1.000 -0.086 0.108 0.430
Trade openness -0.246 0.138 1.000 -0.367 0.176 0.044
Financial dev. -0.083 0.162 1.000 0.020 0.178 0.909
Patent rights -0.144 0.076 1.000 -0.183 0.119 0.131
Human capital 0.437 0.316 1.000 0.710 0.499 0.162
FDI penetration 0.085 0.232 1.000 0.218 0.276 0.435
Fully owned -0.144 0.103 1.000 -0.104 0.057 0.077
Service sectors 0.092 0.118 1.000 0.150 0.144 0.303

Data characteristics
Cross-sectional -0.043 0.123 0.124 -0.290 0.091 0.003
Aggregated 0.352 0.378 0.524 0.965 0.210 3.E-07
Time span -0.003 0.010 0.093
No. of firms -1.E-04 0.003 0.007
Average year 9.E-06 0.001 0.003
Amadeus 0.005 0.034 0.026

Specification characteristics
Forward 0.313 0.068 0.997 0.281 0.074 0.001
Employment -0.036 0.093 0.146 -0.178 0.104 0.094
Equity 8.E-05 0.007 0.003
All firms 7.E-05 0.004 0.003
Absorption cap. 0.005 0.041 0.022
Competition -4.E-04 0.008 0.005
Regional -0.065 0.194 0.115 -0.309 0.278 0.274
Lagged 0.008 0.050 0.029
More estimates -0.001 0.009 0.008
Combination 0.002 0.024 0.012

Estimation characteristics
One step -0.017 0.058 0.095
Olley-Pakes 0.012 0.049 0.068
OLS -9.E-05 0.007 0.003
GMM 3.E-06 0.009 0.003
Random eff. -1.E-04 0.008 0.003
Pooled OLS -0.014 0.057 0.062
Year fixed 0.008 0.041 0.040
Sector fixed -0.001 0.010 0.007
Differences 2.E-04 0.005 0.004
Translog -4.E-04 0.011 0.004
Log-log -0.001 0.031 0.006

Publication characteristics
Published 3.E-07 0.008 0.005
Impact 4.E-06 0.004 0.003
Study citations -0.012 0.033 0.127 -0.093 0.075 0.222
Native co-author -5.E-05 0.005 0.003
Author citations 0.042 0.029 0.745 0.088 0.037 0.024
US-based 8.E-05 0.007 0.004
Publication date 4.E-04 0.005 0.010

Observations 1,195 1,195

Notes: For variables in bold the BMA estimates that the posterior means of the regression coefficients
are larger than the corresponding posterior standard deviations. PIP = posterior inclusion probability.
Potential spillover determinants are always included. In the frequentist check we only include control
variables with PIP > 0.1. Standard errors in the frequentist check are clustered at the country level.
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coefficients. The variables with such a moderate posterior inclusion probability are

the following: Cross-sectional (a dummy variable that equals one if cross-sectional

data instead of panel data are used in the primary study), Employment (a dummy

variable that equals one if the share of foreign firms in the sector’s employment is

used as the proxy for foreign presence), Regional (a dummy variable that equals one

if vertical spillovers in the regression are measured using the ratio of foreign firms in

the region), and Study citations (the number of citations of the study divided by the

age of the study).

As a “frequentist” check of the BMA estimation, we run a simple OLS regres-

sion with all potential spillover determinants and the control variables with posterior

inclusion probabilities higher than 0.1 (that is, the control variables that the BMA

estimation finds to be relatively important). In other words, using OLS we run one

of the many models shown in Figure 4.3. Because we are interested in the poten-

tial spillover determinants, most of them being defined at the country level, we use

country-level clustered standard errors in the regression (the potential spillover de-

terminants would be a bit more significant if study-level clustering was used instead).

The results are reported in the last three columns of Table 4.2 and are broadly in

line with the BMA estimation in terms of the predicted coefficient values and their

standard errors. The potential spillover determinants that seem to be important

based on the BMA estimation are typeset in bold; we highlight variables for which

the posterior mean of the regression coefficient exceeds the posterior standard devi-

ation. Apart from variables with clearly unstable signs as was seen from Figure 4.3,

additionally the variable Service sectors does not seem to be important; its regression

coefficient is also highly insignificant in the frequentist check.

Table 4.2 only shows the summary statistics of the posterior distribution of the

regression coefficients; for a closer look at the posterior distributions for potential

spillover determinants, we need to advance to Figure 4.4. The solid line in the

graphs denotes the posterior mean of the regression coefficients, which was already

reported in Table 4.2. The dotted lines denote coefficient values that are two posterior

standard deviations away from the posterior mean; if zero lies outside these intervals,

the interpretation of the result is broadly similar to statistical significance at the 5%

level in the frequentist case.

Figure 4.4 suggests that the coefficient for Technology gap is negative with a high

probability. Therefore, our results suggest that a high technology gap between do-

mestic firms and foreign investors results in smaller horizontal spillovers. In contrast,

the coefficient for Similarity is almost precisely zero: it seems that neither a common

language nor a historical colonial link between the host and source country from FDI

helps increase the benefits of FDI. (The results would hold even if we considered only

a common language or only a colonial link in the definition of Similarity.) Next, we

find that the coefficient for Trade openness is robustly negative, which is consistent
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Figure 4.4: Posterior coefficient distributions for potential spillover
determinants

(a) Technology gap
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(b) Similarity
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(c) Trade openness
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(d) Financial dev.
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(e) Patent rights
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(f) Human development
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(g) FDI penetration
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(h) Fully owned
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(i) Service sectors
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Notes: The figure depicts the densities of the regression parameters for the corresponding spillover deter-

minant encountered in different regressions (with subsets of all control variables on the right-hand side).

For example, the regression coefficient for Technology gap is negative in almost all models, irrespective of

the control variables included. The most common value of the coefficient is approximately −0.3. On the

other hand, the coefficient for Similarity is negative in one half of the models and positive in the other half,

depending on which control variables are included. The most common value is 0.
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with the hypothesis that companies with ex-ante experience from international trade

have little to learn from foreign investors coming to their country. The degree of

Financial development does not seem to be important for horizontal spillovers. In

contrast, the degree of protection of intellectual property rights matters: the coeffi-

cient for Patent rights is robustly negative. With stronger protection of intellectual

property, the host country can expect less horizontal spillovers from incoming FDI

since it becomes more difficult for domestic firms to copy technology from foreign

firms.

The estimated coefficient corresponding to Human development is positive, which

suggests that to benefit from FDI, host countries need a skilled labor force; skilled

employees increase the absorptive capacity of domestic firms. FDI penetration does

not seem to matter for the size of horizontal spillovers. This result is consistent with

the implicit hypothesis behind most regressions in primary studies: the researchers

usually assume that the effect of FDI on domestic firms is linear, or, in other words,

that the spillover semi-elasticity is constant for different values of foreign presence.

The coefficient for Fully owned is negative, which means that joint ventures are

more likely to bring positive spillovers for domestic firms than fully foreign-owned

investment projects. Finally, the mean of the coefficient for Service sectors is positive,

but for many models negative coefficients are reported.

The results discussed on the previous pages give us some idea about the direction

with which the various mediating factors influence horizontal spillovers from FDI.

For practical purposes, however, we need to determine the economic importance

of the individual spillover determinants. In Table 4.3 we consider two measures of

economic importance. First, we examine how the BMA estimation would predict the

horizontal spillovers to change if the value of the spillover determinant increased from

the minimum value in our sample to the maximum value. The results suggest that

Technology gap is by far the most important determinant: extreme changes in the

difference between the technological level of domestic firms and foreign investors can

increase or decrease the spillover coefficient by 1.321. If we consider values above 0.1

to be economically important, as discussed in Section 4.2, a value of 1.321 represents

a huge difference.

Nevertheless, such large changes in spillover determinants are not realistic, and

in the next column of Table 4.3 we thus report the changes in spillovers associated

with a one-standard-deviation increase in the spillover determinants. Even accord-

ing to this measure the most important determinant is Technology gap, but the

predicted effect on the spillover coefficient is much lower than in the previous case:

0.158. Other important determinants are Patent rights (the one-standard-deviation

effect equals 0.115), Human capital (0.081), and Trade openness (0.079). Note that

a one-standard-deviation effect is not suitable for dummy variables such as Fully

owned, because the value of Fully owned is either 0 or 1. The spillover effect of fully
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Table 4.3: The economic significance of potential spillover determi-
nants

Variable Maximum effect Std. dev. effect

Technology gap -1.321 -0.158
Similarity -0.012 -0.004
Trade openness -0.341 -0.079
Financial dev. -0.097 -0.036
Patent rights -0.478 -0.115
Human capital 0.282 0.081
FDI penetration 0.102 0.016
Fully owned -0.144 -0.039
Service sectors 0.092 0.022

Notes: The table depicts the predicted effects of increases in the vari-
ables on the spillover estimates based on BMA. Maximum effect = an
increase from sample minimum to sample maximum. Std. dev. effect
= a one-standard-deviation increase.

foreign-owned investment projects is 0.144 smaller compared with the case when

all investments are considered. Therefore, if the host country encourages foreign

investment projects involving joint ventures with a somewhat smaller technology ad-

vantage with respect to domestic firms, it may increase the average spillovers by

0.144 + 0.158 = 0.302, an economically significant value.

4.5 Publication Bias

An important concern in meta-analysis is publication selection bias (see, for example,

Stanley 2001; 2005; Havranek 2010; Havranek et al. 2012): some estimates of spillo-

vers may be more likely to be selected for publication than others. The presence of

publication selection would probably not affect the analysis of spillover determinants

in the previous two sections, but it could seriously bias our estimate of the average

spillover reported in Section 4.2. Publication selection in the spillover literature has

two potential sources. First, researchers may treat statistically significant results

more favorably, as seems to be the case in many areas of empirical economics (see,

for example, the surveys of DeLong & Lang 1992; Card & Krueger 1995). Second,

researchers may prefer a particular direction of the estimate of spillovers. Some re-

searchers may be tempted to report “good news” (positive estimates) for developing

countries in contrast to skeptical results. Moreover, until the 1990s there was a rela-

tively strong consensus in the literature that horizontal spillovers were truly positive,

so researchers could use this intuition as a specification check. Indeed, publication

selection bias was found in the first meta-analysis of horizontal spillovers by Görg &

Strobl (2001).
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Figure 4.5: Funnel plot
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The presence of publication bias is usually tested both graphically and formally.

The graphical test uses the so-called funnel plot (Egger et al. 1997; Stanley & Doucou-

liagos 2010), a scatter plot of the estimates of spillovers (on the horizontal axis)

against their precision (the inverse of the standard error; on the vertical axis). In the

absence of publication bias the funnel plot is symmetrical: the most precise estimates

are close to the true spillover, while the imprecise estimates are dispersed widely. In

consequence, the scatter plot should resemble an inverted funnel. On the other hand,

if some estimates of spillovers are discarded because of their unintuitive sign, the fun-

nel will become asymmetrical. If insignificant estimates are not reported, the funnel

will become hollow (results yielding small coefficients with large standard errors will

be discarded).

The funnel plot for our sample of horizontal spillovers is reported in Figure 4.5.

The funnel seems to be full and symmetrical, although the left portion of the funnel

might be a little heavier than the right one. In any case, most funnels reported

in economics meta-analyses show much stronger asymmetry than what we see in

Figure 4.5 (Stanley 2008; Stanley & Doucouliagos 2010). Because the interpretation

of the funnel plot is rather subjective, more formal methods are needed to assess the

presence of publication bias in the spillover literature.

The most commonly employed test for publication bias reformulates the funnel

plot as a regression relationship: the funnel asymmetry test. If we switch the axes in

the funnel plot and invert the values on the new horizontal axis, we get a relation be-

tween the estimate of spillovers and its standard error. In the absence of publication

bias, the estimated size of the coefficient should not be correlated with its standard

error (Card & Krueger 1995; Egger et al. 1997). If, however, some estimates are
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selected for publication because of their significance or an intuitive sign, the relation

will become significant. The following regression, used already by Card & Krueger

(1995), formalizes the idea:

ek = e0 + β0 · Se(ek) + uk, k = 1, . . . , 1199, (4.3)

where e denotes the estimate of spillovers, e0 is the average underlying spillover,

Se(e) is the standard error of e, and β0 measures the magnitude of publication bias.

Because specification (4.3) is likely heteroscedastic (the explanatory variable is a

sample estimate of the standard deviation of the response variable), in practice it is

usually estimated by weighted least squares to ensure efficiency (Stanley 2005; 2008).

Since we have many estimates from different studies, we add study fixed effects and

cluster the standard errors at the study level (country-level clustering would yield

similar results).

Table 4.4: Test of publication bias

Study fixed effects Study and country fixed effects

Response variable: e Coef. Std. er. p-value Coef. Std. er. p-value

Constant 0.021 0.015 0.150 0.021 0.015 0.183
Se (publication bias) -0.325 0.262 0.220 -0.284 0.305 0.357

Observations 1,199 1,199

Notes: Standard errors are clustered at the study level. Estimated by weighted least squares with
the precision (the inverse of standard error) taken as the weight.

The results reported in Table 4.4 confirm the intuition based on the funnel plot:

the coefficients for publication bias are small and insignificant. In a quantitative sur-

vey of economic meta-analyses, Doucouliagos & Stanley (2013) state that values of

the coefficient for publication bias in the funnel asymmetry test are important if they

are statistically significant and larger than one in absolute value. With coefficients

for publication bias reported in Table 4.4 to be around −0.3, we can conclude that

publication selection in the spillover literature is negligible. The result contrasts with

the findings of Görg & Strobl (2001), who find strong publication selection. Never-

theless, in this meta-analysis we use the estimates of horizontal spillovers published

after 2000, and in the following decade the focus of many studies shifted to verti-

cal spillovers, so that the selection pressure could have moved to those estimates.

Indeed, Havranek & Irsova (2012) show that publication bias in the literature on

vertical spillovers is strong.
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4.6 Conclusion

In a large meta-analysis of horizontal spillovers from FDI estimated for 45 countries,

we examine which factors determine the magnitude of spillovers. On average, hor-

izontal spillovers are negligible, but the estimates are distributed unevenly across

countries and estimation methods. Building on the previous literature we investi-

gate nine potential spillover determinants that capture the characteristics of the FDI

source countries, host countries, domestic firms, and investment projects. Addition-

ally we assemble a list of 34 aspects of methodology that may affect the estimates

of spillovers. Using Bayesian model averaging we investigate the importance of in-

dividual spillover determinants and control for the aspects of methodology. We also

test for possible publication selection bias.

Our results suggest that the nationality of foreign investors is important: when

the technology gap of domestic firms with respect to foreign investors is too large,

horizontal spillovers are small. Moreover, spillovers are likely to be smaller with

higher trade openness and better protection of intellectual property rights in the

host country. On the other hand, higher levels of human capital in the host country

are associated with larger spillovers. Finally, investment projects in the form of joint

ventures with domestic firms bring more positive spillovers than fully foreign-owned

projects. We found no evidence of publication bias in the literature on horizontal

spillovers.

Productivity spillovers from FDI are often cited as the most important reason for

promoting inward FDI (Blomstrom & Kokko 2003). Therefore, if horizontal spillovers

were the only effect of inward FDI on the domestic economy, our meta-analysis would

suggest that promotion of FDI brings no benefits on average. Although we found

that changes in some country characteristics can be expected to have positive effects

on FDI spillovers, some of these changes are also likely to have serious detrimental

side effects. For example, changing the degree of protection of intellectual property

or the degree of trade openness, difficult as it is, would certainly affect many other

aspects of the economy, the volume of FDI attracted among them, and is thus not

suitable for policy purposes.

Nevertheless, there are tools that may, with caution, be used to increase the ben-

efits from FDI without obvious side effects. If the country already spends money

on promoting foreign investment, it could benefit from focusing the resources on

investors who are most likely to generate positive spillovers. Our meta-analysis indi-

cates that these are investors coming from countries with a modest technology edge

who are willing to form joint ventures with domestic firms. Such investment projects

would help foster not only horizontal, but also vertical spillovers, as documented by

the meta-analysis of Havranek & Irsova (2011, Chapter 3 of the dissertation).
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4.A Studies Used in the Meta-Analysis

Table 4.5: List of primary studies

Atallah Murra (2006) Hagemejer & Kolasa (2008) Merlevede & Schoors (2007)
Barrios et al. (2009) Halpern & Muraközy (2007) Merlevede & Schoors (2009)
Békés et al. (2009) Jabbour & Mucchielli (2007) Nguyen et al. (2008a)
Blake et al. (2009) Javorcik (2004) Nguyen et al. (2008b)
Blalock & Gertler (2008) Javorcik & Spatareanu (2011) Qiu et al. (2009)
Blalock & Simon (2009) Javorcik & Spatareanu (2008) Reganati & Sica (2007)
Blyde et al. (2004) Jordaan (2008) Sasidharan & Ramanathan (2007)
Bwalya (2006) Kolasa (2008) Schoors & van der Tol (2002)
Chang et al. (2007) Le & Pomfret (2008) Stancik (2007)
Crespo et al. (2009) Lesher & Miroudot (2008) Stancik (2009)
Damijan et al. (2003) Liang (2008) Tang (2008)
Damijan et al. (2008) Lileeva (2006) Taymaz & Y llmaz (2008)
Gersl (2008) Lin et al. (2009) Tong & Hu (2007)
Gersl et al. (2007) Liu (2008) Vacek (2007)
Girma & Gong (2008) Liu et al. (2009) Wang & Zhao (2008)
Girma et al. (2008) Managi & Bwalya (2010) Yudaeva et al. (2003)
Girma & Wakelin (2007) Merlevede & Schoors (2005) Zajc Kejzar & Kumar (2006)
Gorodnichenko et al. (2007)

Notes: Both published and unpublished studies are included if they control for vertical spillovers.
We use all comparable estimates reported in the studies. The search for primary studies was
terminated on March 31, 2010. A list of excluded studies, with reasons for exclusion, is available
in the online appendix.

4.B BMA Diagnostics

Table 4.6: Summary of BMA estimation

Mean no. regressors Draws Burn-ins Time
12.359 2 · 108 1 · 108 13.679 hours

No. models visited Modelspace Visited Topmodels
23, 619, 112 8.8 · 1012 0.00027% 99%

Corr PMP No. Obs. Model Prior g-Prior
1.0000 1195 random BRIC

Shrinkage-Stats
Av= 0.9995

Notes: The “random” model prior refers to the beta-binomial prior advocated by Ley & Steel
(2009): prior model probabilities are the same for all possible models; in other words, we do not
a priori prefer any particular model size. We set the Zellner’s g prior following Fernandez et al.
(2001a).

http://meta-analysis.cz/bma/


4. Determinants of Horizontal Spillovers from FDI 98

Figure 4.6: Model size and convergence
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I have some multiple MRA analysis in the paper, but I do not think it is enough for a
proper best practice analysis.
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multiple MRA approach (Stanley et al., 2008; Doucouliagos & Stanley, 2009)? I would
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