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Preface

When James Watson and Francis Crick discovered in 1953 the structure of deoxyri-

bonucleic acid1 , they opened the door into the new world of science. Since the fifties it

has been believed, that the DNA might be the carrier of the genetic information. Af-

ter the first publication, Watson and Crick proposed the possible mechanism of DNA

duplication and consequently the mechanism of passing the genetic information from

the mother cell to its descendants.2

For the man it is a very attractive idea to know the complete genetic code, to un-

derstand in which processes the DNA is involved and later maybe to comprehend

why we are (or are not?) so special in nature. To catch up all the information we

should start with precise understanding of the DNA structure which can hopefully

lead us further. It has already been done a lot in the field of structural biochemistry

and molecular biology, beginning with description of DNA components3 ending with

e.g. advanced experiments,4 and the DNA became a topic well known even among

grammar school pupils.

There are certainly many effects, which form DNA into double-helical conforma-

tion and play some role in the dynamics of DNA. The nature evidently cannot use

the power of the covalent bonding in the living organisms in those situations, which

need maintaining a delicate equilibrium between bound and unbound states. It is

not surprising, that non-covalent interactions are in the sun. Besides hydrogen bonds

between complementary bases which are believed being responsible for the faultless

copying of the strands, the London dispersion forces have been awarded by an en-

hanced importance.5,6 In this thesis we use the latest tools of computational chem-

istry to perform so called in silico experiment and try to answer at first glance a very

simple question: What would happen if we made DNA away with London dispersion

forces?
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Chapter 1

Methods

1.1 Introduction

Computational chemistry have noted an extensive development in several past years

and as a helping hand for this development significant progress in the computer

industry has been serving. Nowadays, the molecular modeling is an equivalent part-

ner of the experiments. The evidence for this might be e.g. the increasing number

of the scientific journals concerning theoretical chemistry7 or the Nobel prize in chem-

istry in 1998 for John A. Pople and Walter Kohn.8 Even thought both of these

gentlemen were awarded for their contribution to the non-empirical (or ab initio)

calculations, one should bear in mind that for biologically relevant studies the size of

the models goes to the hardly gainable altitudes for ab initio calculations and studies

based on empirical potential embody a great success.9–11

The relevance of such models is often discussed and the agreement with an experi-

mental data is crucial for the model being trustful. However, in the world of ones

and zeros we are, strictly speaking, not restricted by any physical laws and our model

can suffer from situations, which cannot occur in the real world. This, so called in sil-

ico experiments, which are more or less based on the physical reality, can introduce

new information about studying system which is for experiment unreachable, but one

should be still aware of the limitations of such model and the conclusions should be

declare with care.

Indeed, reducing the dispersion forces belongs to such a sort of a non-physical sim-

ulations (apart from the other problems relating with the relevance of the physical



CHAPTER 1. METHODS 13

simulations) because dispersion forces are universal and there are not any atoms or

molecules which would naturally lack dispersion forces. Nevertheless there are cer-

tain experimental manipulations which can be used to modify dispersion interaction,

such as C=O→C=S substitution, the modification proposed bellow is unique and

in principle experimentally inimitable. The author is honestly aware of that and all

conclusion are delivered with the highest carefulness.

1.2 Simulations

Since we are interested particularly in dynamical behavior of DNA and in changes

connected with the lack of dispersion forces, we need computational method which

is able to describe time evolution of the system of interest. Moreover, since the size

of the system under study is out of range of ab initio methods (including DFT), from

which the cheapest are suitable for systems with less than approx. 1000 atoms, we

are gently enforced to use molecular dynamics methods based on empirical potential.

1.2.1 Molecular Dynamics

Usually meaning molecular dynamics (MD) we describe the system classically, that

means the time evolution of the system is covered by the integration of the classical

Newton’s equations of motion.

F = m
∂2x

∂t2
. (1.1)

Integration of Eqn. 1.1 is executed in the most simple case by Verlet algorithm.12

For our calculations a modification of Verlet algorithm was used. The leap-frog13

method, which surpasses the Verlet by numerical precision, updates positions and

velocities in different moments.

r(t+ ∆t) = r(t) + v(t+
∆t

2
)∆t (1.2)

v(t+
∆t

2
) = v(t− ∆t

2
) +

F (t)

m
∆t (1.3)
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where t stands for the actual time, ∆t is the time step, v(t) stands for the velocity

at time t, r(t) stands for position at time t and F (t) is the force acting at time t.

In such integration the time step is an important parameter. In general it is claimed,

that 5 numerical steps should be performed during one harmonic oscillator step14

and the time step length is therefore limited by the fastest oscillations in the system.

These are usually hydrogen oscillations. To deal with this, constrained bond lengths

are introduced. Constraining the bonds allows us to use time step up s long as 2 fs and

it also seems that constrained bonds approximate quantum nature of the bonds better

than harmonic oscillator.14 In all simulations we used LINCS constraint algorithm15

to constraint all bonds which works efficiently also in parallel.16

The molecular dynamics simulations of the solvated systems are often performed

under periodic boundary conditions. These allow us to cope with the fact that we

are not able to simulate systems of macroscopic dimensions with atomistic resolution

when atomistic resolution is needed and that the aperiodic system would suffer from

a disnature boundaries of the solvated model and vacuum around. In this study,

periodic boundary conditions were adopted with a rhombic dodecahedron box,14 see

Fig. 1.1.

Figure 1.1: Rhombic dodecahedron box vs. cubic box. Adopted from Ref.14

The simulation box was exposed to a temperature bath, represented by an extended-

ensemble Nosé-Hoover thermostat.17,18 During equilibration and heating we used

weak coupling Berendsen thermostat,19 which is able to relax to the target tempera-
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ture in much shorter time but compared to Nosé-Hoover scheme is not able to sample

canonical ensemble correctly. All the simulations were carried out under temperature

300 K.

Because the chemical processes usually occur under a constant pressure, we used

also pressure coupling, during equilibration Berendsen scheme20 followed by the one

proposed by Parrinello and Rahman21 during production runs.

1.2.2 Interaction Potential

The crucial part of the molecular dynamics simulations are interaction potentials,

which are responsible for the glorious success or misery and perdition of MD. The ar-

ticles bringing widely used potentials like Amber, CHARMM or OPLS belong to

the most cited ones22–24 which confirms the large popularity of the calculations based

on the empirical potential.

For the numerical integration according to Eqn. 1.3 we need to know the forces acting

on all atoms. These are obtained as a first derivative of the potential energy, which

is know in analytical form. In this study we modeled nucleic acid bases and DNA

double-helix by Amber force field for which the total potential energy depends on

the positions of all atoms (~x) and can be expressed as follows:

Etot(~x) =
∑
bonds

Kr(r − req)
2 + (1.4)

+
∑

angles

Kϑ(ϑ− ϑeq)
2 + (1.5)

+
∑

dihedrals

Vn

2
(1 + cos(nφ− γ0)) + (1.6)

+
∑
i<j

(
Aij

R12
ij

− Bij

R6
ij

)
+ (1.7)

+
∑
i<j

qiqj
rij

. (1.8)

In the formula the term 1.4 describes bonds stretching, the term 1.5 angles bend-

ing, the term 1.6 stands for dihedral angles’ torsions, the terms 1.7 and 1.8 cover
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non-bonded interactions described by Lennard-Jones potential and Coulomb law, re-

spectively. From the last two sums (1.7, 1.8) those interactions between the atoms

connected via less than 3 bonds are excluded while non-bonded interaction between

the atoms connected via 3 bonds (so called 1–4 interactions) are scaled by factors 1/2

(Lennard-Jones) and 1/1.2 (Coulomb).22 The reason for such omitting 1-2 and 1-3

non-bonded interactions is understandable: during parametrization process the non-

bonded interactions between atoms connected by bonds were effectively described

by bonding (or bending) parameters and additional non-bonded interaction would

lead to the wrong results.

Typically, for non-bonded interactions only the nearest pairs are considered. The cut-

off distance is defined and all pair interactions behind this distance are omitted. This

strategy works well only with fast-decaying interactions such as the dispersion one

but for electrostatics different approach has to be applied. Particle-mesh Ewald

(PME) summation25,26 is the method of choice for long-range electrostatic interac-

tions in most recent MD program packages. PME was used also in the presented

thesis.

1.2.3 Dispersion

In the Amber force field the dispersion energy is covered by the Lennard-Jones po-

tential, which can be written in two equivalent forms:

V LJ
ij = 4εij

[(
σij

Rij

)12

−
(
σij

Rij

)6
]

(1.9)

V LJ
ij =

Aij

R12
ij

− Bij

R6
ij

(1.10)

where εij represents the depth of potential energy minimum and σij is the value,

where potential energy is equal to zero. Parameters Aij and Bij can be expressed as

Aij = 4εijσ
12
ij (1.11)

Bij = 4εijσ
6
ij. (1.12)



CHAPTER 1. METHODS 17

Probably from the pure laziness of the force field designers there are not pair parame-

ters Aij or εij but atom parameters Ai and εi in the Amber parameters set. The pair

parameters are calculated from the atom parameters applying various combination

rules. Amber uses Loretz-Berthold combination rules22,27 together with εi and σi

atom parameters:

εij =
√
εiεj (1.13)

σij =
1

2
(σi + σj) . (1.14)

1.2.4 Force Field Modifications

The Lennard-Jones potential contains repulsion and dispersion (attraction) part. De-

spite the fact that the functional form of Lennard-Jones (Eqn. 1.9) does not clearly say

which parameter should be scaled to cancel the attractive (dispersion) part, such scal-

ing had been already used before.28 In this thesis the other functional form (Eqn. 1.10)

was used and the attraction was neglected by scaling term Bij/R
6
ij by factor 0.0 to

mimic a loss of dispersion. As was mentioned, there are atom parameters ε and σ

in the Amber force field. Consequently, a library of pair parameters Aij/R
12
ij and

Bij/R
6
ij was generated employing the correct combination rules.22,27

The systems of interest (solvated base pair or DNA) can be divided into two parts –

solute (nucleic acid bases or DNA) and solvent (water). These to subsystems com-

prehend three types of non-bonded interactions, namely water–water (WW), water–

solute (WS) and solute–solute (SS). The library of combined pair parameters allows

us to choose which interaction we conserve and which we discard. A series of simu-

lations was performed discarding different parts of non-bonded potential:

WW-WS-SS All interactions were conserved in unmodified fashion. This was a vali-

dation simulation where the Eqn. 1.10 functional for was compared with the sim-

ulation employing Eqn. 1.9 functional form (well tested default setup in the Gro-

macs program).

WW-WS Dispersion within the solute was neglect. However, for correct descrip-

tion of the torsions, 1-4 Lennard-Jones term was maintained. This might be
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Figure 1.2: Lennard-Jones potential for atom types NB and CB defined in Amber force field.
Black curve: Aij/R12

ij −Bij/R6
ij and after modification red curve: Aij/R12

ij

important especially for DNA simulations, where the backbone torsions play

significant role in dynamical behavior of the double-helix.29,30

WW-SS Dispersion between solute and water molecules was neglected.

WW Dispersion within solute as well as between solute and water was neglected.

The correspondence of the Lennard-Jones term Bij/R
6
ij and the quantum chemical de-

scription of the dispersion interaction is fairly satisfying. The representation of the re-

pulsion is, however unsatisfactory even in the unmodified case, when it grows with de-

creasing distance with r−12, while it should grow rather exponentially. This form was

chosen primarily for its computational simplicity and,fortunately, the parametrization

improved its behavior towards the reality.

This repulsion term represents the effective atom size. While in the unmodified sit-

uation the atoms size results from the linear combination of r−6 and r−12 terms,

in the modified situation only term r−12 plays the role. It is well known fact that

the hydrophobicity as a property of a particle increases with the increase of the parti-

cle’s surface area or volume.31 In other words, hydrophobic effect (disruption of water
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structure and dynamics) acts more strongly on the larger solutes than on the small

ones. Thus this Lennard-Jones potential modification (neglecting of dispersion)

brings a source of an inestimable error which is attributed to the increase of the ef-

fective size of the atoms. We can estimate the effective atom size from a radial distri-

bution function of water molecules around the heavy atoms of the solute. In Fig. 1.3

there are radial distribution functions of heavy atoms of the Dickerson’s DNA do-

decamer in TIP3P water. The size of the atoms is proportional to the position

of the first peak.

The simulation program, namely Gromacs mdrun, does not allow us to use different

repulsion functional forms and if so, the parameters for DNA are not available. Partial

solution might be a scaling of the Aij parameters to obtain as much similar radial

distribution function as possible. The position of the first peak has to be considered.

The Fig. 1.3 shows how the radial distribution function changes with the scaling

the Aij parameter.

0,2 0,22 0,24 0,26 0,28 0,3 0,32 0,34
r / nm

0

0,02

0,04

0,06

0,08

0,1

rd
f

unmodified

50% repulsion

60% repulsion

70% repulsion

100% repulsion

Figure 1.3: Radial distribution functions of unmodified WW-WS-SS (blue), modified WW (red)
and modified WW with the scaled repulsion term to 50%, 60%, 70% (orange).

One has to keep in mind that the size varies and depends on the atom type. Scaling

these parameters all together by one scaling factor to reproduce radial distribution

function of water around a solute, makes some of them larger and some of them
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smaller compared with the correct potential, but can assume the interaction between

water and solute might to be effectively conserved, which should result in vanishing

of the artificial increase of the hydrophobicity caused by neglection of dispersion.

1.3 System Representation

We studied two systems, 9-methyladenine and 1-methylthymine in water and DNA

dodecamer in water.

1.3.1 Water

In the simulations explicit water model was adopted which means that each water

molecule was represented separately. We used rigid three-center TIP3P water model

introduced by Jorgensen,32 where only oxygen atom has van der Waals parameters.

This water model was designed to well reproduce experimental solvation energies and

is less computational demanding compared to four-center models.32 In TIP3P water

model the atoms are kept in triangular shape by constraining algorithm SETTLE.33

1.3.2 Nucleic Acid Bases

The geometry of the bases was obtained by ab initio gradient optimization in Gaus-

sian program34 on the B3LYP/cc-pVTZ level. Around the optimized geometry

the grid of electrostatic potential was calculated on the HF/6-31G* level and this

was used for RESP fit of the atom charges35. For the fit the Antechamber program36

was used. These charges are overestimated by about 15% since the empirical potential

lacks polarization term, whose absence we want to compensate.22

Other parameters such as equilibrium bond lengths, force constants etc. were adopted

from general Amber force field (June 2003).37 This was done separately for 9-methyl-

adenine and 1-methylthymine (Fig. 1.5). From the two bases we manually pre-

pared stacked complex with respect to the gas phase ab initio optimized geometry.38

The stacked complex was solvated in the rhombic dodecahedron box (Fig. 1.1) un-

der the condition that the shortest distance between box and solute is 1.6 Å which

resulted in box containing about 5000 TIP3P water molecules.
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The solvated base pair was equilibrated by several steps:

1. minimization of the whole system (avoids possible close contacts)

2. 20 ps long water heating employing Berendsen thermostat19 with fixed complex

position under the constant volume and targeted temperature 300 K

3. 20 ps long heating of the whole system to 300 K employing Berendsen thermo-

stat and barostat

4. 0.5 ns long equilibration run employing Nosé-Hoover thermostat and Parrinello-

Rahmann barostat under the temperature 300 K and pressure 1 bar

5. 0.5 ns equilibration run with the umbrella potential (see Sec. 1.4.1) with small

force constant 500 kJ.mol−1.

After equilibration the final structure was taken as the starting one for umbrella

sampling procedures. For the conversion from the Amber format to Gromacs format

Ambgro program was used.39

1.3.3 Dickerson’s DNA Dodecamer

The geometry of DNA dodecamer with sequence d(CGCGAATTCGCG) was taken

from PDB database40 (ID 1bna, 1.9 Å resolution). This high-quality X-ray struc-

ture was measured by Dickerson41 in the late eighties and is one of the widely used

DNA models.∗ Water molecules and ions were removed from the X-ray and hydrogen

atoms were added. From the Amber library of residues all parameters were assign

including also the non-bonded ones. We use Amber Parm99 force-field22 which per-

forms well also with the abnormal structures42 and is able to describe conformational

changes.43 Hence the applicability of the force field is being find to be guaranteed for

the presented purposes.

The double-helix was solvated in the rhombic dodecahedron box (Fig. 1.1) under

the condition that the shortest distance between box and solute is 1.2 Å which resulted

in box containing about 10000 TIP3P water molecules. From the bulk water it was

∗it has 596 citations on the April 2009
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chosen 22 molecules according to the electrostatic potential around the solute, and

they were replaced by sodium cations to reach electroneutrality of the system.

The DNA surrounded by water was equilibrated in several steps:

1. minimization of water molecules applying position restraints with force constant

1000 kJ.mol−1 to the DNA to avoid possible close water contacts

2. minimization of the whole system

3. 20 ps long water heating to target temperature 300 K employing Berendsen

thermostat with position restraints acting on DNA keeping the DNA under

temperature 10 K

4. 20 ps long heating of the whole system to 300 K employing Berendsen thermo-

stat and barostat

5. 1 ns long equilibration run employing Nosé-Hoover thermostat and Parrinello-

Rahmann barostat under the temperature 300 K and pressure 1 bar

The final structure from the equilibration procedure was taken as the starting struc-

ture for other DNA simulations.

1.4 Free Energy Calculations

The free energy calculations represent very challenging part of the computational

chemistry. Classical thermodynamics says that the spontaneous changes in the nature

are connected with the negative change of the free energy. Statistical thermodynamics

gives us some theoretical insight into microscopical correspondence of the free energy

and fundament of statistical mechanics – partition function. The relationship between

both can be expressed as

F = −kBT lnQ (1.15)

where F stands for Helmholtz free energy, kB is Boltzmann constant, T is temperature

and Q is canonical partition function. Unfortunately, partition function is (similar

to wave function) unreachable in exact form and we need to approximate it.
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1.4.1 Umbrella Sampling

There are several methodologies how to sample configurational (or phase) space to

obtain the estimate of the free energy change.44 We employed so called umbrella

sampling method firstly introduced by Torrie et al45 in the Monte Carlo simula-

tions. The main problem in the molecular dynamics sampling of configurational space

that the system is trapped in some deep potential energy minimum and the barriers

are overcome with very low probability, is in umbrella sampling overcome by bias-

ing the simulation by an additional potential added into potential energy function

(c.f. Fig 1.4).

Figure 1.4: General umbrella sampling scheme. Without bias (black curve) the system is trapped
in region 1. or 2. due to the potential energy minima and the barrier between regions 1. and 2. is
in the unbiased simulation sampled poorly. Sampling can be improved by biasing potential. Four
umbrella sampling windows are shown, each one contains a harmonic potential centered on different
value of R.

It has to be mentioned that there is no physical correspondence of the biased sys-

tem in real world but from this unphysical situation we try to conclude, after some

mathematical manipulation, clearly physical results.

The free energy along some coordinate ~R is connected with a probability distribution
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along the coordinate P (~R) by the equation

F (~R) = −kBT lnP (~R). (1.16)

If one introduces an additional potential Vbias into the simulation the biased proba-

bility distribution P ′(~R) is obtained and the free energy can be evaluated as follows

F (~R) = −kBT lnP ′(~R)− Vbias + C (1.17)

where C is an arbitrary constant, which is unknown, but since we are interested in free

energy changes it is irrelevant. The situation is changed, when the sampling along

the coordinate is not improved enough. Then one solution is to divide the reaction

coordinate into several windows and in each window biasing potentials are introduced

(Fig. 1.4) differing usually in the equilibration value of the coordinate. The free

energy profile is then obtained by overlapping the partial probabilities. In such

case, the constants C are different in each window, cause an undetermined offset

of neighbouring windows, can not be simply ignored and advanced technique has to

be employed to evaluate the unbiased free energy profile.

1.4.2 Weighted Histogram Analysis Method (WHAM)

Weighted histogram analysis method developed by Kumar46 provides unbiased prob-

ability distribution from biased probability distributions (histograms) of each simu-

lation window by minimizing the constants’ C differences. The WHAM equations

P (R) =

Nwin∑
i=1

ni(R)

Nwin∑
i=1

nie
Ci−Vbias,i(R)

kBT

(1.18)

Ci = −kBT ln
∑
Rbins

P (R)e
−Vbias,i

kBT (1.19)

where P (R) represents the best estimate of unbiased probability distribution, Nwin is

number of simulation windows, ni is number of counts in the bin associated with R,
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Ci is the constant in the i-th window and Vbias,i represents biasing potential of i-th

window, has to be solved iteratively, due to the cross-dependence of P (R) and Ci.

1.4.3 Potential of Mean Force

The free energy change can also be evaluated on the bases of different idea, so called

potential of mean force concept, firstly mentioned by Kirkwood.47 It exploits the fact

that the change of arbitrary function q(x) can be expressed as follows

∆q(x) =

∫ b

a

∂q

∂x
dx. (1.20)

It can be further shown that

∂G

∂x
=

〈
∂V (x)

∂x

〉
= 〈−f(x)〉 (1.21)

where V (x) is the potential energy, f(x) is general force and brackets 〈〉 denote

averaging over the MD frames. From the total potential energy function V it can

be extracted the umbrella potential Vbias(R), which in case of harmonic form gives

the force as

f(R) =
∂Vbias

∂R
= −kf (R−R0) (1.22)

where kf is a force constant and R0 an equilibrium distance which the both are the pa-

rameters describing the biasing harmonic potential. Simple averaging over the frames

of each window and consecutive integration gives us potential of mean force which

describes changes in free energy. Let us add that compared with WHAM evaluation

which uses data from all windows, this naive evaluation considers only data from one

window to calculate the force.

1.4.4 Entropic Correction

When the reaction coordinate is a distance between two particles, the free energy

in larger distances would decrease. It is caused by entropic contribution. We can
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imagine one particle fixed during elongation of the distance and second particle mov-

ing on the sphere surface around the first one. Since the surface increases with

the square of the distance, the increasing entropy connected with the larger number

of sub-states in the configurational space causes the decrease of free energy. The po-

tential of mean force of two non-interacting particles can be expressed as

PMF = −(nc − 1)kBT lnR (1.23)

where nc represents the dimensionality of the biasing potential.14 Since the free energy

of the association/dissociation of the non-interacting particles should be zero, this

term covers exactly the entropic part, which has to be subtracted also from the other

resulting pmf curves.

1.4.5 Simulation Setup

As a reaction coordinate describing the association/dissociation of the nucleic acid

base-pair, the distance between two heavy atoms from the centers of the molecules

(highlighted in Fig. 1.5) was chosen.

Figure 1.5: Atoms numbering of 9-methyladenine and 1-methylthymine. For clarity hydrogen
atoms were omitted.

Also other pairs of atoms were checked, but as is discussed later, no significant de-

pendencies of the free energy on the choice of the pair of atoms were observed.

The distance was varied in the range between 0.3 nm and 2.0 nm with the step

0.05 nm. Consequently 34 simulation windows were generated differing in the bi-

asing potential. Force constant was adjusted to 1000 kJ.mol−1 which is rather soft
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harmonic potential suitable more for WHAM evaluation than for evaluation based

on the forces calculation (Sec. 1.4.3).

The starting structure of each simulation window was taken from the previous window

but velocities were generated randomly according to the Maxwell distribution within

300 K. Equilibration part 500 ps long was followed by 3.5 ns production run. The base

pair structure was saved every 0.1 ps providing us 17500 data points per each window.

1.5 Solvent Accessible Surface Area

The concept of solvent accessible surface area was firstly proposed by Lee48 in 1971.

It is a measure of the size of a molecule (e.g. protein or hydrocarbon).

Figure 1.6: Solvent accessible surface areas of Dickerson’s dodecamer calculated with probe radius
0.15 nm (left) and 0.17 nm (right). Apparently, there are only subtle visible distinctions.

The idea is to approximate the water molecule by a probe sphere with some van der

Waals radius (as is described e.g. in TIP3P water model) and roll the probe sphere

around the molecule obtaining a molecular surface e.g. as shown in Fig. 1.6 . Usually,

the probe radius is set to the value of 0.15 nm (σ parameter of oxygen atom in TIP3P

water model is 0.158 nm) but for our purposes we used 0.17 nm (results are explained

later). Due to the larger probe radius the absolute values we calculated do not exactly
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represent solvent accessible surface areas for water solvent but they serves merely as

some characteristic of the DNA.

1.6 Helical Parameters

As a validation descriptors for the DNA simulations we used the helical parameters

introduced by Dickerson et al 49 and implemented in X3DNA program package.50

For our purposes only the subset which consists of the base-pair step parameters and

the complementary base-pair parameters were considered. The trajectory of the DNA

with unmodified potential using both Lennard-Jones functional forms (Eqn. 1.9 and

Eqn. 1.10) was analyzed every 10 ps and the average of each parameter over all

base-pairs was taken as the characteristic.

The terminal nucleotides are significantly more flexible than the rest of the double-

helix. Thus they were not involved in the trajectory analysis.
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Chapter 2

Nucleic Acid Base-Pair

2.1 Introduction

To get some insight into the role of dispersion in DNA stabilization we decided to

perform the free energy calculations involving those DNA building blocs, which we

believe are strongly influenced by dispersion interaction. Those building blocks –

the nucleic acid bases – are quite common systems for modelling interactions partic-

ipating in stabilization of biological structures. There have been done huge amount

of calculations concerning DNA bases.38,51–53 Among them one can find several papers

estimating the free energy changes during association/dissociation or the solvation

free energies.52,54–56 Unfortunately, the papers provide notably different numbers de-

pending on which methodology was used which reflects the fact that to estimate

the free energy accurately, moreover when the changes are in a scale of single kcal,

seem to be a very difficult task even nowadays.

The methodology we used provides us a nice possibility how to control the pair non-

bonded interactions within the system and as we hope it enables passing the quanti-

tative results to the DNA case.

2.2 Free Energy Profiles

At the beginning of this section some benchmark calculations, by which we justify

the chosen methodology for evaluation of the free energy profiles, are introduces. In
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the second part the set of simulations based on modified Lennard-Jones potentials

is presented and discussed. The profiles were shifted according to the zero reference

level of the separated bases.

2.2.1 Testing Calculations

On Fig. 2.1 (left hand side plot) the validation of the pair parameters library is

shown. There are two curves obtained with unmodified Lennard-Jones potential

with Eqn. 1.9 and Eqn. 1.10 functional form, respectively. Any deviations can only

be caused by numerical uncertainties and/or partially unconverged results.
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Figure 2.1: LEFT: Comparison of Eqn. 1.9 and Eqn. 1.10 functional forms of Lennard-Jones
potential i.e. validation of the pair parameters library. RIGHT: Comparison of different atom pairs
describing the reaction coordinate of the association/dissociation.

The dependence of the free energy profile on the choice of atoms pair is shown on

Fig. 2.1 (right hand side plot). Several different pairs for distance coordinate defini-

tion were tested. These were C4-C5, C5-C2 and C5-C5 meaning the first atom from

methyladenine and the second atom from methylthymine (c.f. Fig 1.5). The observ-

able differences are within the statistical error of the simulations, thus the curves
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can be considered as identical and the free energy profile independent on the choice

of the reaction coordinate from the range of the tested ones.
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Figure 2.2: Convergence performance. Plotted profiles are from the first, second and third nanosec-
ond of the WW-WS-SS (blue), WW-SS (black) and WW (red) force-field modifications.

The free energy convergence was checked by partial evaluation of the umbrella sam-

pling windows. The free energy profiles obtained from WHAM evaluation of 1 ns

long segments of each window are plotted in Fig. 2.2 for three consequential segments.

The profiles are satisfyingly good converged with the largest variance of 1.6 kJ.mol−1 for

WW (red) case. Critical appears to be the region with the distance around 0.8 nm,

where the structures are getting to be floppy and the simulation has to be long

enough to sufficiently sample those situations. For umbrella sampling method eval-

uated by WHAM procedure the overlap of the neighbouring windows is important.

Fig. 2.3 shows that histograms (unbiased probability distributions) for all umbrella

windows for WW-WS-SS case overlap sufficiently.

For comparison, the curves obtained by potential of mean force methodology (see

Sec. 1.4.3) are shown in Fig. 2.4. We present WW-WS-SS (blue) WW-WS (black)

and WW (red) curves. Clearly, all the curves are identical considering their shape.

As was mentioned in the Methods section, the pmf evaluation uses data from each

window separately due to the force averaging over the one particular window’s frames,
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Figure 2.3: Histograms for the unmodified simulation (WW-WS-SS).
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thus should be considered as the less precise than the WHAM evaluation, which uses

for generation of the free energy profile all available data across the whole reaction

coordinate.

2.2.2 Results

Fig. 2.5 shows the free energy profiles for all four situations: WW-WS-SS (blue), WW-

WS (green), WW-SS (black) and WW (red). These curves were obtained by umbrella

sampling of the distance coordinate between mA-C4 and mT-C2 atoms later evaluated

with WHAM procedure (see Sec. 1.4.2).

Figure 2.5: Free energy profiles for unmodified and three modified Lennard-Jones potentials.
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WW-WS-SS The blue curve in Fig. 2.5 represents unmodified case, which means

that all Lennard-Jones interactions were conserve across the whole system. The min-

imum located at the C-C distance slightly under 0.4 nm indicates that the complex is

in the stacked structure. No evidence for hydrogen-bonded structure whose minimum

would be located around 0.8 nm is present. All the hydrogen-bonded structures are

short-lived which can not cause noticeable decrease of the actual free energy. This is

completely different situation than in the gas phase, where hydrogen-bonded struc-

tures are preferred.38 The missing hydrogen-bonded complex on the free energy profile

is in agreement with previous studies56–60 which conclude that the stacked structures

of different aromatic molecules such as purines or pyrimidines are preferred in wa-

ter environment and hydrogen-bonded complexes are not thermodynamically stable

in water.

This can be explained by the much worse hydration of the hydrogen-bonded struc-

ture compared with the stacked one. As discussed by Chandler61 and later in this

thesis, hydrophobic effect in the classical sense of disruption of water structure

and dynamics leads the bases into more compact stacked structure rather than into

the hydrogen-bonded one despite the large favourable enthalpic contribution of the H-

bonds between bases.

The value of –11 kJ.mol−1 of association free energy of the studied bases is in the widely

accepted range of values of substituted purines and pyrimidines, which is from al-

ready mentioned reasons quite wide. Theoretical and experimental values52,56,62–64

vary between –3 to –23 kJ.mol.−1 However, for the purposes of this study the relative

differences between simulations with different conserved amount of Lennard-Jones

interaction are important rather than the absolute values.

WW-WS The green curve in Fig. 2.5 represents the free energy profile of associ-

ation/dissociation, where dispersion interaction between solute (nucleic acid bases)

and water was neglected. It has to be mentioned that the Lennard-Jones interaction

decays very quickly (with r−6) and therefore the bases would not interact in long

distances. Hence when we discard one type of interaction, which expresses only

in short distances (that means only on one side of the reaction base + base → com-

plex ) the equilibrium has to be consequently shifted to large distances (that means

the base + base side of the reaction). We should not be surprised, that the minimum

on the green curve is not present. From the comparison with blue curve we can
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conclude that the dispersion interaction between bases supports complex formation.

WW-SS Complementary to the previous case is the black curve on Fig. 2.5 where

dispersion interaction between solute and water was cancelled. Contrary to the pre-

vious case the dispersion energy between bases and water goes against the complex

formation which can be understood from the deeper minimum of the black curve

compared with the blue one. The minimum of the free energy is –53 kJ.mol.−1

WW The last case is the situation where dispersion interaction of the bases is com-

pletely discarded which means that there is no dispersion interaction between bases

nor between bases and water. The free energy profile is represented by the red curve

in Fig. 2.5. The depth of the minimum is –15 kJ.mol.−1

If we understand well the green and black free energy curves than the red curve

lacks two opposite effects – complex stabilising base–base dispersion interaction and

complex destabilising base–water dispersion interaction. The red curve exhibits

significant minimum, subtly shifted to larger distance and deeper compared with

the blue curve. There are several possible reasons which contribute to such free

energy profile shape.

By comparing the blue and black curves with the red one we can considered the water–

solute dispersion energy contribution and the solute–solute dispersion energy contri-

bution being unequal with the water–solute one being larger in the absolute values.

Also the increase of solute entropy might play a role. At first glance seen, the signif-

icant distinction of the red and blue curves is that the former one is much broader.

This reflects the larger variability of the complex structures. This larger variabil-

ity of the complex seems to be an important characteristic and the higher entropy

of the nucleic acid bases can result. The unmodified case amounts to lower entropy,

since the dispersion interaction between bases restricts the configurational space ac-

cessible for the system. The trajectory shows the complex structure without disper-

sion to be very floppy and plenty of stacked-like and T-shape-like structures with

larger intersystem distance occurs.

Probably the last possible contribution to the deeper minimum on the red curve might

be the artificial increase of the hydrophobicity of the nucleic acid bases (see Sec. 1.2.4).

Neglecting the dispersion term in Lennard-Jones potential we enlarge the effective
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Figure 2.6: Free energy profiles of WW-WS-SS (blue), WW (red) and WW with the scaled
repulsion term (orange curves).

atom size (see Fig. 1.3). This unwanted effect is caused by the Lennard-Jones formu-

lation, which is currently the most common one. Better description of non-bonded in-

teractions is necessary, but nowadays unavailable together with the flexibility needed

for manipulations similar to that, in this thesis.

To vanish the artificial hydrophobicity contribution we scaled Aij repulsion parameter

in Lennard-Jones potential by factors 0.5, 0.6 and 0.7. Figure 2.6 shows the free

energy profiles for unmodified WW-WS-SS (blue) case, red WW case and orange WW

cases with scaled repulsion. It’s clear, that the solute size strongly affects the depth

of the free energy minimum. From the radial distribution functions we concluded

that scaling repulsion by factor 0.6 gives similar solute size as with the unmodified

potential.

The red curve in Fig. 2.6 with repulsion scaled to 60% has much the same depth

as the unmodified case, from which one could understand that the water–solute and

solute–solute contributions are comparable in absolute values. This finding is impor-

tant and is later used in the second part concerning the simulations of DNA.
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Chapter 3

Dickerson’s Dodecamer

3.1 Introduction

In this chapter the results of the simulations of the Dickerson’s DNA dodecamer

(see Sec. 1.3.3) are presented. We performed a series of simulations with the same

Lennard-Jones potential modifications as in the nucleic acid bases case and the DNA

simulations are differentiated with the same colours as the bases are. The WW-WS

(black) modification was omitted from the DNA calculations since it does not promise

any development in the problem understanding.

3.2 Results

WW-WS-SS The blue row in Fig. 3.1 illustrates several snapshots from the DNA

simulation, where no modifications of Lennard-Jones potential were accomplished.

During the simulation no disruptive changes in the structure appeared. Verification

of the use of different functional form of Lennard-Jones potential (Eqn. 1.10) was

done by comparison of the helical parameters (see Sec. 1.6) with those obtained

from the simulation based on Eqn. 1.9 and with those from crystal structures.65

The helical parameters are shown in Tabs. 3.1 and 3.2. The reasonable agreement

between the results obtained with different functional forms is evident but there are

some distinctions in comparison with the experimental values. Since the calculated

values represent averages over the complete sequence and the parameters are sequence
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Figure 3.1: Snapshots of the DNA dynamics. The colours correspond with the free energy profiles
of nucleic acid bases association/dissociation.

dependent, the discrepancies might relate with the fact that Dickerson’s dodecamer’s

sequence does not cover all possible pairs. In addition, Amber force-field is known

to underestimate helical twist.66,67 The alternative functional form together with

the library of pair Aij and Bij parameters can eventually be considered as reliable.

WW-WS The green row in Fig. 3.1 illustrates dissociation of two DNA strand if

the dispersion energy within DNA was neglected whereas the dispersion interaction

between DNA and water was conserved. The hydrogen bonds between the DNA

strands were cleaved immediately which resulted in the DNA separation. Due to

the attractive Lennard-Jones interactions between strands and water there was no

will of the strands to fold and their complete expansion into bulk water was observed

during the first nanosecond. The solvent accessible surface area is shown in Fig. 3.2

(discussion bellow).

Accordingly to the explanation of the green free energy profile (Fig. 2.5), the lack

of dispersion energy within the DNA duplex moves the equilibrium to the single-
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alt.∗ val.† exp.‡

buckle 0.32 -0.10 0.50
propeller -12.00 -12.18 -11.40
opening -0.14 -0.27 0.60
shear 0.01 0.00 0.00
stretch -0.04 -0.04 -0.15
stagger 0.06 0.08 0.09

Table 3.1: Complementary base-pair helical parameters. ∗ alternative functional form for LJ
potential (Eqn. 1.10), † default functional form for LJ potential (Eqn. 1.9), ‡ crystal structures from
Ref.65

alt.∗ val.† exp.‡

tilt -0.12 -0.04 -0.1
roll 2.68 2.49 0.6
twist 32.54 32.73 36.0
shift -0.01 -0.02 -0.02
slide -0.51 -0.48 0.23
rise 3.35 3.34 3.32

Table 3.2: Step base-pair helical parameters. ∗ alternative functional form for LJ potential
(Eqn. 1.10), † default functional form for LJ potential (Eqn. 1.9), ‡ crystal structures from Ref.65

strands-side because the DNA–water interaction becomes more favourable. The ex-

tremely high values of the solvent accessible surface area (Fig. 3.2) for green WW-WS

case are connected with the expansion of the separated strands into the bulk water.

WW This, the most interesting situation if the dispersion interaction within the DNA

duplex as well as between DNA and water is neglected, seems to be also the most

complicated one. The simulation, where only dispersion energy among water was

conserved, provided a couple of bizarre structures.

During the first 100 ps (the red row in Fig. 3.1) the DNA elongated in the direc-

tion of the helical axe and passed into a ladder-like structure. In this structure all

hydrogen bonds were maintained, but their larger fluctuations were present. Solvent

accessible surface area raised significantly. The fluctuations of the nucleic acid bases

led to the cleavage of the hydrogen bonds between them which was followed by fold-

ing process of the harmed DNA structure. This folding was finished after 1–2 ns and
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once the DNA was folded it kept compact structure with only some restricted mo-

tions. Large structure reorganisations were not during 20 ns long simulation observed,

particularly due to the high energy barriers within the fold or due to the longer time

scale required for such reorganisation.

The folded structure is characterized by smaller amount of hydrogen bonds compared

with the double-helix form but the intrastrand hydrogen bonds occur too. There are

also cavities inside the folded structure which are small enough to contain some water

molecule. This fact makes the algorithm for solvent accessible surface area calcula-

tions useless because we can see from the trajectory that actually no water molecules

are presented inside these cavities. Therefore we calculated solvent accessible surface

area with a bigger probe molecule (0.17 nm), which does not fit into the cavities

and the algorithm is able to give us for all Lennard-Jones modifications comparable

results, which are eventually more illustrative.

The resulting solvent accessible surface area is lower than in the ladder-like structure

but, however, higher compared with the double-helix (see Fig. 3.2).
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Figure 3.2: Dependence of the solvent accessible surface area on the simulation time. See Sec. 1.5
for details.
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3.3 Hydrophobicity of the Folded DNA

As already mentioned, the potential energy function without dispersion term suf-

fers from unwanted changes also in the repulsion description. It is a question what

the leading force of DNA folding with the red Lenard-Jones potential modification

is.

Since the folding runs relatively quickly the equilibrium is maintained in 20 ns long

simulation. This would suggest the thermodynamical stability of the fold contrary

the double-helix.

A set of additional simulations was performed to uncover the effect of the artificial

hydrophobicity increase. We scaled Aij repulsion term in Lennard-Jones potential

by factors 0.5, 0.6 and 0.7 and evaluated the radial distribution functions of water

around the heavy atoms of the DNA. This modification led to the reduction of the ef-

fective van der Waals radius (atom size) which is obvious from the Fig. 1.3 and factor

0.6 provided the radial distribution function nearly identical with the unmodified one

with respect to the position of the first peak. It means that hydrophobicity of the orig-

inal DNA (with unmodified potential) and hydrophobicity of the DNA obtained after

modification (no dispersion and 60% of repulsion) are comparable.

The resulted structures after 20 ns long WW simulations with scaled repulsion term

are shown in Fig. 3.3. All three DNA with various magnitudes of the repulsion folded

into the structures easily distinguishable from double-helix. Moreover, the fold-

ing process ran through the ladder-like structure which were more or less flexible.

The flexibility of the nucleic acid bases seems to be crucial in the folding process.

The structure with 60% of repulsion tended to remain in the ladder-like structure sup-

ported by hydrogen bonds between bases for relatively long time. Once the hydrogen

bonds were cleaved, the folding process could start. Thus the ladder-like structure

can be considered as a kinetically metastable.

Considering the orange curves in Fig. 3.2 the tendency of the hydrophobic effect to

pack the unwound DNA is undoubted. Let us remark that this is the pure hydropho-

bic effect in the sense of minimization of the solute size which leads to decrease

of disruption of water structure and dynamics.

The larger effective atoms size in the WW (red) case can also explain the presence

of cavities in the folded structure large enough for a water molecule but without
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Figure 3.3: Final folded structures of DNA after 20 ns long simulation with various scaling
of the repulsion term. From left hand side 50% repulsion, 60% repulsion and 70% repulsion. Dis-
persion interaction discarded in total (red WW case). The middle structure after 20 ns preserved a
domain which is still ladder-like/hydrogen-bonded.

any evidence of that in the simulation. Other explanation of the cavities takes into

account the restricted flexibility of the DNA sugar-phosphate backbone.
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Chapter 4

Conclusions

4.1 Nucleic Acid Bases

1. In the water environment 9-methyladenine and 1-methylthymine create stable

stacked complex The free energy of association amounts of –11 ± 0.6 kJ.mol−1.

2. Modifying the Lennard-Jones potential in such way that the dispersion term

between nucleic acid bases is discarded, the minimum on the free energy curve

disappears. This contribution of dispersion energy is thus favourable for com-

plex formation.

3. Discarding the dispersion energy between water and solute (nucleic acid bases)

the minimum on the free energy curve becomes significantly deeper. We can

conclude that the dispersion between water and solute destabilizes the complex

stacked structure.

4. When both previously mentioned contributions absent together, in other words

there is no dispersion interaction between nucleic acid bases nor between bases

and water, the minimum on the free energy curve becomes deeper by about

4 kJ.mol−1 but after correction for atom size, the depth is comparable with

the real (unmodified) case. These leads us to the conclusion that the base–base

dispersion interaction, which is stabilising with respect to the free energy, is

in absolute value comparable with destabilising bases–water dispersion interac-

tion. Furthermore, the force which is responsible for the minimum on the free
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energy curve seems to be the hydrophobicity in the classical meaning. The sep-

arated bases disrupt the water structure more significantly than the complex

stacked structure. This effect is, however, not able to keep as compact structure

as in the unmodified simulation is kept by the combination of several effects.

5. We thus conclude that in the real world the hydrophobicity appears to be

the dominant factor stabilising stacked structures of aromatic solutes in water.

4.2 Dickerson’s DNA Dodecamer

1. Discarding the dispersion within DNA atoms the double-helix dissociates into

single-strands which are expanded into bulk water. The reason is the more

favourable interaction between water and DNA, which is present in total, com-

pared with interaction within DNA, which lacks the dispersion part.

2. When the dispersion interaction of DNA is neglected at all, which means there

is no dispersion interaction between DNA and water nor within DNA itself,

the DNA goes through ladder-like structure into folded structure being pushed

forward by hydrophobic interaction.

After correction for atoms size the folding became slower due to the larger

stability of the ladder-like structure. This kinetically stable structure turns

into folded one after initialization caused by cleavage of the hydrogen bonds

between nucleic acid bases.

3. The consequence with reality is analogous to nucleic acid base one: the sta-

bilising effect of hydrophobicity is emphasized over the dispersion interaction

contribution, which is rather responsible for the maintaining (or recognition)

of the double-helical structure. The packing of the two strands is caused by hy-

drophobic effect which is, however, not able to distinguish between the biolog-

ically relevant (and without questions real) double-helix structure and the hy-

pothetical folded one, whose biological activity would be questionable. The dis-

persion interaction together with hydrogen bonds play somewhat an essential

role as the structure-shaping factors.
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[51] J. Šponer, J. Leszczynski, and P. Hobza, “Structures and energies of hydrogen-bonded DNA
base pairs. a nonempirical study with inclusion of electron correlation”, Journal of Physical
Chemistry 100(5), pp. 1965–1974 (1996).

[52] P. Cieplak and P. A. Kollman, “Calculation of the free energy of association of nucleic acid bases
in vacuo and water solution”, Journal of American Chemical Society 110(21), pp. 3734–3739
(1988).
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