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1. Introduction

Suppose that X is a linear space and F is a collection of semi-norms on X. We
say that F generates a topology τ on X, if τ is the coarsest topology such that
every semi-norm in F is continuous. In this case we write τ = σ(X,F) and also
say that F is a topologizing family for X.

If we start with a Banach space X then every functional ϕ on X defines a
semi-norm

Sϕ(f) = jϕ(f)j, f 2 X,

hence if we identify all such semi-norms with corresponding functionals, we can
consider the topology σ(X,X∗) on X. This well-known locally convex topology
is also called the weak topology and various considerable results about this topol-
ogy are known; for instance, it is an example of a nonmetrizable locally convex
topology (in case that X is infinite-dimensional, of course) for which the notion
of sequential compactness and compactness are the same.

If one deals with Banach function space X (in the sense described in the
following section) consisting of some measurable functions on a given measure
space (R,µ), then it turns out that some new opportunities how to define a
topologizing family appear — to a given Banach function space X, the associated
space X ′ consists of all functions g such that the product fg is integrable over R
for every f in X. Therefore every such g in X ′ defines a functional on X by the
formula

Lg(f) =
Z
R

fg dµ, f 2 X,

and jLgj defines a semi-norm on X. Via this identification, we can consider the
topology σ(X,X ′) on X. Since the associate space X ′ is isometrically isomorphic
to a subspace of X∗, this topology is weaker than the topology σ(X,X∗) in
general.

In this thesis we study the properties of the topology σ(X,X ′) and its conse-
quences to linear operators. In Section 3 we present some facts about convergence
in the topology σ(X,X ′) and we also introduce topology finer than the one just
presented but still coarser than weak topology and having X ′ as a dual.

In Section 4 we will prove that in the topology σ(X,X ′) the notions of rel-
ative sequential compactness and relative compactness coincide; we also give a
necessary and sufficient condition to establish a relative sequential compactness
in this topology. We will also characterise the compactness of the unit ball in the
topology σ(X,X ′).

The final section deals with linear operators between Banach function spaces;
we introduce the notion of an adjoint operator, characterise its existence and
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prove some basic properties. Next we put in context the results from Sec-
tion 4 to σ(X,X ′)-compact and absolutely continuous operators. We show that
a σ(X,X ′)-compact operator may not have σ(X,X ′)-compact adjoint and vice
versa. However, the relationship between σ(X,X ′)-compactness of a linear oper-
ator and the existence of its adjoint operator remains unanswered.
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2. Banach function spaces

Banach function spaces are Banach spaces of measurable functions in which the
norm is appropriately related to the underlying measure. The theory of Banach
function spaces can be regarded as a generalization of the theory of the Lebesgue
spaces Lp, so the reader can keep these spaces in mind as a model for this theory.

In this section we recall the definitions and some basic facts about Banach
function spaces which we will need in the following text. We shall not prove the
well-known results; all of these can be found in the monograph by C.Bennett
and R. Sharpley [BS].

Let (R,µ) be a totally σ-finite measure space, i.e., there exists a sequence
fRng of measurable sets of finite measure satisfying

S
fRn; n 2 ωg = R. We

suppose that such sequence was chosen once and for all. Let M+ be the set
of all measurable functions on R whose values lie in [0,1]. Denote by χE the
characteristic function of a measurable set E of R.

Definition. A mapping ρ: M+ ! [0,1] is called a Banach function norm if
for all f , g, fn (n 2 ω) in M+ for all constants a � 0 and for every measurable
subset E of R the following properties hold:

ρ(f) = 0 $ f = 0 µ-a.e.; ρ(af) = aρ(f); ρ(f + g) � ρ(f) + ρ(g)(P1)

0 � f � g µ-a.e. ! ρ(f) � ρ(g)(P2)

0 � fn " f µ-a.e. ! ρ(fn) " ρ(f)(P3)

µ(E) <1 ! ρ(χE) <1(P4)

µ(E) <1 !
R
E
f dµ � CEρ(f)(P5)

for some constant CE, 0 < CE <1, depending on E but independent of f .

Now let M denote the set of all µ-measurable scalar-valued (real or complex)
functions defined on R.

Definition. Let ρ be a Banach function norm. The collection X = Xρ of all
functions f in M for which ρ(jf j) is finite is called a Banach function space. For
each f 2 X we define

kfkX = ρ(jf j).

It follows directly from the definition and property (P5) that every function
in X is locally summable and hence finite µ-a.e. Property (P4) shows that X
contains the characteristic functions of measurable sets of finite measure. By
linearity every simple function belongs to X. Let us note that different authors
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use various kinds of definitions of the notion of a simple function. In our setting,
by simple function we always mean a finite-measure supported function which
has finite range.

Lemma. (Fatou lemma) Let ffng be a sequence in X such that fn ! f µ-a.e.
and lim infn→∞ kfnkX <1. Then f 2 X and

kfkX � lim inf
n→∞

kfnkX .

Given a Banach function space X, the associate space X ′ consists of all
functions g in M such that fg is integrable for every f in X. The norm on X ′ is
defined by

kgkX′ = sup

�Z
R

jfgj dµ; f 2 X, kfkX � 1

�
.

Note that X ′ itself is a Banach function space and k � kX′ is a Banach function
norm (see [BS, Chapter 1, Theorem 2.2]). Moreover the norm of a function in
the associate space X ′ is also given by (cf. [BS, Chapter 1, Lemma 2.8])

kgkX′ = sup

�����
Z
R

fg dµ

����; f 2 X, kfkX � 1

�
.

For every f in X and g in X ′ we have the Hölder inequalityZ
R

jfgj dµ � kfkXkgkX′ .

Due to the effort G.G. Lorentz and W.A. J. Luxemburg ([BS, Chapter 1,
Theorem 2.7]) we have that X ′′ = (X ′)′ = X and in that case kfkX = kfkX′′ .

Let fEng be a sequence of measurable subsets of R. We shall write En ! ;
µ-a.e. if the characteristic functions χEn

converge to the null function pointwise
µ-a.e. If the sequence fEng is decreasing we write En # ; µ-a.e.

Definition. A function f in a Banach function spaceX is said to have absolutely
continuous norm in X if kfχEn

kX ! 0 for every sequence fEng satisfying En ! ;
µ-a.e. The set of all functions in X of absolutely continuous norm is denoted by
Xa. If Xa coincides with X then the space X is said to have absolutely continuous
norm.

Definition. Let X be a Banach function space. The closure in X of the set of
simple functions is denoted by Xb.

Equivalently Xb is the closure in X of the set of bounded functions supported
in sets of finite measure (see [BS, Chapter 1, Proposition 3.10]).

Definition. A closed linear subspace Y of a Banach function space X is called
an order ideal of X if it has the following property:

f 2 Y and jgj � jf j µ-a.e. ! g 2 Y.
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Definition. A closed linear subspace Y of the dual space X∗ of a Banach
function space X is said to be norm-fundamental if

kfkX = sup
�
jϕ(f)j; ϕ 2 Y, kϕkX∗ � 1

	
for every f in X.

The subspaces Xa and Xb are order ideals of X and Xa � Xb � X, moreover
the subspace Xb is always relatively large in the sense that it is isometrically
isomorphic to a norm-fundamental subspace of the dual space (X ′)∗. By contrast
it can happen that Xa contains only the null function and in general all inclusions
in

f0g � Xa � Xb � X

may be proper (cf. the example at the end of the section).
As we mentioned at the beginning, an important example of Banach function

space is the Lebesgue space Lp = Lp (R,µ), (1 � p � 1) for which the Banach
function norm is given by

ρLp(f) =

� �R
R
fp dµ

�1/p
, 1 � p <1,

ess supR f, p = 1.

Let `p stand for the Lebesgue space over ω with counting measure.
To introduce another function space let (R,µ) be an interval (0,1) with

Lebesgue measure. For each f 2 M+ let

ρ(f) =
Z 1
0
f(x) dx+ ess sup

1≤x<∞
f(x).

Then ρ defines a Banach function norm, the subspace Xa consists of all functions
of Xρ which vanish on the interval (1,1) and Xb = L1(0,1).
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3. Weak topologies

In Banach spaces the most known topologies except the norm topology are so-
called weak and weak∗ topologies generated by some semi-norms on the given
space. If one deals with a Banach function space, some new natural possibilities
how to generate a topology appear. In this section we will focus on two such con-
cepts and we will derive some auxiliary propositions which will be helpful to prove
some results in Section 4 similar as for weak or weak∗ topologies, in particular
the equivalence of the notions of compactness and sequential compactness.

Let us recall a few definitions of some basic notions of general topology. We
start with a simple concept of generating new topologies on a given set.

Definition. Let X be a set. Denote F = ffα:X ! Xα; α 2 Ag a collection
of maps where all Xα are topological spaces. The coarsest topology on X such
that every map from F is continuous is called the topology induced by the family
F and it is denoted by σ(X,F).

Note that such topology always exists and its subbase consists of sets f−1α [O],
where α 2 A and O is open in Xα. The topology σ(X,F) is also called the weak
topology of X induced by F and the set F is said to be a topologizing family
for X.

The following lemma characterises continuity of a map into X with the topol-
ogy induced by some F.

Lemma 3.1. Let X be a set and let F be a topologizing family for X. Sup-
pose that (Y, τ) is a topological space and g: (Y, τ) ! (X,σ(X,F)). Then g is
continuous if and only if f � g is continuous for every f in F.

Proof. If g is continuous then f � g is a composition of continuous maps hence
itself continuous. Conversely let f �g be continuous for every f 2 F. To establish
the continuity of g it suffices to show that g−1[G] 2 τ for every subbase set G.
Since every subbase set G is of the form f−1α [O], where O is open in Xα, we have
to verify that g−1

�
f−1α [O]

�
is open in τ , which follows directly by continuity of

fα � g. �

If one deals with a vector space X, it is natural to choose the topologizing
family F from the collection of semi-norms on X. Recall that a map S from X into
the set of real numbers is called a semi-norm if 0 � S(f), S(f + g) � S(f) +S(g)
and S(af) = jajS(f) for every pair f , g in X and every scalar a.

Such topologizing family defines a locally convex linear topology. If the equal-
ity S(f) = 0 for all S 2 F implies f = 0, then such topology is Hausdorff.
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We will also need the notions of weak-type boundedness and convergence.

Definition. Let X be a vector space and let F be a collection of semi-norms on
X. The subset Y of X is said to be σ(X,F)-bounded whenever for each S 2 F the
set S[Y ] is bounded in R. The sequence ffng in X is said to be σ(X,F)-Cauchy
if for every ε > 0 there exists a corresponding n0 2 ω such that S(fn � fm) < ε
for all n,m 2 ω, m,n � n0 and is said to be σ(X,F)-convergent to f 2 X if
S(fn � f) tends to zero for every S 2 F.

If we start with a Banach function space X, then every functional ϕ on X
defines a semi-norm by the formula

Sϕ(f) = jϕ(f)j,

so it is natural to consider the topologizing family for X as a subcollection of
these semi-norms. The well-known topology induced by all these semi-norms is
called the weak topology and is denoted by σ(X,X∗) or just w.

On the dual space X∗ we can also consider the topology σ(X∗, X∗∗) or the
weaker one σ(X∗, εX), where ε:X ! X∗∗ denotes the canonical embedding. Such
topology is also denoted by σ(X∗, X), weak∗ or just w∗. Recall that weak and
weak∗ topologies coincide if and only if εX = X∗∗, i.e., if X is reflexive.

3.1 The σ(X,X ′) topology

In a function space let us introduce a yet weaker topology than the topology
σ(X,X∗). Suppose that X is a Banach function space and X ′ is its associate
space. Since every g in X ′ defines a linear functional Lg on X by the formula

Lg(f) =
Z
R

fg dµ,

we can identifyX ′ with a subspace of X∗. MoreoverX ′ is isometrically isomorphic
to a norm-fundamental subspace of the dual X∗, so kLgkX∗ = kgkX′ (see [BS,
Chapter 1, Theorem 2.9]). Hence we can consider the topology induced by all
such semi-norms jLgj where g 2 X ′ and we will denote such topology by σ(X,X ′).
For a subset M of X ′ we define a topology σ(X,M) analogously. If we also denote
σ(X, k � k) the original norm topology, we have

σ(X,X ′) � σ(X,X∗) � σ(X, k � k).

Note that since X ′ is canonically isometrically isomorphic to X∗ if and only
if X has absolutely continuous norm (see [BS, Chapter 1, Corollary 4.3]), then
σ(X,X ′) and σ(X,X∗) coincide if and only if X = Xa. Nevertheless the σ(X,X ′)
topology has in general some similar properties as the topology σ(X,X∗) as we
will see in Section 4.

Since have two different natural posibilities how to define “weak” topology
on the dual space X∗, one could attempt to mimic this property and define the
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notion of σ(X ′, X) topology. However, this turns out to be futile since X and
X ′′ coincide we do not obtain anything new. This account therefore implies that
any proposition stated about the topology σ(X,X ′) also holds for the topology
σ(X ′, X).

Our first purpose is to study the convergence in σ(X,X ′) topology or more
general in σ(X,M) topology where the set M is some order ideal in X ′.

Let us note that some of the presented results (Theorems 3.4 and 3.7) are
evolved by the virtue of the paper by W.A. J. Luxemburg and A.C. Zaanen

(cf. [LZ, Chapter 3]). In our thesis the notion of a Banach function space is a
little different, hence the proofs are also adjusted to our setting. We also add a
few examples. Theorem 3.6 is also known (cf. [BS, Chapter 1, Theorem 5.2]) and
the proof is presented for the continuity of the text.

The following theorem is a trivial application of the Hölder’s inequality and
the uniform boundedness principle.

Theorem 3.2. Let X be a Banach function space over measure space (R,µ)
and suppose that M is an order ideal of X ′ which is norm-fundamental in X∗.
Then a subset Y of X is σ(X,M)-bounded if and only if it is norm-bounded in X.

Proof. The “if” part follows directly from the Hölder inequality. Now suppose
Y is σ(X,M)-bounded, so supfjLg(f)j; f 2 Y g is finite for every g 2 M . Every
f 2 Y determines a linear functional Lf on M∗ by the formula Lf (g) = Lg(f) =R
R
fg dµ. By the uniform boundedness principle we obtain that supfkLfkM∗ ; f 2

Y g is finite. Since M is norm-fundamental in X∗ we have

kLfkM∗ = supfjLg(f)j; g 2M, kgkX′ � 1g = kfkX

and therefore Y is norm-bounded. �

The following result is due to G.Vitali, H.Hahn and S. Saks and it will be
crucial to the further results. The proof of this theorem can be found for example
in the book by E.Hewitt and K. Stromberg [HS].

Theorem. (Hahn-Saks) Let (R,µ) be a measure space, ffng a sequence of
summable scalar-valued functions over R. Suppose that νn(E) =

R
E
fn dµ con-

verges to a finite number ν(E) for every measurable set E. Then there is a unique
summable function f satisfying ν(E) =

R
E
f dµ for every measurable E. Further-

more the measures bνn(E) =
R
E
jfnj dµ are uniformly absolutely continuous with

respect to µ, i.e., for every Ek # ; and ε > 0 there is an index k0 such that for ev-
ery k > k0 is bνn(Ek) < ε for every positive integer n, in particular for every ε > 0
there is a δ > 0 such that bνn(E) < ε whenever E is measurable set satisfying
µ(E) < δ and n 2 ω.

Note that since jνn(E)j � bνn(E) for all n 2 ω and every measurable set E,
the measures νn are also uniformly absolutely continuous with respect to µ.

Let ffng and f be measurable functions over (R,µ) as in the Hahn-Saks
theorem. For E = R we conclude that

R
R
fn dµ!

R
R
f dµ. If s denotes a simple
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function over R we immediately have
R
R
fns dµ !

R
R
fsdµ. Naturally, our aim

is to establish the convergence for more than just simple functions.

Lemma 3.3. Let (R,µ) be a measure space, fn, f be locally summable func-
tions. Assume that

R
E
fn dµ !

R
E
f dµ for every measurable set E of finite

measure and supf
R
E
jfnj dµ; n 2 ωg <1 for all such E. Then for every bounded

finite-measure supported function g we have

Z
R

fg dµ = lim
n→∞

Z
R

fng dµ.

Proof. The conclusion clearly holds for every simple function. Denote E =
supp g. Since g is bounded and µ(E) < 1, we can uniformly approximate g by
simple functions, say gk. Then

����
Z
R

(fn � f)g dµ

���� �
����
Z
E

(fn � f)gk dµ

����+

����
Z
E

(fn � f)(g � gk) dµ

����
and for the second term we have����
Z
E

(fn� f)(g� gk) dµ

���� �
Z
E

�
jfnj+ jf j

�
jg� gkj dµ � kg� gkk∞

Z
E

�
jfnj+ jf j

�
dµ.

Now for arbitrary ε > 0 we can first take k so large that the second term is
smaller than ε for all n because the last integral is finite. Thus since gk is simple,
the first term tends to zero as n!1. �

Theorem 3.4. Let X be a Banach function space over a totally σ-finite measure
space (R,µ). Suppose that ffng is a bounded sequence in X such that

R
E
fn

converges to a finite number as n ! 1 for every measurable set E of finite
measure. Then there exists some function f in X such that fn ! f in the
topology σ(X, (X ′)b).

Proof. Let fRNg be the sequence of sets of finite measure satisfying RN " R.
Suppose that N is fixed. By assumption every

R
E
fn dµ converges to a finite

number for every measurable set E � RN , thus by the Hahn-Saks theorem we
have unique fN , summable over RN , satisfying

R
E
fn dµ !

R
E
fN dµ as n ! 1.

Repeating this process for all N 2 ω we obtain a sequence ffNg of functions such
that every fN is summable over RN . By the uniqueness of such fN on RN we
have fN+1 � fN , that is, Dom(fN) � Dom(fN+1) and fN+1 � Dom(fN) = fN ,
therefore

S
N fN defines a locally summable function, say f .

Let us show that f belongs to X ′′ = X. Denote K the constant such that
kfnkX � K for all n 2 ω. We will show that supf

R
jfgj dµ; kgkX′ � 1g � K.

Choose an arbitrary g 2 X ′ such that kgkX′ � 1 and define gN = minfNχRN
, jgjg

for all N 2 ω. Clearly all gN are bounded, have support of finite measure and
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gN(x) " jg(x)j µ-a.e. on R. Hence kgNkX′ � kgkX′ � 1 and by Lemma 3.3 and
Hölder inequality we have the following

Z
R

jfgN j dµ = lim
n→∞

Z
R

jfngN j dµ � lim sup
n→∞

kfnkXkgNkX′ � KkgkX′ � K.

Hence by the monotone convergence theorem

Z
R

jfgjdµ = lim
N→∞

Z
R

jfgN j dµ � K,

therefore f 2 X.
Finally we have to establish the σ(X, (X ′)b)-convergence, i.e., show thatR

R
fng !

R
R
fg for all g 2 (X ′)b. By the definition of (X ′)b there is a sequence of

simple functions gk converging to g in X ′. Now we can continue similarly as in
Lemma 3.3. We get

����
Z
R

(fn � f)g dµ

���� �
����
Z
R

(fn � f)gk dµ

����+

����
Z
R

(fn � f)(g � gk) dµ

����
with the difference that the estimate for the second term reads now by the Hölder
inequality as

����
Z
R

(fn � f)(g � gk) dµ

���� �
Z
R

�
jfnj+ jf j

�
jg � gkj dµ � kg � gkkX′

�
K + kfkX

�
.

�

Notice that we actually needed the convergence of
R
E
fn dµ only for the mea-

surable sets contained in some Rn. We will use this fact in the proof of Theo-
rem 4.7 below.

Let us observe that the set (X ′)b cannot be essentially enlarged in Theo-
rem 3.4. Indeed, suppose X = `1 and fn = en = h0, . . . , 0, 1, 0, . . . i 2 X where
the 1 is on the nth position. Then X ′ = `∞, (X ′)b = c0 and clearly fn is σ(`∞, c0)
convergent to 0. Now let g 2 `∞ n c0. Then

lim sup
n→∞

����
Z
ω

fng dµ

���� = lim sup
n→∞

jg(n)j > 0

and thus Lg(fn) does not tend to zero as n!1.
On the other hand in some special cases the assumption of convergence is

satisfied automatically as the next example shows.

Example 3.5. Suppose that X is Banach function space over a totally σ-finite
completely atomic measure space (R,µ) such that every atom has measure larger
than some ε > 0. Then any bounded sequence ffng in X has a σ(X, (X ′)b)-
convergent subsequence.
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Proof. Since ffng is norm-bounded, it is σ(X, (X ′)b)-bounded and it suffices
to show that

R
E
fn dµ converges to a finite number as n ! 1 whenever E is

measurable set of finite measure. Because the measure space (R,µ) is σ-finite, it
has at most countably many atoms, say fang. Since

R
{a1} fn dµ = fn(a1)µ(a1) is

bounded there is a subsequence ff 1ng such that the integrals converge as n!1.
Similarly

R
{a2} f

1
n dµ = f 1n(a2)µ(a2) is bounded and hence there is a subsequence

ff 2ng of the previous one. If we continue in an obvious manner and take the
diagonal sequence ff nn g we obtain that

R
{ai} f

n
n dµ converges to a finite number

for all i 2 ω. Now whenever E � R is arbitrary set of finite measure, E contains
only finitely many atoms and obviously

R
E
f nn dµ converges to a finite number.

�

Let M be an order ideal of X containing the simple functions, i.e., (X ′)b �
M � X ′. To establish the σ(X,M)-convergence, it is enough to provide that our
sequence ffng is σ(X,M)-Cauchy, i.e., that Lg(fn) is Cauchy for every g in M .

Theorem 3.6. Let X be a Banach function space over a totally σ-finite measure
space (R,µ) and let M be an order ideal of X ′ containing the simple functions.
Then X is σ(X,M)-sequentially complete.

Proof. Let ffng be a σ(X,M)-Cauchy sequence. Clearly ffng is σ(X,M)-
bounded and since M is norm-fundamental, ffng is norm-bounded by Theo-
rem 3.2. Because M contains simple functions, the sequence of integrals

Z
E

fn dµ =
Z
R

fnχE dµ

is Cauchy, hence convergent to a finite number for every measurable set E of
finite measure. By Theorem 3.4 there exists f in X such that fn is σ(X, (X ′)b)-
convergent to f , i.e.,

R
R
fng dµ !

R
R
fg dµ for every g 2 (X ′)b. We want to

guarantee the convergence for every g in M .
Let g 2M be an arbitrary function. Since M is an order ideal, gχE belongs

to M as well for any measurable set E. Thus νn(E) =
R
E
fng dµ converges to a

finite number by the assumption for every measurable set E and hence by the
Hahn-Saks theorem the measures νn are uniformly absolutely continuous with
respect to µ. Moreover if we put ν(E) =

R
E
fg dµ, then also ν � µ.

Denote R cn = R nRn. Since R cn # ; then for given ε > 0 there is some N 2 ω
so that jν(R cN)j < ε and jνn(R cN)j < ε for every positive integer n. If we define
sets En = fx 2 R; jg(x)j > ng then En # ; and we can do the same as for R cn.
Assume N 2 ω is the same for both sequences of sets, otherwise we take the
larger one. We can finally estimate

����
Z
R

(fn � f)g dµ

���� �
����
Z
R cN∪EN

(fn � f)g dµ

����+

����
Z
RN\EN

(fn � f)g dµ

����
� jνn(R cN [ EN)j+ jν(R cN [ EN)j+

����
Z
RN\EN

(fn � f)g dµ

����.
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The first two terms are bounded by 4ε independently of n and the third summand
tends to zero as n!1 by Lemma 3.3 since the set RN n EN has finite measure
and g is bounded there. �

Theorem 3.7. Let X be a Banach function space over a totally σ-finite measure
space (R,µ) and let M be an order ideal of X ′ containing the simple functions.
Suppose ffng is a σ(X, (X ′)b)-Cauchy sequence in X and for every g 2 M and
every sequence fEkg of measurable subsets of R satisfying Ek # ;, we have

lim
k→∞

sup
n∈ω

Z
Ek

jfngj dµ = 0.

Then ffng is σ(X,M)-convergent to some function of X.

Proof. In a view of the preceding theorem it suffices to show that ffng is
σ(X,M)-Cauchy, i.e.,

R
R
fng dµ is Cauchy for every g 2M .

Let g 2 M and choose an ε > 0. Since R cn # ; there is an index N 2 ω such
that

sup
n∈ω

Z
R cN

jfngj dµ < ε.

For k 2 ω, define functions gk = gχ{|g|≤k}χRN
. Every gk is bounded and has

finite-measure support, thus gk 2 (X ′)b. Clearly gk(x) ! g(x) µ-a.e. on RN , thus
gk ! g on RN in measure, so Mk = fx 2 R; jg(x)� gk(x)j � εg # ;. Now by the
assumption pick K 2 ω so large that

sup
n∈ω

Z
MK

jfngj dµ < ε.

Recall that since ffng is σ(X, (X ′)b)-bounded, it is also norm-bounded in X so
there is a constant C such that supn∈ω kfnkX � C. In addition jgkj � jgj for every
positive integer k. At this moment we can estimate

����
Z
R

fng dµ�
Z
R

fngK dµ

����
�

Z
R cN

jfn(g � gK)j dµ+
Z
RN\MK

jfn(g � gK)jdµ+
Z
MK

jfn(g � gK)j dµ

�

Z
R cN

jfngj dµ+ ε

Z
RN\MK

jfnjdµ+
Z
MK

jfngj dµ+
Z
MK

jfngK j dµ

� ε(3 + CkχRN\MK
kX′)

independently of n 2 ω. Note that kχRN\MK
kX′ is finite since RN nMK has finite

measure. By the assumption
R
R
fngK dµ is Cauchy since gK 2 (X ′)b and thereforeR

R
fng dµ is also Cauchy. �
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3.2 The jσj(X,X ′) topology

We will now focus on another weak topology on Banach function space X. Let
g 2 X ′ and consider the functional

jLjg(f) =
Z
R

jfgj dµ.

Evidently every such jLjg defines a semi-norm on X, furthermore if jLjg(f) = 0 for
all g 2 X ′ then f(x) = 0 µ-a.e. on R. Thus the collection fjLjg; g 2 X

′g defines
a locally convex Hausdorff topology on X, which we will denote by jσj(X,X ′).

Since jLg(f)j � jLjg(f) � kfkXkgkX′ for every suitable f and g, the topology
jσj(X,X ′) is finer than σ(X,X ′) and coarser than the norm topology. More
precisely let

Og = ff 2 X; j
R
R
fg dµj < εg

be a set from basis of neighbourhood of zero element in σ(X,X ′) topology. Then
Og is open in jσj(X,X ′) since

jOjg = ff 2 X;
R
R
jfgj dµ < εg � Og.

Similarly the neighbourhood of jOjg contains the norm-open set

ff 2 X; kfkXkgkX′ < εg.

Therefore we can write schematically as in the previous section

σ(X,X ′) � jσj(X,X ′) � σ(X, k � k).

The just presented topology was already studied by W.A. J. Luxemburg

in his Ph. D. Thesis. All these presented facts are mentioned there, however not
entirely proved. Will just present two theorems which are not too difficult to
prove and much-needed later. Note that the Banach function space X provided
with the topology jσj(X,X ′) is complete (see [WL, Chapter 3, Theorem 4]).

The following theorem characterises when a functional belongs to associate
space. This claim is stated in a quite different way than in the Luxemburg’s
thesis (cf. [WL, Chapter 3, Lemma 7]).

Theorem 3.8. Let X be a Banach function space over a totally σ-finite measure
space (R,µ) and suppose that g∗ 2 X∗. Then there exists a function g 2 X ′ such
that g∗(f) = Lg(f) for every f 2 X if and only if g∗(fn) ! 0 for every sequence
ffng � X satisfying jfn(x)j # 0 µ-a.e. on R.

Proof. Let g∗ = Lg for some g 2 X ′ and that suppose ffng � X satisfy
jfn(x)j # 0 µ-a.e. Then

jg∗(fn)j = jLg(fn)j �
Z
R

jfngj dµ! 0

18



by the dominated convergence theorem.
Conversely suppose that g∗ 2 X∗ has this property. Suppose that N is fixed

and let us define ν(E) = g∗(χE) for every measurable subset of RN . Since g∗ is
linear, ν defines a finitely additive set function. Moreover ν is a measure on RN .
Clearly ν(;) = 0. Let fEng be a collection of pairwise disjoint measurable sets of
RN and E =

S∞
n=1En. Define Fk = E n

Sk
n=1En. Then χFk

# 0 as k !1, every
χFk

belongs to X and by the hypothesis

ν(E)�
kX

n=1

ν(En) = ν(Fk) = g∗(χFk
) ! 0

as k ! 1. Since µ(E) = 0 implies ν(E) = 0, we have that ν � µ and by
the Radon-Nikodym theorem there is a unique function gN , summable over RN ,
satisfying g∗(χE) = ν(E) =

R
E
gN dµ for every measurable subset of RN , hence

for all simple functions on RN . Repeating this process for all N 2 ω we obtain
a sequence fgNg of functions such that every gN is summable over RN . By the
uniqueness of such gN on RN , we have gN+1 � gN and g =

S
N gN defines a locally

summable function on R. Moreover g∗(f) = Lg(f) for every simple function f
supported in some RN . If f is nonnegative, bounded and supported in some RN

then we can choose a nonnegative simple functions fn such that fn " f uniformly,
thus fn ! f in X. Then since g∗ is continuous we have that

g∗(f) = lim
n→∞

g∗(fn) = lim
n→∞

Z
R

fng dµ =
Z
R

fg dµ = Lg(f)

due to the monotone convergence theorem. Now using the dominated convergence
theorem, we can do the same for any bounded f having support in some RN .

To show that g belongs to X ′ we can proceed as in Theorem 3.4. Let f 2 X
be an arbitrary function such that kfkX � 1 and define

fn = fχ{|f |≤n}χRn
and bfn = jfnj/ sgn(g).

Every such fn and bfn is bounded, has support in Rn and jfn(x)j " jf(x)j µ-a.e. on
R. By the monotone convergence theorem and preceding observation we obtainZ

R

jfgj dµ = lim
n→∞

Z
R

jfngj dµ = lim
n→∞

Z
R

bfng dµ

= lim
n→∞

g∗( bfn) � lim sup
n→∞

kg∗kX∗k bfnkX � kg∗kX∗ .

Finally let f 2 X be an arbitrary function. Define fn = fχ{|f |≤n}χRn
. Then

jfn(x)�f(x)j # 0 µ-a.e. on R as n!1 and by hypothesis g∗(fn�f) ! 0. Hence
by the dominated convergence theorem we get

g∗(f) = lim
n→∞

g∗(fn) = lim
n→∞

Lg(fn) = Lg(f).

�
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Theorem 3.9. Let X be a Banach function space over a totally σ-finite measure
space (R,µ). Then the dual space of X provided with the jσj(X,X ′) topology is
isometrically isomorphic to X ′.

Proof. Denote by bX the dual of X in the jσj(X,X ′) topology. Since jσj(X,X ′)
is stronger than the σ(X,X ′) topology and weaker than the norm topology the
inclusions

L[X ′] � bX � X∗

hold, where L is the isometric embedding from Section 3.1. To prove that bX �
L[X ′], according to the previous theorem it suffices to show that for every g∗ 2bX and every sequence ffng � X satisfying jfn(x)j # 0 µ-a.e. on R, one has
g∗(fn) ! 0.

To finish this it is enough to show that fn ! 0 in the jσj(X,X ′) topology,
i.e., that jLjg(fn) ! 0 for every g 2 X ′. However this is a trivial consequence of
the dominated convergence theorem. �
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4. Weak compactness

In general topology there exist several notions of compactness. Let us recall some
definitions.

Definition. A subset Y of a topological space is called compact if every open
covering of Y contains a finite subcovering. A subset Y is called relatively compact
if the closure is compact.

A subset Y of a topological space is called countably compact if every count-
able open covering of Y contains a finite subcovering. A subset Y is called
relatively countably compact if the closure is countably compact.

A subset Y of a topological space is called limit-point compact if every infinite
subset of Y has at least one accumulation point that belongs to Y . A subset Y
is called relatively limit-point compact if every infinite subset of Y has at least
one accumulation point.

A subset Y of a topological space is called sequentially compact if every
sequence in Y has converging subsequence whose limit belongs to Y . A subset
Y is called relatively sequentially compact if every sequence in Y has convergent
subsequence.

It is fairly easy to observe that in any topological space the following impli-
cations hold.

compactness
#

countable compactness sequential compactness
& .

limit-point compactness

Also the same holds for the relative types of these notions and none of these
implications can be reversed in general. One can verify that all just presented
notions of compactness and their relative counterparts coincide in metrizable
topologies. However there are examples of nonmetrizable topologies where some
types of compactness are equivalent. The most known one is the weak topology
of Banach space for which the relative limit-point compactness implies relative
compactness due to the theorem of W.F.Eberlein and also relative limit point
compactness implies relative sequential compactness according to the theorem of
V. ©mulian (cf. [RM, Chapter 2.8, Theorem 6]).

To evolve a similar conclusion for σ(X,X ′) topology of Banach function space
we will need the following generalizations of Eberlein’s and Šmulian’s results
proved by A.Grothendieck (first published in [AG, Propositions 2 and 6]).
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Theorem 4.1. Let X be a linear space and τ1, τ2 two locally convex lin-
ear Hausdorff topologies on X. Suppose that (X, τ1) is a complete space and
(X, τ1)

∗ = (X, τ2)
∗. Then in the topology (X, τ2) every relatively limit-point

compact set is relatively compact.

Theorem 4.2. Let X be a locally convex linear Hausdorff space. Suppose
that X contains a countable collection of neighbourhoods of the zero element
having the origin as intersection. Then in the topology σ(X,X∗) every relatively
limit-point compact set is relatively sequentially compact.

Theorem 4.3. Let X be a Banach function space over a totally σ-finite measure
space (R,µ) and Y � X. Then the following are equivalent.

(i) The set Y is relatively σ(X,X ′)-compact.
(ii) The set Y is relatively σ(X,X ′)-countably compact.

(iii) The set Y is relatively σ(X,X ′)-limit-point compact.
(iv) The set Y is relatively σ(X,X ′)-sequentially compact.

Proof. Up to the preliminaries about different types of compactness it suffices
to prove implications (iii) ! (i) and (iii) ! (iv).

In order to prove (iii) ! (i) we apply Theorem 4.1 to the space X and
topologies τ1 = jσj(X,X ′) and τ2 = σ(X,X ′). The dual space is X ′ for both
cases and jσj(X,X ′) is complete as we mentioned at the beginning of the section.

The implication (iii) ! (iv) follows immediately using Theorem 4.2 to the
space X with the topology jσj(X,X ′) if we realise that the sets

Fm,n = ff 2 X;
R
R
jf jχRm

dµ < n−1g

form a countable collection of neighbourhoods of the origin satisfying\
m,n∈ω

Fm,n = f0g.

�

The well-known result from theory of normed spaces says that closed unit
ball is weakly compact if and only if the space is reflexive. We will see that the
analogue in the topology σ(X,X ′) is given by a different property — absolute
continuity of the norm.

To prove this theorem we need a little bit of theory of locally convex topolo-
gies. For more details see the monograph of H.H. Schaefer and M.P.Wolff

[SW].

Definition. Suppose that X is a linear space and M a subspace in the algebraic
dual of X. Let Y be an arbitrary subset of X. Then the absolute polar Y ◦ of Y
is defined by

Y ◦ = fϕ 2M ; jϕ(x)j � 1, x 2 Y g.
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Similarly we define a polar ◦N for any subset of M by

◦N = fx 2 X; jϕ(x)j � 1, ϕ 2 Ng.

A symbol Y ◦◦ denotes a bipolar of a subset of X, given by Y ◦◦ = ◦(Y ◦).
A subset Y of X is said to be circled if λY � Y for every λ � 1.

The following theorem describes an important property of the bipolar. For
the proof see [SW, Chapter 4, Paragraph 1.5].

Theorem 4.4. (Bipolar theorem) Suppose that X is a linear space and M is
a subspace in an algebraic dual of X. Let Y be an arbitrary subset of X. Then
the bipolar Y ◦◦ is σ(X,M)-closed, circled convex hull of Y .

Recall that the circled convex hull of Y is the intersection of all circled convex
sets containing Y . Since that intersection is also circled and convex, such hull is
the smallest set containing Y with this property.

Now we can turn back to our result for function spaces.

Theorem 4.5. Let X be a Banach function space. Then

BX′ = fg 2 X ′; kgkX′ � 1g

is σ(X ′, X)-compact if and only if X has absolutely continuous norm.

Proof. As we mentioned at the beginning of Section 3.1 the space X ′ is iso-
metrically isomorphic to X∗ if and only if X = Xa, thus if X has absolutely
continuous norm then σ(X ′, X) and σ(X∗, X) could be considered as the same
topologies on X ′. Hence according to the Banach-Alaoglu theorem, the closed
unit ball is σ(X ′, X)-compact.

Suppose now that BX′ is σ(X ′, X)-compact. Since X ′ could be isometrically
embedded into X∗, we can consider BX′ as a subset in BX∗ with the weak∗

topology. Since BX′ is circled and convex set it is its own circled convex hull. By
the hypothesis, BX′ is also weak∗ compact, hence weakly∗ closed. By the Bipolar
theorem therefore BX′ = (BX′)

◦◦. By the definition of polar we can calculate

(BX′)
◦ = ff 2 X; jLg(f)j � 1, g 2 BX′g = BX ,

◦(BX) = fϕ 2 X∗; jϕ(f)j � 1, f 2 BXg = BX∗ .

Thus we can conclude that BX′ = BX∗ and by linearity X ′ = X∗, which gives us
X = Xa. �

As an immediate consequence we can state the following corollary.

Corollary 4.6. Let X be a Banach function space. Then the set BX is σ(X,X ′)-
compact if and only if X ′ has absolutely continuous norm.
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Now we will return to the end of Section 3.1 and we give a necessary and
sufficient condition for a subset of X to be relatively σ(X,M)-sequentially com-
pact in the case that the underlying measure is separable. Let us start with a
definition.

Let (R,µ) be a measure space. Denote by R the family of all measurable
subsets of R of finite measure and define a map %: R �R ! R by the formula

%(E,F ) =
Z
R

jχE � χF j dµ = µ(E 4 F ),

where 4 denotes the symmetric difference. Then up to the equivalence E � F $
%(E,F ) = 0 the map % defines a complete metric on R.

Definition. A measure µ on R is said to be separable if the corresponding
measure space (R, %) is separable.

Theorem 4.7. Let X be a Banach function space over a totally σ-finite sep-
arable measure space (R,µ) and let M be an order ideal of X ′ containing the
simple functions. Let Y � X. Then the following are equivalent.

(i) Y is relatively σ(X,M)-sequentially compact.
(ii) Y is bounded and whenever g 2M then

lim
n→∞

sup
f∈Y

Z
En

jfgj dµ = 0

for every sequence fEng of measurable subsets of R satisfying En # ;.

Proof. Let Y be relatively σ(X,M)-sequentially compact. Then Y is σ(X,M)-
bounded and, by Theorem 3.2, bounded in X. Suppose that there exists some
ε > 0, some g in M and a sequence En of measurable subsets of R such that En # ;
and supf∈Y

R
En
jfgj dµ > ε for every n 2 ω. Thus we can choose a sequence ffng

in Y such that
R
En
jfngj dµ > ε. In view of compactness we can assume that ffng

is σ(X,M)-convergent, as otherwise we can pass to a subsequence. Since M is an
order ideal, the function gχE belongs to M for every measurable subset E � R,
and

R
E
fng dµ =

R
fngχE dµ converges to a finite number. By the Hahn-Saks

theorem the measures νn(E) =
R
E
jfngj dµ are uniformly absolutely continuous

with respect to µ and hence
R
En
jfngj dµ converges to zero as n ! 1, which is

absurd.
Suppose conversely that Y satisfies (ii) and let ffkg be some sequence in

Y . We will show that
R
E
fkl dµ converges for some subsequence ffklg to a finite

number for every measurable set E contained in some Rn. By the virtue of Theo-
rem 3.4 and the remark following it, we obtain that ffklg is σ(X, (X ′)b)-convergent
and hence by Theorem 3.7, we conclude that ffklg is σ(X,M) convergent to some
f in X.

Since R is separable, there exists for every positive integer n a countable
family En which is dense in the measurable subsets of Rn of finite measure. The
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union of such En contains countably many sets, say fE1, E2, . . . g. We will now
reproduce the same process as in Example 3.5. Since Y is bounded, the sequence
ffkg is σ(X,M)-bounded. Every characteristic function of a set of finite measure
belongs to M , so f

R
E1
fk dµg is bounded. We can therefore choose a subsequence,

say ff 1kg, such that the integrals converge as k !1. By induction f
R
En+1

f nk dµg

is bounded and there is a subsequence ff n+1k g such that
R
En+1

f n+1k dµ converges

to a finite number as k !1. We have for the diagonal sequence that
R
En
f kk dµ

converges to a finite number for every positive integer n.
Let E be any measurable set bounded with respect to fRng, i.e., E � RN

for some fixed N 2 ω. Suppose g = χRN
, then g 2M and by the assumption we

have that to given ε > 0 one can choose a δ such that

sup
k∈ω

Z
E∩RN

��f kk ��dµ < ε

whenever E is measurable set such that µ(E) < δ. Since EN is dense in (RN , µ)
and E � RN , there is a set EK 2 EN such that µ(E 4 EK) < δ. Hence we have����

Z
E

f kk dµ�
Z
EK

f kk dµ

���� �
Z
E4EK

��f kk ��dµ < ε

and therefore
R
E
f kk dµ converges to a finite number as k !1. �

If we put M = X ′, we can easily prove the same result even without the
assumption of separability.

Theorem 4.8. Let X be a Banach function space over a totally σ-finite measure
space (R,µ) and let Y be a subset in X. Then the following are equivalent.

(i) Y is relatively σ(X,X ′)-compact.
(ii) Y is bounded and whenever g 2 X ′ then

lim
n→∞

sup
f∈Y

Z
En

jfgj dµ = 0

for every sequence fEng of measurable subsets of R satisfying En # ;.

Proof. According to Theorem 4.3 the condition (i) implies relative σ(X,X ′)-
compactness of Y and the rest of the proof of the implication (i)!(ii) is exactly
the same as in Theorem 4.7, since the hypothesis of separability did not appear
there.

Suppose conversely that (ii) holds. As X = X ′′ could be isometrically embed-
ded into (X ′)∗, we can consider Y to be a bounded set in (X ′)∗ endowed with the
weak∗ topology σ((X ′)∗, X ′). To prove that Y is relatively compact it suffices to

show that the closure Y
w∗

is a part of X ′′ = X. Let y∗ 2 Y
w∗

. The weak∗ topol-
ogy is the topology of pointwise convergence, hence any subbase neighbourhood
of an element y∗ is of the form

Og,ε = fϕ 2 (X ′)∗; jϕ(g)� y∗(g)j < εg.
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Since y∗ belongs to the closure of Y , any such neighbourhood Og,ε contains an
element of Y , say f . Hence we have for every ε > 0 and g 2 X ′ that

jy∗(g)j � jLf (g)j+ ε �

Z
R

jfgj dµ+ ε � sup
f∈Y

Z
R

jfgjdµ+ ε

thus jy∗(g)j � supf∈Y
R
R
jfgj dµ for every g 2 X ′. By the virtue of Theorem 3.8

it suffices to show that y∗(gn) ! 0 whenever jgn(x)j # 0 µ-a.e. on R. The rest
of the proof is just an application of standard method also used in Theorem 3.7.
Since R cn # ;, then to given ε > 0, take N 2 ω so large that

sup
f∈Y

Z
R cN

jfg0j dµ < ε.

Since RN has finite measure, gn tends to zero in the measure on RN and hence
Mk = fx 2 RN ; jgk(x)j � εg # ;. By hypothesis we can pick K 2 ω so large that

sup
f∈Y

Z
MK

jfg0j dµ < ε.

Since Y is norm-bounded we have some C > 0 such that kfkX � C for every
f 2 Y . Moreover jgnj � jg0j for every n 2 ω. Now we have for every n � K that

jy∗(gn)j � sup
f∈Y

Z
R

jfgnj dµ

� sup
f∈Y

Z
R cN

jfgnj dµ+ sup
f∈Y

Z
RN\MK

jfgnj dµ+ sup
f∈Y

Z
MK

jfgnjdµ

� ε+ CεkχRN\MK
kX′ + ε.

and y∗(gn) tends to zero, hence y∗ 2 X ′′. �

The following corollary just pulls together all the presented results about
compactness in the topology σ(X,X ′).

Corollary 4.9. Let X be a Banach function space over a totally σ-finite measure
space (R,µ) and Y � X. Then the following are equivalent.

(i) The set Y is relatively σ(X,X ′)-compact.
(ii) The set Y is relatively σ(X,X ′)-countably compact.

(iii) The set Y is relatively σ(X,X ′)-limit-point compact.
(iv) The set Y is relatively σ(X,X ′)-sequentially compact.
(v) The set Y is bounded and

lim
n→∞

sup
f∈Y

Z
En

jfgj dµ = 0

for every g 2 X ′ and every sequence fEng of measurable subsets of R
satisfying En # ;.
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Thanks to this corollary, we can now prove Theorem 4.5 and its corollary
without the Bipolar theorem. Indeed,

sup
‖f‖X≤1

Z
En

jfgj dµ = sup
‖f‖X≤1

Z
R

jfgχEn
jdµ = sup

‖f‖X≤1

����
Z
R

fgχEn
dµ

���� = kgχEn
kX′

and we obtain immediately that if BX is σ(X,X ′)-compact then for every g 2 X ′

limn→∞ kgχEn
kX′ = 0 whenever En # ; i.e., X ′ has absolutely continuous norm.

The converse still follows from the Banach-Alaoglu theorem.
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5. Linear operators

In this section we will apply the results from the preceding sections to linear
operators between Banach function spaces. Similarly as we have seen that the
topologies σ(X,X ′) and σ(X,X∗) have some properties in common, it is natural
to ask if some facts about operators between weak topologies have their coun-
terparts in σ(X,X ′) topology. We will also introduce the concept of the adjoint
operator and reveal its basic properties; we will for example show that the famous
Gantmacher theorem can not be restated in the words of σ(X,X ′) topology in
general.

To simplify the notation we will also denote the topology σ(X,X ′) as weak ′

or shortly w′, similarly as w denotes the standard weak topology σ(X,X∗).

Definition. Let X and Y be Banach function spaces over measure spaces
(R,µ) and (S, ν) respectively. Given a linear operator T :X ! Y , define its
adjoint T ′:Y ′ ! X ′ via the identity

Z
S

T (f)g dν =
Z
R

T ′(g)f dµ

for every f 2 X and g 2 Y ′, whenever the integrals converge.

Since X ′′ = X and Y ′′ = Y we immediately obtain that the second adjoint
of T coincides with T . So this concept of adjoint operator is more “symmetric”
than the notion of the classical dual operator.

Let us turn our attention to the existence of adjoint operators. Since the
formula ϕ(f) =

R
S
T (f)g dν defines a bounded functional on X, then according

to Theorem 3.8 it is necessary and sufficient to ϕ(fn) ! 0 whenever jfn(x)j # 0
µ-a.e.

Theorem 5.1. Let T :X(R,µ) ! Y (S, ν) be a bounded linear operator between
Banach function spaces. Then T has an adjoint operator if and only if T is weak ′-
to-weak ′ continuous.

Proof. Suppose that T has an adjoint operator T ′. According to Lemma 3.1
T :X ! Y is weak ′-to-weak ′ continuous if and only if Lg �T is weak ′ continuous
for every g 2 Y ′. Therefore since Lg � T = LT ′(g) is continuous if and only if it is
weak ′ continuous, we are done.

Suppose conversely that T is weak ′-to-weak ′ continuous and let ffng be a
subset of X satisfying jfn(x)j # 0 µ-a.e. on R. By the dominated convergence

theorem we have Lg(fn) ! 0 for every g 2 X ′ so fn
w′
�! 0. Thus T (fn)

w′
�! 0
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and ϕ(fn) =
R
S
T (fn)g dν ! 0 for every g 2 Y ′. Hence for every g 2 Y ′ there

exists some h 2 X ′ such that ϕ(f) =
R
R
fhdµ. To end the proof it suffices to put

T ′(g) = h. �

Definition. Let X and Y be Banach function spaces over measure spaces
(R,µ) and (S, ν) respectively. Denote by W(X,Y ) the set of weak ′-to-weak ′

continuous linear operators from X into Y . Let B(X,Y ) stand for all bounded
linear operators from X into Y .

We have W(X,Y ) � B(X,Y ) immediately since weak ′ continuity of Lg � T
implies norm continuity.

Notice the difference between weak and weak ′ topology. Suppose that T :X !
Y is bounded, i.e., norm-to-norm continuous. This happens if and only if y∗T [BX ]
is bounded for every y∗ 2 Y ∗, i.e., y∗ � T 2 X∗. Since y∗ � T is weakly continuous
if and only if it is continuous we obtain that T is norm-to-norm continuous if and
only if T is weak-to-weak continuous.

Unfortunately such argument can not be repeated for weak ′ topology since
the boundedness of Lg � T does not imply weak ′ continuity in general.

Theorem 5.2. Let X and Y be Banach function spaces over measure spaces
(R,µ) and (S, ν) respectively. Suppose T 2W(X,Y ). Then T ′ is bounded linear
operator from Y ′ into X ′ and kTk = kT ′k. If Z is another Banach function space
and S 2W(Y, Z) then ST 2W(X,Z) and (ST )′ = T ′S ′.

Proof. According to Theorem 5.1 the adjoint T ′ is well-defined. The linearity
of T ′ is evident from its definition. Since T 2W(X,Y ) � B(X,Y ), we have that
T is bounded, i.e.,

kTk = sup
‖f‖X≤1

kT (f)kY = sup
‖f‖X≤1

sup
‖g‖Y ′≤1

��R
S
T (f)g dν

�� <1.

Therefore we can calculate that

kT ′k = sup
‖g‖Y ′≤1

kT ′(g)kX′ = sup
‖g‖Y ′≤1

sup
‖f‖X≤1

��R
R
T ′(g)f dµ

�� =

= sup
‖g‖Y ′≤1

sup
‖f‖X≤1

��R
S
T (f)g dν

�� = sup
‖f‖X≤1

sup
‖g‖Y ′≤1

��R
S
T (f)g dν

�� = kTk.

The rest of the theorem follows immediately from the definition of the adjoint
operator and we omit it. �

Definition. Let T be a linear operator from a Banach space X into a Banach
function space Y . Then T is said to be σ(Y, Y ′)-compact or shortly weakly ′

compact if T maps bounded sets to relatively σ(Y, Y ′)-compact sets.

We can also define a sequentially weakly ′ compact operator in a similar way
but according to Theorem 4.3 all such notions are equivalent.
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The following results places weak ′ compactness between weak compactness
and boundedness as a property for linear operators. The former follows from the
fact that σ(X,X ′) is weaker than σ(X,X∗), while the latter is a consequence of
the Theorem 3.2.

Theorem 5.3. Every weakly compact linear operator from a Banach space into
a Banach function space is weakly ′ compact.

Theorem 5.4. Every weakly ′ compact linear operator from a Banach space into
a Banach function space is bounded.

Also the following result is an immediate consequence of the definition of a
weakly ′ compact operator.

Theorem 5.5. Let X, Y and Z be Banach function spaces and suppose T 2
W(X,Y ) and S 2 W(Y, Z). If either T or S is weakly ′ compact, then ST is
weakly ′ compact.

It is well known that in the weak topology a bounded linear operator T
between Banach spaces X and Y is automatically weakly compact if either X or
Y is reflexive. For linear operators between Banach function spaces the theory
differs.

Theorem 5.6. Let X and Y be Banach function spaces and T 2 W(X,Y ).
Then T is σ(Y, Y ′) compact if either X ′ or Y ′ is of absolutely continuous norm.

Proof. This follows easily from the relative weak ′ compactness of bounded sets
established in Corollary 4.6. �

Moreover if in the previous theorem the space Y ′ has absolutely continuous
norm, it suffices that T is weakly ′ compact if T is bounded and X is an arbitrary
Banach space.

Corollary 5.7. Let X be a Banach space, Y be a Banach function space with
separable associate space Y ′. Then every bounded linear operator T from X into
Y is weakly ′ compact.

Proof. The separability of Y ′ implies that (Y ′)a = Y ′ (see [BS, Chapter 1,
Corollary 5.6]), hence the conclusion is obvious due to the previous theorem and
the remark following it. �

Using Corollary 4.9 one can easily verify the equivalence of the following
characterizations of weak ′ compactness for linear operators.

Theorem 5.8. Let T be a linear operator from a Banach space X into a Banach
function space Y (S, ν). Then the following are equivalent.

(i) T is weakly ′ compact.
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(ii) T [BX ] is relatively weakly ′ compact.
(iii) Every bounded sequence ffng in X has a subsequence ffnk

g such that
T (fnk

) converges in weak ′ topology.
(iv) The T is bounded and

lim
n→∞

sup
‖f‖X≤1

Z
En

jT (f)gj dν = 0

for every g 2 Y ′ and every sequence fEng of measurable subsets of S
satisfying En # ;.

The very famous Gantmacher theorem (see [RM, Section 3.5, Theorem 13])
says that an operator T between Banach spaces is weakly compact if and only if
its dual is. As we claimed at the beginning of the chapter no such analogy holds
in function spaces in general. The trivial counterexample exploits the asymmetry
of the condition in Theorem 5.6.

Example 5.9. Consider the identity operator from `∞ onto `∞ with weak ′ topol-
ogy. Since (`∞)′ = `1 and `1 is of absolutely continuous norm, we have by Theo-
rem 5.6 that such identity is weakly compact. Clearly the adjoint operator is the
identity operator from `1 onto `1. Such operator can not be σ(`1, `∞)-compact
since the bounded sequence feng of unit vectors does not have a convergent sub-
sequence in w′=w topology.

At the end of the section we will put in context the notions of weakly ′ compact
operator with so-called uniformly absolutely continuous operators.

Definition. Let X be a Banach space and let Y be a Banach function space
over a measurable space (S, ν). Let T :X ! Y be a bounded operator. Then T
is rumored to be uniformly absolutely continuous if

lim
n→∞

sup
‖f‖X≤1

kχEn
T (f)kY = 0

for every sequence fEng of measurable subsets of S such that En # ;. In this case
we write T :X

∗
�! Y .

Theorem 5.10. Let X be a Banach space and let Y a Banach function space
over a totally σ-finite measure space (S, ν) and suppose T :X

∗
�! Y . Then T is

weakly ′ compact.

Proof. Let T :X
∗
�! Y . By the Hölder inequality, we have that

lim
n→∞

sup
‖f‖X≤1

Z
En

jT (f)gj dν � lim
n→∞

sup
‖f‖X≤1

kχEn
T (f)kY kgkY ′ = 0

whenever g 2 Y ′ and fEng are measurable subsets of S satisfying En # ;. Hence
by Theorem 5.8, T is weakly ′ compact. �
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