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Introduction

The main topic of this thesis is the measurement of the transverse momentum
spectrum of the top quark produced in top-antitop pairs at the LHC at center of
mass energy 7 TeV.

In the first chapter, basic facts about top quark are summarized. Using laws
of kinematics, I perform simple computations regarding the production of top-
antitop pairs and their decay. I show the theoretical predictions for differential
cross section spectra for top-antitop production.

In next chapters, I briefly describe the ATLAS detector and its performance.
Further, I am describing the simulation of events, object selection and event se-
lection regarding any analysis concerning the top-antitop pairs decaying in single
lepton channel. I performed minor studies on simulated events which help to
understood the basic concepts of the event selection.

The last chapter comprises the measurement aimed at the transverse momen-
tum spectrum of the top quark. The analysis flow is performed by me with the
help of the package written by people from Top Differential Cross Section Group
at ATLAS. T have also developed this package and I am describing my main
contributions to the analysis. I performed studies regarding performance of the
top-antitop pair reconstruction and unfolding of the measured spectrum. At the
end, I am showing my measured spectrum from data as a proof of concept for
this measurement as the analysis would require more detailed studies concerning
systematics in order to make a more serious comparison to theory.

In this thesis, the natural system of units is used [I, p. 13| in which the reduced
Planck constant and the speed of light are equal to 1. For the analysis, I used the
data analysis framework ROOT [2], and all unreferenced figures were produced
by me using this framework.



1. Basic Facts on the Top Quark

The top quark is the heaviest elementary fermion within the Standard Model
of elementary particle physics. With the bottom quark, it belongs to the third
generation of quarks, which was predicted by M. Kobayashi and T. Maskawa
in 1973. The top quark is the only quark that does not form bound states,
because of its extremely short lifetime. The measurement of top-antitop (¢t) pair
production probes our understanding of the strong interactions and predictions
from perturbative quantum chromodynamics, while the decay of top quarks and
the production of single top quarks examine the electroweak interactions. By
comparing measured and predicted properties of the top quark, one can search
for new physics beyond the Standard Model.

The top quark was experimentally discovered in 1995 at the Tevatron collider
in FNAL, Chicago, which had run in years 1983-2011. Large amount of data has
been produced and analyzed, a review of the corresponding measurements can
be found in [3], while the data are still being analyzed. Nowadays, the only place
where the top quarks are produced and detected is the Large Hadron Collider
(LHC) in CERN. It operates since 2010 and until the end of year 2011 much more
top quark events were produced than at the Tevatron collider. At the LHC, two
multipurpose detectors can efficiently detect the ¢t events: ATLAS and CMS.

1.1 Top Quark in the Standard Model

The Standard Model (SM) is a quantum field theory based on the local gauge
symmetries SU(3)gcp x SU(2)r x U(1)y. The elements of this theory are three
generations of spin-1/2 fermions (six quarks and six leptons, see Table [1.1]), four
spin-1 gauge bosons (Table and a spin-0 Higgs boson H (until now un-
observed). Each of these elementary particles has its charge conjugate partner
(antiparticle), although certain particles are identical with their antiparticles.

The SM consists of two separate quantum field theories: Quantum Chromody-
namics (QCD) and Electroweak Theory (EWT). The QCD is based on the gauge
group SU(3)gcep and it describes the strong interactions of quarks via gluons. It
also incorporates confinement of quarks in hadrons. The EWT is based on the
gauge group SU(2), x U(1)y and it unifies the electromagnetic and weak interac-
tion into the electroweak interaction. A part of the EWT consists of generation
of masses via the Higgs mechanism. An introduction to SM can be found in [IJ.

In particle physics, there are many unsolved theoretical questions, but until
now, there is no experimental result, which is inconsistent with the SM.

Table 1.1: The known fundamental fermions.

fermion charge generation
type [elem. charge] 1. 2. 3.
2/3 up (u) charm (c) top (¢
quark (q) -1/3 down (d) strange (s) bottom (b)
1 electron (e) muon () tau (1)
lepton. (£) 0 electron neutrino (v.) | muon neutrino (v,) | tau neutrino (v,)




Table 1.2: The gauge bosons.

gauge boson elec. charge [elem. charge] | mass [GeV] | interaction type

photon (7) 0 0 electromagnetic
W~ boson (W™) -1 80.4 weak
Z° boson (ZY) 0 91.2 weak
gluon (g) 0 0 strong

1.1.1 Top Mass

It is important to define which theoretical framework is used when referring to
quark masses, see [4, p. 115,583]. It is normally assumed that what is being
measured is the pole mass mgﬁe which is the real part of the pole in the top
quark propagator, although this statement is not completely true (see [5]).

The mass of the top quark m'P was measured by Tevatron’s two particle
detectors, CDF and D0. The combination of several most precise measurements
gives the value m™P = (173.3 £ 1.1) GeV, [6]. More precise measurement are
expected at the LHC.

The top quark is at least 11 orders of magnitude heavier than the lightest
elementary fermion and it is the only fermion which is heavier than the gauge
bosons W and Z. This obscure mass hierarchy can provide further insights into
the process of mass generation.

1.2 Production of Top Quarks in Proton-Proton
Collisions at the LHC

The LHC [7] is the world’s largest and highest-energy particle accelerator lo-
cated ~ 100 m underground at CERN. It is a circular collider with circumfer-
ence ~ 27 km which collides protons or lead ions. For top quark physics, only
the proton-proton (pp) collisions are relevant. The protons in colliding beams
have energy 3.5 TeV, therefore the center-of-mass energy of pp interactions is
VS =17 TeV.

The theoretical description and prediction of top quark production is compli-
cated, because the colliding protons are composited of partons (quarks, antiquarks
and gluons). This can be solved through the QCD factorization theorem [8] which
divides the pp collision into two components by introducing a factorization scale
©2 in the calculations. The first component is called universal long-distance phe-
nomena and the second is called perturbatively calculable short-distance phenom-
ena. Using this approach the partons inside proton can be considered quasi-free.

In hadron collisions, top quarks are created in top-antitop (¢t) pair production
or in single top production. The ¢t pairs are produced through QCD processes
(gluon-gluon fusion gg — tt or quark-antiquark annihilation ¢g — tt). In the
single top production, top or antitop quarks are produced through electroweak
processes (q1ga — tb or q1b — gut) or through QCD-electroweak processes (gh —
tW~). In my thesis, I will study only the ¢ pair production. The leading order
Feynman diagrams for ¢ pair production are shown in the Figure [L.5] It should
be stressed that in the diagram (a) there can be also a different propagator (v, Z,
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Figure 1.5: Leading order Feynman diagrams for ¢¢ production.

Higgs boson), but because the strong interaction has much higher contribution,
the diagrams with other propagators can be neglected.

The partonic cross sections o4, and 054 can be calculated using perturba-
tive QCD by introducing a renormalization scale p%, along with the corresponding
running constant a(p%).

A certain type of parton A carries fraction x, of proton’s momentum. This
fraction is a random variable with a density called the parton distribution function
fasp(za, p3) (PDF), [4, p. 204]. I compute what should abide the fractions x4
and xp of four-momenta P, and Pg of colliding protons. For the square of
center-of-mass energy s of the interacting parton system, it holds

s = (xaPs+ JUBPB)2 R rAxBS, (1.1)

when the proton mass is neglected. The kinematic condition for an interaction
is that variable s cannot be smaller then the square of sum of product masses.
Therefore for fractions x4 and xg, it holds

4 (mtop)2
S

This condition does not take into account the nonzero top quark width, but is
a good approximation. Using the factorization theorem, the ¢f production cross
section o, zx is described via formula

TATp > ~ 0.0025. (1.2)

Opp —ttX :/Ugg—%t_(S»O‘S(/ﬁ%)aU?%a/ﬁﬂmmp)fg/puglaM%)fg/p(xg%li%)dxgldwg?

+ / Oaqsti(5, s (Wh), 1, i, MP) oo (@qs 130) fa70 (g, ) dagd g
q

+ ...,
(1.3)



where the dots incorporate terms from 2 — 3 processes. In this equation, the
Condition has to be met. The first term on the right-hand side corresponds to
the tt production via gluon-gluon fusion, the sum corresponds to the ¢ production
via quark-antiquark annihilation. By a glimpse at PDF's, one can observe that
large amount of gluon pairs contained in colliding protons abide Condition
which results in ~ 85% fraction of the gluon-gluon fusion at the LHC. At the
upgraded Tevatron energies, x xp > 0.0313 which leads to only 15% fraction of
gluon-gluon fusion.

The cross section is a physical quantity and does not depend on the scales
p% and pZ, if it is computed to all orders. It was calculated in the next-to-next-
to-leading approximation: o = 16371*5 pb [9], assuming m;%ﬁ’e = 173 GeV. The
uncertainties come from the uncertainties of PDFs and the dependence on scales
p% and p2. The theoretical prediction is in good agreement with the measured

total cross section Opeas = 165.8 & 2.2(stat.) & 10.6(syst.) £ 7.8(lumi.) pb, [10].

1.3 Top Quark Decay

According to the SM, the top quark has three decay modes (t — W*d, t — Wts
and ¢ — WTb) with branching ratios related to the elements of the CKM matrix
Via, Vis and Vi, see [4, p. 150]. From the global fit in the SM one gets Vj;, > 0.999
which implies that the channel ¢ — Wb is dominant, with branching ratio
almost 100%. The antitop quark ¢ decays accordingly to the charge conjugation:
t — Wh.

The decay width of the top quark I'; is predicted in the SM in next-to-leading-
order: TP = 1.33 GeV for m!*® = 172.5 GeV, [I1]. The decay width was also

pole
determined at the Tevatron in D0 experiment: TP - = 2.0070% GeV, [12], which

is the most precise measurement of top decay width by now.

The corresponding lifetime to the theoretical decay width is only ~ 5.1072% s,
therefore the top quark is expected to decay instead of forming top-flavoured
hadrons or tf-quarkonium bound states, for details see [13].

Due to its large width I';, no detector can directly detect a top quark, it
is only possible to detect its decay products. The b-quark will produce a b-jet,
more about jets can be found for example in [I4]. The W boson has also very
large width I'yy = (2.085 + 0.042) GeV, and therefore, it almost immediately
decays. The tt pair signature in a detector depends on the decay mode of two
W bosons from the decay tf — W bW *b, see Table [.3, The mean lifetime of
pis ~ 2.2-107% s which is long enough not to decay in a detector. The 7 has
mean lifetime ~ 290 - 107! s which means that only the decay products can be
detected. What do different mean lifetimes mean in terms of passed range will
be described in the next section and compared with the size of the detector.

There are three decay channels in which the basic properties of top quark and
tt production are studied: all-hadronic, single lepton and dilepton channels, for
both W, one W and no W decaying hadronicaly, respectively. Exact definitions
of these channels depend on the classification of decay chains containing 7 which
depends on the concrete analysis method. Until Chapter [5] 1 use classification
which is in Table [I.4f By now, lepton always means electron or muon. The W
decaying into 7 and consecutive leptonic decay of this 7 has a similar signature as
W decaying into leptons (not 7), and therefore, these two decay modes cannot be
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efficiently separated. This is the reason why single lepton channel contains two
different decay modes of a ¢t pair. The difference in these decay modes is that
the mode tt — W~bW b — 4 jets + {1, has in final state one neutrino while the
second mode tt — WbW+b — 4 jets + (17,1, has in final state three neutrinos.
The important knowledge is that these three neutrinos comes from the same W.
Although the three neutrinos do not have zero invariant mass, the reconstruction
can be similar as for the first decay mode, but less efficient as is described in
Section [6.3]

Each channel has its own unique analysis outline. In my thesis, I will study
only the single lepton channel (¢+jets channel). This channel can be very effec-
tively distinguished from background and the ¢f pairs can be fully reconstructed.

Table 1.3: Main decay modes of W with branching ratios and the next de-
cays/evolution of W products, [4, p. 420, 527].

first decay next decay / evolution
@1¢2 (67.60 £ 0.27)% 2 jets
et v, (10.75 £ 0.13)% et v,
o pty, (10.57£0.15)% pty,

etvev,v, (17.85 +0.05)%
(1125 £ 0.20)% | @t vuvrr, (17.36 £ 0.05)%
hadrons 7., 63.0%

Table 1.4: Decay channels of the tf pair. Lepton £ is e or u. The charges are not
indicated. MET is the missing transverse momentum.

Channel one W the other W | br. ratio signature
all-hadronic jets jets ~ 45.7% 6 jets (at least 2 b-jets)
. jets ly, ~ 28.8% . .
single lepton Jots o S . T ~54% ¢, MET, 4 jets (at least 2 b-jet)
lVl lVl ~ 4.5%
dilepton ly, Tvr = v, | ~ L7T% 2¢, MET, 2 b-jets

v, = v, | v = lvver, | ~0.2%

Soon after the b-quark is created through the top quark decay, the b-quark
hadronises. The hadronisation of b-quarks is not a simple process and it is de-
scribed using QCD models. During this process, the b-quark can radiate gluons
and eventually forms a B-meson (B~, BY or B?). These mesons have masses
around 5 GeV and mean lifetimes around 1.5-107'2 s. Any motion of the b-quark
during hadronisation cannot be distinguished by any detector. But the mean
lifetime of the B-mesons inside the b-jet is long enough to pass a measurable
distance. Therefore, the decay vertex is shifted w.r.t. primary interaction vertex.
Detection of such displaced vertex is used to tag a jet as a b-jet which is described
in Section [£.5

1.4 Kinematics of tt Pairs at the LHC

I will now introduce the coordinate system and variables which will be used later.
The origin of the coordinate system is at the interaction point of the pp collision
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producing a tt event. The z-axis points towards the center of the LHC ring. The
z-axis is parallel to the anti-clockwise beam viewed from above, and consequently
the y-axis points in direction to the surface of the Earth. The azimuthal angle
¢ € |[—m,m), the polar angle # € [0,7) and the radius r € (0,00) are defined
through transformation

x = rsinf cos ¢,

y = rsinfsin ¢,
z =rcosf.

The pseudorapidity 7 is defined as n = — Intan (6/2). Defined like this, pseudora-
pidity n has one important property for high-energetic particles. The difference of
two pseudorapidities is invariant with respect to a boost along the z-axis. Trans-
verse momentum pr is the magnitude of the momentum p’ projected to the plane
zy (pr = |p]sinb).

The angular difference of two four-momenta can be expressed through the
variable AR(p1, ps) = v/ An? + A¢? where An and A¢ are the difference of the
rapidities and the azimuthal angles of two momenta p; and p,, respectively. As
both An and A¢ are invariant with respect to a boost along the z-axis, also the
variable AR is invariant. I will assume that momentum p; with polar angle 6,
is constant. To meet condition AR(p1, pa) < ARy, where ARy is a constant, the
second momentum p5 can point to certain solid angle AS). The size of this solid
angle is a non-constant function of the polar angle #;. Also the solid angle A€ is
not symmetrically distributed around momentum p;.

The colliding protons have zero pr. A tt pair from interaction pp — ttX can
have nonzero pr due to initial and final state radiation (ISR and FSR).

I compute what energies can take on the decay products of a ¢t pair in the
laboratory reference frame (LRF), where the LHC ring and the detector are at
rest. The upper and lower limits for ¢¢ products can be helpful in the rejection
of certain solutions from the t# events reconstruction which is described in [6.3]
I assume that the partons producing the ¢t pair have zero pr and I neglect the
ISR and FSR. I also neglect the non-zero decay width of particles. I use only
energy and momentum conversation laws and the special relativity.

The energy E of a particle P with rest mass m in LRF can be obtained by
a Lorentz transformation of energy Frps in reference frame 2 (RF2)

1 —
E = ——— (Erp2 + [ cos a|prr2]) , (1.4)

Vi

where [ is the size of velocity ﬁ of RF2 relatively to LRF, prps is the momentum
of particle P in RF2 (|frra| = /E2py — m?) and « is the angle between velocity 3
and the momentum prpo. It is obvious that extremal values of E are obtained for
parallel vectors 5 and p'(cosa = 1) or anti-parallel vectors 3 and P (cosa = —1).

I find the energy ranges for top quark from interaction pp — ttX (for antitop
quark are the same). I define the parton four-momenta

Py = (“ﬁ,o,o, “ﬁ> ,

2 2
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Figure 1.6: Dependence of the maximal energy of the top quark on fractions x4
and xpg.
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In the center of mass system (CMS) of ¢t pair, the top quark has energy Eéoﬁs =

VraxrpS/2. Relatively to the LRF, the ¢t system has a velocity f(; with the

only non-zero z-component equal to A== The angle «o; between momentum
TA+TB

}5%01{’43 and velocity Ett— can be arbitrary, its distribution depends on the dynamics
of interaction pp — ttX. Using Equation , the maximal energy EP can be
obtained when the angle oy is 0. This energy depends on the fractions x4 and

rp:

4 (mtol[’)2

P (1.5)

Ertr?fx(anxB):T rp+ap+lra —2B[[1—

This dependence is plotted in Figure The maximal energy of a top quark
over all possible values of 4 and zp is E' = 1/S/2 which occurs when the

fractions x4 = xp = 1. The evaluation of energy E'P is straightforward, I did

it with the introduction of the fractions x4 and zp.
The minimal energy of a top quark Efffl is the rest mass m®P which occurs
2m/toP

whenzy =2 = NG (production at threshold). Therefore, the top quark energy

range is [mt"p, NG / 2]. The velocity of a top quark [P [0, 1— M] )

I want to find the energy limits for the decay products of ¢t pair. I assume
that the velocity £ in Equation can have values from certain interval [0, Bpax]-
By mathematical analysis of Equation as function of g with two values of

8



cos o, one can find the maximal and minimal values of the transformed energy
Emax and Emin:

1 /
Emax == 1_— (ERF2 + Bmax E%{FQ - m2> ) (16)

max

m if ﬁmax > ﬁRFQ;

Enin = o 1.
e \/1_17< RF2 — Bmax RF2 —m2) otherwise, ( 7)

where the velocity of particle P in RF2 is Grps = ~ R” mz. If this velocity is
less than [ax, then the particle P can be at rest in LRF (1n case when the LRF
has velocity Srrs relatively to RF2 and cosa = —1).

From basic kinematics, one can derive the energies of a two-body decay prod-
ucts. If a particle with rest mass my, is decaying into particle 1 with rest mass
my and particle 2 with rest mass mso, then the energy F; of particle 1 in the CMS
of decaying particle is

2 2 2

B = (1.8)

2m12

Using Equations [1.6] [L.7] and I have computed the minimal and maximal
energies of different decay products of a tf pair, see Table[1.5] The energies Ecys
and velocities Scng are computed for applicable reference frames (for W and b-
quark the CMS of decaying t-quark, for lepton ¢ and neutrino v; the CMS of the
decaying W). The velocity Bmax is computed only for ¢-quark and W in LRF and
these velocities represent the relative velocity of two considered reference frames
(the Bmax for t-quark is velocity of CMS of t-quark relatively to LRF and is used
in the computation of Fy., and Eu, for W and b-quark,...). In order to use
Equation [I.7], T have to remark that the minimal velocity for t-quark and W is 0.
I used rest mass of b-quark m;, = 4.67 GeV, [4, p. 30]. T assumed zero neutrino
masses.

Table 1.5: Minimal and maximal energies of ¢f pair decay products.

Particle ECMS [GGV] 1-— /BCMS Emin [GGV] Emax [GGV] 1-— Bmax
t - - mtoP 3500 1.2-1073
|44 105.2 0.35 my 3495 2.6-107%
b 68.1 2.4-107° my 2744 -
e 40.2 81-1071! 0.46 3495 -
Ve 40.2 0 0.46 3495 -
[ 40.2 35-10°0 0.47 3495 -
vy 40.2 0 0.46 3495 -

The observation is that the energy ranges are very wide to have any practical
use in ¢t pair reconstruction, because most of the decay products have upper
energy limit ~ 0.5v/S. This is caused by high CMS energy v/S. If the invariant
mass would be only /S5 = 500 GeV then the previous table would look as is
listed in Table [[.6] One can see that the allowed energy intervals are stricter
compared to the previous case and they could be used in the rejection of certain
solutions of the ¢t pair reconstruction.



Table 1.6: Minimal and maximal energies of tf pair decay products in case

VS5 = 500 GeV.

Particle ECMS [GGV] 1-— BCMS Emin [GGV] Emax [GGV] 1-— ﬁmax
t - - mtoP 250 0.28
|14 105.2 0.35 my 222 6.8-1072
b 68.1 2.4-1073 27.6 169 -
e 40.2 81-1071 7.52 215 -
Ve 40.2 0 7.52 215 -
0 40.2 3.5-1076 7.52 215 -
Yy 40.2 0 7.52 215 -

1.5 Differential Cross Sections in tt Production
at the LHC

At the LHC, one of the important measurable spectra is the differential cross
section do/dz in the tf production, where this differential cross section can be
expressed in any variable x. The most interesting differential cross sections are
for transverse momentum of the top quark do/ dptTc’p, transverse momentum of
the tf pair do/dp% and invariant mass of the tf pair do/dM*. T will call them
pe® , pi and MY spectra, respectively. There are different theoretical techniques
how to obtain predictions for these spectra in the SM. In QCD perturbation se-
ries, the leading order (LO) is insufficient to reasonably describe data and it is
necessary to include higher order corrections in QCD. There are predictions avail-
able at the next-to-leading order (NLO). The uncertainties of these predictions
are caused by uncertainties of parton distribution functions and by introducing
unphysical fragmentation scale pr and renormalization scale pp. Results at next-
to-next-to-leading order (NNLO) are not yet available due to the complexity of
the calculations. However, an improvement to the NLO results can be achieved
by adding approximate NNLO corrections. One way is using threshold resumma-
tion methods in which the logarithmic contributions associated to the emission of
soft gluons from the initial state can be added at leading logarithmic (LL) order,
next-to-leading-logarithmic (NLL) order or next-to-next-to-leading-logarithmic
(NNLL) order, [15]. Nowadays, the most precise predictions are calculated using
the approximate NNLL order.

The prediction for p%’p spectrum is shown in Figure . The NNLO soft-
gluon corrections enhance the p‘fFOp distribution but the shape is approximately
unchanged in the pfl?p range shown. The scale dependence for the NNLO soft-
gluon corrections is significantly reduced relatively to the NLO prediction. Any
deviation of the measured spectrum from the theoretical spectrum can be a sign
of the physics beyond SM.

The M* spectrum is more interesting due to the fact that a significant bump
in its spectrum can be a signal of a new particle decaying into a tf pair. A
theoretical candidate of such a particle can be the Z’ boson. Also, any other
deviation of the measurement from theory can point to physics beyond SM. The
prediction of the M* spectrum in the SM is shown in Figure .
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Figure 1.7: The differential cross section do/ dptTOp for ¢t production at the LHC
for v/S = 7 TeV and top quark mass m = 173 GeV. The distributions are
calculated with NLO (labeled as NLO) and with NNLO corrections derived from
NNLL soft-gluon resummation (labeled as NNLO approx) for both fragmentation
and renormalization scales equal to the top quark mass (labeled as ox<= m) and
varied to half and double of the top quark mass (labeled as ox<= m/2,2m), [16].
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Figure 1.8: The differential cross section do/dM?™ for tf production at the LHC
for v/S = 7 TeV and top quark mass m'® = 173.1 GeV. The distributions are
calculated using resummed perturbation theory at NLL order (labeled as NLL)
and NNLL order matched to the fixed NLO (labeled as NLO + NNLL). The
width of the bands reflects the uncertainty of the spectrum under variations of

the scale, [17].

11



2. The ATLAS Experiment

The ATLAS (A Toroidal LHC ApparatuS) experiment [I8] is one of the main
experiments at the LHC. In this experiment the pp collisions are detected via the
world’s largest particle detector, see Figure 2.1l The ATLAS detector is about
44 meters long, more than 25 meters high, and weighs about 7000 tons. The
detector has subdetectors arranged symmetrically in layers around the interaction
point and the beam pipe, therefore, the detector covers almost the entire solid
angle around the interaction point.

To the interaction point, the closest subdetector system is the ATLAS Inner
Detector, [20]. It can estimate the position of interaction point and momenta and
impact parameters of charged particles. It is placed in a solenoidal magnetic field
of 2 T to determine charged particles momenta. The acceptance in pseudorapidity
is |n| < 2.5 for any azimuthal angle ¢. The detector has been designed to provide
a transverse momentum resolution of o(pr)/pr = 0.0005p7[GeV] @ 0.01 and a
transverse impact parameter resolution of 10 pm for high momentum particles
in the central n region. The Inner Detector consists of three different tracking
technologies symmetrically distributed around the beam pipe: the Pixel Detector,
the SemiConductor Tracker and the Transition Radiation Tracker.

The next layers of subdetectors are the calorimeters. The calorimeters mea-
sure the direction and energy of charged and neutral particles. The principle of
calorimetry is to induce from the original particle an electromagnetic or hadronic
shower using absorbers and to measure the deposited energy in the active ma-
terial. The electromagnetic shower is induced by a high-energetic electron or a
photon, while the hadronic shower is induced by a high-energetic hadron (assum-
ing the mean lifetimes of hadrons, it can be p, n, 7°, 7%, K° or K*). The energy
resolution of a calorimeter is generally described by the equation

oE) _ C gevie Licev) e (2.1)
E ~ VB e 7lGe c, .
where a is the stochastic term, b is the noise term and c is the constant term.
In the ATLAS detector, there are two types of calorimeters: the ATLAS Liquid
Argon (LAr) Calorimeters and the ATLAS Tile Calorimeter (TileCal).

The calorimeters closer to interaction point are the LAr Calorimeters [21]
composited of four calorimeters: electromagnetic barrel calorimeter (EMB), elec-
tromagnetic endcap calorimeter (EMEC), hadronic endcap calorimeter (HEC)
and forward calorimeter (FCal). Since the LAr is used as an active medium and
it has to be cold, the LAr calorimeters are located in three separate cryostats. The
EMB and EMEC are sampling electromagnetic calorimeters using lead as passive
material. They are designated to completely contain the electromagnetic showers.
Their pseudorapidity coverage ranges as |n| < 1.475 (EMB) and 1.375 < |n| < 3.2
(EMEC). Their designed resolution terms are: a = 10%, b = 30% and ¢ = 0.7%.
Their angular resolution is better than 50 mrad/v/E[GeV]. The EMB and EMEC
contain only part of the hadronic showers, because hadronic showers have much
broader longitudinal profiles than electromagnetic showers. The HEC detects the
part of the hadronic showers which remain from EMEC in pseudorapidity region
1.5 < |n| < 3.2 with designed energy resolution terms: a = 50% and ¢ = 3%.
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Figure 2.1: The ATLAS detector with indicated subdetectors and magnets, [19].
For scale demonstration, there are two people depicted just behind the first muon
chamber on the left.

The FCal detects all kind of particles in the forward region with a pseudorapidity
3.2 < |n| < 4.8. Tts designed energy resolution terms are: a = 100% and ¢ = 10%.

The TileCal [22] is a hadronic sampling calorimeter using plastic scintillator
as the active medium and iron as the absorber. It detects the remaining big
part of hadronic showers from the EMB. It covers pseudorapidities |n| < 1.7. Tts
designed energy resolution terms are: a = 50% and ¢ = 3%.

The most distant subdetector system from the beam axis is the ATLAS Muon
Spectrometer [23] which detects muons only, since the muons are the only particles
which can pass through Tilecal (neutrinos also pass through Tilecal, but they
cannot be detected). The muon spectrometer measures the muon paths in the
magnetic field from which the muon’s transverse momenta can be determined.
The magnetic field is provided by toroidal magnets and is non-uniform. The
designed transverse momentum resolution opr/pr is 4% for muons with pr €
(3 GeV, 100 GeV) and it is increasing up to 10% for muons with pr = 1 TeV.

I will now point out why are the mean lifetimes of W or t-quark “too short”
and mean lifetime of p “long enough” which I used in the previous chapter.
I assume a particle with rest mass m and momentum p. The basic assumption
in particle decays is that the probability of a particle decay is same in every
moment and do not depend on the history, therefore, the distribution of lifetime
of the particle has exponential shape. The passed distance d before decay (range)
is equal to lifetime multiplied by velocity. Therefore, the range d is distributed

with probability density
m md
q) = "o 2.2
) = e, (22

where T is the mean lifetime of the particle in the rest reference frame of the
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particle and the distance d is in the LRF. The mean of d is a function of momen-
tum p: -
dm(p) = m’

Using the minimal and maximal energies from Table [1.5] T calculated the d,,
for unstable particles from a tt event, Table[2.1l For b-mesons, I used the mass of
5 GeV and the mean lifetime of 1.5 - 10712 s from which an estimate of b-mesons

mean range can be obtained.

(2.3)

Table 2.1: Mean lifetimes T [4] and the computed mean distances d,,(pmin) and
dy (Pmax) Of tt decay products for their minimal and maximal energies.

Particle T[m] Ay, (Prmin) | A (Prmax)
t 1.5-10716 0 3.1 fm
W 9.5-10717 0 4.1 fm
B-mezons | ~4.5-107* 0 250 mm
7 6.6 - 102 2.9 km | 2200 km
T 8.7-107° 0 170 mm

It is clear that any motion of ¢t-quark and W is negligible in comparison to the
detector spacial resolution. The mean ranges of B-mesons and the 7 particle are
at the order of the size of the inner detector, thereby the secondary vertex of the
b-jet event can be recognized. On the other hand, the lower limit for the range
of p is much higher than the detector’s size, although the decay is inherently
a probabilistic process and there is a probability that the p will decay in the
detector. This probability is certainly less than

Tmax

1

2.9 km
0

e~ mdr ~ 8.6-1078,

assuming that the most distant point of the detector is far x,,,,x &~ 26 m from the
interaction point. Therefore, it can be safely said that muons from a ¢t event do
not decay in the detector.

The total integrated luminosity of the proton-proton run recorded by the
ATLAS detector until the end of year 2011 was L = (5.25+0.19) fb™', [24]. The
expected number of ¢ events is N = Lo ~ 856000. The number of events is
a random variable with Poisson distribution (Lo is the mean value). Therefore,
even if the luminosity L and the cross section ¢ would be precisely known, the
number of events can be arbitrary (there is a probability of e™, that no ¢t event
was produced). But the number of events N is so high that this effect is negligible
against the uncertainties of L and o (for Poisson distribution the relative mean

error is 1/\/N)
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3. Simulation of the tt events

In most of current experimental particle physics experiments, one cannot perform
any measurements without simulating the events under study using computer pro-
grams. The simulated events should look as the measured events, therefore, it is
necessary to simulate the interaction of colliding protons, the decay of primary
particles produced as well as the whole detector to simulate the detection of par-
ticles. The simulated events also help to understand the detector performance.
The deviation of results obtained with simulated events from results obtained
with measured events can point to a problem in the analysis or to new phenom-
ena in the particle physics, but it can also point to wrong detector description
(alignment, geometry), shower models, hadronisation models in the simulated
events.

The kinematic variables of the decay products of a ¢t event are all random
variables, because they depend on following probabilistic distributions:

e the parton distribution functions (PDFs) which are the probability density
functions for fractions x4 and xg of protons four-momenta carried by in-
cidental partons. The PDFs are determined at certain scale in scattering
experiments and evolved using theory,

e the angular distribution of the outgoing top and antitop quarks from the
interaction point. For certain parton pair, this distribution can be calculat-
ed to certain order of the perturbation series. It depends on the previous
random variables x4 and zp,

e the branching ratios of the top quark decay. They are derived from theory:
due to magnitude of the elements of the CKM matrix, the top quark decays
mostly as t — Wb.

e the angular distribution of the W boson and the b-quark from the decaying
top quark. It can be computed to a certain order of perturbation series. It
depends on the energy and polarization of the decaying top quark,

e the branching ratios of the W decay. They are precisely measured and also
theoretically computed,

e the angular distribution of W decay products. It holds the same as for the
top quark decay products.

With the knowledge of all these distributions, events can be simulated by the
Monte Carlo method which is a numerical technique for calculating probabilistic
distributions using sequences of random numbers. The usual steps of the Monte
Carlo method are:

1. generating a sequence of random numbers on interval [0, 1], from the uni-
form distribution making sure that elements of the sequence has no corre-
lations. This is done by using random number generators,

2. the sequence from the first step is used to generate another sequence dis-
tributed according to some probability density function,
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3. the sequence from the second step is used for further transformations.

The general software which produces simulated events is called Monte Carlo
event generator. Additional software is necessary which models the hadronisa-
tion of partons. To produce simulated events which are comparable with the
measured one, it is need to further simulate the detection process by simulat-
ing different detector responses (electromagnetic and hadronic showers, multiple
Coulomb scattering,. .. ). The final output is simulated raw ”data” which is pro-
cessed by reconstruction softwares equally as the measured raw data.

3.1 Monte Carlo event generators and detector
simulation

For my analysis, I used simulated ¢t events prepared by the ATLAS group which
are designed for the analysis focusing on the top quark. I studied two types of
samples containing no hadronic t¢ events which I will denote as:

e MC@NLO - the event generator used was MCQNLO [25] version 3.41.
It combines a Monte Carlo event generator with NLO calculations of rates
for QCD processes. For simulating soft parton emission with interfering
gluons the HERWIG [26] version 6.510 package was used. The JIMMY
Generator [27] version 4.31 generated multiple parton scattering events in
proton-proton collisions. An event can have weight -1 or 41 originating
from the MCQNLO approach. This weight has to be correctly taken into
account when the histograms are filled,

e POWHEG - events were generated by POWHEG BOX [2§] interfaced
with PYTHIA [29]. The POWHEG BOX is a general computer frame-
work for implementing NLO calculations in shower Monte Carlo programs.
The PYTHIA program simulates the initial-state and final-state parton
showers and hadronisation.

The following information is valid for both samples. The ATLAS detector sim-
ulation was performed with GEANT4, [30]. The pole mass of the top quark is
172.5 GeV. The samples do not contain interactions of other proton-proton pairs
in the colliding bunches (pile-up) which simplifies the analysis at MC level.

In the MCQNLO sample, the distribution of the top quark mass is a o-
function at the pole mass unlike in the POWHEG sample where the top mass
has a Breit-Wigner distribution (BW) with a width (full width at half of the
maximum) of 1.9 GeV.

The samples contain ROOT objects of TTree class with information sufficient
for any analysis concerning the top quark. These samples are called D3PDs at
ATLAS. I will call the set of simulated events prepared by Monte Carlo simulation
as MC and the real events detected by the ATLAS detector as data. In the MC,
the information on parton level is available which I will call the truth information.
Of course, the data samples do not have any truth information.

I inspected the basic differences of these two samples using the truth informa-
tion. In Figure one can see that the fraction of production types gq — ttq is
much higher for POWHEG sample than for MC@QNLO sample which is caused
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Figure 3.2: Top quark transverse momentum ptTOp spectrum for two MC generators
in linear and logarithmic scales on the left and right, respectively.

by using different set of PDF's and different physics model involved in the de-
scription of hard scattering.

In Figures and [B.3] two differential cross section spectra are shown. There
is no large difference in the p%’p spectrum, just the pfFOp spectrum for MCQNLO
sample is slightly shifted to lower values.

From the comparison of the M* spectrum in the two samples, the effect of
the non-zero width of the top quark BW is clearly seen. The POWHEG sample,
which has non-zero width, has a tail to lower M* values while the MC@QNLO
sample with zero width has a sharp threshold at M* = 2m®P. The higher M
tail for both samples has a similar shape which is very important as this tail
can contain a bump signaling a new particle decaying into ¢t pair. The possible
candidate can be Z'.
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4. Object Reconstruction

To study the tt events, the corresponding decay products must be detected and
reconstructed. Therefore, electrons, muons, jets and missing transverse energy
have to be reconstructed. This cannot be accomplish without thorough under-
standing of performance and calibration of all detector components. I summarize
the basic ideas which are important for object reconstruction.

4.1 Electrons

The reconstruction of electrons is done by the information measured in the inner
detector and electromagnetic calorimeters. The signature of electrons in the AT-
LAS detector can be misidentified as coming from other particles or a jet. This
is quantified in the variables electron identification efficiency and fake-rate. The
electron identification efficiency is the probability that an electron is identified as
electron. The reciprocal of fake-rate is the probability that a non-electron object
is identified as electron. The reconstruction of an electron can fail due to in-
sufficient response of subdetectors which is quantified by electron reconstruction
efficiency. Using decays of the Z, W and J/W¥ particles, the electron identifica-
tion and reconstruction efficiencies can be measured as is described in [31]. Also
the energy resolution of electrons can be determined by that method. All these
efficiencies and fake-rate depends on the pr and 7 of the electron.

Within the information on the tf event, there is not only one electron or
zero electron in case of failed reconstruction. There can be other electrons, like
background electrons (primarily from photon conversions and Dalitz decays) and
jets faking electrons, see the distribution of total number of electrons in Figure[4.1}
In Section [5] I used preselected set of electrons which passed certain criteria on
shape of electromagnetic shower and other criteria to reject background electrons.
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4.2 Muons

The main subdetectors used to reconstruct muons are the muon spectrometer
and the inner detector, but the information from calorimeters can also be used.

Similarly as for electrons, the muons can be also misidentified as other particles
or they are not reconstructed. These effects are quantified by muon identification
and reconstruction efficiencies.

In Figure [£.2] the number of muon candidates is shown (for both MC gener-
ators to show no significant difference between two MC generators). The back-
ground muons are also present as for electrons, but in lower rate which is caused
by the fact that photon converts mainly to electron-positron pairs and much less
often to muon-antimuon pairs. Also from other processes the presence of elec-
trons is more frequent. Although, cosmic muons can be detected and if they go
closely through the interaction point, they contribute to the count of background
muons.

4.3 Jets

The inner detector and calorimeters are used to detect and identify jets. Jets
are reconstructed with the anti-k, algorithm, [32]. This is a cone algorithm with
AR =04.

Similarly as for leptons, jet identification and reconstruction efficiencies are
imposed. A jet can be misidentified as lepton or the reconstruction of jet can fail.

The distribution of number of jet candidates detected per event is shown in
Figure [4.3] Although the simulation of ¢f events and jet production is quite
different for the two samples used, the distribution of number of jets has a very
similar shape. From the ¢t pair decay in single lepton channel, four jets arise, but
there are many other sources of jets like soft and hard emissions, initial or final
state radiation, other parton-parton interactions of colliding protons or pile-up.
And these jets can also have relatively high pr. In Figure [4.4] one can see that
the first four highest pt jets match the four truth partons only in ~ 28%. It can
happen that more truth ¢f partons are matched to the same jet. It is not sure
that jet matched to truth parton really originate from this parton which mainly
depends on the detector angular resolution. But one can say that in high number
of tt events, not the first four highest pr jets come from the original four partons.
It is an important fact regarding the ¢t pair reconstruction.

4.4 Missing Transverse Energy

The missing transverse energy MET is determined using information from calorime-
ters and muon spectrometer as it is in detail described in [33]. Roughly, the MET
is calculated using equations

MET = |/MET? 4 MET?,
MET, = —p, (4.1)
MET, = —p,
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where p, and p, is the z-component and y-component of momentum of all recon-
structed objects, respectively.

The MET has two important roles in an analysis of ¢ events in single lepton
channel. High MET is an important signature of these events which can be used in
the event selection process. The second role is in the t¢ pair reconstruction where
the transverse momenta of neutrino are assumed to be close to the measured

MET, and MET,, see Section [6.3]

4.5 Tagging of b-jets

The tt events contain at least two b-jets which is their significant property as
b-jets arise in event types with relatively low cross sections. Therefore, it is very
important to have the ability of distinguishing b-jets from other jets. Identification
of b-jets (b-tagging) is based on specific properties of B-hadrons: long lifetime,
large mass and large branching ratio into leptons. The discrimination of b from
light quark jets originates mainly in the relatively long lifetime of b-flavoured
hadrons, resulting in a significant flight path length. This leads to measurable
secondary vertices and impact parameters of the decay products.

There are several b-tagging algorithms available: SVO0, JetProb,. .. All of them
have certain efficiency €, which is defined as the fraction of jets originating from
a g-quark that are tagged by the tagging algorithm. The efficiency ¢, is called
b-tagging efficiency and efficiency ¢, for ¢ = u,d, s, c is called as mistagging ef-
ficiency. For ¢ = wu,d,s,c, one can define the rejection rate R, = 1/¢,. The
performance of any b-tagging algorithm is heavily dependent on pr and n. The
basic algorithms and comparison of different b-taggers can be found in [34].

The b-tagging has two main functions in an analysis of the ¢ events. In the
event selection process, one can select events in which is at least one b-tagged jet
to reduce background. The second exploitation is in the ¢f pair reconstruction,

see Section [6.3]
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5. Event Selection

At the CMS energy of 7 TeV, the measured total pp cross section is ~ 10 pb
[35] which is ~ 2 -10° times higher than the cross section of ¢ production in the
(+jets channel. Therefore, a thorough event selection is necessary in order to
distinguish between signal and background events.

At the maximal luminosity of 10** em~2s7! in the interaction region of the
ATLAS detector, roughly 10° inelastic collisions occur every second. Technically,
it is possible to record only a small fraction of all events due to this high collision
rate. Most of the events are background events, because the interesting physical
processes have smaller cross sections (like production of ¢t pairs). Most of the
background events originate from QCD processes like dijet production, and this
type of background is called QCD. In order to skip the QCD background events
and record candidates for interesting events (like ¢f), a fast online filter is neces-
sary that selects the events of interest for offline analysis which is called trigger.
For the analysis of tf events, the single lepton trigger was used. The detailed
trigger requirements vary through the data-taking period due to the rapidly in-
creasing LHC luminosity and the commissioning of the trigger system. They vary
also for the type of lepton (electron or muon). The main selection requirement
of the single lepton trigger is that only events with a lepton with pr > 20 GeV
are recorded. The probability of accepting a certain type of events by the trigger
is called trigger efficiency €. It depends on the pp, 7 and other properties of
the signature of the detected lepton. Events with signature of two leptons have
generally higher single lepton trigger efficiency as events with signature of one
lepton, roughly ef”.g + 2€4i9(1 — €449) when the dependence of €., on lepton pr
and 7 is neglected. Throughout this chapter, I am assuming the same trigger
efficiency for all types of events which is certainly not true, but it simplifies this
part of my analysis.

5.1 Backgrounds to the tt Signal Process after
the Trigger Selection

After the trigger selection, event sample enriched in high lepton pr is recorded.
But there still are background processes of higher or comparable cross section,
see Table listing the main background types. They all can have very similar
signature as the ¢t events. Ome of them is presence of at least four high pr
jets. This signature can be reproduced in background events by jets originating
from soft and hard emissions, initial or final state radiation, other parton-parton
interactions of colliding protons or pile-up. The main difference in signature of
signal and background events is that in general the b-jets are produced less often
in background events, until in ¢ events, at least two b-jets are present.

The W+jets background is the most significant background which has very
similar signature as the tf events: missing transverse energy, one high pr lepton
and high pr jets. But in general, the number of high pr jets are smaller.

The background events containing two leptons (Z+jets, dilepton) can have
similar signature as tf events, because one lepton can be outside of the detector
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Table 5.1: Signal and background processes with their theoretical cross-sections
o (CMS energy = 7 TeV) obtained from [36] and [37]. The ¢t cross section was
referenced in Chapter [I, The cross section for the QCD background cannot be
easily computed and is estimated from data. The X means any other particles.

process denomination | o [pb]

pp — ttX, tt decaying in single lepton channel signal 57
pp = WX, W — ly, W+jets 10500

pp— ZX, Z — 1T0~ Z+jets 960

pp — ttX, tt decaying in dilepton channel dilepton 11
pp — tX, W from t decaying leptonically single top 69
pp — tW X, one W decaying leptonically single top 16
pp — jets, one jet is identified as lepton QCD -

acceptance and then only one lepton is detected and moreover missing transverse
energy is generated. Another possibility is that one lepton is not reconstructed
or not identified or one lepton overlaps with a jet.

The single top background has the most similar signature: the top quark
produces a b-jet, lepton and missing transverse energy and other other jets can
be produced along. Fortunately, the single top background has a small cross
section.

After the trigger selection, there is still significant background from QCD
processes as a jet can be misidentified as a lepton. The QCD background is
called instrumental background.

From Table [5.1] it can be observed that the background is still ~ 200-times
higher then the signal. Therefore, one has to apply some additional selection
criteria (cuts) on the data.

To quantify the performance of cuts, I introduce these terms: signal efficiency,
background efficiency, purity and significance. The signal efficiency ¢, is the prob-
ability to accept a signal event as signal. The probability to accept a background
event as signal is called the background efficiency ¢€,. To determine these prob-
abilities, one has to have large number of signal or background events Nigta1,s/p
and count the number of events Np. s Which passed the applied cut. With
Niotar,s/p — 00, the signal or background efficiency will be

Npass,s/b (51>

Es/b = .
Ntotal,s/b

The purity P is the probability that the event is signal if it was accepted by
cuts. It is intuitive that the purity can be computed as
€sTs

n ?

€sTs + Y €piTh;
=1

P—

(5.2)

where n is the number of background processes, 7w, and m,; is the probability of
finding a signal event and -th background event in the data before cuts, respec-
tively. This formula is also called the Bayes theorem in which the conditional
probability P is expressed with the help of the conditional probabilities €, and €,
and prior probabilities m, and 7. The prior probabilities can be obtained from
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the magnitudes of cross sections o, and o}, for signal and background events, re-
spectively. Using simulated signal and background samples with large statistics,
the purity can be obtained as

Npass,s

pP= x .
Obi
Npass,s + Z Npass,big_;
=1

(5.3)

The higher the purity, the higher the fraction of signal events in the resulting
data sample after cuts. The maximization of purity can be done by maximizing
the ratio Npasss/Npasspi- In the process of developing cuts where this ratio is
higher and higher, the number of signal events can be very low and then the
quality of the data sample after cuts suffers from low statistics. Therefore, cuts
have to be developed in the way where both purity and Ny, s are sufficiently
high. For optimization, one can maximize the product of purity and number of
passed signal events or the root square of this product. For this, I define variable

significance S
Npass,s

— .
Obi
\/Npass,s + Z Npass,bia_;
=1

But the choice of maximization of P or S, depends on the available statistics
and background magnitude.

After applying cuts, certain quantities like pfro spectrum can be biased (its
shape changes). This is caused by the dependence of signal efficiency on the
studied quantity. This dependence has to be taken into account when one wants
to compare theoretical and measured spectra. The signal efficiency dependence
on certain quantity can be quantified only in MC.

Other quantities like the mass of the top quark or total cross section of the
tt production should not be biased by cuts.

S:

(5.4)

P

5.2 Selection Cuts

The cut optimization is performed using MC samples where the exact effect of
cuts can be quantified. In order to enhance the data sample, one has to find
differences in signatures of signal and background events.

I'inspected the distribution of variable missing transverse energy MET defined
in for signal and two main backgrounds W +jets and Z+jets which is shown
in Figure 5.1 For my simple study, I neglected the other backgrounds. My
definition of applied cut is: event passes, if MET > tygr. My goal was to find
the optimal cut value of tygr.

In Figure [5.2] the dependence of the cut efficiency on tygr is shown. The
Z+jets background is largely suppressed already at low tygr which is the result
of the fact that Z+jets events do not contain high pr neutrinos. There is no
difference of efficiency between the two simulated signal samples MCQNLOand
POWHEG. As the events from W+jets background contain high energy neutri-
no, the cut has small suppression effect to this background with respect to the
signal. For rejection of events from W +jets background, another cut has to be
developed.
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Figure 5.1: Missing transverse energy for  Figure 5.2: Dependence of cut efficien-
MC signal, W+jets and Z+jets samples.  cies on tygr.

I inspected the purity and significance, where only the Z+jets or only the
W +jets or both Z+jets and W +jets backgrounds are taken into account in for-
mulas [5.3] and [5.4] see Figures and 5.4l The purity Py corresponding to the
case of assuming only Z+jets as background gets much better than Py, with the
higher cut value tygr. Due to much higher cross section of W+jets background,
there is no difference between Py, and Py 7 or between Sy, and Sy . It is better
to survey only the purity P, and significance Sz, because to suppress W+jets
background, one needs a cut which better distinguishes between signature of
tt events and W-+jets events than such a cut on MET.

If there would be only Z+jets background, the optimal value would be t\pr =
48 GeV which has the maximal significance, but the signal efficiency is only
€s = 55%.

This approach does not have to be necessarily the best. Because there are
other backgrounds, one has to optimize other cuts to suppress them and the
overall €, of cuts can be very small and the statistics of the final sample low.
This is why maybe lower tygr should be chosen. I chose value tygr = 32 GeV
which has e, = 81%.

Other significant differences between signal and background spectra are the
pr of lepton and number of high pr jets. I did not optimize further cuts, just
inspected the efficiencies, purity and significance of these cuts:

e Cut 1: missing transverse energy larger than 32 GeV. This cut reduces the
background types without neutrinos (Z+jets, QCD),

e Cut 2: exactly one electron or muon passing the lepton selection criteria
from Top Group (main are pr larger than 20 GeV and with n € [—2.5,2.5]).
This cut reduces background types with no or more than one lepton (Z-+jets,
dilepton, QCD). But a fraction of these events can pass because the lepton
reconstruction is not 100% efficient (the lepton can be identified as a jet),

e Cut 3: at least four jets which passed the jet selection criteria from Top
Group (main are pr larger than 25 GeV and with n € [—2.5,2.5]). This cut
reduces all types of background and it is the main cut for W-+jets back-
ground, because events from this background have usually lower number of
high pr jets as tt events.
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For the one lepton and four jets, the condition n € [—2.5,2.5] is applied not
because of background reduction, but because the resolution of detector is lower
outside of the region (limited detector acceptance). I applied these cuts on signal,

W+jets and Z+jets MC samples.

In Figure |5.5, one can see the cumulative

efficiency after each cut (as the total number of events Nyoi. was used the original
number of events). In Figure , the relative efficiency is plotted which is the
ratio of number of events after and right before applying of cut. One can see
that to reject the W+jets background, the Cut 3 is the most useful and to reject
Z+jets background, the Cut 1 is the most useful. In Figure |5.5 one can see that
the cut efficiency for signal events also depends on the type of MC simulation.
This can harm an analysis on real data as it is written in Section [6.6]
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plied cuts for signal and background.
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The signal efficiency dependence on pir® and M spectra is shown in Fig-

ures [5.745.10] This dependence has to be taken into account when one wants to
compare theoretical and measured spectra.

In this chapter, I used only one dimensional cuts. I introduced the basics for
optimization of cut values. I tried to optimize the cut value for variable MET for
two backgrounds W+jets and Z+jets. The cut on MET can effectively reduce
only Z+jets background which is caused by the large difference of the shape of
MET spectrum between signal and Z-+jets events. I showed that the purity rise
with the cut value, but the significance has its peak which points to the optimal
cut value. For high number of backgrounds, the cut optimization has to take into
account the largeness of resulting statistics.

One can also devise more general cuts with the help of multivariate statistical
methods: neural networks, boosted decision trees,... The development of such
methods is complicated due to high number of background types.
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6. Measurement of Differential

Cross Sections in tt Production
at ATLAS

In the ATLAS experiment, there are several groups with the aim of measuring the
differential cross section spectra which are important distributions regarding the
physics beyond SM as was discussed in Section[1.5] In this chapter, I will describe
my contributions to the analysis focused on the measurement of the transverse
momentum spectrum of the top quark, ptTOp spectrum. However, I will also study
distributions of p'% and M spectra as it was easy to obtain them during the
analysis. But the main steps of the analysis are described for pfﬁpspectrum. This
analysis has no direct connection with my studies in previous chapter where I
was showing the basic principles of event selection for background reduction.

To contribute to the analysis, I used the TopNtupleAnalysis package available
for ATLAS members. This package was written and developed by people from
the ATLAS Top Differential Cross Section Group (Group). I took part in the
developing of this package and performed several studies which I am describing
in this chapter.

This analysis studies the single lepton channel (¢+jets) with a slightly different
definition as I had in the previous chapters: the leptonicaly decaying W can decay
into e, p or 7 not regarding how the 7 decays. This is the choice of Top Differential
Cross Section Group. There are two orthogonal selection paths focusing on finding
a high pr electron (and vetoing high pr muon) or a high pr muon (and vetoing
high pr electron). Both are applied on the same samples and thereby the analysis
is divided into two parts: called the e+jets channel and p+jets channel. But it
should be clear that for example the e+jets channel can contain events where
in reality the leptonic W decays to pu, just the muon reconstruction failed, and
background electron was reconstructed and the event was selected by selection
criteria focusing on high pr electron. Therefore the e+jets and p-+jets channels
are defined by selection criteria, not by the truth lepton type in the event. At
the end of the analysis, both spectra obtained in different channels are combined
into one to obtain the desired spectrum in /+jets channel. In my studies, I am
showing only figures for e+jets channel as the figures for p+jets channel are very
similar, and therefore, the same conclusions apply.

The analysis uses simulated tf events (MC signal), simulated background
events (MC background) and detected events (data). Data sample correspond-
ing to integrated luminosity of L = 4.713 fb=! collected by the ATLAS detector
at v/S = 7 TeV in 2011 were used in the analysis. The expected number of
signal events in ¢+jets channel before the trigger requirement or other selection
is ~ 340 000. The statistics of simulated events is much higher than of da-
ta (number of events for MC signal in (+jets channel is ~ 9 200 000). The
process of event generation was described in Section [3| MC signal is simulated
with the MC@QNLO generator, parton showering and the underlying event are
modeled using HERWIG and JIMMY'. In the simulation, these constant were
used: pole mass of the top quark mﬁ% = 172.5 GeV, pole mass of the W boson
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mye = 80.399 GeV, decay width of the top quark Ftl\?[% = 1.32 GeV and decay
width of the W boson '}y = 2.085 GeV.

The main background types were listed in Table[5.1, The W+jets and Z+jets
backgrounds were simulated with the ALPGEN [38] generator interfaced with
HERWIG and JIMMY. The single top background was simulated with Ac-
ERMC [39]. The dilepton background was simulated with the same generator
as MC signal sample. There is one type of background which is not obtained
from MC but from data (data-driven background). This is the multijet (QCD)
background which incorporates events from ordinary QCD processes where a jet
is reconstructed as lepton and the event comply the selection criteria.

I introduce terms truth and reco levels as follows. The truth level means
all information about the #f pair event on parton level which is theoretically
motivated as a quark does not develop a parton shower. The reco level means all
information which can be obtained from the detector. In data, there is obviously
only the reco level. The aim of the measurement is to correct the measured reco
spectrum in data to the truth level in terms of resolutions and reconstruction
effects.

The final goal of the analysis is to obtain corrected pffo spectrum in some
optimal binning. The number of bins in histogram for p?p spectrum is Npjps = 8
and their widths are based on certain optimization algorithm.

P

6.1 Analysis Flow

The analysis is performed along the following outline:

1. corrections applied to the simulation to match the data — it is performed on
all MC-based samples, because the detector performance cannot be precise-
ly simulated in MC. The quantification of imperfect simulation is obtained
from comparison of other measurements with MC. Two main types of MC
corrections are implemented: smearing of energies of objects due to imper-
fect detector resolution in simulation, and weighting of events due to im-
perfect simulation of object reconstruction efficiencies. The first correction
changes the four-vector of reco objects and the truth objects are unchanged,
the second correction gives to each event a weight affecting both truth and
reco levels which is important for reco level to improve simulation of detec-
tor, but it has no meaning on truth level and it just shows a part of detector
effects on truth spectra. It has meaning after step [3

2. object definition and selection — the prescription from the Top Group is
used to define appropriate objects at reco level. The aim of the object
selection is to remove objects which are outside well-understood detector
regions or not fulfilling tighter object definition requirements. The same
object selection is performed for MC and data.

3. event selection — the prescription from the Top Group is used to select events
at the reco level. The aim of the event selection is to essentially reduce the
background and to remove events which do not contain sufficient number
of good objects which is important for the ¢¢ pair reconstruction. The same
event selection is performed for MC and data. Moreover, in MC, cut on
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trigger simulation is applied, because in data the trigger requirement is
applied automatically at online recording due to high collision rate. The
event selection tightly relates with object selection as the selection criteria
depend on the number and properties of selected objects. Also, the event
selection in MC depends on corrections in step [Il Assuming perfect MC
corrections and correspondence between simulated spectra and real spectra,
the truth spectra from data would correspond to truth spectra in MC after
event selection. The main selection criteria are listed in Section [6.21

. tt pair reconstruction — a kinematic likelihood fit is used to reconstruct
the tt pairs with the help of the KLFitter tool. The same reconstruction
method is used for MC and data. After reconstruction one can get the
measured (reco) p® spectrum for MC and data and the corresponding
migration matrix for MC only (see the definition below). The KLFitter
tool is described in Section [6.3] I studied the performance of this tool.

. control plots — the purpose of data/prediction control plots is to show agree-
ment or disagreement between distributions of data and MC. Various spec-
tra from data and stacked MC signal and background are compared and
validated.

. background subtraction — the number of events in j-th bin of MC back-
ground BG; is subtracted from number of events in j-th bin of data D;. By
seeing good control plots, it is assumed that the background description is
credible and it can be used for subtraction from data.

. unfolding — corrects for all effects responsible for non-equivalence of truth
and reco pfrOp in a MC event. These are mainly the detector resolution
effects and effects with imperfect ¢t pair reconstruction. The pile-up effects
are also responsible, because they make the ¢t pair reconstruction more
difficult. The unfolding is done on data after background subtraction but
its effects are studied in MC. I performed unfolding with matrix inversion
method which is described in Section [6.5

. event selection correction — corrects for effects connected with rejecting
events because of event selection and consequently biasing the final spec-
trum (caused by non-100% trigger efficiency, all cuts and failed ¢t recon-
struction). To perform this correction, each bin j of the unfolded ptTOP
spectrum has to be divided by efficiency ¢;. This efficiency can be obtained
from MC when one divides the truth ptTOP spectrum after reco level cuts and
reconstruction from step || by truth pfl?p spectrum from the beginning of
the analysis (without any correction or cuts). This correction is separately
done for both channels: e+jets and pu+jets. Because the selection cuts were
applied on the whole single lepton channel, after this correction, the p?p
spectrum in both channels will correspond to the inclusive single lepton

channel.

. systematic uncertainties (systematics) — quantify the effects of systematics
errors of jet energy resolution, jet energy scale, luminosity,. . . Most of them
can be obtained only from MC. To quantify the systematics, the whole anal-
ysis is re-run with variation of all MC corrections one by one and the final
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spectra are compared to spectra without any variation of MC corrections
and the systematic error is derived.

10. combine the two channels e+jets and p+jets into one (+jets channel — this
is not implemented in this analysis yet.

Finally, the evaluation of the resulting measured differential cross section
do /dp® can be expressed by the formula

Nbins

do Zl (M~1);:(D; — BGy)
== 1
(dpmp) . ¢;LAx; ’ (6.1)

op

where (da/dpmp)j is the averaged measured value of dcr/dp in interval per-

taining to the j-th bin with width of Az;. The multiplication with matrix M !
represents any unfolding method. The integral of (da / dpwp) over all bins gives

the measured total cross section of ¢t production in the Studied channel.

Because a tt event contains two top quarks, there are two p%’p values from
each event called leptonic pir® and hadronic pi® (depending on the leptonic or
hadronic decay of corresponding W). In my analysis, I always fill histograms
with both ptq?p For variables M* and p¥, only one entry is obtamed from each
tt event. One can get the wrong 1mpre881on that the statistics of pT spectrum
is twice as high as the statistics of M* or pit spectra. But there is a correlation
between the leptonic pie® and hadronic pi?®. One should study this correlation
and also the individual leptonic pr. ** and hadronic pmp spectra. In this analysis,
it is not done yet. One has to remember that the variables D; and BG; for ptOp
equation are twice as high as they should be and to obtain the correct final
spectrum one has to divide the resulted do/ d]OtOp histogram by two.

During the analysis, it is useful to define and study the migration matrix
which is a two-dimensional histogram with the x-axis corresponding to the truth
ptTOp and y-axis corresponding to the reco ptTOp obtained after the tf pairs are
reconstructed. It can be plotted only for MC signal. For the measure of goodness

of reconstructed p?p , one can take the correlation r defined as

E [(truth ]otop E [truth ptTOp ])(reco p%)p —E [reco pfﬁp] )}
RMS (truth pi?) RMS(reco piP) ’

r= (6.2)
where E(X) and RMS(X) are the mean value and the root mean square of variable
X, respectively. For evaluation of E(X) and RMS(X), the center of bins are
used. The higher the correlation between the reco and truth ptTOp, the more is the
matrix diagonal, and the reconstructed pi¥ is closer to the truth pi??. But the
correlation is only one number and also other measures of goodness of migration
matrix have to be taken into account. By the help of migration matrix, one
can construct the transition matrix by normalizing the columns to one (each
element of the migration matrix is divided by the sum of the elements in the
corresponding column). An array for certain truth p® shows the distributions
of fractions for reco ptTOP. Concretely, the elements on diagonal shows the fraction
of events reconstructed correctly for certain truth pEfOp. Therefore, the transition
matrix shows the effectiveness of pff‘)p reconstruction and it is important during
the unfolding.
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In all following one-dimensional histograms, the last bin is filled also with
entries larger than the upper range value of the histogram’s z-axis and this bin is
called the overflow bin. Similarly, it applies also for two-dimensional histograms.
Entries outside the range of z or y axis are filled to the last bin of the correspond-
ing array or row.

I define few terms useful for classification of the decay products of a tt pair
decaying in single lepton channel. The hadronic and leptonic top is the top
quark which decays to hadronicaly and leptonicaly decaying W, respectively.
The hadronic and leptonic b-quark is the b-quark from the decay of hadronic and
leptonic top, respectively. The hadronisation of hadronic and leptonic b-quark
gives hadronic and leptonic b-jet, respectively. In SM, there is no correlation
between the type of top quark (leptonic or hadronic) and the charge of the top
quark (top or antitop).

6.2 Event Selection

In this section, I summarize the event selection cuts. In both e+jets and u+jets
channels, these selection criteria were used:

e at least four jets with pr > 25 GeV, |n| < 2.5,

e at least one b-tagged jet.
In the e+jets channel these selection criteria were used:

e exactly one electron with pr > 25 GeV, |n| < 2.5,
e 1o muon with pr > 20 GeV, |n| < 2.5,
e MET > 30 GeV,

e m}Y > 30 GeV.
In the p+jets channel these selection criteria were used:

e exactly one muon with pr > 25 GeV, |n| < 2.5,
e 1o electron with pr > 20 GeV, |n| < 2.5,

e MET > 20 GeV,

e m} + MET > 60 GeV.

The W boson transverse mass mY is defined as

my = \/Zpgfp%(l — cos(¢t — ¢¥)), (6.3)

where pf. and ¢* is the transverse momentum and the azimuthal angle of particle
x, respectively. The particle z can be lepton ¢ or neutrino . On reco level, the
MET, and MET), are used for the transverse momentum components of neutrino.

One can observe that the selection criteria for e+jets are orthogonal to p+jets
channel in terms of the lepton type requirements.

It can happen that in some events, the reconstruction of ¢t pair does not
succeed and these events are rejected. Therefore, the reconstruction of ¢f pair is
also accounted as an event selection criterion.
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6.3 Reconstruction of tt Pairs and KLFitter
Studies

After the object and event selection, only events with exactly one selected lepton
and N > 4 selected jets remained. The four highest pr jets need not to
originate from the four partons originating from ¢¢ pair as it was shown in my
study on smaller MC sample in Figure [4.4, Therefore, one has to decide the
number of jets N which will be used for ¢£ pair reconstruction. If Nt < Njets

then only N¥°* will be used for reconstruction. From N jets, one has to assign
one jet to leptonic b-jet, one jet to hadronic b-jet and two jets to jets from the
hadronicaly decaying W. There are

Ncomb = Nrjxfgi(NIJg;; - 1)(NIJI$;§< - 2)(NIJI$;§< - 3)/2
combinations how to do it neglecting the swap of light jets from the W, see Table
[6.1] for concrete numbers.

Table 6.1: The number of combinations N, for N jets.

Njets 14 15 6 7

max

Neomb | 12| 60 | 180 | 420

For each combination, a kinematic fit based on the likelihood approach can be
used to find the momentum of neutrino and adjust the energy and angular vari-
ables of jets and the lepton belonging to the tf pair. One can define the likelihood
function L as a product of kinematic constraints on reconstructed candidates from
the decaying top quarks:

L(P*, P", P'', P7 P P®lmgl myjo, Tt Thos Prcas: Paeas: Pravass Plheas: P

MET,, MET,) = BW (M, (P“+P")|mYc, Diic) BW (M, (P 4-P72) mie, Tiie)-
BW (M (P + PP 4 P")|myge, Th2) - BW (M (P° + P¥ + P)|myfe, Tii)-
TF(E"™|EL..) - TF(E"|EY,,) - TF(ET|EL. ) - TF(E?|EL.) - TF(E*|EL,

TEQ" QM ) TFQPQP ) - TR(QHQIL ) - TF(Q?2|072 ) - TF(pYMET,)-

meas meas meas meas

TF(p,IMET,) - P(b—tagging), (6.4)

eas )

where P* is the four-momentum of object  which can be lepton ¢, neutrino v,
leptonic b-jet 1b, hadronic b-jet hb or one jet from W hadronic decay j1 or j2.
Similarly, E* is the energy of object z and 2* stands for angular variables of
object x. The term M,,,(P) is the invariant mass of the four-momentum P. The
transfer function TF(A|Apeas) is the conditional probability density function for
variable A in assumption that the measured value of this variable is A, eas. For
transverse momenta of neutrino p; and pj, the measured values are assumed to
be the missing transverse energies MET, and MET),. It is assumed that the mass
m of the top quark or W boson has a distribution of relativistic Breit-Wigner
function centered around the pole mass mpoe with width I'™:

1

2 _ 42 2 2 2°
(m mpole) + mpoler

BW (m|mpole, I') = (6.5)
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The term P(b—tagging) represents the probability that jets assigned to truth b-
jets and truth light jets have the same flavor in reality. This depends on whether
the individual jets are b-tagged or not, and the probability is computed with
corresponding b-tagging efficiencies and rejection rates.

The likelihood approach says that the optimal variables of all objects will be
obtained by maximizing the likelihood function w.r.t. free parameters. There are
16 free parameters for this function: three components of momentum of neutrino,
five energies of jets and lepton, eight angular variables of jets. The mass of the
top quark can be also used as a free parameter, if one wants to study the top
quark mass.

The purpose of transfer functions in the likelihood function is to adjust the
measured energies or angular variables due to imperfect detector resolution. This
adjusting is done with the use of kinematic constraints which are implemented
by Breit-Wigner functions. For the lepton there is no need for tuning of angular
variables as the resolution of lepton’s angular variables are very good. Also,
the longitudinal momentum of neutrino p? does not have any transfer function
because there is no constraint for longitudinal momentum of the initial parton-
parton system.

With such high number of free parameters, the success of maximization highly
depends on initial values of parameters. For all parameters except p? the mea-
sured values are used as initial values. The initial value for momentum p% can be
obtained from the kinematic equation

My (P as + P2

meas meas

) =m", (6.6)

where in the four-vector P% .. the measured values are assumed to be MET, and

MET,. This is a quadratic equation for p? with solutions

—b+Vb? — 4dac

p:l,? = 2a
a = (E’Il;aeahs)2 - (pf;,meahs)2 )
b = _pi,meas <(mW)2 + 2pfc,meaSMET$ + 2p§,measMETy> ) (67)

: (")’ 2
¢ = (Blews) (MET2 +MET?) — (— + 1Y measMET, + pgmeasMETy) :

meas 2

where the lepton mass was neglected. One has to choose one of initial values
pZyp Or perform the maximization for both initial values and choose the solution
with higher likelihood. Due to the detector resolution or due to the Breit-Wigner
distribution of myy, it can happen that the discriminant * — 4ac < 0 and then
the initial value for maximization can be chosen as p? = ;—é’

After the maximization of likelihood function is done for all combinations of
four jets from N} jets, the combination with the highest maximized value of
L is called the best combination and it is assumed as the correct combination.
From best combination, the 16 parameters, for which the L has maximal value,
are used to construct four-vectors of tf decay products on parton level using the
corresponding masses of objects. The mass of the neutrino is assumed to be zero.
Then any variable concerning the ¢t pair can be obtained (pff(’p, M, pff:,. ..) and

it is called as reco variable.
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On principle described above, the tool KLFitter (Kinematic Likelihood Fitter)
[40] works and it was used in this analysis. The transfer functions are derived
in MC signal samples and they are parametrized with double Gaussian functions
with ten parameters except for neutrino transfer functions which are parametrized
only with simple Gaussian function. For simplicity and numerical stability, it is
not the function L maximized, but rather the [—log L] function is minimized.

I studied the performance of the KLFitter and optimized several settings of
this tool. In this section, all further studies were done on MC signal.

6.3.1 Number of Jets Provided to the KLFitter

In this section, I am studying what choice of maximal number of jets provided
to the KLFitter is better: Ni% =4 or Ni¢S = 5. From Figure [4.4] it is obvious

max max

that using N)¢* = 5 instead of N)¢* = 4 more than doubles the number of events
where the KLFitter inspects also the combination of four jets most probably orig-
inating from the four partons from the t¢ pair. The main disadvantage of using
NS — 5 instead of Ni®* = 4 is that there are five times more possibilities how to
assign the four jets coming from ¢t event. In events where the four partons from
tt pair corresponds to four jets with the highest pr, the reconstruction efficiency
can be only worse, because the KLFitter can accidentally choose possibility con-
taining the new fifth jet and this possibility will be certainly wrong (although, the
surveyed p‘fFOp can be the same in terms of used binning). But in the other events,
the reconstruction efficiency can be only better for N = 5 than N = 4.

max max

One can also study option N¥°® = 6 where the KLFitter chooses the best
combination from 180 possibilities, but the choice of the correct combination is
then quite improbable.

I studied the impact of different N/ on the reconstruction of pi?®, M* and
pfrf. In Figure , the comparison of migration matrices for pfl?p is shown. By
inspecting the diagonal elements, one can see that for option N = 5 the
reconstructed p?p is more often the same as the truth pEFOp. Also, the correlation
between truth and reco pt® is much higher. the same holds for M* migration
matrices in Figure . Similarly for p4 in Figure , the correlation factor is
much higher for N = 5 than for N} = 4. Although the lower reco values of
pit are more often reconstructed correctly for Ni° = 4. This can be explained
as follows. In events with low pf, the contribution of high py jets from initial
state radiation is smaller, and therefore, there is higher probability that the four
highest pr jets are really the four jets coming from the tf pair decay products.
The reconstruction for NJ = 4 can be more efficient as there is five times less
combinations. On the other hand, events with higher pfrf have frequently more
high pr jets not coming from the tf pair decay products. And therefore, the
choice Nj¢% = 5 is more efficient for higher p.

max

Further, I studied how the different option for N/ shifts the variables pi®,
M*™ and p4. 1 filled two-dimensional histograms, where the z-axis displays the
desired variable evaluated with option NJ** = 4 and the y-axis displays the same
variable evaluated with option N/ = 5. In Figure , these histograms are
shown.

It is obvious that events on the diagonal give the same result for both settings

in terms of used binning. The fraction of same results for ptTOp is ~ 78%, for M"
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Figure 6.1: Migration matrices for pir® obtained with N/ =4 and N = 5 on
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the left and right, respectively. The migration matrix for NI = 5 has higher
correlation factor r and higher diagonal elements.

e+jets  MCsignal Events: 13574 e+jets  MCsignal Events: 13574

NS =4 r =0.597 NS =5 r=0.66

Si100
[
O1000
k=1

100
2

10° 9000 10

0 0 0 0 0

20 ccbn b b n b B 20 Cocbon b b L B
%0 300 400 500 600 700 800 900 1000 1100 96" 300 400 500" 606" 706" ‘806506 1000 ‘1100

truth M* [GeV] truth M [GeV]

Figure 6.2: Migration matrices for M* obtained with NI =4 and N/ =5 on
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it is ~ 73% and for p¥ it is ~ 69%. From figures, one can see that the different
settings do not have a sizable impact on ptq?p. On the other hand, the different
settings do have large impact on the M* or p# spectrum. For N/ = 4. the
reconstructed M* is shifted to higher values and the reconstructed p4 is shifted
to lower values. It is hard to explain what is the reason of such shifts.

The conclusion from this Section is that for pis” and M* it is certainly better
to use N = 5 due to higher reconstruction efficiency. For the variable pi, it
cannot be clearly concluded until more optimal binning is chosen and also one
should perform unfolding to see the full effect of the choice NJ¢% = 4 or Nt = 5,

In the following part of my analysis, I used NS = 5,

max
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Figure 6.4: Two-dimensional histograms of reco prtr(’p, M and pfr’? for the two
options of the KLFitter: NI = 4 on the z-axis and N} = 5 on the y-axis

obtained from the MC signal sample. The bin size for ptli)p and pf is 10 GeV x
10 GeV and for M*™ it is 20 GeV x 20 GeV.

6.3.2 Performance of the KLFitter for Tauonic Events

It was already discussed that the signature of an tt event is determined by the
decay of two W bosons from decay tt — W bW b and also by the decay of 7
in case that one or two Ws decayed tauonicaly. The definition of single lepton
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channel in this analysis is that the hadronic W decays to jets and the leptonic
W decays to e, p or 7. I will call the events where the leptonic W decays to 7
as tauonic events. I study the performance of the KLFitter on tauonic events.
Large part of tauonic events are removed by selection criteria as in 63 % the 7
decays to hadrons and then in the ¢t pair, one does not have a real lepton as
a decay product (although small fraction of these events can pass the selection
criteria as a high pr background lepton can always occur in an event as was
discussed in Section . These events will certainly have smaller reconstruction
efficiency, but their fraction from all events which passed the selection criteria is
negligible. The question is how the reconstruction of ¢t pair performs for tauonic
events where the 7 decays to lepton.

There is a problem to use the KLFitter for the tauonic events with the decay
chain tt — W bW*b — 4 jets + (v,7,v,. The three neutrinos come from the
same W which is important for the KLFitter as the sum of the three neutrino’s
four-momenta can be used as the four-momentum of one neutrino which is input
for the KLFitter. But this sum of three neutrino’s four-momenta has one large
dissimilarity from the one neutrino coming from the decay tf — W bW*b —
4 jets 4+ fvp. This sum of four-momenta does not have zero invariant mass which
holds for the neutrino alone and is assumed in the KLFitter. I investigated what
are the kinematic limits for this invariant mass. It holds:

PW — p7 + Pvr — P177— + pre + Pé + PVT, (68)

where P? is the four-momentum for particle z. This is the kinematics for tauoni-
caly decaying W. The square of the invariant mass of the three neutrinos M can
be computed as

M2 — (PlfT + PVZ + PVT)2 — (PW _ PE)Q' (69)
In the rest reference frame of W (RRFW) this will be
M2 = (m")? + (m)® - 2m" B, (6.10)

where E’ is the energy of the lepton in the RRFW. It can be shown that B €

)24 (mt)?
{mz, % , and consequently M € [O, m"W — mf],

Therefore, the tree neutrinos in a tauonic event can have any invariant mass
with the upper limit of ~ 80 GeV which certainly harms the reconstruction
of tt pair with the KLFitter. The issue of my study was whether the tauonic
events should be or should not be classified as a part of the single lepton channel.
Although the reconstruction can be worse on these events, by excluding them from
the single lepton channel, the statistics is smaller which can harm the analysis.
If the tauonic events would be excluded, they should be treated as a background
to the newly defined single lepton channel.

I prepared migration matrices for p?p and reconstructed ]otTOp spectra for single
lepton channel with tauonic events (SL with Tauon), without tauonic events (SL
without Tauon) and only for tauonic events (Tauon). I am also showing results
for reconstructed ptTOp in dilepton channel to show that the reconstruction of
tt pairs in this channel is not very good. This is understandable as the two
neutrinos from different W are combined into one, and used in the KLFitter.

38



The migration matrix for ptTop in dilepton channel cannot be obtained as it is not
clear the matching between reconstructed two tops and truth tops (the truth tops
are not assigned as leptonic and hadronic because both tops are leptonic).

In Figures [6.5 one can see that the migration matrices look very simi-
larly for the three channels SL with Tauon, SL without Tauon and Tauon. The
correlation for Tauon channel is only slightly worse then the correlation for SL
without Tauon channel. Interesting is the fraction of tauonic events in SL with
Tauon channel after e+jets selection cuts which is only ~ 4.4%. Using branching
ratios for W and 7 decay, it can be computed that the fraction of tauonic events
where the lepton in SL with Tauon channel is electron on truth level before any
cuts is ~ 15.7%. This means that the selection cuts have much smaller efficiency
on tauonic events which can be caused by different MET and lepton pr spectrum.
One can also inspect the transition matrices in Figures [6.56.7 The SL without
Tauon transition matrix has higher diagonal elements than the Tauon transition
matrix. The first diagonal element is ~ 14% higher, the second is ~ 7% higher
and with increasing p?p7 this relative size descends. This fact implies that the
reconstruction of tauonic events is less efficient. Although by comparing tran-
sition matrices for SL with Tauon and SL without Tauon channel, one can see
maximally 0.5% higher diagonal elements due to low fraction of tauonic events
in SL with tauon channel.

The truth p?p spectra look quite differently for Tauon and SL without Tauon
channels, see left Figure . This is caused by different ptToP dependence of
selection efficiency for these two channels. The spectra for SL with Tauon and
SL without Tauon channel are very similar, because the tauonic events have small
weight as the fraction of tauonic events is small.

Similarly, the reco ptTOp spectra look quite differently for Tauon and SL without
Tauon channels, see right Figure This is caused by different p‘fFOp dependence
of selection efficiency for these two channels, but in addition the effect of different
tt reconstruction efficiencies adds.

The crucial plots are in Figure where the ratios of reco and truth spectra
are shown. This ratio shows how the reconstruction performed. If the ratio of
reco and truth spectra are close to one, it means that the reco spectrum is close
to the truth spectrum. One can see that the reco spectrum is worse for Tauon
channel than for SL without Tauon. Overall, there is no large difference between
SL with Tauon and SL without Tauon channels due to low statistics of tauonic
events. Just a slight improvement for SL. without Tauon is visible.

From the figures, it is also clear that the reconstruction of ptTOp in the dilep-
ton channel is very poor and this is the reason why this channel is assumed as
background to the ¢t signal.

The decision of the Group after this study was to use the tauonic events in
the definition of the single lepton channel. This decision is based on the small
differences between migration matrices and ratios of truth and reco ptTOP spectra
for SL with tauon and SL without Tauon channels. Although, one should also
try to use the unfolding separately for SL with Tauon and SL without Tauon
channels. Only after that, a final conclusion can be derived. In general, the more
diagonal is the transition matrix, the more effective is the unfolding procedure.
The only advantage of using the tauonic events in the single lepton channel is
that the statistical error of data is smaller. Therefore in the following part of my
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Figure 6.5: Migration and transition matrix for the SL with Tauon channel on
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Figure 6.6: Migration and transition matrix for the SL without Tauon channel
on the left and on the right, respectively.
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analysis, the single lepton channel contains tauonic events.

6.3.3 Rejecting Poorly Reconstructed Events

There are two main signals that the ¢t pair was not reconstructed properly. The
first is that the reconstructed top quark masses (one or both) are far away from
the pole mass mf\?[%. The second is that the maximized likelihood L for the best
combination is lower than for other reconstructed ¢t pairs. I reject these types of
events and study if the migration matrix and the reco spectrum improve.

The most of the reconstructed top masses have the value of myr, in terms of
the used binning, see Figure [6.10] There is no sign of Breit-Wigner shape of the
reco m'°P in contrast with the Breit-Wignericaly distributed truth m'°P spectrum.
I integrated that in range [132,214] GeV, all truth top masses are present, but on-
ly ~ 93% of all reco top masses are present in this range. Therefore, events where
at least one reco top mass is outside this range were certainly not reconstructed
properly (although the reco p&?p can be correct in terms of the used binning). I
apply cut to select out events with reco m'™P tightly around mﬁ%.

There is an explanation for the weird shape of the reco m*P. One can see that
tightly around highly populated bin containing mﬁ%, there are bins with very low
number of events and at 150 GeV and 190 GeV this number significantly rise. This
can be caused by terms BW (M, (P! + P72+ P")|m!°P T*P) and BW (M, (P*+
PY + P™)|m!'°P TP} in the likelihood function 6.4, Around the m}5, the Breit-
Wigner rises or declines rapidly and therefore by small variation of M, (P! +
P24 P or My, (P*+ P” + P'%) during the change of parameters the likelihood
function changes a lot. For masses more distant from mﬁ%, the small change in
invariant mass during the change of parameters does not change the value of these
Breit-Wigner terms a lot. This means that once during the maximization, the

invariant mass is in a close region around my;;, the maximization process quickly

pushes this invariant mass to myje. If this invariant mass is far away from myge,
the maximization process need not change this value a lot as it has no large effect
on the value of likelihood.

In Figure [6.11], there is the distribution of obtained likelihood values. It has
a high peak around log L. = —45 and a tail for log L < —50. It can be assumed
that the reconstruction performed less efficiently for events from this tail, but it
is hard to say what is the exact origin of this tail. I apply cut on this events.

I define this terminology:

e top mass cut — event passes if both reconstructed top masses are in the
interval [mye, — 3 GeV,mye + 3 GeV],

e likelihood cut — event passes if for the maximized likelihood L for the best
combination holds log L > tj004, [ used value t00q = —50.

e good mass events — events which passed the top mass cut,
e bad mass events — events which not passed the top mass cut,
e good likelihood events — events which did not pass the likelihood cut,

e bad likelihood events — events which did not pass the likelihood cut.
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I inspect what is the correlation between the likelihood and top mass cut
performance. In Figure [6.12] one can see the connection between reconstructed
top mass and likelihood. Events with log L > —50 have reconstructed top masses
at mﬁ%. From Figure|6.13}, one can see a large correlation between likelihood and
top mass cut. 99.99% of all events which passed the likelihood cut also passed the
top mass cut. Therefore applying both cuts simultaneously has no meaning as it
has the same effect as applying only the likelihood cut. Also the cut efficiencies
can be computed. Cut efficiency for top mass cut is 85% and for likelihood cut
is 75%.

The comparison of migration matrices for good mass events and bad mass
events is in Figure (the migration matrix without this cut was already shown
in Figure . The correlation of migration matrix for good mass events is much
higher than for bad mass events. The comparison of transition matrices is in
Figure [6.15] The diagonal elements are much higher for good mass events which
means that for good mass events, the reconstructed ]z)tTOp is more often correct in
terms of the used binning. The same conclusions hold for good and bad likelihood
events where the correlation and diagonal elements in transition matrix are even
higher for good likelihood events, see Figure and It looks that both
cuts improve the migration matrices of p&?p which can help in unfolding, but one
should also compare the reconstructed and truth pfFOp spectra with these cuts.

In Figure [6.18] the ratio of reco and truth spectra are shown. Both spectra

were obtained after the same event selection. One can see that the reco pi”

spectrum which best corresponds to the truth pff’p spectrum is the one without
any cut. This fact can impeach the goodness of top mass or likelihood cut for
]otTop spectrum. The final decision of using one of these cuts can be done after
observing the performance of the unfolding.

The usage of top mass or likelihood cuts has much visible effect on M* spec-
trum, see Figure [6.19, Both cuts strongly improve the difference between reco
and truth M* spectrum.

Except the enhancement of the resolution of measured spectra, the top mass
or likelihood cuts can also enhance the purity of the data sample, because the cut
efficiency on background events should be lower (KLFitter can perform worse as
in background are no real ¢t events). However, the negative effect of using these
cuts is the lower statistics of ¢ events in data sample. Ideally, one could also
optimize the value of likelihood cut t60q.

There is also a suggestion for improving the ¢t reconstruction method. From
Figure [6.10] it is clear that one cannot really expect a Breit-Wigner shape of
reco m'P. Although, the ¢t reconstruction method assumes that the top mass
has Breit-Wigner shape. For this reason, it would be interesting to change the
values I'*P in likelihood function to very small non-physical values. With this
change, the reconstructed top mass will be always forced to be very close to mﬁ%
which can help in the reconstruction of p&?p. This suggestion should be tested in
the future.

In the following part of my analysis, no top mass or likelihood cut was applied.
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Figure 6.14: Migration matrices for ptTOp for good and bad masses events on the
left and right, respectively. The correlation between reco and truth ptli’p for good
mass events is 0.82 and for bad mass events it is 0.69.
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Figure 6.15: Transition matrices for pfrop for good and bad masses events on the
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45



e+jets  MCsignal  Eyents: 20245

CorrelationFactor: 0.833

log Lhood > -50

% }
9. 500 10
Q
2
o
3
400
] 10?
300
10

200

10"

400 500
truth p‘TOp [GeV]

etjets  MCsignal
log Lhood < -50

Events: 6904
CorrelationFactor: 0.71

400
truth p'T0

500
? [Gev]
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Figure 6.17: Transition matrices for ptTOP for good and bad likelihood events on

the left and right, respectively.
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6.4 Control Plots

After event selection, one can plot various distributions e.g. MET, lepton pr, pr
of highest pr jets, azimuthal angle,. .. This can be done for data and also for the
sum of all backgrounds and MC signal, which is a prediction for data. In case of
perfect simulation and treatment of MC and no new physics in data, the control
plots should show agreement between data and prediction.

I am showing only control plots for lepton pr and MET in Figure [6.20] The
total number of events for prediction is overestimated by 5.6% which is not in
range of statistical errors. There are also bins with 10% differences between data
and prediction (neglecting the higher values of spectra where the statistical errors
are high). To resolve the significance of this small disagreement, the systematic
errors have to be determined.

After the tt pairs reconstruction, the control plots can be also displayed for
distributions closely connected with ¢t pair like azimuthal angle of top quarks, n
of top quarks, 1 of ¢t pairs and also the measured spectra pEFOp, M or ptt. T am

showing the ptTOp and M* spectra in Figures

6.5 Unfolding

The unfolding corrects the change of ptTop spectrum caused by the resolution

of detector and imperfect tf pair reconstruction. I define the following Npins-
dimensional vectors:

. . .. . . t
e ryc — element ryc; is the number of entries in in 4-th bin of reco pr”

histogram from MC signal.

e ty\ic —element )¢, is the number of entries in ¢-th bin of truth pEfOp histogram

from MC signal. This truth ptq?p histogram is obtained after same event
selection as reco pfFOp histogram.

® T4qata — €lement 74ut.; 1S the number of entries in i-th bin of reco ptTOID his-
togram in data. For real data, rq..; = D; — BG;.

® f4ata — element tq.¢.; is the number of entries in ¢-th bin of truth p?p his-
togram in data. For real data, this vector is not known.

e u - element u; is the number of entries in i-th bin of the unfolded pi®

histogram. The goal of the unfolding is to obtain this vector from vector
Tdata s close as possible to the vector tqata-

There are several unfolding methods, of which the simplest method is called
bin-by-bin correction. It is based on the knowledge of relative change ryic;/tac;
of detector effects in i-th bin which is applied on data:

e
tdatai = 7adataiﬁ' (611)
MCj

I have showed the ratio ryc;/tme; in Figure This method is dependent
on the truth ptTOp spectrum in MC, and therefore, it is hard to see effects of new
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Figure 6.20: Distributions of lepton pr and MET of data with prediction on the
left and right, respectively. The prediction is a stack of all backgrounds and MC
signal. All simulated samples are normalized to the luminosity of data. Only the
statistical errors are displayed.

_etjets _ e+jets
(n T T T ‘ T T T L T T T ‘ L ‘ T T T ﬂ ErrT ‘J\ T ‘ TTT ‘ TTT TTT TTT TTT ‘ TTT ‘ TTT ‘ TTT1]
%2000 L ® dataszs72 | S + ® data 21286 N
> 85001~ -
| r -n' ~ I+jets 27148.1] ] C - T~ I+jets 13574.1]
10000/— - dilepton tf 3836.5_| 3000: . dilepton tt 1918.2-]
r . Wiets 58452 | r . Weiets 20226 |
L [ single top 23171 | C [ singte top 1158.6 ]
8000~ Z+jets 8561 | 25001 Z+jels 4280
L Wlcocossrze r W oco2a36s
60007 W civosonsas | 2000 Wl voson 22
r All 44960 b F All 22480 ]
L ] 1500~ -
] 1000~ -
_ 500~ -
c E| c <E 3
g : S 18t E
5 E| S 16f E
g = £ 14f 3
2 = 2 12F | 1
: - i S ut F—
5 N E B oaf P 00000, 1 e T E
© M E < 08 e E
n i i i i | 0.6F i n i i i i i i |

100 200 300 400 500 0 200 400 600 800 1000 1200 1400 1600 1800 2000

PP [Gev] M [Gev]
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right, respectively. The prediction for the reconstructed spectrum is a stack of
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physics in data. Moreover, it neglects the correlations between adjacent bins.
Therefore, the bin-by-bin method is insufficient for realistic unfolding.

In next, I introduce the matrix inversion method. I denote the transition
matrix as M. The element in i-th array and j-th column M;; shows the fraction
of events which were originally in i-th bin of truth spectrum and ended in j-th
bin of reco spectrum. I am reminding that the evaluation of M;; does not depend
on the truth spectrum in MC signal. From the definition of transition matrix M,

it certainly holds:
Nyins

MO = Z Mjitmc;- (6.12)
=1

I define P(reco i|truth j) as the conditional probability that if the truth p®
of a top quark is in j-th bin then the reco ptTOp of this top quark is in ¢-th bin.
For the expected reconstructed ptTOP spectrum obtained in data, it holds:

Nbins
T ontai = Z P(reco i|truth k)tqatar- (6.13)
k=1

I will assume that this expected number is what was really obtained from the
measurement:
T?l);)a ~ T'data, (614)

which should hold in case of high statistics of data.
One of the most important assumptions for most unfolding methods and also
for matrix inversion method is

M;; = P(reco i|truth j), (6.15)

which is sufficiently fulfilled in case of high statistics of MC sample. Also, there
should be no difference in detector resolution and efficiency of ¢t pairs reconstruc-
tion in MC and data events.

Using the last two assumptions, one gets

Npins
Tdatai = Z Mjitdataj~ (616)
k=1

If the inverted matrix M ~! exists, then this equation can be multiplied by this
matrix M ! and the truth spectrum is obtained. Therefore, the unfolding consists
of multiplication by inverted matrix:

wi = (M), Tdataj- (6.17)

If the matrix M is singular, the inversion does not exist and this method cannot be
used. Also from a probabilistic point of view, the matrix M ~! is not a transition
matrix and it can contain negative elements. These negative elements can yield
negative elements of the unfolded vector u in case of large statistical fluctuations
of vector rgata. The advantage of this method is the independence on the truth
ptTop spectrum in MC. The matrix inversion method has its justification based
on two assumptions in Equations and [6.15] The first depends only on the
statistics of the data. The second depends on the statistics of the simulation, but
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it can depend also on the simulation model (e.g. two different parton showering
models can lead to different transition matrices). The simulation model should
be as realistic as possible. The assumption [6.15can be verified by comparing the
transition matrices from MC signal samples with different simulation models.

I studied this method in MC with the goal to check the numerical stability
and statistical fluctuations. At the end of this section, I apply this method to
measured data.

I divide the MC signal sample into two halves with a similar statistics. One
half is used to obtain the transition matrix M. The second half is for testing
the unfolding method and I call it an ensemble. It is divided into 13 subsamples
which are used to test this method. One subsample has statistics similar to data
(corresponding to luminosity 4.7 fb™'). Each subsample or the whole ensemble
can be handled as a pseudo-experiment. In contrast with real data sample, I have
both rqata and tgata in each subsample which allows me to control the performance
of the unfolding. The truth spectrum tg.., in each subsample can have different
shape due to statistical fluctuations.

The migration and transition matrices are shown in Figure One can see
that the fraction of events with correctly reconstructed ptTOp are between 44%-
70%, see the diagonal of the transition matrix M. The conspicuous rise of the
reconstruction efficiency with ptTOp can be caused by the rise of the bin size. The
inversion of the transition matrix M~' is shown in Figure [6.23] together with
the matrix A = M - M~! to crosscheck the correctness of the inversion. The
inversion succeeded because the rounded values of diagonal elements are 1 and the
absolute values of off-diagonal elements of matrix A are < 107%. It is interesting
to examine the inverted matrix. Roughly, sum of elements in each row gives 1.
On the diagonal, there are the highest values of ~ 2 and the other elements with
larger absolute values are right next to diagonal elements and they are negative.
Therefore, the unfolding of reco spectrum can be roughly described as follows:
each bin is multiplied by ~ 2 and a fraction of neighboring bins are subtracted.

After multiplication of matrix M ~! with the vector containing the reco spec-
trum, I get the unfolded spectrum. The question is how to determine the un-
certainties of this unfolded spectrum. There is no easy way how to compute the
uncertainties for the elements of matrix A ~!. But I can take into account the sta-
tistical uncertainties orqaia; of reco spectrum. I computed the uncertainties ou;
by the use of error propagation formula, because each bin is a linear combination
of all bins from the reco spectrum:

Nbins

TENDY (( MY, ardatai>2. (6.18)

i=1

The use of this formula is not entirely correct, because the bins of reconstruct-
ed spectrum are correlated between each other, but I will use this formula for
evaluating the uncertainties of unfolded spectrum.

The obtained spectrum after unfolding is assumed as the measured spectrum
before event selection correction. The authenticity of this measured spectrum de-
pends on the detector, efficiency of ¢ reconstruction and success of the unfolding.
To quantify the authenticity of the measured spectra in MC subsamples, I define
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Figure 6.22: Migration matrix obtained from half of MC signal and its corre-
sponding transition matrix M on the left and right, respectively.
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Figure 6.23: Inversion of transition matrix M~! and matrix A which is multipli-
cation if two matrices M and M~! on the left and right, respectively. In matrix

A, the off-diagonal elements have absolute values to show the plot in logarithmic
scale.
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value x? as

(i — taatai)®

dotail_ (6.19)
cruZ

' M

Assuming that u; are Ny 1ndependent random variables Gaussialy distributed
with mean values tg...; and variances (aui)Q, the x? is a random variable with Chi-
squared distribution with parameter number of degrees of freedom (NDF) equal to
Npins. This random variable has mean value equal of NDF. Therefore, the closer
is the value x?/NDF to 1, the probable is the correctness of the measurement
(reconstruction+unfolding+determination of uncertainties). Also, the value x? is
the measure of goodness of the measured spectrum. The lower the y?, the closer
is the measured spectrum to the truth spectrum. But if the x?/NDF < 1, the
measurement is not probable, being a lucky fluctuations.

Firstly, I use the matrix M ~! to unfold the reconstructed spectrum from the
sum of ensemble. In Figure [6.24] one can see the comparison of truth, reco and
unfolded spectra. The reco spectrum has significantly different shape as the truth
spectrum and the unfolded spectrum is much closer to the truth spectrum which
emphasizes the importance of the unfolding. The improvement is also visible in
right Figure where the unfolded spectrum is much closer to truth spectrum
for low pie®. Although, for higher pt® the unfolding has no such distinct effect. The
value x?/NDF =~ 1.4 which implies sizable probability of the measurement. All
in all, it seems that the matrix inversion method succeeded. But this test sample
has 13-times higher statistics as the statistics of data.
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Figure 6.24: Truth, reco and unfolded p&?p spectra obtained from the half of MC
signal sample. The used transition matrix was obtained from second half of MC
signal sample. On the right are these spectra divided by the truth spectrum.

Secondly, I use the matrix M ~! to unfold the reconstructed spectrum for each
subsample to illustrate the possible outcome of a real experiment. I am showing
few examples, see Figure [6.25. These examples are the extreme cases of what can
happen. The first two subsamples are examples where the unfolded spectrum is
very close to the truth spectrum. The next two subsamples are examples where
the unfolded spectrum is far away from the truth spectrum. This fact is also
expressed by the relative size of the x?/NDF: for the first two unfolded spectra
the x?/NDF is much lower then for the second two unfolded spectra. One can
conclude that the outcome can vary a lot and sometimes the unfolding can give
biased results. This is a negative feature of the matrix inversion method.
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Figure 6.25: Truth, reconstructed and unfolded ptTOp spectra for chosen subsamples

and their ratio to truth spectrum on the left and right, respectively. The upper
two rows are examples of best outcome and the bottom two rows are examples

of worst outcome.
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The unfolded spectra of all subsamples are shown in Figure One can
see a large spread in the unfolded spectra. Although each subsample has its
own truth spectrum (due to statistical fluctuations), it is useful to compare the
unfolded results to the mean of the truth spectra which is the truth spectrum
obtained from all ensemble normalized to the statistics of one subsample. This
shows the joint effect of statistical fluctuations and unfolding on the measured
spectrum.

Next, I wanted to quantify the spread of the unfolded spectra obtained from
all subsamples. For each bin, I computed the mean of the values in the bin and
the root mean square of these values. The uncertainties obtained with Equation
[6.18 were not taken into account. I define the relative spread of the subsamples
as the ratio of computed root mean square and mean. This quantity is plotted
in Figure . The relative spread is smallest (~ 3%) in the region of piP €
[40,190] GeV where the unfolding performs the best. One can see that in the
last bin the relative spread is much higher than in other bins. It seems that the
relative spread rise with the lowering statistics of the bins. Th plot should
be compared to results from other unfolding methods.
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Figure 6.26: Unfolded ptTOp spectra obtained from all simulation subsamples and
their mean in comparison with truth pfl?p spectrum from all ensemble normalized
to statistics of one subsample (divided by 13). On the right, these spectra are
divided by the same truth spectrum.
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Figure 6.27: Relative spread of the unfolded spectra obtained from all subsamples.

[ summarize my findings about the unfolding studies. The performance of the
unfolding on the sample with 13-times higher statistics was visibly good. But it is
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not known, if it is only a statistical fluctuation. The unfolding on subsamples with
statistics of data can lead to very badly measured spectra, but also to very good
results. There is quite high relative spread of unfolded spectra for subsamples
mainly for higher p&?p where the statistics of bins is lower. All in all, the matrix
inversion method seems unstable due to the low statistics of data. It is necessary
to compare the unfolded subsample’s spectra with some other unfolding methods
which would be less sensitive to these statistical fluctuations.

There are more advanced methods for unfolding e.g. method based on Bayes
theorem which iteratively gets to the truth spectrum. I briefly describe this
method. For the expected truth spectrum, it holds

Nbins
tfl);i)aj - Z P<tIUth j\reco Z'>Tdatai7 (620)
=1

where P(truth jlreco i) is the conditional probability that if the reco pi® of
a top quark is in j-th bin then the truth pfﬁp of this top quark is in ¢-th bin.
This probability can be obtained also from migration matrix by normalizing the
rows, but this probability depends on the initial truth spectrum in MC. This

dependence is expressed by the Bayes theorem:

P |truth j)P(truth j

> P(reco i|truth k)P(truth k)
k=1

where P(reco ¢|truth j) can be assumed as the elements of the transition matrix
(Figure [6.22)) which does not depend on the truth spectrum in MC. P(truth j)
is the probability that the prOp of a random top quark belongs to j-th bin of the
truth spectrum and in case of high statistics, it can be approximated as

tdataj

P(truth j) = N (6.22)
Z tdatak
k=1
After combining the last three equations into one formula, one gets
oxp v P(reco iftruth J)tdata;
tow = N . (6.23)

=1 > P(reco i|truth k)tqatar
k=1

In the first step of the unfolding, certain initial tg., is proposed, for example the
measured rgata. 1his is used in Equation to obtain the expected spectrum
.- In the next step, this spectrum is used as tqat, and a new expected spectrum

is obtained. These steps are repeated iteratively until no change is apparent

Zfexp
P This result is then assumed as the unfolded spectrum. It

data
on the expected ¢,

can happen that after too much iterations the unfolded spectrum is getting worse.
Another important part of the unfolding is the estimation of the uncertainties,
for more details about the Bayesian method see [41].

The main difference between the matrix inversion method and the Bayesian
method is that the Bayesian method is based on a probabilistic approach while
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Figure 6.28: The reconstructed pEFOp spectrum obtained after background sub-

traction from data in Figure and the unfolded ptTOp spectrum with matrix
inversion method. The errors of unfolded spectrum were computed with Equa-

tion @

the inverted transition matrix has no meaning in probability terms. This is why
the Bayesian method can perform better, but the number of iterations has to be
tested.

Other unfolding method uses singular value decomposition, see [42].

In spite of the drawbacks of the matrix inversion method, I use this method to
unfold the measured data after background subtraction to exercise the machinery
of obtaining the differential cross section. In Figure the result of unfolding
is shown on data.

6.6 The Resulting Differential Cross Section Spec-
trum

The spectrum pfFOp in Figure is the numerator of Equation i.e. the
unfolded data previously subtracted by the background. Next step is the event
selection efficiency correction. In Figure [6.29] the event selection efficiency e is
shown. I investigated that the ¢f pair reconstruction efficiency is nearly 100 %,
and therefore the selection efficiency is determined mainly by the selection criteria
mentioned in Section 6.2l The overall event selection efficiency for e+jets channel
is ~ 4%.

The disadvantage of the event selection correction is the dependence on MC
as it was shown in my studies in Figure [5.5] In case of other simulation, the
distributions like i.e. lepton pr or MET can have slightly different shape and
therefore the cut efficiencies would be different. But there is no other way to
perform the event selection correction o the full phase space level.

The final ptTOp spectrum is shown in Figure m I integrated this spectrum to
obtain the total cross section just to crosscheck the validity of the measurement.
The result (67.4 & 2.5) pb is in the order of the theoretical MC value of t¢ pro-
duction in ¢+jets channel which validates the concept of the measurement. But
it has no meaning to compare this number to theoretical value and deduce some

o6



e+jets MC signal Overall efficiency: 3.94 %

~

‘HH‘HH‘HH‘HHTHH‘HH‘HH‘HHM

|

-

o
n

-

)

4’7

efficiency [%]

55

4.5

|

35

T

‘ ‘1(‘)0‘ — ‘2(‘)0‘ — ‘3(‘)0‘ — ‘4(‘)0‘ — ‘5(50‘ —

PP [Gev]
Figure 6.29: The pfFOp dependence of binned efficiency ¢; for i-th bin (ratio of
truth pEFOp spectrum after ¢¢ pair reconstruction to the initial truth ptTOp spectrum
in /+jets channel) obtained from MC signal sample.

conclusions as, many important steps of the analysis would have to be improved.
First of all, the corrections for MC simulation have to be improved to obtain bet-
ter agreement in control plots|6.20|or [6.21} There is no need for perfect agreement
but the overestimation of MC in these plots points to imperfect handling of MC.
The unfolding has to be also improved. And the important step of analysis is
to quantify the systematic errors. In the same plot with the measured ptl?p spec-
trum, there is the MC truth pie® spectrum. My final measured pi® spectrum is in
reasonable agreement with this theoretical prediction. Due to reasons mentioned
above, it would be premature to deduce any physics conclusions.

In Figure m there is shown the pfl?p spectrum normalized to one. The
systematic error from luminosity measurement has no effect on this spectrum.
Therefore, this spectrum has smaller relative errors.
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Figure 6.30: The final measured ptTOp spectrum in /+jets channel obtained from
data using Equation [6.1] and divided by two because the histogram [6.28| contains
leptonic and hadronic tops. The luminosity error of 3.5 % was taken into account.
It is compared to MC signal pEFOp spectrum. The total cross section was computed,
the error is only statistical and the luminosity error. On the left (right), the linear
(logarithmic) scales are shown.
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6.7 Final Remarks

This chapter was a proof of concept of the correctness of steps in the analysis.
My studies helped to resolve important issues in the analysis.

It would be interesting to perform the analysis in different way regarding
the definitions of signal. Now, the definition of signal is the whole single lepton
channel not regarding the type of lepton. Two selection criteria (e+jets and
p+jets) are applied and the analysis bifurcate into two parts. The e+jets events
can contain also events where the truth lepton is muon and the reconstruction of
these events can be worse. Moreover there can be events where the leptonic W
decay to 7 which decays to hadrons. For these events the reconstruction cannot
be successful.

The alternative way would be to divide the analysis into two part from the
beginning: single electron channel and single muon channel. The definition of
signal events for single electron channel would be: events where the leptonicaly
decaying W decays to electron (eventually also to 7 which decays to electron).
The other decays of leptonic W would be accounted as background. This back-
ground as other background types would be also subtracted from measured data.
In this channel, only e+jets selection criteria would be applied. Similarly for sin-
gle muon channel. The ptTOp spectrum from these two channels would be combined
into one as the shape of this spectrum is the same in both channels (assuming
SM physics). The advantage of this approach would be the rejection of badly
reconstructed events. On the other hand, the statistics of data would be lower,
but hopefully by poorly reconstructed events. This proposal of improvements
should be studied in the future.

There are several systematics uncertainties which have to be taken into ac-
count, notably the jet energy scale, jet energy resolution, muon and electron iden-
tification efficiency,. .. Evaluation of the systematics effects is beyond the scope
of this thesis.
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Figure 6.31: The measured final ptq?p spectrum in ¢+jets channel normalized to

one compared to MC signal ptq?p spectrum. On the left the linear scale, on the
right the logarithmic scale is shown.
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Conclusions

In this thesis, I studied the basic concepts of measurement of kinematic spec-
tra from ¢t production in the ATLAS experiment. The measurement of these
kinematic spectra is an important crosscheck of the Standard Model and also it
can lead to discoveries of new forces and particles beyond the Standard Model.
The main emphasis was put on the measurement of the transverse momentum
spectrum of top quark.

I summarized the main facts about design and performance of the ATLAS
detector. I described the basics of data simulation, object reconstruction and
event selection.

I contributed to the analysis focused on the measurement of the transverse
momentum spectrum of top quark. I performed several studies regarding the
reconstruction of ¢ events. I concluded that the optimal maximum number of
highest pr jets used for the reconstruction of tf pairs is five. I showed that
the tf events where the leptonicaly decaying W decays to tauon should be also
used as signal events in spite of the fact that the reconstruction algorithm is not
entirely designed for them. I also showed that the reconstructed tt pairs with
a reconstructed top quark mass not agreeing with the generated MC should be
rejected. The signal efficiency of this cut is ~ 85%. Also cut on lower maximized
likelihood values obtained after ¢f pair reconstruction is useful with lower signal
efficiency of ~ 75%.

As the unfolding procedure is an essential step toward evaluating the real
spectrum, I studied one unfolding method: the matrix inversion method. This
method appears to be unstable due to low statistics of data. However, outcomes
from other unfolding methods should be compared to this method. More statistics
of data will not be available for this analysis as the CMS energy at LHC changes
from 7 TeV to 8 TeV in 2012. But there is still space for optimization of the
analysis and also, the whole analysis can be performed for data with CMS energy
of 8 TeV for which the cross section for ¢t production is higher. Also in 2012, it
is expected higher recorded luminosity.

Using the studied unfolding method, I performed the whole analysis to obtain
the pi® spectrum without systematic uncertainties. My final measured p;t® spec-
trum is in reasonable agreement with the theoretical prediction obtained from
simulated events. This agreement cannot be quantified due to missing systemat-
ics studies. Also the analysis needs optimization.
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