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Abstrakt: Dizertace se zabývá vybranými nástroji pro numerickou analýzu eliptických a hyper-
bolických parciálńıch diferenciálńıch rovnic, zejména nespojitou Galerkinovou metodou, metodou
konečných objemů a prostory po částech sobolevovských funkćı. Teorie prostor̊u W 1,p(Ω,Th)
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a Běsovových prostor̊u a interpolace mezi prostory W 1,p(Ω,Th) s r̊uzným exponentem p. Dále
práce obsahuje analýzu konvergence nespojité Galerkinovy metody s vniťrńı penalizaćı, s d̊urazem
na konvergenci v normě prostoru L2(Ω). Je dokázán optimálńı řád konvergence metody s neúplnou
penalizaćı na nerovnoměrných jednorozměných śıt́ıch. V posledńı části práce je uvedena kon-
strukce numerického toku Vijayasundaramova typu pro tzv. rovnice mělké vody (shallow water
equations), které jsou př́ıkladem hyperbolického systému se zdrojovým členem. Výsledné numer-
ické schema respektuje jistou množinu stacionárńıch stav̊u.
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Introduction

The broken Sobolev spaces W 1,p(Ω, Th) are spaces of functions whose restrictions to ele-
ments K of a given mesh Th belong to the corresponding classical Sobolev spaces W 1,p(K).
Broken Sobolev spaces are useful generalization of the spaces of piecewise polynomial
functions, which are employed as trial and test spaces in the discontinuous Galerkin (DG)
methods. Analysis of these spaces is unavoidable prerequisite when studying the DG meth-
ods. The properties of the norms and relations to the classical Sobolev spaces justify the
choice of penalization in the Interior Penalty discontinuous Galerkin (IPG) method.

In the first chapter, we review the properties of broken Sobolev spaces and the corre-
sponding mesh-dependent norms. We generalize the global multiplicative trace theorem,
published for W 1,2(Ω, Th) in (Doleǰśı, Feistauer and Havle, 2009), to the spaces W 1,p(Ω, Th)
with arbitrary p ∈ [1,∞] (Theorem 1.7). We also show that the spaces W 1,p(Ω, Th) form a
scale of interpolation spaces, using the real K-method of interpolation (Theorem 1.10). Up
to author’s knowledge, interpolation between the spaces W 1,p(Ω, Th) was not yet studied
in literature. As an example of application of the interpolation result, we prove imbeddings
of broken Sobolev spaces in certain Besov spaces (Lemma 1.24).

In the second chapter, we analyze the Interior Penalty discontinuous Galerkin methods
for a model elliptic problem. We review the results on convergence in the broken H1-
seminorm, but our main focus is the convergence in L2-norm. It is well known that the
non-symmetric variants, namely the so called Nonsymmetric Interior Penalty discontinu-
ous Galerkin method (NIPG) and the Incomplete Interior Penalty discontinuous Galerkin
method (IIPG) exhibit suboptimal order of convergence in L2-norm. In general, the sub-
optimality is attributed to the lack of adjoint consistency of the method (see Arnold et al.,
2002). However, the adjoint consistency is not necessary condition for optimality. Moreover,
the optimality depends on the parity of the degree of piecewise-polynomial discontinuous
trial and test functions employed in the IPG methods (see Rivière, 2008). The adjoint-
consistency clearly cannot explain this phenomenon.

Theoretical results concerning L2-convergence of NIPG and IIPG were limited only to
one-dimensional case and special multidimensional cases (see Larson and Niklasson, 2004;
Burman and Stamm, 2008; Wang et al., 2009). Even in the one-dimensional cases, the
analysis was restricted to uniform meshes. We present full analysis of IIPG method on
one-dimensional non-uniform meshes (Theorem 2.6), which was originally published by
Doleǰśı and Havle (2010).

Although the DG techniques are applicable to wide range of PDEs (see Cockburn et al.,
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2000, and references given therein), the applications to hyperbolic systems of conservation
laws are most prevalent. In fact, the traditional Finite Volume (FV) method is a special
case of DG. When discretizing first-order hyperbolic equations with FVM or DG, we need
a so called numerical flux, which is consistent with the given PDE system.

In the third chapter, we present the construction of numerical flux for the Shallow Wa-
ter Equations (SWE), which was originally published in (Felcman and Havle, 2010). The
construction is inspired by the well-known Vijayasundaram flux from the context of com-
pressible Euler equations. We prove that the flux is consistent, conservative and continuous
(Theorem 3.4). We show that FV method employing this numerical flux preserves certain
class of stationary solutions (Theorem 3.7).

Let us finish the introduction with few remarks about organization of the thesis. In
chapters 1 to 3, we formulate the original results in Lemmas and Theorems. The results
adopted from other authors are marked as Properties. In most cases, the Properties are
stated without proofs. In few cases, we include proofs of such Properties for clarity. The
appendix contain numerical experiments which illustrate the theoretical findings.
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Chapter 1

Broken Sobolev Spaces

The spaces of piecewise polynomial functions play a crucial role in the analysis of discon-
tinuous Galerkin methods. It is useful to have results independent of the polynomial order.
That’s why we analyze first the more general functions, whose restrictions to elements K
of a given mesh Th belong to the Sobolev space W 1,p(K). Spaces of such functions are the
so called called broken Sobolev spaces. The broken Sobolev space W 1,p(Ω, Th) is defined by

W 1,p(Ω, Th) =
{
u ∈ Lp(Ω) : u

∣
∣
K
∈W 1,p(K), K ∈ Th

}
(1.1)

The weak solutions of elliptic and parabolic PDEs belong to Sobolev spaces W 1,p(Ω), with
suitable p ∈ (1,∞). The broken Sobolev spaces replace the spaces W 1,p(Ω) for the purposes
of discontinuous Galerkin methods. Naturally, the broken Sobolev space W 1,p(Ω, Th) should
in a sense approximate the Sobolev space W 1,p(Ω), at least in the limit h → 0. Later in
this chapter, we will see that many properties of the space W 1,p(Ω) are shared by the space
W 1,p(Ω, Th) and our requirement is thus satisfied.

We have to respect this requirement when defining the norm in the space W 1,p(Ω, Th).
Let us first show some heuristic arguments, which motivate the choice of norms. For the
sake of argument, suppose v is a piecewise constant function. Let vK = v

∣
∣
K

denote the
value of the function on the element K and xK denote a representative point in K (e.g.
the center of gravity of the element K). Concerning the case p = 1, W 1,1(Ω, Th) ⊂ BV (Ω).
The definition of norm on W 1,1(Ω, Th) should respect this inclusion. One can show that

|v|BV (Ω) =
∑

Γ∈FI
h

‖[v]‖L1(Γ) , (1.2)

where the sum is taken over all interior faces Γ of the partition Th, and [v] = vK − vL is
the jump of the function v on the common face Γ shared by two neighboring elements K
and L.

Concerning the case p = ∞, the spaceW 1,∞(Ω) is equal to the space Lip(Ω) of Lipschitz-
continuous functions on Ω, that is

|v(x) − v(y)| ≤ C ‖v‖W 1,∞(Ω) |x− y|, for a. a. x, y ∈ Ω, v ∈W 1,∞(Ω). (1.3)
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Obviously, W 1,∞(Ω, Th) 6⊂ Lip(Ω), since the functions from W 1,∞(Ω, Th) need not be con-
tinuous. The natural generalization of the Lipschitz condition is the inequality

|vK − vL| ≤M |xK − xL|, K, L ∈ Th, (1.4)

where M is a constant. Under suitable assumptions on the mesh Th (see section 1.1 below),
it follows from (1.4) that ∣

∣
∣
∣

[v]

hΓ

∣
∣
∣
∣
≤ C

|vK − vL|
|xK − xL|

≤ CM, (1.5)

for all elements K,L sharing a common face Γ, where hΓ = diam (Γ) is the diameter of the
face Γ.

In the discussion above, we considered only piecewise-constant function. When defining
the norm for arbitrary functions v ∈ W 1,p(Ω, Th), we must take into account not only the
inter-element jumps, but also the behavior in the interior of each element. The equality
(1.2) and the inequality (1.5) motivate us to define a norm in the space W 1,p(Ω, Th) by
following formulae

‖v‖W 1,p(Ω,Th) =
(

‖v‖pLp(Ω) + |v|pW 1,p(Ω,Th)

)1/p

, (1.6)

|v|W 1,p(Ω,Th) =




∑

K∈Th

∫

K

|v|W 1,p(K) +
∑

Γ∈FI
h

hΓ

∥
∥
∥
∥

[v]

hΓ

∥
∥
∥
∥

p

Lp(Γ)





1/p

, p ∈ [1,∞), (1.7)

‖v‖W 1,∞(Ω,Th) = max
(

‖v‖L∞(Ω) , |v|W 1,∞(Ω,Th)

)

, (1.8)

|v|W 1,∞(Ω,Th) = max

(

max
K∈Th

|v|W 1,∞(K) ,max
Γ∈FI

h

∥
∥
∥
∥

[v]

hΓ

∥
∥
∥
∥
L∞(Γ)

)

p = ∞. (1.9)

In the rest of this chapter, we state and prove properties of the space W 1,p(Ω), equipped
with the norm (1.6)-(1.9).

1.1 Basic assumptions and notation

We assume that Ω ⊂ Rd, d ∈ {1, 2, 3}, is a given bounded domain with Lipschitz continuous
boundary. By Lp(Ω) and W s,p(Ω), p ∈ [1,∞], s ∈ {1, 2, . . .} we denote the Lebesgue and
Sobolev spaces, respectively, equipped with standard norms and seminorms. We use the
standard abbreviations W 0,p(Ω) = Lp(Ω) and Hs(Ω) = W s,2(Ω). By BV (Ω) we denote the
space of functions with bounded variation, equipped with the norm and the seminorm

‖u‖BV (Ω) = ‖u‖L1(Ω) + |u|BV (Ω) , (1.10)

|u|BV (Ω) = sup
ϕ∈(C1

0 (Ω))
d

‖ϕ‖
(L∞(Ω))d

≤1

∫

Ω

u div ϕ dx, u ∈ BV (Ω), (1.11)
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where C∞
0 (Ω) is the space of continuously differentiable functions with compact support in

Ω. Properties of these function spaces can be found in (Adams and Fournier, 2003; Giusti,
1984).

In order to keep proofs straightforward, we consider only conforming simplicial parti-
tions of the domain Ω. We do not consider hanging nodes, general polygonal, polyhedral,
or curvilinear elements. We refer to (Buffa and Ortner, 2009; Doleǰśı et al., 2002; Brenner,
2003, and references given therein).

Let us recall basic properties of simplexes. Consider d points a1, a2, . . . , ad+1 ∈ Rd and
the convex hull K = conv

{
a1, . . . , ad+1

}
. If the d-dimensional Lebesgue measure |K| is not

zero, we say that K is a simplex in Rd. Then, the points a1, . . . , ad+1 are called vertices of
K. The sets

Γj = conv
{
a1, . . . , aj−1, aj+1, . . . , ad

}
, j = 1, . . . , d,

are called faces of the simplex K. The simplex K is a closed set. If d = 1, K is a closed
bounded interval. If d = 2, K is a triangle, and if d = 3, K is a tetrahedron. Consequently,
the faces are points (real numbers) for d = 1, line segments for d = 2 and triangles for
d = 3.

By definition, every x ∈ K is a convex combination of the vertices,

x =
d+1∑

i=1

λia
i. (1.12)

Moreover, the coefficients λi are unique, and satisfy

0 ≤ λi ≤ 1,
d+1∑

i=1

λi = 1. (1.13)

The coefficients λi are called barycentric coordinates of the point x.

Definition 1.1. Let Th be a finite set of simplices in Rd. Let Fh denote the set of all
(d− 1)-dimensional faces of all elements K ∈ Th. We say that Th is a conforming partition
of Ω if

(A)
◦

K ∩
◦

L = ∅ for all K,L ∈ Th, K 6= L.

(B)
⋃

K∈Th
K = Ω

(C) For each pair of elements K,L ∈ Th, either the intersection K ∩ L is a face Γ ∈ Fh,
or the (d− 1)-dimensional measure of K ∩ L is zero.

(D) Let F∂Ω
h = {Γ ∈ Fh : Γ ⊂ ∂Ω} and F I

h = Fh \ F∂Ω
h . There exist mappings

KL
(·) : Fh → Th, KR

(·) : F I
h → Th

such that

KL
Γ 6= KR

Γ , KL
Γ ∩KR

Γ = Γ, Γ ∈ F I
h ,

KL
Γ ∩ ∂Ω = Γ, Γ ∈ F∂Ω

h .
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(E) There exist mapping n(·) : Fh → Rd, such that nΓ is a unit normal vector to the face
Γ, which points ,,outwards” of the element KL

Γ , i.e.

x+ tnΓ 6∈ KL
Γ , for all x ∈ Γ, t > 0.

The mappings KL
(·), K

R
(·) and n(·) define a orientation of each face Γ. The condition (B)

imply that Ω is a polygonal (or polyhedral for d = 3) domain and (E) imply that for
Γ ∈ F∂Ω

h , nΓ is equal to the unit outer normal to the boundary ∂Ω.
For each element K ∈ Th, we set hK = diam (K), and for each face Γ ∈ Fh, we put

hΓ = diam (Γ). We define the global mesh size h = maxK∈Th
hK . By ρK we denote the

radius of the largest d-dimensional ball inscribed into K. We define

D(K) = {L ∈ Th : L ∩K 6= ∅} . (1.14)

Definition 1.2. Let Cr > 0. We say that Th is a Cr-regular partition of Ω, if Th is
a conforming partition of Ω, and

hK
ρK

≤ Cr, K ∈ Th, (1.15)

max{hL, hR}
min{hL, hR}

≤ Cr, L = KL
Γ , R = KR

Γ , Γ ∈ F I
h . (1.16)

In the following considerations, we implicitly work with a family of partitions {Th}h∈(0,h0).
For simplicity of the notation, we assume that the partitions are parametrized with the
global mesh size h ∈ (0, h0), where h0 > 0. We assume the all partitions Th under consid-
eration are Cr-regular, with fixed constant Cr. The assumptions of shape regularity (1.15)
and local quasi-uniformity (1.16) are standard in theory of the finite element method, see
(Brenner and Scott, 2002; Ciarlet, 1978). In the following, we will use the symbol C to
denote a generic constant, which does not depend on h or Th, but can depend only on Ω
and the regularity constant Cr. The symbol C might denote different constant on different
places. For example, we have

hΓ ≤ hK ≤ ChΓ, K ∈ Th, Γ ∈ Fh, Γ ⊂ ∂K, (1.17)

and

hd−1
Γ ≤ C|Γ|, hdK ≤ C|K| K ∈ Th,Γ ∈ Fh, (1.18)

hL ≤ ChK , cardD(K) ≤ C, K ∈ Th, L ∈ D(K). (1.19)

Let us now turn to the definition of mesh-dependent function spaces. By P k(K) we
denote the space of d-variate polynomials of degree at most k restricted to the element
K ∈ Th. We set

Sh,k =
{
v ∈ L1(Ω) : v

∣
∣
K
∈ P k(K)

}
, k = 0, 1, . . . (1.20)

11



For p ∈ [1,∞] and s = 0, 1, . . . , we define the Broken Sobolev Space

W s,p(Ω, Th) =
{
u ∈ Lp(Ω) : u

∣
∣
K
∈W s,p(K), K ∈ Th

}
. (1.21)

For p = 2, we use the abbreviation Hs(Ω, Th) = W s,2(Ω, Th). For v ∈W 1,1(Ω, Th), we set

v
∣
∣
L

Γ
= the trace of v

∣
∣
KL

Γ
on Γ, Γ ∈ Fh,

v
∣
∣R

Γ
= the trace of v

∣
∣
KL

Γ
on Γ, Γ ∈ F I

h .

We define the mean value and jump of v on a face Γ ∈ F I
h by

〈v〉Γ =
1

2

(

v
∣
∣L

Γ
+ v
∣
∣R

Γ

)

, [v]Γ = v
∣
∣L

Γ
− v
∣
∣R

Γ
, (1.22)

and for Γ ∈ F∂Ω
h by 〈v〉Γ = [v]Γ = v

∣
∣L

Γ
. By Sobolev trace theorem, 〈v〉Γ , [v]Γ ∈ Lp(Γ) for all

v ∈ W 1,p(Ω, Th) and Γ ∈ Fh. We often omit the subscript Γ and abbreviate the notation
as 〈v〉 or [v]. The norm ‖·‖W 1,p(Ω,Th) on the space W 1,p(Ω, Th) is defined by (1.6)-(1.9).

Let us recall several properties of the spaces P k(K).

Property 1.3 (Inverse inequality). For all k, s1, s2 ∈ N0 and p1, p2 ∈ [1,∞], there exists
C > 0 such that

|v|W s1,p1 (K) ≤ Ch

“

s2−
d

p2

”

−
“

s1−
d

p1

”

K |v|W s2,p2(K) , v ∈ P k(K), K ∈ Th. (1.23)

Proof. See (Brenner and Scott, 2002, Lemma 4.5.3).

Property 1.4 (Approximation properties of P k(K)). Let k ∈ N0, p ∈ [1,∞], K ∈ Th and
v ∈W k,p(K). Then there exists q ∈ P k(K) such that

|v − q|W j,p(K) ≤ Chk−jK |v|W k,p(K) , j = 0, . . . , k. (1.24)

Proof. Follows from the Bramble-Hilbert lemma, see (Brenner and Scott, 2002, Lemma
4.3.8).

1.2 The multiplicative trace inequality

Lemma 1.5. Let G ⊂ Rd be a bounded domain with Lipschitz continuous boundary. Then
there exists a vector-valued function ϕ ∈W 1,∞(G)d such that

ϕ · n ≥ 1 almost everywhere on ∂G, (1.25)

where n is the unit outer normal vector to the boundary ∂G.
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Proof. Since G is bounded, it follows from the Lipschitz-continuity of ∂G that there exist
a finite open cover {Uj}mj=1 of ∂G. Moreover, for each j = 1, . . . , m, there exist a Cartesian
coordinate system Xj ≡ (ξj,1, . . . , ξj,d) and a Lipschitz-continuous function fj : ∆j ⊂
Rd−1 → R, such that the set Ω ∩ Uj is represented by the inequality

ξj,d < fj(ξj,1, . . . , ξj,d−1), (ξj,1, . . . , ξj,d−1) ∈ ∆j. (1.26)

The inequality (1.26) represents Ω ∩ Uj locally in the vicinity of the boundary ∂Ω, but
the definition of Lipschitz-continuity of the boundary is more involved, we refer to (Adams
and Fournier, 2003, section 4.9) for details. We denote the coordinates of a point x ∈ Rd

with respect to the coordinate system Xj by {x}Xj
. Since fj is Lipschitz-continuous, it is

differentiable almost everywhere in ∆j . The outer unit normal to the set ∂G exists almost
everywhere (with respect to the (d− 1)-dimensional measure) and

{n(x)}Xj
=

1
√

1 + |∇fj(ξj,1, . . . , ξj,d−1)|2
(−∇fj(ξj,1, . . . , ξj,d−1), 1) , (1.27)

where (ξj,1, . . . , ξj,d) = {x}Xj
, and ξj,d = fj(ξj,1, . . . , ξj,d−1). Let L be the Lipschitz constant

of the functions fk, k = 1, . . . , m. Let zj be the vector, whose coordinates are {zj}Xj
=

(0, . . . , 0,
√

1 + L2). Since the coordinate systems are Cartesian,

zj · n(x) = {zj}Xj
· {n(x)}Xj

=

√
1 + L2

√
1 + |∇fj(ξj,1, . . . , ξj,d−1)|2

≥ 1 (1.28)

almost everywhere on ∂G∩Uj . By theorem on partition of unity (see Adams and Fournier,
2003, Theorem 3.15), there exist functions ψj ∈ C∞

0 (Uj), j = 1, . . . , m, such that

0 ≤ ψj ≤ 1, j = 1, . . . , m,

m∑

j=1

ψj(x) = 1, x ∈ ∂G.

Now we define the function ϕ by

ϕ(x) =

m∑

j=1

ψj(x)zj, x ∈ Rd. (1.29)

Obviously, ϕ ∈ C∞
0 (Rd)d. Moreover, using (1.28) and the property suppψj ⊂ Uj , we have

ψj(x)zj · n(x) ≥ ψj(x), for all j = 1, . . . , m, and almost all x ∈ ∂G,

and

ϕ(x) · n(x) =

m∑

j=1

ψj(x)zj · n(x) ≥
m∑

j=1

ψj(x) = 1, for a.a. x ∈ ∂G.

We can obtain the auxiliary function ϕ explicitly for particular examples of the domain
G.
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Example. Let G be interior of a simplex K in Rd. Let x0 ∈ G be arbitrary. Then the
function

ϕ(x) =
x− x0

dist(x0, ∂G)
(1.30)

satisfies (1.25).

Proof. Let Γ1, . . . ,Γd+1 denote the faces of the simplex K, and ni be the unit outer normal
vector on Γi, i = 1, . . . , n. The proof is based on the observation of (Doleǰśı et al., 2002),
that if x ∈ Γi, then the scalar product (x − x0) · ni is equal to the distance of x0 to the
hyperplane containing Γi. For each x ∈ Γi, we have

ϕ(x) · n = ϕ(x) · ni =
(x− x0) · ni

dist(x0, ∂G)
=

dist(x0,Γi)

dist(x0, ∂G)
≥ 1.

In comparison to the construction in Lemma 1.5, the formula (1.30) is surprisingly
simple. Moreover, similar formula is valid for more general domains. One can prove, that
if G ⊂ Rd is bounded domain with Lipschitz continuous boundary and x0 ∈ Rd, ρ0 > 0,
then the following two assertions are equivalent

(i) The function ϕ(x) = ρ−1
0 (x− x0) satisfies (1.25).

(ii) The domain G is star-shaped with respect to all points y ∈ B (x0, ρ0), where B (x0, ρ0)
denotes the ball centered at x0 with radius ρ0, i.e. the line segment conv{x, y} lies
in G for all x ∈ G and y ∈ B (x0, ρ0).

In (Feng and Karakashian, 2001), the domains satisfying the assumption (i) are called
star-like. We will not present full proof of the equivalence of (i) and (ii). The main idea of
the proof is as follows. Let x ∈ ∂G, let n be the outer unit normal at x and y = x0 +ρ0n ∈
B (x0, ρ0). If G is star-shaped with respect to y, then the line segment connecting x with
y lies in G. Vaguely speaking, this means that the vector x − y points outwards of the
domain G, or (x− y) · n ≥ 0. Then

(x− x0) · n = (x− y) · n + ρ0n · n ≥ ρ0.

Next, we use the auxiliary function (1.30) and Gauss theorem to prove the local mul-
tiplicative trace inequality. Our proof follow closely (Doleǰśı et al., 2002, Lemma 3.1), see
also (Feng and Karakashian, 2001). One can prove the theorem also using a finite element
scaling argument, see (Arnold, 1982).

Theorem 1.6 (Local multiplicative trace inequality). For each p ∈ [1,∞), there exist
a constant CM such that

‖v‖pLp(∂Ω) ≤ CM

(

|v|W 1,p(K) ‖v‖
p−1
Lp(K) + h−1

K ‖v‖pLp(K)

)

, K ∈ Th, v ∈W 1,p(K). (1.31)
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Proof. There exists x0 ∈ K such that

dist(x0, ∂K) = ρK . (1.32)

Let ϕ be given by (1.30). Let w ∈W 1,1(K) be arbitrary nonnegative function. Then,

‖w‖L1(∂K) ≤
∫

∂K

wϕ · ndS [ by (1.25) ]

=

∫

K

div(wϕ) dx =

∫

K

(ϕ · ∇w + w div ϕ) dx [ by Gauss theorem ]

≤ ‖ϕ‖L∞(K) |w|W 1,1(K) + |ϕ|W 1,∞(K) ‖w‖L1(K)

≤ hK
ρK

|w|W 1,1(K) +
d

ρK
‖w‖L1(K) [ by (1.30) and (1.32) ]

≤ (1 + d)Cr

(

|w|W 1,1(K) + h−1
K ‖w‖L1(K)

)

. [ by (1.15) ]

We conclude the proof by putting w = |v|p and using the inequality |∇w| ≤ p|v|p−1|∇v|.

Theorem 1.7 (Global multiplicative trace inequality). For each p ∈ [1,∞), there exists
a constant C ′

M such that

‖v‖pLp(∂Ω) ≤ C ′
M



|v|W 1,p(Ω,Th)

(

‖v‖pLp(Ω) +
∑

K∈Th

hK ‖v‖pLp(∂K)

)1−1/p

+ ‖v‖pLp(Ω)



 (1.33)

holds for all v ∈W 1,p(Ω, Th).

Proof. Let ϕ be a function satisfying (1.25). Let w ∈W 1,1(Ω, Th) be arbitrary nonnegative
function. Similarly to the proof of Theorem 1.6, we use Gauss theorem on each element to
obtain the inequality

∫

∂K

wϕ · n dS ≤ ‖ϕ‖W 1,∞(K)

(

|w|W 1,1(K) + ‖w‖L1(K)

)

. (1.34)

Summing (1.34) over all elements K, we get

‖w‖L1(∂Ω) ≤
∫

∂Ω

wϕ · ndS [ by (1.25) ]

=
∑

Γ∈F∂Ω
h

∫

Γ

[w]ϕ · n dS [ by the definition of [w] and nΓ ]

=
∑

Γ∈Fh

∫

Γ

[w]ϕ · n dS −
∑

Γ∈FI
h

∫

Γ

[w]ϕ · ndS
[

because Fh = F∂Ω
h ∪ F I

h

]

=
∑

K∈Th

∫

∂K

wϕ · n∂K dS −
∑

Γ∈FI
h

∫

Γ

[w]ϕ · n dS
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≤ ‖ϕ‖W 1,∞(Ω) ‖w‖W 1,1(Ω,Th) . [ by (1.25) and the definition of the norm (1.6) ]

We put w = |v|p. It remains to prove that the norm ‖w‖W 1,1(Ω,Th) is bounded by the right

hand side of (1.33). Again, we need the inequalities |∇w| ≤ p|v|p−1|∇v| and

|[w]Γ| = |vpL − vpR| = p

∣
∣
∣
∣

∫ vL

vR

|s|p−1 ds

∣
∣
∣
∣
≤ p |[v]Γ|max

(
|vL|p−1, |vR|p−1

)
. (1.35)

We estimate jump term of the norm ‖w‖W 1,1(Ω,Th) by

∑

Γ∈Fh

‖[w]‖L1(Γ) ≤ p
∑

Γ∈Fh

‖[v]‖Lp(Γ) max
(

‖vL‖p−1
Lp(Γ) , ‖vR‖

p−1
Lp(Γ)

)

≤ p

(
∑

Γ∈Fh

h1−p
Γ ‖[v]‖pLp(Γ)

)1/p(
∑

Γ∈Fh

hΓ max
(

‖vL‖pLp(Γ) , ‖vR‖
p
Lp(Γ)

)
)1−1/p

.

≤ p |v|W 1,p(Ω,Th)

(

2
∑

K∈Th

hK ‖vL‖pLp(∂K)

)1−1/p

.

and the remaining terms of the norm ‖w‖W 1,1(Ω,Th) by

∑

K∈Th

‖w‖W 1,1(K) ≤ ‖v‖pLp(Ω) + p
∑

K∈Th

‖w‖p−1
Lp(K) |v|W 1,p(K) .

The global multiplicative trace inequality (1.33) for p = 2 was used in (Doleǰśı et al.,
2009). However, with the help of (1.31), we can easily prove a trace inequality in simpler
form

‖v‖Lp(∂Ω) ≤ C ‖v‖W 1,p(Ω,Th) , v ∈W 1,p(Ω, Th). (1.36)

For p = 1, the result follows also from the imbedding W 1,1(Ω, Th) ⊂ BV (Ω), see section
1.4. If p > 1, (1.36) is not optimal with respect to the function space on ∂Ω. A sharper
bound

‖vh‖Lp#
(∂Ω)

≤ C ‖vh‖W 1,p(Ω,Th) , p# =
p(d− 1)

d− p
, p ∈ (1, d),

was proved for in (Buffa and Ortner, 2009, Theorem 4.4) for piecewise polynomial functions
vh ∈ Sh,k. The proof in (Buffa and Ortner, 2009) is based on a reconstruction operator
Sh,k →W 1,p(Ω), and is different from the proof presented here.

1.3 An interpolation result

In this section, we will discuss the relationship between the broken Sobolev spacesW 1,q(Ω, Th)
for different q ∈ [1,∞]. We will show that, analogously to the case of classical Sobolev
spaces, the spaces W 1,q(Ω, Th) form a scale of interpolation spaces.
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Review of results on interpolation of Banach Spaces

Before discussing this topic further, let us first recall the notion of interpolation of Banach
spaces, namely the so called real K-method of interpolation.

Definition 1.8. (following (Tartar, 2007, Definition 22.1)) Let X0 and X1 be two normed
spaces, continuously imbedded into a topological vector space X so that

X0 ∩X1 is equipped with the norm ‖x‖X0∩X1
= max

(
‖x‖X0

, ‖x‖X1

)
,

X0 +X1 is equipped with the norm ‖x‖X0+X1
= inf

x=x0+x1

(
‖x‖X0

+ ‖x‖X1

)
.

For x ∈ X0 +X1 and t > 0 one defines

K(t, x,X0, X1) = inf
x=x0+x1

(
‖x0‖X0

+ t ‖x1‖X1

)
, (1.37)

and for 0 < θ < 1 and 1 ≤ p ≤ ∞ (or for θ = 0, 1 and p = ∞), one writes

(X0, X1)θ,p =
{
x ∈ X0 +X1 : t−θK(t, x,X0, X1) ∈ Lp(0,∞; dt/t)

}
,

with the norm ‖x‖(X0,X1)θ,p
=
∥
∥t−θK(t, x,X0, X1)

∥
∥
Lp(0,∞; dt/t)

.
(1.38)

The notation X0 +X1 stands for the set of all vectors x ∈ X , which can be decomposed
into a sum x0 + x1, where x0 ∈ X0 and x1 ∈ X1. The infimum in (1.37) is taken over all
such decompositions. The symbol Lp(0,∞; dt/t) denotes the weighted Lebesgue space for
p-integrable functions on the interval (0,∞), with the weight t 7→ 1/t,

Lp(0,∞; dt/t) =






f measurable function :

∞∫

0

|f(t)|p dt

t
<∞






.

The norm of (1.38) can be also written as

‖x‖(X0,X1)θ,p
=







(∫ ∞

0

t−pθ−1Kp(t, x,X0, X1) dt

)1/p

, 1 ≤ p <∞,

ess supt∈(0,∞) t
−θK(t, x,X0, X1), p = ∞.

The basic result is following interpolation property of linear operators (see (Tartar,
2007, Lemma 22.3)).

Property 1.9. If A : X0 +X1 → Y0 + Y1 is a linear operator and maps X0 to Y0 with

‖Ax‖Y0
≤M0 ‖x‖X0

, x ∈ X0, (1.39)

and maps X1 to Y1 with

‖Ax‖Y1
≤M1 ‖x‖X1

, x ∈ X1, (1.40)

then A is linear continuous operator from (X0, X1)θ,p into (Y0, Y1)θ,p for all θ and p and

‖Ax‖(Y0,Y1)θ,p
≤M1−θ

0 Mθ
1 ‖x‖(X0,X1)θ,p

, x ∈ (X0, X1)θ,p. (1.41)
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For various choices of the spaces X0 and X1, the exact characterization of the interpola-
tion space (X0, X1)θ,p is known. For example, the interpolation space between X0 = L1(Ω)
and X1 = L∞(Ω) with parameters p ∈ (1,∞) and θ = 1 − 1

p
is the space Lp(Ω),

(
L1(Ω), L∞(Ω)

)

1− 1
p
,p

= Lp(Ω), (1.42)

and the corresponding interpolation norm is equivalent to the norm ‖·‖Lp(Ω). Moreover, the
K-functional is

K(t, f ;L1(Ω), L∞(Ω)) = tf ⋆⋆(t), t > 0, (1.43)

where

f ⋆⋆(t) =
1

t

∫ t

0

f ⋆(s) ds, (1.44)

f ⋆(s) = inf {r ≥ 0 : m(r, f) ≤ t} , (1.45)

m(r, f) = |{x ∈ Ω : |f(x)| > r}| . (1.46)

The function f ⋆ is the non-increasing rearrangement of f and m(·, f) is the distribution
function of f . The function f ⋆ is non-increasing on the interval (0,∞) and is equi-measurable
to the function f , i.e.

|{x ∈ Ω : |f(x)| > r}| = |{s ∈ (0,∞) : f ⋆(s) > r}| .

The function f ⋆⋆ is continuous and nonincreasing on (0,∞). Moreover,

‖f‖Lp(Ω) = ‖f ⋆‖Lp(0,∞) ≤ ‖f ⋆⋆‖Lp(0,∞) ≤
p

p− 1
‖f‖Lp(Ω) , f ∈ Lp(Ω). (1.47)

See (Bergh and Löfström, 1976, sections 1.3 and 5.2) or (Adams and Fournier, 2003, Corol-
lary 7.27) for proof and further properties.

A result similar to (1.42) was proved for Sobolev spaces in (DeVore and Scherer, 1979),

W k,p(Ω) =
(
W k,1(Ω),W k,∞(Ω)

)

1− 1
p
,p
, k = 1, 2, . . . , p ∈ (1,∞), (1.48)

with the aid of a characterization of the K-functional:

C1t
∑

|α|≤k

(Dαu)⋆⋆(t) ≤ K(t, u,W k,1(Ω),W k,∞(Ω)) ≤ C2t
∑

|α|≤k

(Dαu)⋆⋆(t), (1.49)

for all t > 0, where Dα = ∂α1+···+αd

∂x
α1
1 ···∂x

αd
d

denotes the partial derivative of the order given by

the multiindex α = (α1, . . . , αd).
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Proof of the interpolation theorem

We shall generalize (1.48) to the broken Sobolev spaces.

Theorem 1.10. For each p ∈ (1,∞),

W 1,p(Ω, Th) =
(
W 1,1(Ω, Th),W 1,∞(Ω, Th)

)

1− 1
p
,p

(1.50)

with equivalent norms,

C1 ‖u‖W 1,p(Ω,Th) ≤ ‖u‖(W 1,1(Ω,Th),W 1,∞(Ω,Th))
1− 1

p ,p
≤ C2 ‖u‖W 1,p(Ω,Th) , u ∈W 1,p(Ω).

The constants C1, C2 do not depend on h.

The proof is given in a sequence of lemmas. The proof can be summarized in three
steps:

• Step 1. For each u ∈W 1,p(Ω, Th), we define an auxiliary function gu ∈ Lp(Ω), which
represents the magnitude of u, and the derivative of u, including both the element-
wise part ∇u and the jump part [u]. We define an auxiliary norm ‖·‖h,p, equivalent
to the norm ‖·‖W 1,p(Ω,Th), and show that

‖u‖h,p = ‖gu‖Lp(Ω) .

This step is covered by Lemmas 1.11 – 1.17. The definition of gu is given in (1.85).

• Step 2. We estimate the K-functional from above using the nonincreasing rearrange-
ment g⋆u of the auxiliary function gu. To this end, we construct a suitable decompo-
sition u = v + w for each u ∈ W 1,p(Ω, Th), depending on the parameter t > 0. This
part of the proof is presented in Lemmas 1.18 – 1.20.

• Step 3. We prove the corresponding estimate of theK-functional from below (Lemma
1.21). We establish an inequality analogous to (1.49).

In this section, we denote the nonincreasing rearrangement of arbitrary function f ∈ L1(Ω)
by f ⋆. We also use the notation (1.44)-(1.46).

Lemma 1.11. (i) For each cD > 0, there exists c′D > 0 such that for all K,L ∈ Th,
K 6= L, and x ∈ K, the following implication holds:

dist (x, ∂K) ≥ cDhK =⇒ dist (x, L) ≥ c′DhL. (1.51)

(ii) There exists a constant c such that

dist



K,Ω \
⋃

L∈D(K)

L



 ≥ chK , K ∈ Th. (1.52)
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(a)

L

K

∂Ω (b)

K

L

suppφK

BL

Figure 1.1: Illustration for proofs of Lemma 1.11 and Lemma 1.13. (a) The set D(K)
and an element L 6∈ D(K). (b) Relation of suppφK = suppψK with BL for two elements
K 6= L.

Proof. Let us prove (i). Let L,K ∈ Th, L 6= K, be arbitrary elements. Note that in
general, the elements L and K are not neighbors. Let a1

K , . . . , a
d+1
K ∈ Rd be the vertices of

the simplex K. Every x ∈ K is a convex combination of the vertices,

x =
d+1∑

i=1

λia
i
K ,

where the coefficients λi are the barycentric coordinates of the point x, satisfying (1.13).
First we prove following implication

x ∈ K, dist (x, ∂K) ≥ cDhK =⇒ λi ≥ cD, i = 1, . . . , d+ 1. (1.53)

Fix x ∈ K, dist (x, ∂K) ≥ cDhK and i = 1, . . . , d+1. Let x′ ∈ K be a point with barycentric
coordinates

λ′j =

{

0, j = i,
λj

1−λi
, j 6= i.

Then

x− x′ =
d+1∑

j=1

(λj − λ′j)a
j
K =

d+1∑

j=1

(λj − λ′j)(a
j
K − aiK) = −

d+1∑

j=1
j 6=i

λiλj
1 − λi

(ajK − aiK).

|x− x′| ≤ hK

d+1∑

j=1
j 6=i

λiλj
1 − λi

= hKλi.

Since x′ ∈ ∂K, we have cDhK ≤ |x− x′| ≤ hKλi, and cD ≤ λi. This proves (1.53)
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Since Th is conforming, there exists a piecewise-linear function χL ∈ Sh,1 such that
χL(x) = 1, for x ∈ L, and χL(x) = 0, for x ∈ Ω \⋃K ′∈D(L)K

′. Obviously ‖χL‖W 1,∞(Ω) ≤
C1h

−1
L , where C1 depends only on Cr. In virtue of the Lipschitz continuity of ∂Ω,

|χL(x) − χL(y)| ≤ C2 ‖χK‖W 1,∞(Ω) |x− y| ≤ C1C2h
−1
L |x− y|, x, y ∈ Ω.

where C2 depends only on Ω. Now, let x ∈ K be an arbitrary, and dist (x, ∂K) ≥ cDhK .
Since K 6= L, ajK 6∈ L for some index j. By the definition of χL and (1.53),

χL (x) =

d+1∑

i=1

λiχL(aiK) =

d+1∑

i=1
i6=j

λiχL(a
i
K) ≤

d+1∑

i=1
i6=j

λi = 1 − λj ≤ 1 − cD.

Let y ∈ L be arbitrary. Then χL(y) = 1 and

|y − x| ≥ C−1
1 C−1

2 hL|χL(y) − χL(x)| = C−1
1 C−1

2 hL (1 − χL(x)) ≥ C−1
1 C−1

2 cDhL.

Therefore, (1.51) holds with c′D = C−1
1 C−1

2 cD.
Let us prove (ii). Let K ∈ Th and y ∈ Ω \⋃K ′∈D(K)K

′ be arbitrary. There exists an

element L ∈ Th \ D(K), such that y ∈ L (see Fig. 1.1(a)). Let χL be defined as in the first
part of the proof. Let x ∈ K be arbitrary. Then

|x− y| ≥ C−1
1 C−1

2 hL|χL(x) − χL(y)| = C−1
1 C−1

2 hL.

The assertion (1.52) holds with c = C−1
1 C−1

2 .

Definition 1.12. Let K ∈ Th and xK ∈ K be the center of the ball B (xK , ρK) ⊂ K
inscribed into K with maximal radius ρK . We set

BK = B (xK , ρK/2) . (1.54)

Lemma 1.13. For each K ∈ Th, there exists a Lipschitz continuous function ψK such that

ψK(x) = 1, x ∈ BK , K ∈ Th, (1.55)

Ω ∩ suppψK ⊂
⋃

K ′∈D(K)

K ′, K ∈ Th, (1.56)

|∇ψK(x)| ≤ Ch−1
K , for a. a. x ∈ Ω, K ∈ Th. (1.57)

Moreover, the system {ψK}K∈Th
is a partition of unity on Ω,

0 ≤ ψK(x) ≤ 1,
∑

L∈Th

ψL(x) = 1, x ∈ Ω, K ∈ Th. (1.58)
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Proof. Let cD = C−1
r /2 and let c′D be given by Lemma 1.11. We set

φK(x) = dist
(
x,
{
y ∈ Rd : dist (y,K) ≥ c′DhK

})
, x ∈ Rd, K ∈ Th. (1.59)

The function φK is Lipschitz continuous, with the Lipschitz constant equal to 1. Moreover,
for each K,L ∈ Th, L 6= K and x ∈ BL, we have dist (x, ∂L) ≥ ρL/2 ≥ cDhL, dist (x,K) ≥
c′DhK by (1.51) and φK(x) = 0 by (1.59), see Fig. 1.1(b). By (1.52), φK(x) = 0 on the set
Ω \⋃K ′∈D(K)K

′. On the other hand, for x ∈ K, we have φK(x) > 0.
We set

ψK(x) =
φK(x)

∑

L∈Th
φL(x)

. (1.60)

The denominator is positive on Ω. The properties (1.55), (1.56), (1.58) follow from the
properties of φK stated above.

Let us prove (1.57). Let x ∈ Rd be arbitrary. If dist (x,K) > c′DhK , then ∇ψK = 0.
Suppose dist (x,K) < c′DhK . By (1.52), x ∈ L for some L ∈ D(K). Then

|∇ψK(x)| ≤ |∇φK(x)|
∑

R∈Th
φR(x)

+
φK(x)

(∑

R∈Th
φR(x)

)2

∑

R∈Th

|∇φR(x)| [ by differentiating (1.60) ]

≤ 2

∑

R∈Th
|∇φR(x)|

∑

R∈Th
φR(x)

≤ 2
card{R : suppφR ∋ x}

φL(x)
[ using |∇φR| ≤ 1 ]

≤ 2
cardD(L)

c′DhL
≤ Ch−1

K . [ using (1.19) ]

Definition 1.14. We define a projection operator Ph : L1(Ω) → Sh,0, a reconstruction
operator Rh : Sh,0 →W 1,∞(Rd) and a variation operator Gh : Sh,0 → Sh,0 by

(Phu)
∣
∣
K

=
1

|BK |

∫

BK

u(x) dx, K ∈ Th, u ∈ L1(Ω), (1.61)

(Rhuh)(x) =
∑

K∈Th

uh,KψK(x), x ∈ Ω, uh ∈ Sh,0, (1.62)

(Gh(uh))
∣
∣
K

= h−1
K max

L∈D(K)
|uh,L − uh,K|, K ∈ Th, uh ∈ Sh,0. (1.63)

where uh,K = uh
∣
∣
K

denotes the constant value of uh ∈ Sh,0 on K, BK is given by (1.54)
and ψK is the function defined in Lemma 1.13. Moreover, for each p ∈ [1,∞] and u ∈
W 1,p(Ω, Th), we define a norm ‖·‖h,p by

‖u‖ph,p = ‖Phu‖pLp(Ω) + ‖Gh(Phu)‖pLp(Ω) +
∑

K∈Th

(

h−1
K ‖u− Phu‖pLp(K) + |u|pW 1,p(K)

)

, (1.64)

if p <∞, and

‖u‖h,p = max

{

‖Phu‖L∞(Ω) , ‖Gh(Phu)‖L∞(Ω) ,max
K∈Th

max
(

h−1
K ‖u− Phu‖L∞(K) , |u|W 1,∞(K)

)}

(1.65)
if p = ∞.
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Lemma 1.15. For each p ∈ [1,∞], there exists a constant C such that

‖Phu‖Lp(Ω) ≤ C ‖u‖Lp(Ω) , u ∈ Lp(Ω), (1.66)

‖Gh(Phu)‖Lp(Ω) ≤ C |u|W 1,p(Ω,Th) , u ∈W 1,p(Ω, Th), (1.67)

‖u− Phu‖Lp(K) ≤ ChK |u|W 1,p(K) , u ∈W 1,p(Ω, Th), K ∈ Th. (1.68)

Proof. The inequality (1.66) follows from the definition (1.61) by Hölder inequality.
Let us prove (1.67). For each element K ∈ Th and each face Γ ⊂ ∂K, we define

a functional FK,Γ : W 1,1(K) → R by

FK,Γ(v) =
1

|BK |

∫

BK

v dx− 1

|Γ|

∫

Γ

v dS, v ∈W 1,1(K). (1.69)

By Property 1.4, for each w ∈ W 1,r(K) there exists qw ∈ P 0(K) such that

|w − qw|W k,r(K) ≤ C1h
1−k
K |w|W k,r(K) , k = 0, 1, r ∈ [1,∞], (1.70)

where C1 depends only on the dimension d and the mesh regularity constant Cr. We have
the estimate

|FK,Γ(v)| = |FK,Γ(v − qv)| [ FK,Γ(qv) = 0 ]

≤ |BK |−1 ‖v − qv‖L1(K) + |Γ|−1 ‖v − qv‖L1(Γ) [ by (1.69) ]

≤ (|BK |−1 + CMh
−1
K |Γ|−1) ‖v − qv‖L1(K) + CM |Γ|−1 |v − qv|W 1,1(K) [ by (1.31) ]

≤ C2h
1−d
Γ |v|W 1,1(K) , [ by (1.70) ]

where C2 depends on C1, CM and Cr. Let u ∈ W 1,p(Ω, Th) and Γ ∈ F I
h be arbitrary. Then

∣
∣
∣(Phu)

∣
∣
KL

Γ
− (Phu)

∣
∣
KR

Γ

∣
∣
∣ ≤ |FKL

Γ ,Γ
(u) − FKR

Γ ,Γ
(u)| + |Γ|−1 ‖[u]‖L1(Γ)

≤ C3h
1−d
Γ

(

|u|W 1,1(KL

Γ ) + |u|W 1,1(KR

Γ ) + ‖[u]‖L1(Γ)

)

.

For all K ∈ Th, we get the estimate

Gh(Phu)
∣
∣
K
≤ C4h

−d
K




∑

L∈D(K)

|u|W 1,1(L) +
∑

L∈D(K)

∑

Γ⊂∂L

‖[u]‖L1(Γ)



 .

Using Hölder inequality, we obtain

Gh(Phu)
∣
∣
K
≤ C5h

− d
p

K




∑

L∈D(K)

|u|pW 1,p(L) +
∑

L∈D(K)

∑

Γ⊂∂L

hΓ

∥
∥h−1

Γ [u]
∥
∥
p

Lp(Γ)





1/p

, for p <∞,

Gh(Phu)
∣
∣
K
≤ C5




∑

L∈D(K)

|u|W 1,∞(L) +
∑

L∈D(K)

∑

Γ⊂∂L

∥
∥h−1

Γ [u]
∥
∥
L∞(Γ)



 , for p = ∞.
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Now (1.67) follows immediately.
The inequality (1.68) follows from (1.70) and the fact Ph(q) = 0 for all constant func-

tions q.

Lemma 1.16. For each p ∈ [1,∞], the norms ‖·‖W 1,p(Ω,Th) and ‖·‖h,p are equivalent.

Proof. The inequality ‖u‖h,p ≤ C ‖u‖W 1,p(Ω,Th) is immediate consequence of (1.66)-(1.67).
The inequality ‖u‖W 1,p(Ω,Th) ≤ C ‖u‖h,p follows from

‖u‖W 1,p(Ω,Th) ≤ ‖u− Phu‖W 1,p(Ω,Th) + ‖Phu‖W 1,p(Ω,Th)

using multiplicative trace inequality (1.31) and (1.66)-(1.68).

Lemma 1.17. There exists a constant C such that

‖Rhuh‖L∞(K) ≤ max
L∈D(K)

‖uh‖L∞(L) , K ∈ Th, (1.71)

‖Rhuh‖W 1,∞(K) ≤ C ‖Gh(uh)‖L∞(K) , K ∈ Th, (1.72)

‖Rhuh‖W 1,p(Ω) ≤ C ‖uh‖W 1,p(Ω,Th) , p ∈ [1,∞], (1.73)

for all uh ∈ Sh,0.
Proof. Bounds (1.71) and (1.72) follow from the definition (1.62) of Rh using the properties
(1.55)-(1.58) of the functions ψK . The last inequality (1.73) follows from (1.71), (1.72) and
Lemma 1.16.

Lemma 1.18. There exists a constant C such that

inf
(vh,wh)∈Sh,0
vh+wh=uh

(

‖vh‖h,1 + t ‖wh‖h,∞
)

≤ C t g⋆⋆h (t), t ∈ (0,∞), uh ∈ Sh,0, (1.74)

where gh(x) = |uh(x)| +Gh(uh)(x), x ∈ Ω.

Proof. Let t0, ε > 0 be arbitrary. Put u = Rhuh. From (1.49) there exist functions v ∈
W 1,1(Ω) and w ∈W 1,∞(Ω) such that

C1t0g
⋆⋆(t0) ≤ ‖v‖W 1,1(Ω) + t0 ‖w‖W 1,∞(Ω) ≤ C2t0g

⋆⋆(t0) + ε, (1.75)

where g(x) = |u(x)|+ |∇u(x)|. Let vh = Phv and wh = Phw. Using (1.71), (1.72), we obtain
the estimate

g(x) ≤ Cgh(x), x ∈ Ω. (1.76)

By (1.62) and (1.55),

vh + wh = Phv + Phw = Ph(v + w) = Phu = PhRhu = uh.

Moreover,

‖vh‖h,1 + t0 ‖wh‖h,∞ = ‖vh‖L1(Ω) + ‖Gh(vh)‖L1(Ω)
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+ t0 max
{

‖wh‖L∞(Ω) , ‖Gh(wh)‖L∞(Ω)

}

[ since vh, wh ∈ Sh,0 ]

≤ C
(

‖v‖W 1,1(Ω) + t0 ‖w‖W 1,∞(Ω)

)

[ by (1.66), (1.67) ]

≤ C t0 g
⋆⋆(t0) + Cε [ by (1.75) ]

≤ C t0 g
⋆⋆
h (t0) + Cε. [ by (1.76) ]

Since t0 and ε were arbitrary, the proof of (1.74) is thus finished.

Lemma 1.19. For each K ∈ Th, u ∈ W 1,1(K), and t > 0 there exist v ∈ W 1,1(K) and
w ∈W 1,∞(K) such that u = v + w, and

‖v‖L1(K) + hK |v|W 1,1(K) + tmax
(

‖w‖L∞(K) , hK |w|W 1,∞(K)

)

≤ Ctg⋆⋆K,u(t), t > 0,

(1.77)
where gK,u(x) = |u(x)| + hK |∇u(x)| and C does not depend on h, u, K.

Proof. Let K̂ be a fixed simplex in Rd. There exists an affine mapping FK : Rd → Rd such
that FK(K̂) = K. We put û = u ◦ F−1

K . Let t, ε > 0 be arbitrary. Let

t̂ =
|K̂|
|K|t.

By (1.49), there exist v̂ ∈W 1,1(K̂) and ŵ ∈W 1,∞(K̂) such that

‖v̂‖W 1,1(K̂) + t̂ ‖ŵ‖W 1,∞(K̂) ≤ Ct̂ĝ(t̂)⋆⋆ + ε, s > 0, (1.78)

where
ĝ(x̂) = |û(x̂)| + |∇û(x̂)|, x̂ ∈ K̂. (1.79)

We put v = v̂ ◦ FK and w = ŵ ◦ FK . Using the shape regularity (1.15), standard scaling
argument gives us

h−dK ‖v‖L1(K) + h1−d
K |v|W 1,1(K) ≤ C ‖v̂‖W 1,1(K̂) , (1.80)

max
(

‖w‖L∞(K) , hK |w|W 1,∞(K)

)

≤ C ‖ŵ‖W 1,∞(K̂) . (1.81)

Note that if f ∈ L1(K) and f̂ = f ◦ F−1
K , then the corresponding distribution and rear-

rangement function (recall the definitions (1.44)-(1.46)) satisfy

m(r, f) =
|K|
|K̂|

m(r, f), r ≥ 0, f̂ ⋆(t̂) = f ⋆(t), f̂ ⋆⋆(t̂) = f ⋆⋆(t). (1.82)

In consequence
ĝ⋆⋆(t) ≤ Cg⋆⋆(t). (1.83)

The assertion (1.77) follows immediately from (1.78)-(1.81) and (1.83).
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Lemma 1.20. For each u ∈ W 1,1(Ω, Th) and t > 0 there exist v ∈ W 1,1(Ω, Th) and
w ∈W 1,∞(Ω, Th) such that u = v + w and

‖v‖h,1 + t ‖w‖h,∞ ≤ C t g⋆⋆u (t), (1.84)

where C does not depend on h, u, t and gu ∈W 1,1(Ω, Th) is defined by

gu
∣
∣
K

(x) = |Phu(x)| +Gh(Phu)(x) + h−1
K |u(x) − Phu(x)| + |∇u(x)|. (1.85)

Proof. Let t0 > 0 and u ∈W 1,1(Ω, Th) be arbitrary. We set u0 = Phu, u
1 = u− u0,

g0(x) = |Phu(x)| +Gh(Phu)(x), x ∈ Ω,

g1
K(x) = h−1

K |u(x) − Phu(x)| + |∇u(x)|, x ∈ K, K ∈ Th.

Let g1 ∈W 1,1(Ω, Th) be such a function that g1
∣
∣
K

= g1
K for all K ∈ Th. Let u1

K = u1
∣
∣
K

.
For each element K, we define real number tK ≥ 0 and functions v1

K , w1
K in the following

way:

(a) If ess supx∈K g
1
K ≤ g1⋆⋆(t0), we set tK = 0, v1

K = 0, w1
K = u1

K .

(b) Otherwise, we can find tK > 0 such that g1⋆⋆(t0) = g1⋆⋆
K (tK). According to Lemma

1.19 there exists a decomposition u1
K = ṽ1

K + w̃1
K such that

h−1
K

∥
∥ṽ1

K

∥
∥
L1(K)

+
∣
∣ṽ1
K

∣
∣
W 1,1(K)

+ tK max
(

h−1
K

∥
∥w̃1

K

∥
∥
L∞(K)

,
∣
∣w̃1

K

∣
∣
W 1,∞(K)

)

≤ CtKg
1⋆⋆
K (tK).

We set

v1
K(x) = ṽ1

K(x) − 1

|BK |

∫

BK

ṽ1
K(y) dy, (1.86)

w1
K(x) = w̃1

K(x) − 1

|BK |

∫

BK

w̃1
K(y) dy, x ∈ K. (1.87)

Since Phu
1 = 0, we have

v1
K(x) + w1

K(x) = u1
K(x) − 1

|BK |

∫

BK

u1
K(y) dy = u1

K(x).

Moreover, ‖v1
K‖L1(K) ≤ 2 ‖ṽ1

K‖L1(K), ‖w1
K‖L∞(K) ≤ 2 ‖w̃1

K‖L∞(K), and

h−1
K

∥
∥v1

K

∥
∥
L1(K)

+
∣
∣v1
K

∣
∣
W 1,1(K)

+ tK max
(

h−1
K

∥
∥w1

K

∥
∥
L∞(K)

,
∣
∣w1

K

∣
∣
W 1,∞(K)

)

≤ CtKg
1⋆⋆
K (tK).

We define v1 ∈ W 1,1(Ω, Th) and w1 ∈ W 1,∞(Ω, Th) such that v1
∣
∣
K

= v1, w1
∣
∣
K

= w1. Note
Phv

1 = Phw
1 = 0.

We claim that
σ :=

∑

K∈Th

tK ≤ t0. (1.88)
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The inequality (1.88) holds in the case σ = 0. Let us assume σ > 0. From the definition of
tK and g1⋆⋆, we get

tKg
1⋆⋆(t0) = tKg

1⋆⋆
K (tK) =

∫ tK

0

g1⋆
K (τ) dτ. (1.89)

By summing (1.89) over K ∈ Th, we get (using the fact that g1⋆ is nonincreasing rearrange-
ment) the inequality

σg1⋆⋆(t0) =
∑

K∈Th

∫ tK

0

g1⋆
K (τ) dτ ≤

∫ σ

0

g1⋆(τ) dτ = σg1⋆⋆(σ).

We have g1⋆⋆(t0) ≤ g1⋆⋆(σ). The function g1⋆⋆ is nonincreasing, therefore t0 ≥ σ. The
inequality (1.88) is proven.

We estimate

∥
∥v1
∥
∥
h,1

=
∑

K∈Th

(

h−1
K

∥
∥v1

K

∥
∥
L1(K)

+
∣
∣v1
K

∣
∣
L1(K)

) [
using Phv

1 = 0
]

≤ C
∑

K∈Th

tKg
1⋆⋆
K (tK)

[
by the definition of v1

K

]

= C
∑

K∈Th

tKg
1⋆⋆(t0) [ by the definition of tK ]

≤ Ct0g
1⋆⋆(t0). [ by (1.88) ]

From the definition of w1
K , we get

∥
∥w1

∥
∥
h,∞

= max
K∈Th

max
(

h−1
K

∥
∥w1

K

∥
∥
L∞(K)

,
∥
∥∇w1

K

∥
∥
L∞(K)

)

≤ g1⋆⋆
K (t0).

From Lemma 1.18, we get the decomposition u0 = v0 + w0,

∥
∥v0
∥
∥
h,1

+ t0
∥
∥w0

∥
∥
h,∞

≤ C t0 g
0⋆⋆(t0).

We conclude the proof by setting v = v0 + v1, w = w0 + w1.

Lemma 1.21. There exists a constant C such that

t g⋆⋆u (t) ≤ C inf
u=v+w

(

‖v‖h,1 + t ‖w‖h,∞
)

, (1.90)

for all u ∈W 1,1(Ω, Th) and t > 0, where gu is defined by (1.85). The infimum is taken over
all decompositions u = v + w, with v ∈W 1,1(Ω, Th) and w ∈W 1,∞(Ω, Th).

Proof. Let v ∈ W 1,1(Ω, Th) and w ∈W 1,∞(Ω, Th) be arbitrary functions such that u = v+w
holds. Let gv, gw, respectively be defined by (1.85) with u replaced by v, w, respectively.
Then

|gu(x) − gv(x)| ≤ C|gw(x)|, x ∈ Ω, (1.91)
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with a constant C independent of u, v, w, h, and

t g⋆⋆u (t) = K
(
t, gu, L

1(Ω), L∞(Ω)
)

[ by (1.43) ]

≤ ‖gv‖L1 (Ω) + t ‖gu − gv‖L∞(Ω) [ by (1.37) ]

≤ ‖gv‖L1 (Ω) + Ct ‖gw‖L∞(Ω) [ by (1.91) ]

≤ C
(

‖v‖h,1 + t ‖w‖h,∞
)

. [ by (1.64), (1.65) ]

The inequality (1.90) follows by taking infimum over all decompositions u = v + w.

Lemma 1.21, together with Lemma 1.20, give a similar characterization of the K-
functional for interpolation between W 1,1(Ω, Th) and W 1,∞(Ω, Th), as in (1.49). The proof
of Theorem 1.10 is finished by following chain of norm equivalences:

‖u‖(W 1,1(Ω,Th),W 1,p(Ω,Th))
1− 1

p ,p
∼ ‖g⋆⋆u ‖Lp(0,∞) [ by Lemmas 1.20, 1.21 ]

∼ ‖gu‖Lp(Ω) [ by (1.47) ]

∼ ‖u‖h,p [ by definition (1.85) of gu ]

∼ ‖u‖W 1,p(Ω,Th) [ by Lemma 1.16 ] .

1.4 Imbedding theorems

The definition of spaces W 1,p(Ω, Th) depend on the partition Th. If Th1 and Th2 are two dif-
ferent partitions of Ω, the spaces W 1,p(Ω, Th1) and W 1,p(Ω, Th2) are different as well. There
exist examples of partitions such that W 1,p(Ω, Th1)∩W 1,p(Ω, Th2) = W 1,p(Ω). However, the
broken Sobolev spaces are imbedded into some mesh-independent function spaces, such as
BV (Ω), the Lebesgue spaces Lp

⋆
(Ω) for suitable p⋆ ≥ p, and Besov spaces B1/p;p,∞(Ω).

Besov spaces are defined by interpolation

Bs;p,q(Ω) =
(
Lp(Ω),W 1,p(Ω)

)

s,q
, s ∈ (0, 1), p, q ∈ [1,∞], (1.92)

see (Adams and Fournier, 2003, Section 7.32).

Property 1.22. For each p ∈ [1,∞], W 1,p(Ω, Th) ⊂ BV (Ω) and

‖u‖BV (Ω) ≤ C ‖u‖W 1,p(Ω,Th) , u ∈W 1,p(Ω, Th). (1.93)

Proof. The imbedding was proved in (Buffa and Ortner, 2009, Lemma 2), see also (Pietro
and Ern, 2010, Lemma 6.2) and references therein. The proof reduces to the estimate of
the BV -norm (1.10). For each u ∈W 1,1(Ω) and ϕ ∈ [C1

0 (Ω)]d,
∫

Ω

u div ϕ dx =
∑

Γ∈FI
h

∫

Γ

[u] ϕ · n dx−
∑

K∈Th

∫

K

ϕ · ∇u dx ≤ ‖ϕ‖L∞(Ω) |u|W 1,1(Ω,Th) .

Taking supremum and substituting the result into (1.10), we get (1.93) for p = 1 with the
constant C = 1. For p > 1, we use the inequality ‖u‖W 1,1(Ω,Th) ≤ C ‖u‖W 1,p(Ω,Th).
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Property 1.23 (Broken Sobolev imbedding). Let p ∈ [1,∞] and

(i) p⋆ = dp/(d− p), if p ∈ [1, d),

(ii) p⋆ ∈ (p,∞) be arbitrary, if p = d,

(iii) p⋆ = ∞, if p > d.

Then W 1,p(Ω, Th) ⊂ Lp
⋆
(Ω), and

‖u‖Lp⋆(Ω) ≤ C ‖u‖W 1,p(Ω,Th) , u ∈W 1,p(Ω, Th), (1.94)

Proof. The choice of the exponent p⋆ ensures the imbedding W 1,p(Ω) ⊂ Lp
⋆
(Ω) and also

W 1,p(K) ⊂ Lp
⋆
(K) for all K ∈ Th (see (Adams and Fournier, 2003, Theorem 4.12)).

Therefore, the set inclusion W 1,p(Ω, Th) ⊂ Lp
⋆
(Ω) follows immediately. The bound (1.94)

follows from the inequalities

‖u− Phu‖Lp⋆(Ω) ≤ C ‖u− Phu‖W 1,p(Ω,Th) , (1.95)

‖Phu‖Lp⋆(Ω) ≤ C ‖Phu‖W 1,p(Ω,Th) , (1.96)

‖Phu‖W 1,p(Ω) ≤ C ‖u‖W 1,p(Ω,Th) . (1.97)

First, we prove (1.95). Recall, that by definition (1.61) of Ph,

∫

BK

(u− Phu) dx = 0.

A standard finite element scaling argument yields

‖u− Phu‖Lp⋆(K) ≤ Ch
1− d

p
+ d

p⋆

K |u− Phu|W 1,p(K) ≤ C |u− Phu|W 1,p(K) , K ∈ Th.

If p <∞ and p⋆ <∞, then

‖u− Phu‖p
⋆

Lp⋆(Ω)
≤ C

∑

K∈Th

|u− Phu|p
⋆

W 1,p(K)

≤ C

(

max
K∈Th

|u− Phu|pW 1,p(K)

) p⋆
−p
p ∑

K∈Th

|u− Phu|pW 1,p(K)

≤ C

(
∑

K∈Th

|u− Phu|pW 1,p(K)

) p⋆

p

≤ C ‖u− Phu‖
p⋆

p

W 1,p(Ω,Th)

The other cases p = ∞ or p⋆ = ∞ are similar.
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Now, let us prove (1.96). Since Phu = RhPhu on BK ,

‖Phu‖Lp⋆(K) =

( |K|
|BK |

)1/p⋆

‖RhPhu‖Lp⋆(BK) ≤ C ‖RhPhu‖Lp⋆(K) .

By definition, RhPhu ∈W 1,∞(Ω). Using standard Sobolev imbedding, and (1.73), we obtain

‖RhPhu‖Lp⋆ (Ω) ≤ C ‖RhPhu‖W 1,p(Ω) ≤ C ‖Phu‖W 1,p(Ω,Th) .

The last inequality (1.97) follows from (1.66)-(1.68), similarly to the proof of Lemma
1.17.

Property 1.23, for the case (i) and u ∈ Sh,k, was proved in (Buffa and Ortner, 2009),
using a different reconstruction operator. A more direct proof of Property 1.23 for the
cases (i), (ii) can be found in (Pietro and Ern, 2010). We have included the case (iii) for
completeness.

In (Brenner and Scott, 2002, Section 14.5), authors note that piecewise smooth functions
lie in the space (L2(Ω),W 1,2(Ω))1/2,∞. Concerning the broken Sobolev space, we formulate

an analogous property as a continuous imbedding into the Besov space B1/p;p,∞(Ω).

Lemma 1.24. Let p ∈ (1,∞). Then W 1,p(Ω, Th) ⊂ B1/p;p,∞(Ω), and

‖u‖B1/p;p,∞(Ω) ≤ C ‖u‖W 1,p(Ω,Th) , u ∈W 1,p(Ω, Th), (1.98)

were C does not depend on h and u.

Proof. Since Ω has Lipschitz continuous boundary, the elements of the space Bs;p,q(Ω) are
restrictions of functions of the space Bs;p,q(Rd), see (Adams and Fournier, 2003, Section
7.32). By (Adams and Fournier, 2003, Theorem 7.47), v ∈ Bs;p,∞(Rd) if and only if

v ∈ Lp(Rd), ess supz∈Rd |z|−s ‖∆zv‖Lp(Rd) <∞, (1.99)

where ∆z denote the finite difference operator

∆zw(x) = w(x) − w(x− z), w ∈ L1(Rd), z ∈ Rd.

For each u ∈ L1(Ω), we define E0u ∈ L1(Rd) as a zero extension of the function u.
Obviously,

‖∆zE0u‖L∞(Ω) ≤ 2 ‖u‖W 1,∞(Ω,Th) . (1.100)

Using similar technique as in the proof of (1.93), we can prove

‖E0u‖BV (Rd) ≤ C ‖u‖W 1,1(Ω,Th) . (1.101)

By (Tartar, 2007, Lemma 37.4),

‖∆zv‖L1(Rd) ≤ |z| |v|BV (Rd) , v ∈ BV (Rd). (1.102)
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Combining (1.100)-(1.102), the the interpolation Theorem 1.10 and the operator interpola-
tion property (1.41) with X0 = W 1,1(Ω, Th), X1 = W 1,∞(Ω, Th), Y0 = L1(Ω), Y1 = L∞(Ω),
θ = 1 − 1

p
, we get

‖∆zE0u‖Lp(Rd) ≤ C|z|1/p ‖u‖W 1,p(Ω,Th) . (1.103)

Therefore, E0u ∈ B1/p;p,∞(Rd) and u ∈ B1/p;p,∞(Ω).

Recall that ‖∆zv‖Lp(Rd) = O (|z|) for v ∈ W 1,p(Rd), see (Evans, 1998, Section 5.8.2).

The bound in (1.103) is only of order O
(
|z|1/p

)
. As the following lemma shows, it can be

sharpened. However, the sharper bound is no longer h-independent.

Lemma 1.25. Let u ∈ W 1,p(Ω, Th), z ∈ Rd. Let Ω′ be a subset of Ω such that

dist(Ω′, ∂Ω) > |z|.

Then
‖u(·) − u(· − z)‖Lp(Ω′) ≤ C|z|1/p (|z| + h)1−1/p ‖u‖W 1,p(Ω,Th) . (1.104)

Proof. Let us consider the case p = ∞. Let x ∈ Ω′ be arbitrary. Put y = x− z. There exist
elements K,L ∈ Th such that x ∈ K, y ∈ L. Let xK denote the center of the ball BK and
yL denote the center of the ball BL. Then

|u(x) − u(x− z)| ≤ |u(x) − Phu(x)| + |u(y)− Phu(y)|+ |RhPhu(xK) −RhPhu(yL)|
≤ 2 ‖u− Phu‖L∞(Ω) + C ‖RhPhu‖W 1,∞(Ω) |xK − yL|
≤ C(h+ |x− y|) ‖u‖W 1,∞(Ω,Th) . [ by (1.68), (1.67), (1.72) ]

Taking essential supremum over x ∈ Ω gives us (1.104).
Now, let us consider the case p = 1. By (Eymard et al., 2000, Lemma 6.9, see also

Tartar, 2007, Lemma 37.4),

‖u(·) − u(· − z)‖L1(Ω′) ≤ |z| |u|BV (Ω) , u ∈ BV (Ω). (1.105)

Using the imbedding (1.93), we get (1.104).
Finally, we prove (1.104) for p ∈ (1,∞). So far we have

‖∆zu‖L1(Ω′) ≤ C|z| ‖u‖W 1,1(Ω,Th) , ‖∆zu‖L∞(Ω′) ≤ C(|z| + h) ‖u‖W 1,∞(Ω,Th) .

By the interpolation Theorem 1.10 and the operator interpolation property (1.41),

‖∆zu‖Lp(Ω′) ≤ C|z|1/p(|z| + h)1−1/p ‖u‖W 1,p(Ω,Th) .

Remark. The bound (1.104) was proved for p = 2 and for piecewise constant functions in
(Eymard et al., 2000, Lemma 3.3).
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The inequality (1.104) shows that the imbedding W 1,p(Ω, Th) ⊂ Lp(Ω) is compact in
following sense

Property 1.26. Let Cr > 0 and p ∈ (1,∞). Let {Th}h∈(0,h0)
be a family of Cr-regular

partitions of Ω. Let {uh}h∈(0,h0) be a family of functions uh ∈ W 1,p(Ω, Th). Suppose there
exists M > 0 such that

‖uh‖W 1,p(Ω,Th) ≤ M, h ∈ (0, h0).

Then there exist u ∈W 1,p(Ω) and a sequence {hj}∞j=1 such that uhj
→ u in Lp(Ω) and

‖u‖W 1,p(Ω) ≤ CcM, (1.106)

where Cc depends only on Ω, Cr and p.

Proof. Let us prove Property 1.26 using (1.104). Another proof can be found in (Buffa and
Ortner, 2009; Pietro and Ern, 2010).

Let {hi}∞i=1 be an arbitrary sequence of real numbers satisfying 0 < hi ≤ h0 and hi → 0.
By (1.104), the set {uh : h ∈ (0, h0)} is precompact in Lp(Ω), see (Adams and Fournier,
2003, Theorem 2.32). Considering the sequence {uhi

}∞i=1, there exists a Lp-convergent sub-
sequence {uhij

}∞j=1. Let u ∈ Lp(Ω) be the limit function. By (1.104),

‖u(·) − u(· − z)‖Lp(Ω′) ≤ CM lim
h→0

|z|1/p(h+ |z|)1−1/p ≤ CM |z|,

for all subdomains Ω′ ⊂ Ω, dist (Ω′, ∂Ω) > |z|. By (Evans, 1998, Section 5.8.2, Theorem
3), u ∈W 1,p(Ω) and ‖u‖W 1,p(Ω) ≤ CM .
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Chapter 2

Interior Penalty Discontinuous
Galerkin Method

The Discontinuous Galerkin (DG) method is a versatile technique for numerical solution of
partial differential equations. DG is characterized by piecewise polynomial, discontinuous
approximate solution. From the historical perspective, DG is a generalization of the more
traditional finite element (FE) and finite volume (FV) techniques. The DG combines the
local conservation properties of FV and the high-order approximation properties of FE.
Although the computational cost is often high, the flexibility with respect to local mesh
refinement and domain decomposition make DG attractive in various applications. The DG
method is applicable to hyperbolic systems of conservation laws and also partial differential
equations of elliptic and parabolic type, (see Cockburn et al., 2000; Arnold et al., 2002,
and references given therein).

There exist several variants of DG discretizations of linear elliptic problems (see Arnold
et al., 2002). We focus on the approaches based on the primal formulation, namely SIPG
(symmetric interior penalty Galerkin, see Arnold 1982), NIPG (nonsymmetric interior
penalty Galerkin, see Rivière et al. 1999), and IIPG (incomplete interior penalty Galerkin,
see Dawson et al. 2004) techniques. These interior penalty methods are characterized by
the presence of interior and boundary penalties of order O(h−1), where h is the mesh size.

As a model problem, we consider the Poisson equation with Dirichlet and Neumann
boundary conditions. The classical formulation of our model problem reads: Find u : Ω → R

such that

−∆u = f, in Ω, (2.1)

u = uD, on ∂ΩD, (2.2)

∂u

∂n
= gN . on ∂ΩN , (2.3)

where Ω ⊂ Rd, and the boundary ∂Ω is a disjoint union of the Dirichlet part ∂ΩD and the
Neumann part ∂ΩN . We assume |∂ΩD| 6= ∅.

Moreover, we assume that a Cr-regular partition Th of Ω is available (see Definition 1.2).
We assume that the set of boundary faces F∂Ω

h is equal to disjoint union of the Dirichlet
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boundary faces FD
h and Neumann boundary faces FN

h ,

FD
h =

{
Γ ∈ F∂Ω

h : |Γ ∩ ∂ΩD| 6= 0
}
, (2.4)

FN
h =

{
Γ ∈ F∂Ω

h : |Γ ∩ ∂ΩN | 6= 0
}
. (2.5)

The set of Dirichlet boundary faces FD
h is not empty. We set F ID

h = F I
h ∪FD

h . The discrete
problem reads: Find uh ∈ Sh,p such that

Bh(uh, vh) = Lh(vh), vh ∈ Sh,p. (2.6)

where

Bh(uh, vh) =
∑

K∈Th

∫

K

∇uh · ∇vh dx−
∑

Γ∈FID
h

∫

Γ

(〈n · ∇uh〉 [vh] + θ 〈n · ∇vh〉 [uh]) dS

+
∑

Γ∈FID
h

∫

Γ

cW
hΓ

[uh] [vh] dS, (2.7)

Lh(vh) =
∑

K∈Th

∫

K

fvh dx+
∑

Γ∈FN
h

∫

Γ

gNvh dS + θ
∑

Γ∈FD
h

∫

Γ

(n · ∇vh)uD dS

+
∑

Γ∈FD
h

∫

Γ

cW
hΓ

uDvh dS. (2.8)

In order to Lh be well-defined, we require f ∈ L2(Ω), uD ∈ L2(Ω) and gN ∈ L2(Ω).
Moreover, let us assume that (2.1)-(2.3) admits a strong solution u ∈ H2(Ω). Then, the
discrete problem (2.6) is consistent with (2.1)-(2.3),

Bh(u, vh) = Lh(vh), vh ∈ Sh,p. (2.9)

We can derive (2.9) by multiplying (2.1) by arbitrary test function vh ∈ Sh,p, applying the
Green theorem and using the fact [u] = 0. Now, the Galerkin orthogonality property

Bh(uh − u, vh) = 0, vh ∈ Sh,p. (2.10)

follows easily. Until now, we did not impose any constraints on the parameters θ, cW and
hΓ, Γ ∈ F ID

h .

Penalty parameters hΓ. Let us first discuss the penalty parameters hΓ. The term

Jh(uh, vh) =
∑

Γ∈FID
h

∫

Γ

cW
hΓ

[uh] [vh] dS (2.11)

in (2.7) penalizes both the inter-element jumps and the deviation of the discrete solution
from the Dirichlet boundary condition. Let us consider the seminorm associated with the
bilinear form Jh(·, ·),

|vh|2Jh
= Jh(vh, vh) = cW

∑

Γ∈FID
h

∫

Γ

h−1
Γ [vh]

2 dS, vh ∈ Sh,p.
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In Chapter 1, we have seen such term in the norm of the broken Sobolev space H1(Ω, Th) =
W 1,2(Ω, Th), with hΓ = diam (Γ). However, other choices are possible, for example

hΓ =
hL + hR

2
, max (hL, hR) , |Γ|1/(d−1), etc. ,

where hL = diam
(
KL

Γ

)
and hR = diam

(
KL

Γ

)
. The resulting seminorms |·|Jh

are equivalent,
since Th is Cr-regular, see section 1.1. The choice of hΓ plays a important role in the analysis
of convergence L2 norm (see section 2.2). In the following, we assume that there exists a
constant CP such that

C−1
P hK ≤ hΓ ≤ CPhK , (2.12)

whenever Γ ∈ Fh is a face of the element K ∈ Th. We will not discuss over-penalized
variants, where hΓ = (diam (Γ))α, α > 1 (see Rivière et al., 1999; Brenner et al., 2008).

Parameters θ and cW . Note that the term

− θ
∑

Γ∈FID
h

∫

Γ

〈n · ∇vh〉 [uh] dS (2.13)

in (2.7) is added artificially, in order to obtain special properties of the bilinear form Bh(·, ·).
There are only three meaningful choices for parameter θ.

(i) θ = 1 : Symmetric Interior Penalty Galerkin Method (SIPG).
If θ = 1, the bilinear form Bh(·, ·) is symmetric, i.e.

Bh(w, v) = Bh(v, w), w, v ∈W 2,2(Ω, Th). (2.14)

Thus the symmetry of the Laplace operator ∆ is preserved in the discretization. Let
us note that when applied to more general PDEs, the SIPG discretization is adjoint
consistent in the sense of (Arnold et al., 2002). Later, we will show that in order
to get well-posed discrete problem (2.6), the penalty parameter cW must be large
enough.

(ii) θ = −1 : Nonsymmetric Interior Penalty Galerkin Method (NIPG).
If θ = −1, the bilinear form Bh(·, ·) is positive definite for all choices of the penalty
parameter cW > 0. However, the theoretically attractive symmetry of Bh(·, ·) is lost.

(iii) θ = 0 : Incomplete Interior Penalty Galerkin Method (IIPG).
If θ = 0, the bilinear form Bh(·, ·) does not contain the artificial term (2.13). The
penalty parameter cW must be large enough. The IIPG might be more suitable for
some physical problems (see Dawson et al., 2004). Moreover, IIPG gives simpler
discretization than SIPG or NIPG for nonlinear problems.
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2.1 Apriori Error Analysis

The error estimates for interior penalty discontinuous Galerkin methods are now standard
(Arnold et al., 2002). We present these results for completeness. We assume that u is the
strong solution of (2.1)-(2.3) and u ∈ Hs(Ω), where s ≥ 2. However, the following theory
remains virtually unchanged, even if we use weaker assumption s > 3/2 (see Rivière, 2008).

In the analysis, we use the results on broken Sobolev spaces presented in Chapter
1. We use the shorter notation Hs(Ω, Th) = W s,2(Ω, Th), s = 1, 2, . . . and ‖·‖H1(Ω,Th) =
‖·‖W 1,2(Ω,Th). To avoid confusion, we emphasize that in this chapter, the symbol p denotes
the degree of polynomial approximation, related to the discrete space Sh,p. We assume
p ≥ 1.

Definition 2.1.

|||v|||2 =
∑

K∈Th

|v|2H1(K) +
∑

Γ∈FID
h

cW
hΓ

‖[v]‖2
L2(Γ) , v ∈ H1(Ω, Th), (2.15)

|||v|||2⋆ = |||v|||2 +
∑

Γ∈FID
h

hΓ

cW
‖〈n · ∇v〉‖2

L2(Γ) , v ∈ H2(Ω, Th). (2.16)

By the broken Poincare-Friedrichs inequality (Brenner, 2003)

‖v‖2
L2(Ω) ≤ C|||v|||2, v ∈ H1(Ω, Th), (2.17)

||| · ||| is a norm on the space H2(Ω, Th). The norm ||| · ||| is stronger than the norm ‖·‖H1(Ω,Th)

introduced in Chapter 1. The space H1(Ω, Th), equipped with the norm ||| · |||, is an analogue
to the the space

H1
0 (Ω) =

{

u ∈ H1(Ω) : u
∣
∣
∂ΩD

= 0
}

.

Using the trace inequality (1.31) and the approximation properties (1.24), we obtain

inf
vh∈Sh,q

|||vh − v|||⋆ ≤ Chq |v|Hq+1(Ω,Th) , v ∈ Hq+1(Ω, Th), q = 1, 2, . . . (2.18)

First, we prove an auxiliary estimate:

Lemma 2.2. There exists a constant CA > 0 such that

∑

Γ∈FID
h

hΓ ‖〈n · ∇vh〉‖2
L2(Γ) ≤ C2

A

∑

K∈Th

|vh|2H1(K) , vh ∈ Sh,p. (2.19)

Proof. Let vh ∈ Sh,p be arbitrary. Then

∑

Γ∈FID
h

hΓ ‖〈n · ∇vh〉‖2
L2(Γ)
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≤
∑

Γ∈FID
h

hΓ

∥
∥
∥∇vh

∣
∣
L

Γ

∥
∥
∥

2

L2(Γ)d
+
∑

Γ∈FI
h

hΓ

∥
∥
∥∇vh

∣
∣
R

Γ

∥
∥
∥

2

L2(Γ)d

≤ C
∑

K∈Th

hK ‖∇vh‖2
L2(∂K)d [ by (2.12) ]

≤ C
∑

K∈Th

hK

(

‖∇vh‖L2(K)d |∇vh|H1(K)d + h−1
K ‖∇vh‖2

L2(K)d

)

[ by trace ineq. (1.31) ]

≤ C
∑

K∈Th

(

‖∇vh‖2
L2(K)d + h2

K |∇vh|2H1(K)d

)

[ by Young inequality ]

≤ C
∑

K∈Th

‖∇vh‖2
L2(K)d . [ by inverse ineq. (1.23) ]

The inequality (2.19) implies following norm equivalence

|||vh|||2 ≤ |||vh|||2⋆ ≤ (1 + c−1
W C2

A)|||vh|||2, vh ∈ Sh,p. (2.20)

Moreover, the inequality (2.19) is a key ingredient for the coercivity of the bilinear form
Bh(·, ·) on the discrete space Sh,p.

Property 2.3 (Boundedness and coercivity). There exists cW,0 > 0 and Cc > 0 such that
for each cW > CW,0,

Bh(w, v) ≤ Cc|||w|||⋆|||v|||⋆, w, v ∈ H2(Ω, Th), (2.21)

|||vh|||2 ≤ CcBh(vh, vh), vh ∈ Sh,p. (2.22)

Proof. By repeated use of Cauchy-Schwarz inequality, we obtain

|Bh(w, v)| ≤ (1 + |θ|)|||w|||⋆|||v|||⋆.

The inequality (2.21) holds with the constant C = 2, since θ ∈ {−1, 0, 1}.
Now, let us prove (2.22). If θ = −1, then Bh(vh, vh) = |||vh|||2. In this case, (2.22) holds

with the constant C = 1. Let us now turn to the case θ ∈ {0, 1}. First, we estimate

∑

Γ∈FID
h

∫

Γ

(

〈n · ∇vh〉 [vh] + θ 〈n · ∇vh〉 [vh]
)

dS

≤ (1 + θ)




∑

Γ∈FID
h

hΓ

cW
‖〈n · ∇vh〉‖2

L2(Γ)





1/2


∑

Γ∈FID
h

cW
hΓ

‖[v]‖2
L2(Γ)





1/2

[ by Cauchy-Schwarz ]

≤ (1 + θ)CA√
cW

(
∑

K∈Th

|vh|2W 1,2(K)

)1/2



∑

Γ∈FID
h

cW
hΓ

‖[v]‖2
L2(Γ)





1/2

[ by (2.19) ]
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≤ (1 + θ)CA
2
√
cW

|||vh|||2. [ by Young inequality ]

Then,

Bh(vh, vh) ≥
(

1 − (1 + θ)CA
2
√
cW

)

|||vh|||2.

The constant is positive, if cW > CW,0 := (1 + θ)2C2
A/4.

Property 2.4 (broken H1 error estimate). Let u ∈ Hs(Ω) with s ≥ 2, s ∈ N. Then there
exist unique solution uh ∈ Sh,p of the discrete problem (2.6), and

|||uh − u||| ≤ Chµ−1 ‖u‖Hs(Ω) , µ = min {p+ 1, s} . (2.23)

Proof. Since dimSh,p < ∞, the discrete problem (2.6) is equivalent to a system of linear
equations. The coercivity property (2.22) implies that the linear system is nonsingular, and
thus uniquely solvable.

Let uh be the solution of the discrete problem (2.6). Consider arbitrary decomposition
of the error

eh := uh − u = ξ + η, ξ = uh − vh ∈ Sh,p, η = vh − u ∈ H2(Ω, Th).

By triangle inequality
|||eh||| ≤ |||ξ||| + |||η||| ≤ |||ξ||| + |||η|||⋆. (2.24)

By coercivity (2.22), Galerkin orthogonality (2.10), boundedness (2.21), and norm equiv-
alence (2.20) properties,

1

Cc
|||ξ|||2 ≤ Bh(ξ, ξ) = −Bh(ξ, η) ≤ C|||ξ|||⋆|||η|||⋆ ≤ C|||ξ||||||η|||⋆. (2.25)

Combining (2.24) and (2.25), and taking infimum over all approximations vh of u, we get

|||eh||| ≤ C inf
vh∈Sh,p

|||vh − u|||⋆. (2.26)

Therefore, the discretization error, measured in the mesh-dependent broken H1
0 -seminorm,

is bounded by approximation error in the auxiliary norm ||| · |||⋆. Using the approximation
property (2.18), we obtain

inf
vh∈Sh,p

|||vh − u|||⋆ ≤ inf
vh∈Sh,µ−1

|||vh − u|||⋆ ≤ Chµ−1 |u|Hµ(Ω,Th) ≤ Chµ−1 ‖u‖Hs(Ω) . (2.27)

If u is sufficiently regular (u ∈ Hp+1(Ω)), then (2.23) gives us an error estimate of order
O (hp) in the broken H1-norm ||| · |||. Moreover, the error estimate is optimal, because the
best approximation of u in Sh,p is of the same order, i.e.

inf
vh∈Sh,p

|||u− vh||| = O (hp) .
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By applying the broken Poincaré-Friedrichs inequality (2.17), we immediately get

‖uh − u‖L2(Ω) = O (hp) . (2.28)

However, (2.28) is not optimal, since

inf
vh∈Sh,p

‖vh − u‖L2(Ω) = O
(
hp+1

)
.

In order to prove an optimal error estimate O (hp+1) in the L2-norm, the Aubin-Nitsche
trick is usually employed. However, there the symmetry of the corresponding bilinear form
is required which is satisfied only for the SIPG method.

Property 2.5 (L2 error estimate). Let θ = 1 and u ∈ Hs(Ω). Moreover, assume following
regularity of the homogeneous continuous problem (2.1)-(2.3): For each r ∈ L2(Ω) there
exists ψ ∈ H2(Ω) such that

− ∆ψ = r in Ω, ψ
∣
∣
∂ΩD

= 0,
∂ψ

∂n

∣
∣
∂ΩN

= 0. (2.29)

Then
‖uh − u‖L2(Ω) ≤ Chµ ‖u‖Hs(Ω) , µ = min {p+ 1, s} . (2.30)

Proof. Let r := eh = uh − u and let ψ be the solution of (2.29). Then

‖eh‖2
L2(Ω) =

∫

Ω

reh = Bh(ψ, eh) [ by consistency (2.9) ]

= Bh(eh, ψ) [ by symmetry (2.14) of Bh(·, ·) ]

= Bh(eh, ψ − ψh). [ by Galerkin orthogonality (2.10), ψh ∈ Sh,1 arbitrary ]

≤ C|||eh||| inf
ψh∈Sh,1

|||ψ − ψh|||⋆ [ by boundedness (2.21) of Bh(·, ·) ]

≤ Ch|||eh||| ‖ψ‖H2(Ω) . [ by approximation property (2.18) ]

≤ Chµ ‖u‖Hs(Ω) ‖ψ‖H2(Ω) .
[

by the broken H1-estimate (2.23)
]

Numerical experiments carried out on uniform grids for NIPG and IIPG techniques
(with sufficiently regular exact solution u) give the L2-experimental orders of convergence
(EOC) equal to O(hp) for even p but O(hp+1) for odd p (see Babuška et al., 1999; Rivière,
2008, and references given therein). The optimal order of convergence for the odd degrees
of approximation was theoretically justified in (Larson and Niklasson, 2004), where NIPG
and IIPG methods were analyzed for uniform partitions of the one-dimensional domain.
Similar result were presented in (Chen., 2006).

On the other hand, several examples of special non-uniform (but quasi-uniform) meshes
were presented in (Guzmán and Rivière, 2009), where NIPG method gives EOC in the
L2-norm equal to O(hp) even for odd p. The sub-optimal EOC can be obtained also for
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IIPG method using these meshes, see (Rivière, 2008, Section 1.5, Table 1.2). Optimal error
estimates were shown for IIPG on arbitrary locally quasi-uniform meshes in 1D by (Doleǰśı
and Havle, 2010). This result will be presented in the next section.

Theoretical results concerning NIPG and IIPG for 2D and 3D problems are very limited.
In (Burman and Stamm, 2008), the optimal order of convergence in L2-norm was proved
for NIPG in 2D and 3D, with slightly modified penalization term. However, the proof is
valid only for piecewise-linear approximation (p = 1) and simplicial meshes, which are
asymptotically uniform, i.e.

∣
∣ |KL

Γ | − |KR
Γ |
∣
∣ ≤ ChζΓ|KL

Γ |, Γ ∈ F I
h ,

where ζ does not depend on h, and ζ ≥ 2. In (Wang et al., 2009), optimal estimates
was proved for NIPG and IIPG on uniform rectangular meshes with piecewise bilinear
approximation in 2D and piecewise trilinear approximation in 3D.

2.2 L2-norm Error Estimate for IIPG Method in 1D

In this section, we show that if the penalty parameter hΓ is specially chosen then IIPG
method gives optimal error estimates in the L2-norm for odd degrees of polynomial approx-
imation for arbitrary locally quasi-uniform partitions. Moreover, we prove that any other
choice of the penalty parameter of order O(h) depending on the size of two neighboring
elements does not lead to the optimal order of convergence in the L2-norm. However, a
choice of hΓ for NIPG method, which guarantees optimal order of convergence in the L2-
norm for odd degrees of polynomial approximation, is still open. Numerical experiments
which verify theoretical results can be found in appendix A.

Let d = 1 and Ω = (0, 1) be the one-dimensional computational domain. We consider
the Poisson problem with mixed boundary conditions:

− u′′ = f in Ω, −u′(0) = gN , u(1) = uD, (2.31)

where f : Ω → R, uD ∈ R and gN ∈ R are given. If f ∈ Hs(Ω), s > 0, then there exists
u ∈ Hs+2(Ω) which is the unique strong solution of (2.31).

Remark. It is possible to consider the Dirichlet boundary conditions in both endpoints,
i.e. u(0) = u(1) = 0. In this case Theorem 2.6 (the main result of this chapter) is valid.
However, the proof of (A) =⇒ (B) has to be slightly modified, the proof of (B) =⇒ (A)
rests the same.

Since Ω is one-dimensional, the elements of the partition Th are intervals

Th = {Kk : k = 0, . . . , N − 1}, where Kk = [xk, xk+1].

We assume that the nodes xk are ordered by

0 = x0 < x1 < · · · < xN−1 < xN = 1.
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We set hk = xk+1 − xk. Obviously, h = maxk=0,...,N−1 hk is the maximal element diameter.
The partition Th is Cr-regular in the sense of (1.15), (1.16), if and only if

hk ≤ Crhk+1, k = 0, . . . , N − 2, hk ≤ Crhk−1, k = 1, . . . , N − 1. (2.32)

Let χk denote the characteristic function of element Kk, k = 0, . . . , N − 1, i.e.

χk(x) =

{

1, x ∈ Kk,

0, x 6∈ Kk.

The jumps and mean values, defined by (1.22), reduce to

[v]k := [v]xk
=







v(0+), k = 0,
v(x−k ) − v(x+

k ), k = 1, . . . , N − 1,
v(1−), k = N

〈v〉k := 〈v〉xk
=







v(0+), k = 0,
1
2

(
v(x−k ) + v(x+

k )
)
, k = 1, . . . , N − 1,

v(1−), k = N,

where

v(x−k ) = lim
x→xk
x<xk

v(x), k = 1, . . . , N,

v(x+
k ) = lim

x→xk
x>xk

v(x), k = 0, . . . , N − 1.

We abbreviate the notation for the penalization parameters by Hk := hΓ where Γ = xk.
We consider the IIPG method (θ = 0), thus the DG forms are

Bh(uh, vh) =

N−1∑

k=0

∫ xk+1

xk

u′hv
′
h dx−

N∑

k=1

〈u′h〉k [vh]k +

N∑

k=1

cW
Hk

[uh]k [vh]k , (2.33)

Lh(vh) =

∫ 1

0

fvh dx+ gNvh(0
+) +

cW
HN

uDvh(1
−), uh, vh ∈ Sh,p, (2.34)

and the discrete problem reads: Find uh ∈ Sh,p such that

Bh(uh, vh) = Lh(vh), vh ∈ Sh,p. (2.35)

All results of section 2.1, namely the broken H1-error estimate (2.23), apply. In the
following we deal with the optimality of the L2-error estimate. Here, the choice of the
parameters Hk, k = 1, . . . , N is important. We assume that the parameters Hk are given
by means of a given function H : (0,∞) × (0,∞) → R,

Hk = H(hk−1, hk), k = 1, . . . , N − 1, (2.36)

HN = H(hN−1, hN−1).
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We assume that the function H(·, ·) is continuous and satisfies

H(a, b) > 0, (2.37)

H(a, b) = H(b, a),

H(κa, κb) = κH(a, b), κ, a, b > 0.

The assumptions (2.37) imply that inequalities (2.12) are satisfied with

CP = max
ξ∈[C−1

r ,Cr]
max

(

H(ξ, 1),
1

H(ξ, 1)

)

.

The assumptions (2.36) – (2.37) are natural, e.g., in (Guzmán and Rivière, 2009) the values
Hk = (hk−1 + hk)/2, k = 1, . . . , N − 1 and HN = hN−1 are used.

The main result of this chapter reads:

Theorem 2.6. Let p ∈ N and a continuous function H(·, ·) satisfying (2.37) be given.
Then two following assertions are equivalent.

(A) For each Cr > 0 there exists CW,0 > 0 such that for all cW > CW,0, f ∈ Hp(0, 1),
gN , uD ∈ R there exists a constant CE > 0 such that for any Cr-regular partition Th
the discrete problem (2.35) with the problem data f , gN , uD and the parameters cW
and Hk, k = 1, . . . , N given by (2.36) has unique solution uh ∈ Sh,p satisfying

‖uh − u‖L2(0,1) ≤ CEh
p+1, (2.38)

where u is the strong solution of (2.31).

(B) The degree of approximation p is an odd number and the function H is a multiple of

Hp(a, b) =

{
ap+1−bp+1

ap−bp
, a 6= b,

p+1
p
a, a = b.

(2.39)

Theorem 2.6 implies that IIPG method gives optimal order of convergence for p = 1 if
and only if H(a, b) = c(a + b), c > 0, c = const. Hence for p = 1 the penalty parameters
have to be chosen in the same was as, e.g, in (Guzmán and Rivière, 2009). However, for
p > 1 the relation for “optimal” H is different.

Auxiliary results

Within this section we derive several auxiliary results which are the base of the proof of
Theorem 2.6. In order to examine the penalization term, we construct representations of
the jump functionals

Φk(vh) =
cW
Hk

[vh]k , vh ∈ Sh,p, k = 1, . . . , N. (2.40)
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Since the bilinear form Bh(·, ·) is not symmetric, there are two natural choices of represen-
tation:

wh,p,k ∈ Sh,p : Bh(wh,p,k, vh) = Φk(vh), vh ∈ Sh,p, k = 1, . . . , N, (2.41)

w⋆h,p,k ∈ Sh,p : Bh(vh, w
⋆
h,p,k) = Φk(vh), vh ∈ Sh,p, k = 1, . . . , N. (2.42)

The existence and uniqueness of functions wh,p,k and w⋆h,p,k immediately follow from the
coercivity (2.22), using the same reasoning as in the proof of Property 2.4.

The functions wh,p,k take a particularly simple form

wh,p,k =
k−1∑

j=0

χj . (2.43)

The functions w⋆h,p,k can be expressed analytically for p = 1,

w⋆h,1,k(x) =
1

2

(
x− xk−1

hk−1
χk−1(x) +

x− xk+1

hk+1
χk(x)

)

, k = 1, . . . , N − 1, (2.44)

w⋆h,1,N(x) =
x− xk−1

hk−1
χN−1(x). (2.45)

For general p ≥ 2, the analytical expression of w⋆h,p,k is not easy to obtain, see also (Larson
and Niklasson, 2004, paragraph 3.3), for special cases and different formulation. However,
two following lemmas will be sufficient for our purposes.

Lemma 2.7. For each p = 1, 2, . . . there exists a polynomial w⋆p ∈ P p(0, 1) such that

w⋆h,p,k(x) =
1

2

(

w⋆p

(
x− xk−1

hk−1

)

χk−1(x) − w⋆p

(
xk+1 − x

hk

)

χk(x)

)

, (2.46)

k = 1, . . . , N − 1,

w⋆h,p,N(x) = w⋆p

(
x− xN−1

hN−1

)

χN−1(x), (2.47)

where w⋆h,p,k, k = 1, . . . , N are defined by (2.42).

Proof. For p = 1, we use (2.44), (2.45). The polynomial w⋆1(t) = t satisfies (2.46), (2.47).
Let us now consider the case p ≥ 2. Let Vp = P p(0, 1) ∩ H1

0 (0, 1). Let w̃p ∈ Vp be
the solution of the following symmetric, positive definite, finite-dimensional variational
problem

∫ 1

0

w̃′
p(t)v

′
p(t) dt = v′p(1), vp ∈ Vp.

We define
w⋆p(t) = t+ w̃p(t). (2.48)
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First, we prove following auxiliary relation

∫ 1

0

(w⋆p)
′(t)v′(t) dt = v′(1), v ∈ P p(0, 1). (2.49)

Let v ∈ P p(0, 1) be arbitrary. There exist real numbers c0, c1 and a polynomial vp ∈ Vp
such that v(t) = c0 + c1t+ vp(t). We have vp(0) = vp(1) = w̃p(0) = w̃p(1) = 0 and

∫ 1

0

(w⋆p)
′(t)v′(t) dt =

∫ 1

0

(1 + w̃′
p(t))(c1 + v′p(t)) dt = c1 + v′p(1) = v′(1)

Let us now prove (2.46). Let vh ∈ Sh,p be arbitrary. Let zh,k denote the right-hand side
of (2.46), where we set w⋆p as defined by (2.48). Using (2.49), we get

∫ xk

xk−1

v′h(x)z
′
h,k(x) dx =

hk−1

2

∫ 1

0

v′h(xk−1 + thk−1)(w
⋆
p(t))

′ dt =
v′h(x

−
k )

2
,

∫ xk+1

xk

v′h(x)z
′
h,k(x) dx =

hk
2

∫ 1

0

v′h(xk+1 − thk)(w
⋆
p(t))

′ dt =
v′h(x

+
k )

2
,

[zh,k]k = 1,

and

Bh(vh, zh,k) =
1

2

(
v′h(x

−
k ) + v′h(x

+
k )
)
− 〈v′h〉k [zh,k]k +

cW
Hk

[vh]k [zh,k]k =
cW
Hk

[vh]k .

This proves the equation (2.46). We omit the proof of (2.47), since it is quite similar.

Lemma 2.8. The functions w⋆h,p,k defined by (2.42) have following properties

[
w⋆h,p,k

]

ℓ
= δk,ℓ, k, l = 1, . . . , N. (2.50)

∫

Kℓ

w⋆h,p,k(x)g(x) dx = 0, g ∈ P p−2(Kℓ), p ≥ 2, (2.51)

ℓ = 0, . . . , N − 1, k = 1, . . . , N.

Proof. Putting vh := w⋆h,p,k in (2.41), vh := wh,p,k in (2.42) and using (2.40) and (2.43), we
obtain

cW
Hℓ

[
w⋆h,p,k

]

ℓ
= Φℓ(w

⋆
h,p,k) = Bh(wh,p,ℓ, w

⋆
h,p,k) = Φk(wh,p,ℓ) =

cW
Hk

[wh,p,ℓ]k =
cW
Hk

δk,ℓ,

which immediately gives (2.50).
Moreover, let ℓ = 0, . . . , N − 1 and let g be an arbitrary polynomial of degree less than

or equal to p− 2. Let ψ ∈ H2(Ω) be the solution of the following boundary-value problem

−ψ′′(x) = g(x)χℓ(x), x ∈ (0, 1),

ψ′(0) = ψ(1) = 0.
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Obviously, ψ ∈ Sh,p and [ψ]k = 0. We have
∫

Kℓ

g(x)w⋆h,p,k(x) dx = Bh(ψ,w
⋆
h,p,k) = Φk(ψ) =

cW
Hk

[ψ]k = 0.

The representation w⋆h,p,k allows us to express and estimate jumps of the approximate
solution uh. Substituting w⋆h,p,k as a test function to (2.35), we get

cW
Hk

[uh]k = Bh(uh, w
⋆
h,p,k) = Lh(w

⋆
h,p,k), k = 1, . . . , N. (2.52)

In the following lemma, we identify the leading term on the the right-hand side Lh(w
⋆
h,p,k).

Lemma 2.9. Let w⋆h,p,k, k = 1, . . . , N be defined by (2.42). Then

Lh(w
⋆
h,p,k) = K0,p

(
(−1)p−1hpk−1 − hpk

)
f (p−1)(xk) +K2,pεk, k = 1, . . . , N − 1, (2.53)

Lh(w
⋆
h,p,N) =

cW
HN

uD +K1,p(−1)p−1hpk−1f
(p−1)(1) +K2,pεN , (2.54)

where

|εk| ≤ hp
∥
∥f (p)

∥
∥
L1(xk−1,xk+1)

, k = 1, . . . , N − 1, (2.55)

|εN | ≤ hp
∥
∥f (p)

∥
∥
L1(xN−1,xN )

, (2.56)

K0,p, K1,p, K2,p ∈ R are constants and K0,p 6= 0.

Proof. Let k = 1, . . . , N − 1. Using the Taylor theorem, we have

f(x) =

p−1
∑

j=0

f (j)(xk)

j!
(x− xk)

j +R(x), R(x) =

x∫

xk

f (p)(ξ)
(x− ξ)p

p!
dξ.

From (2.34), (2.46), (2.50) and (2.51) we get

Lh(w
⋆
h,p,k) =

xk+1∫

xk−1

f(x)w⋆h,p,k(x) dx

=
f (p−1)(xk)

(p− 1)!

xk+1∫

xk−1

(x− xk)
p−1w⋆h,p,k(x) dx +

xk+1∫

xk−1

R(x)w⋆h,p,k(x) dx.

Using (2.46), we obtain

xk+1∫

xk−1

(x− xk)
p−1w⋆h,p,k(x) dx =

(−1)p−1hpk−1 − hpk
2

1∫

0

(1 − t)p−1w⋆p(t) dt.
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Finally, we estimate third term by
∣
∣
∣
∣
∣
∣

xk+1∫

xk−1

R(x)w⋆h,p,k(x) dx

∣
∣
∣
∣
∣
∣

≤ hp

p!

∥
∥w⋆p

∥
∥
L∞(0,1)

∥
∥f (p)

∥
∥
L1(xk−1,xk+1)

.

Therefore, (2.53) holds with the constants

K0,p =
1

2(p− 1)!

1∫

0

(1 − t)p−1w⋆p(t) dt, K2,p =
1

p!

∥
∥w⋆p

∥
∥
L∞(0,1)

. (2.57)

Now we prove by contradiction that K0,p is not zero. Let us assume that K0,p = 0 then
it follows from (2.57), (2.46) and (2.51) that w⋆p is orthogonal to P p−1(0, 1). Thus w⋆p
is a multiplicand of pth element of the orthogonal basis of P p(0, 1) and according, e.g.,
(Powell, 1981, Theorem 12.2) all roots of w⋆p are simple and lie in the interior of (0, 1).
Then w⋆p(0) 6= 0, but by (2.48) w⋆p(0) = 0 which is in contradiction and thus K0,p 6= 0.

The proof of (2.54) can be done by the similar technique.

The representation wh,p,k is useful to quantify the influence of discretization parameters
cW and {Hk}Nk=1 to the approximate solution uh. Let us consider two sets of discretization
parameters (cW , {Hk}Nk=1) and (c̃W , {H̃k}Nk=1) and the corresponding approximate solutions
uh, ũh.

Lemma 2.10. Let uh and ũh be the unique solutions of the discrete problem (2.35) with
the discretization parameters (cW , {Hk}Nk=1) and (c̃W , {H̃k}Nk=1), respectively. Then

uh − ũh =
N∑

k=1

(

1 − cW H̃k

c̃WHk

)

[uh]k wh,p,k. (2.58)

Proof. By B̃h(·, ·), L̃h(·) we denote the bilinear and linear forms (2.33)-(2.34) corresponding
to the discretization parameters (c̃W , {H̃k}Nk=1). Without any loss of generality, we assume
uD = gN = 0. Then

Bh(uh, vh) = Lh(vh) = L̃h(vh) = B̃h(ũh, vh), vh ∈ Sh,p. (2.59)

By (2.41), the representation function wh,p,k does not depend on the choice of penalization
parameters, and (2.41) holds with the form Bh replaced by B̃h. Let rh be the right-hand
side of (2.58). Let vh ∈ Sh,p be arbitrary. Then

B̃h(rh, vh) =
N∑

k=1

(

1 − cW H̃k

c̃WHk

)

[uh]k B̃h(wh,p,k, vh)
[

using bilinearity of B̃h

]

=

N∑

k=1

(

1 − cW H̃k

c̃WHk

)

[uh]k
c̃W

H̃k

[vh]k [ by (2.41) ]
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=

N∑

k=1

c̃W

H̃k

[uh]k [vh]k −
N∑

k=1

cW
Hk

[uh]k [vh]k

= B̃h(uh, vh) − Bh(uh, vh) [ using the definition (2.33) of Bh ]

= B̃h(uh, vh) − B̃h(ũh, vh). [ by (2.59) ]

We have B̃h(rh − (uh − ũh), vh) = 0 for all vh ∈ Sh,p. Substituting vh = rh − (uh − ũh) and
using the coercivity (2.22), we get rh − (uh − ũh) = 0.

Proof of (B) =⇒ (A)

Assume (B). Without any loss of generality, we assume H(a, b) = Hp(a, b). We put eh =
uh − u ∈ L2(Ω). Let ψ ∈ H2(Ω) be the weak solution of the boundary-value problem

− ψ′′ = eh in Ω, (2.60)

ψ′(0) = 0, ψ(1) = 0.

The function ψ is continuous and [ψ]k = 0 for all k = 1, . . . , N . A straightforward manip-
ulation yields

Bh(eh, ψ) −
N∑

k=1

〈ψ′〉k [eh]k = Bh(ψ, eh) =

∫

Ω

eheh dx.

The solution u of (2.31) is continuous as well. Therefore

‖eh‖2
L2(Ω) = Bh(eh, ψ) −

N∑

k=1

〈ψ′〉k [eh]k = Bh(eh, ψ − ψh) −
N∑

k=1

〈ψ′〉k [eh]k , (2.61)

where ψh is a discontinuous piecewise linear approximation to ψ satisfying

|||ψh − ψ|||⋆ ≤ Ch |ψ|H2(Ω) , (2.62)

see (2.18). So far, we followed the standard Nitsche trick. It is clear that we need to prove
the inequality ∣

∣
∣
∣
∣

N∑

k=1

ψ′(xk) [eh]k

∣
∣
∣
∣
∣
≤ Chp+1 ‖ψ‖H2(Ω) ‖f‖Hp(Ω) , (2.63)

since then we are able to estimate the right-hand side of (2.61) using (2.62), (2.21), (2.23)
and (2.63) by

‖eh‖2
L2(Ω) ≤ Ch|||eh||| |ψ|H2(Ω) + Chp+1 ‖ψ‖H2(Ω) ‖f‖Hp(Ω)

≤ C
(

‖u‖Hp+1(Ω) + ‖f‖Hp(Ω)

)

hp+1 ‖eh‖L2(Ω) .
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In order to prove (2.63), we use the functions w⋆h,p,k, k = 1, . . . , N given by (2.42). From
(2.52) – (2.54), we get

[eh]k = [uh]k =
Hk

cW
Bh(uh, w

⋆
h,p,k) =

Hk

cW
Lh(w

⋆
h,p,k)

=
K0,p

cW
Hk

(
(−1)p−1hpk−1 − hpk

)
f (p−1)(xk) +

K2,p

cW
Hkεk,

k = 1, . . . , N − 1,

[eh]N = [uh]N − uD

=
K1,p

cW
HN(−1)p−1hpN−1f

(p−1)(xN) +
K2,p

cW
HNεN .

By the assumption (B) of Theorem 2.6, p is odd and Hk are given by (2.36) and (2.39).
Note that

Hk

(
(−1)p−1hpk−1 − hpk

)
= hp+1

k−1 − hp+1
k , k = 1, . . . , N − 1.

Therefore,

[eh]k =
K0,p

cW

(
hp+1
k−1 − hp+1

k

)
f (p−1)(xk) +

K2,p

cW
Hkεk, k = 1, . . . , N − 1.

Let γ(x) = ψ′(x)f (p−1)(x). Using summation by parts

N−1∑

k=1

(
hp+1
k−1 − hp+1

k

)
γ(xk) =

N−2∑

k=1

hp+1
k (γ(xk+1) − γ(xk)) + hp+1

0 γ(x1) − hp+1
N−1γ(xN−1)

=
N−2∑

k=1

hp+1
k

xk+1∫

xk

γ′(x) + hp+1
0 γ(x1) − hp+1

N−1γ(xN−1). (2.64)

Using the imbedding W 1,1(0, 1) ⊂ L∞(0, 1), equivalence of | · |W 1,1(0,1)-seminorm with ‖ ·
‖W 1,1(0,1)-norm for γ(0) = ψ′(0)f (p−1)(0) = 0 and the Cauchy inequality, we obtain

‖γ‖L∞(0,1) ≤ C ‖γ′‖L1(0,1) = C
∥
∥ψ′′f (p−1) + ψ′f (p)

∥
∥
L1(0,1)

≤ C ‖ψ‖H2(0,1) ‖f‖Hp(0,1) ,

which together with (2.64) yields
∣
∣
∣
∣
∣

N−1∑

k=1

(
hp+1
k−1 − hp+1

k

)
γ(xk)

∣
∣
∣
∣
∣
≤ Chp+1 ‖ψ‖H2(0,1) ‖f‖Hp(0,1)

We complete the proof of (2.63) using (2.55), (2.56).

Proof of (A) =⇒ (B)

The assertion A =⇒ B is proved in two steps:

• Step 1. by a contradiction we show that if (A) is valid then p has to be odd

• Step 2. assuming that (A) is valid and p is odd we show that H is a multiple of Hp

given by (2.39).
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Step 1. We prove by the contradiction, that the optimal L2-estimate (2.38) does not
hold for even p. Let us assume that (A) holds and p is even. Let Cr = 1, f(x) = xp−1,
uD = gN = 0. Let CW,0 and CE be the constants from (A). Let cW = CW,0, c̃W = 2CW,0.
Let N ∈ N be arbitrary and let Th be an uniform partition with N elements, i.e. h =
1/N . Let uh and ũh respectively be the solution of (2.35) with discretization parameters
(cW , {Hk}Nk=1) and (c̃W , {H̃k}Nk=1), respectively, where H̃k = Hk = hH(1, 1), k = 1, . . . , N .
Let rh = uh − ũh. From (2.38), we have

‖rh‖L2(0,1) ≤ ‖uh − u‖L2(0,1) + ‖u− ũh‖L2(0,1) ≤ 2CEh
p+1. (2.65)

On the other hand, (2.58) and (2.43) implies, that the function rh is constant on each
element Kℓ, ℓ = 1, . . . , N ,

rh
∣
∣
Kℓ

(x) =
1

2

N∑

k=1

[uh]k wh,p,k
∣
∣
Kℓ

(x) =
1

2

N∑

k=1

[uh]k

k−1∑

j=0

χj
∣
∣
Kℓ

(x) =
1

2

N∑

k=ℓ+1

[uh]k . (2.66)

Using (2.52) – (2.56), the fact f (p−1)(x) = (p− 1)! and f (p)(x) = 0, we get

[uh]k = M1h
p+1, k = 1, . . . , N − 1, M1 =

2K0,p(p− 1)!H(1, 1)

cW
6= 0,

[uh]N = M2h
p+1, M2 =

K1,p(p− 1)!H(1, 1)

cW
.

Therefore,

‖rh‖L2(0,1) ≥ ‖rh‖L1(0,1) ≥
N−2∑

ℓ=0

‖rh‖L1(xℓ,xℓ+1)
=

N−2∑

ℓ=0

h
∣
∣M1(N − ℓ− 1)hp+1 +M2h

p+1
∣
∣

≥ |M1|hp+2

N−2∑

ℓ=0

(N − ℓ− 1) − |M2|hp+2

N−2∑

ℓ=0

1

≥
(

|M1|
N(N − 1)

2
− |M2|(N − 1)

)

hp+2

≥ |M1|
2

hp + O
(
hp+1

)
,

which is in contradiction with (2.65).

Step 2. Let us assume that (A) holds and p is odd. Let Cr > 1 is arbitrary, but fixed. Let
f(x) = xp−1, uD = gN = 0. Let CW,0 and CE be the constants from (A). Let cW = CW,0+1,

c̃W = 2CW,0. Let β ∈ (C
−1/2
r , 1). Let N ∈ N be arbitrary multiple of three and let Th be a

partition with N elements, such that

h3j+ℓ =
3βℓ

(1 + β + β2)N
j = 0, . . . , N/3 − 1, ℓ = 0, 1, 2.
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This partition satisfies (2.32) and

h =
M0(β)

N
, where M0(β) =

3

1 + β + β2
, (2.67)

h3j+ℓ = hβℓ, j = 0, . . . , N/3 − 1, ℓ = 0, 1, 2.

Let uh and ũh respectively be the solution of (2.35) with discretization parameters (cW , {Hk}Nk=1)
and (c̃W , {H̃k}Nk=1), respectively, where H̃k = Hk = H(hk−1, hk), k = 1, . . . , N . Let rh =
uh − ũh.

Similarly as in Step 1, we have (2.65) and (2.66) and

[uh]k = M1Hk(h
p
k−1 − hpk), k = 1, . . . , N − 1, M1 =

K0,p(p− 1)!

cW
,

[uh]N = M2HNh
p
N−1, M2 =

K ′
p(p− 1)!

cW
.

We estimate ‖rh‖L1(0,1) from below by

‖rh‖L1(0,1) ≥
N/3−1
∑

ℓ=1

h3ℓ−1

∣
∣
∣
∣
∣

N−1∑

k=3ℓ

[uh]k + [uh]N

∣
∣
∣
∣
∣
≥M3(h, β) −M4(h, β), (2.68)

where

M3(h, β) =
|M1|

2

N/3−1
∑

ℓ=1

h3ℓ−1

∣
∣
∣
∣
∣

N−1∑

k=3ℓ

Hk(h
p
k−1 − hpk)

∣
∣
∣
∣
∣
,

M4(h, β) =
|M2|

2

N/3−1
∑

ℓ=1

hℓHNh
p
N−1.

The term M4(h, β) is O (hp+1) since

M4(h, β) ≤ |M2|
2

H(1, 1)hp+1
N−1

N/3−1
∑

ℓ=1

hℓ ≤
|M2|

2
H(1, 1)hp+1.

It remains to estimate term M3(h, β). Using h3k−1 = h3k+2 and the homogeneity as-
sumption (2.37), we get

N−1∑

k=3ℓ

Hk(h
p
k−1 − hpk) =

N/3−1
∑

k=ℓ

2∑

j=0

H3k+j(h
p
3k+j−1 − hp3k+j)

=

N/3−1
∑

k=ℓ

G(h3k, h3k+1, h3k+2) =
N − 3ℓ

3
hp+1G(1, β, β2),
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where

G(α0, α1, α2) = H(α0, α1)(α
p
0 − αp1) + H(α1, α2)(α

p
1 − αp2) + H(α2, α0)(α

p
2 − αp0) (2.69)

Therefore,

N/3−1
∑

ℓ=1

h3ℓ−1

∣
∣
∣
∣
∣

N−1∑

k=3ℓ

Hk(h
p
k−1 − hpk)

∣
∣
∣
∣
∣
=
hp+2β2

3
|G(1, β, β2)|

N/3−1
∑

ℓ=1

(N − 3ℓ)

=
(M2

0 (β)hp − 3M0(β)hp+1)β2

18
|G(1, β, β2)|,

where M0(β) is given by (2.67). Then term M3(h, β) satisfies

M3(h, β) =
|M1|

2

(M2
0 (β)hp − 3M0(β)hp+1)β2

18
|G(1, β, β2)|.

However, estimates (2.65) and (2.68) implies that term M3(h, β) is O (hp+1). Since M0(β) 6=
0 and M1 6= 0, it follows that

G(1, β, β2) = 0, β ∈ (C−1
r , 1). (2.70)

Finally, we have to prove that the property (2.70) implies that function H is a multiple of
(2.39). Let us prove a technical lemma.

Lemma 2.11. Let G be defined by (2.69) and there exists 0 < ε < 1 such that

G(1, β, β2) = 0, β ∈ (ε, 1).

Then

H(a, b) =
H(1, 1)

Hp(1, 1)
Hp(a, b), a, b > 0, ε2 < b/a < ε−2, (2.71)

where Hp is given by (2.39).

Proof. Let F (β) = H(1, β). A straightforward algebraic manipulation shows that

G(1, β, β2) = (1 − βp)
[
(1 + βp+1)F (β) − (1 + βp)F (β2)

]
.

Therefore, the function F satisfies the equation

(1 + βp+1)F (β) = (1 + βp)F (β2), β ∈ (ε, 1). (2.72)

Let Fp(β) = Hp(1, β). The function Fp satisfies the equation (2.72) as well,

(1 + βp+1)Fp(β) = (1 + βp)Fp(β
2), β ∈ R. (2.73)

Dividing (2.72) by (2.73) we found that the ratio Q(β) = F (β)/Fp(β) satisfies

Q(β) = Q(β2), β ∈ (ε, 1).

By continuity,

Q(β) = Q(
√

β) = Q( 4
√

β) = · · · = lim
r→∞

Q( 2r
√

β) = Q(1), β ∈ (ε2, 1).

The equation (2.71) follows easily from the properties (2.37).
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Let us finish the proof of the main theorem. The equation (2.71) holds with ε = C
−1/2
r .

The number Cr > 1 was arbitrary. Therefore H is indeed a multiple of Hp,

H(a, b) =
H(1, 1)

Hp(1, 1)
Hp(a, b), a, b > 0.

Remark on the analysis of the NIPG method

There is a natural question if it is possible to use a similar technique for the determination
of the penalty parameters which give optimal order of convergence for odd p also for the
NIPG method on non-equidistant grids. Recall the one-dimensional form of the NIPG
bilinear form (2.7) with θ = −1

BN
h (uh, vh) =

N−1∑

k=0

∫

Kk

u′hv
′
h dx−

N∑

k=1

〈u′h〉k [vh]k +
N∑

k=1

〈v′h〉k [uh]k +
N∑

k=1

cW
Hk

[uh]k [vh]k (2.74)

and the corresponding NIPG linear form

LNh (vh) =

∫ 1

0

fvh dx+ gNvh(0) + uDv
′
h(1) +

cW
HN

uDvh(1), (2.75)

where cW > 0 and Hk, k = 1, . . . , N are the given penalty parameters.
Replacing Bh by BN

h in (2.41) – (2.42), we can define functions wh,p,k and w⋆h,p,k rep-
resenting the jump functionals (2.40) for NIPG method. However, it is rather difficult to
derive similar results as in Lemma 2.7 for NIPG method. Using Green’s theorem and some
technical manipulations, we obtain from (2.74) and (2.40) – (2.42) the identity

cW
Hk

[vh]k =Φk(vh) = BN
h (vh, w

⋆
h,p,k)

= −
N−1∑

j=0

∫

Kj

v′′hw
⋆
h,p,k dx− v′h(0)w⋆h,p,k(0) +

N−1∑

j=1

[v′h]j
〈
w⋆h,p,k

〉

j

+

N∑

j=1

〈
(w⋆h,p,k)

′
〉

j
[vh]j +

N∑

j=1

cW
Hj

[vh]j
[
w⋆h,p,k

]

j
∀vh ∈ Sh,p.

By a contradiction it is possible to prove that function w⋆h,p,k has not support [xk−1, xk+1]
in contrast to the IIPG case (the proof is technical and it is based on suitable choices of
vh ∈ Sh,p which imply that w⋆h,p,k = 0). This difference represents the main obstacle in the
use of the jump functionals for the determination of the penalty parameters which give
optimal order of convergence for the NIPG method.
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Chapter 3

Finite Volume Methods for Shallow
Water Equations

In this chapter, we present a finite volume discretization of the Shallow Water Equations
(SWE) based on a Vijayasundaram numerical flux.

The SWE system (also called Saint-Venant equations) is an incompressible sub-model
of the general governing equations for the dynamics of fluids. The system is derived from
the incompressible Euler equations of fluid dynamics, neglecting the variations with respect
to the vertical direction (see Toro, 1997, pg. 33). The equations represent the free-surface
gravity flow in the three-dimensional channel with the bottom x3 = z(x1, x2) assumed fixed
in time, and the free surface under gravity x3 = H(x1, x2, t) which depends on space and
time (see Fig. 3.1). The flow is described by the height h = h(x1, x2, t) = H(x1, x2, t) −

x1

x2

x3

h = h(x1, x2, t)

z(x1, x2)

H(x1, x2, t)

Figure 3.1: Notation for Shallow Water Equations.

z(x1, x2) and the two components of velocity vi = vi(x1, x2, t), i = 1, 2. The SWE system
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reads

∂h

∂t
+

∂

∂x1

(hv1) +
∂

∂x2

(hv2) = 0, (3.1)

∂(hv1)

∂t
+

∂

∂x1
(hv2

1 +
1

2
gh2) +

∂

∂x2
(hv1v2) = −gh ∂z

∂x1
, (3.2)

∂(hv2)

∂t
+

∂

∂x1
(hv1v2) +

∂

∂x2
(hv2

2 +
1

2
gh2) = −gh ∂z

∂x2
. (3.3)

The symbol g denotes a constant gravitational acceleration (g ≈ 9.8ms−2). The first equa-
tion (3.1) represents the conservation of mass, (3.2)-(3.3) represent the conservation of
both horizontal components of the momentum.

We rewrite (3.1)-(3.3) as

∂w

∂t
+

2∑

s=1

∂

∂xs
f s(w) = s(x,w), (3.4)

where w = (h, hv1, hv2)
T , and

f1(w) =





hv1

hv2
1 + 1

2
gh2

hv1v2



 , f2(w) =





hv2

hv1v2

hv2
2 + 1

2
gh2



 , s(x,w) =

(
0

−gh∇z(x)

)

. (3.5)

The fluxes f s are defined on the domain D = {(h, hv1, hv2) ∈ R3 : h > 0}.
If the channel bottom is flat (z = const.), then (3.4) becomes a system of conservation

laws. Conservative methods, such as the Finite Volume or discontinuous Galerkin schemes,
are natural choices for numerical solution. We present the construction of Finite Volume
scheme for the flat bottom case in section 3.2, and for the general case in section 3.3.

It should be noted, that there is an important difficulty which we do not address in this
work. During the evolution of the model, a state h = 0 may appear. The fluxes (3.5) are
not well defined for h = 0. In this case, the numerical schemes discussed later may break
down.

3.1 The continuous problem

Rotational Invariance. Let us consider an arbitrary orthogonal coordinate transfor-
mation

x̃ = Q0x+ x̃0

where Q0 ∈ R2×2 is orthogonal matrix, QT
0 Q0 = Q0Q

T
0 = I, and x̃0 ∈ R2. The correspond-

ing transformation of the vector w of conserved variables is

w̃ = Qw, Q =

(
1 0
0 Q0

)

∈ R3×3.
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The SWE system (3.4) is rotationally invariant, i.e. a function w = w(x, t) solves (3.4) if
and only if the function

w̃(x̃, t) = Qw(Q−1
0 (x̃− x̃0), t)

solves the system (3.4), with the topography function z replaced by z̃(x̃) = z(Q−1
0 (x̃− x̃0)).

The rotational invariance can be also stated as a property of the fluxes f s. The flux (of
the quantity w) in the direction n = (n1, n2)

T is (see Feistauer et al., 2003, section 3.1)

P(w,n) =
2∑

s=1

nsf s(w). (3.6)

The flux is rotationally invariant, if

P(Qw,Q0n) = QP(w,n) (3.7)

for all n ∈ R2 and all orthogonal matrices Q0. Let us prove (3.7) directly. Recall that
w = (h, hv)T = (h, hv1, hv2)

T and set q = hv.

P(w,n) = n1





q1
h−1q2

1 + 1
2
gh2

h−1q1q2



+ n2





q2
h−1q1q2

h−1q2
2 + 1

2
gh2



 =
nTq

h

(
h
q

)

+
1

2
gh2

(
0
n

)

,

P(Qw,Q0n) =
(Q0n)TQ0q

h

(
h

Q0q

)

+
1

2
gh2

(
0

Q0n

)

=
nTq

h
Q

(
h
q

)

+
1

2
gh2Q

(
0
n

)

= QP(w,n).

This proves (3.7). The consequence of relation (3.7) is the following

Property 3.1. Let w ∈ D and n ∈ R2, |n| = 1. Then

P(w,n) = Q−1f1(Qw), Q0 = Q0(n) =

(
n1 n2

−n2 n1

)

. (3.8)

Proof. The matrix Q0 is orthogonal and Q0n = (1, 0)T (matrix-vector product). It follows
from (3.7)

P(w,n) = Q−1P(Qw,Q0n) = Q−1



(Q0n)1
︸ ︷︷ ︸

=1

f 1(Qw) + (Q0n)2
︸ ︷︷ ︸

=0

f 2(Qw)



 = Q−1f 1(Qw).
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Hyperbolicity. Consider the case z = const.. Then (3.4) is a system of conservation laws.
Hyperbolicity is an important property of system of conservative laws, which is crucial to
the stability and well-posedness. By (Feistauer et al., 2003, Definition 2.3), the system
is hyperbolic, if the Jacobi matrix (with respect to w) of the directional flux (3.6) is
diagonalizable and has real eigenvalues. By virtue of (3.8), it is sufficient to consider only
the flux f 1.

Property 3.2. For all w = (h, hv1, hv2) ∈ D, the matrix

A1(w) =





0 1 0
−v2

1 + gh 2v1 0
−v1v2 v2 v1



 (3.9)

is the Jacobi matrix of f 1. With the notation c =
√
gh, the eigenvalues and the correspond-

ing eigenvalues of A1(w) are

λ1(w) = v1 − c, λ2(w) = v1, λ3(w) = v1 + c, (3.10)

r1(w) =





1
v1 − c
v2



 , r2(w) =





0
0
1



 , r3(w) =





1
v1 + c
v2



 . (3.11)

Moreover, the matrix A1(w) is diagonalizable,

A1(w) = TΛ\T−1, (3.12)

where

Λ\ =





v1 − c 0 0
0 v1 0
0 0 v1 + c



 , T =





1 0 1
v1 − c 0 v1 + c
v2 1 v2



 , T−1 =





v1+c
2c

−1
2c

0
−v2 0 1
−v1+c

2c
1
2c

0



 .

(3.13)

Proof. By direct computation.

The diagonal decomposition (3.12) shows that the system of conservation laws is hy-
perbolic. The explicit formulas for eigenvalues and eigenvectors (3.10)-(3.11) are important
for the construction of numerical fluxes based on approximate Riemann solvers, such as
the Vijayasundaram flux (see section 3.2).

Further properties of the continuous problem. We will make only few remarks.
For example, one can show that the eigenvalues λ1, λ3 are genuinely nonlinear, and λ2 is
linearly degenerate. Also, theoretical results for the general case z 6= const. can be found
in literature, e.g. (Bernetti et al., 2008).

However, up to our knowledge, there are no results on global existence and uniqueness of
the solution to (3.4). Therefore well-posed weak formulation of the PDE and the boundary
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conditions remains an open problem. Unfortunately, such questions are largely unsolved for
systems of multidimensional nonlinear hyperbolic conservation laws, except certain special
cases, 1D problems and Riemann problems (see Feistauer et al., 2003, section 2.3).

In order to have a starting point for the discretization, we need a formulation of the
initial-boundary value problem (IBVP) on a bounded domain Ω and finite time interval
(0, T ). Our treatment of the IBVP is rather formal. We will not discuss possible weak
formulations, regularity assumption, and so forth. Without global well-posedness results,
these discussions would be meaningless.

The initial-boundary value problem The shallow water equations represent a two-
dimensional model. We consider the two-dimensional system (3.4) and the corresponding
one-dimensional simplification (the so called split 2D version). Both cases are covered by
the formulation

∂w

∂t
+

d∑

s=1

∂

∂xs
f s(w) = s(x,w), x ∈ Ω, t ∈ (0, T ). (3.14)

where d ∈ {1, 2} and Ω ⊂ Rd. Note that in both cases, the vector of conserved variables
has three components w = (h, hv1, hv2). We prescribe the initial condition

w(x, 0) = w0(x), x ∈ Ω, (3.15)

where w0 is a given function.
The question of boundary conditions for nonlinear systems of conservation laws is del-

icate (see Dubois and Floch, 1988). Our notation closely matches the implementation on
the numerical level. We prescribe boundary conditions in the form

w(x, t) − B (x,w(x, t)) = 0, (3.16)

where B : ∂Ω ×D ×D → D is a given mapping. The motivation for this notation will be
clear later in section 3.2, see (3.53). The mapping B represents the extrapolation procedure
used in the finite volume method. In this way, several types of boundary conditions are
possible, namely

(i) Prescribed water height

B
(
x, (h, q1, q2)

T
)

= B
(
x, (hD(x), q1, q2)

T
)
, x ∈ ∂Ω, (h, q1, q2) ∈ D. (3.17)

where hD : ∂Ω → R is a given function.

(ii) Prescribed discharge

B
(
x, (h, q1, q2)

T
)

= B
(
x, (h, qD1 (x), qD2 (x))T

)
, x ∈ ∂Ω, (h, q1, q2) ∈ D. (3.18)

where qD : ∂Ω → R2 is a given vector-valued function.
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(iii) Outflow boundary conditions

B (x,w) = w, x ∈ ∂Ω, w ∈ D. (3.19)

Nothing is prescribed.

The zero-flux boundary conditions (e.g. impermeable wall) are not covered by (3.16). For
simplicity, we do not consider such boundary conditions.

3.2 FV method for the case z = const.

We consider first the flat bottom case z = const.. A standard finite volume (FV) method
(LeVeque, 1990; Eymard et al., 2000; Feistauer et al., 2003) can be applied. We retain the
notation of Chapter 1. Let Th be a partition of Ω ⊂ Rd. The elements of Th are called finite
volumes in this context. For the purposes of FV discretization, the requirements concerning
Th from section 1.1 can be relaxed. If d = 2, we assume that the finite volumes K ∈ Th are
closed polygons with mutually closed interiors. We introduce the notation

E(L) = {Γ ∈ Fh : |Γ ∩ L| 6= 0} , L ∈ Th. (3.20)

For each Γ ∈ E(L), we denote the outer unit normal to ∂L restricted to the face Γ by nL,Γ.
We construct a partition 0 = t0 < t1 < . . . < tNT = T of the time interval [0, T ] and denote
by τj = tj+1 − tj the time step between tj and tj+1.

Recall the derivation of the FV method. We integrate (3.14) over a finite volume L ∈ Th
and a time subinterval (tj , tj+1) and use Green’s Theorem:

∫

L

w(x, tj+1) dx−
∫

L

w(x, tj) dx+

tj+1
∫

tj

∫

∂L

P(w(x, t),n) dS dt = 0,

P(·, ·) is the directional flux (3.6). Now, we introduce the approximate solution

w(x, t) ≈ w
j
K , x ∈ K, K ∈ Th, t ∈ [tj , tj+1), j = 0, 1, . . . , NT − 1,

and replace the directional flux with the numerical flux

P(w,n)
∣
∣
Γ
≈ H

(
w
j
L,w

j
R,nL,Γ

)
, Γ = L ∩R ∈ E(L) ∩ F I

h .

We discretize the boundary conditions (3.16) by

P(w(x, t),n)
∣
∣
Γ
≈ H

(
w
j
L,B

(
xΓ,w

j
L

)
,nL,Γ

)
, Γ ∈ E(L) ∩ F∂Ω

h , (3.21)

where xΓ is the center of gravity of the face Γ. After simple algebraic manipulations, we
obtain the explicit finite volume scheme

w
j+1
L = w

j
L − τ j

∑

Γ∈E(L)∩FI
h

Γ=L∩R,
R∈Th

|Γ|
|L|H

(
w
j
L,w

j
R,nL,Γ

)
(3.22)
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− τ j
∑

Γ∈E(L)∩F∂Ω
h

|Γ|
|L|H

(
w
j
L,B

(
xΓ,w

j
L

)
,nL,Γ

)
, L ∈ Th, j = 0, 1, . . . , NT − 1,

w0
L =

1

|L|

∫

L

w0(x) dx, L ∈ Th. (3.23)

It remains to specify the numerical flux H : D × D × Rd → R3 and the time step τ j .
Let S1 =

{
n ∈ Rd : |n| = 1

}
be the unit sphere in Rd. Following (Feistauer et al., 2003,

section 3.3.3), we require that

(i) The numerical flux is defined and continuous on D ×D × S1.

(ii) The numerical flux is consistent with the fluxes f s,

H (w,w,n) = P(w,n), w ∈ D, n ∈ S1. (3.24)

(iii) The numerical flux is conservative,

H (wL,wR,n) = −H (wR,wL,−n) , wL,wR ∈ D, n ∈ S1. (3.25)

Moreover, in analogy to the rotational invariance of the fluxes and (3.8), we assume that
the numerical flux is given by means of a mapping g : D ×D → R3 such that

H (wL,wR,n) = Q−1g (QwL,QwR) , wL,wR ∈ D, n = (n1, n2)
T ∈ R2, (3.26)

where Q =





1 0 0
0 n1 n2

0 −n2 n1



 .

There are two fundamental approaches to construction of the numerical fluxes. The
numerical flux can be derived from finite difference approximations to (3.14). This approach
leads to central schemes, e.g. the Lax-Friedrichs flux, or the FORCE schemes (Toro et al.,
2009; Canestrelli et al., 2009). The other approach is based on analysis of the solution of
the Riemann problem. Examples are the Godunov numerical flux (exact Riemann solver)
and various approximate Riemann solvers, e.g. the Roe-type fluxes (Gallouët et al., 2003),
and the Osher-Solomon flux (Zhao et al., 1996).

We present a numerical flux, which is based on the well-known Vijayasundaram flux
from the context of the compressible Euler equations (Vijayasundaram, 1982; Feistauer
et al., 2003). The Vijayasundaram flux for the Euler equations reads

g (wL,wR) = A+
1

(
wL + wR

2

)

wL + A−
1

(
wL + wR

2

)

wR, (3.27)

where A+
1 (or A−

1 ) is the positive part (or the negative part, respectively) of the matrix A1.
For scalar arguments, we set

a+ = max(a, 0), a− = min(a, 0). (3.28)
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We generalize (3.28) for matrix arguments using the diagonal decomposition A1 = TΛ\T−1,
Λ\ = diag {λ1, λ2, λ3}, by

A±
1 = Tdiag

{
λ±1 , λ

±
2 , λ

±
3

}
T−1. (3.29)

The use of (3.27) as a numerical flux is justified by the fact that (3.27) is an approx-
imate Riemann solver. The formula (3.27) is equivalent to the exact Riemann solver for
linear hyperbolic systems. We formulate this property for a scalar linear problem, but it
is readily generalized to hyperbolic linear systems using the diagonal decomposition (see,
e.g. LeVeque, 1990).

Property 3.3. Let us consider the Riemann problem for a scalar linear equation

∂u

∂t
+ λ

∂u

∂x
= 0, x ∈ R, t > 0, (3.30)

u(x, 0) =

{

uL, x < 0,

uR, x > 0.
(3.31)

Then, the value of the linear flux fλ(u) = λu on the line x = 0 is

fλ (u(0, t)) = λ+uL + λ−uR. (3.32)

Proof. The solution is u(x, t) = u0(x − λt). If λ > 0, then u(0, t) = uL. If λ < u, then
u(0, t) = uR. In both cases, (3.32) holds.

The Vijayasundaram flux (3.27) is consistent in the sense of (3.24) if and only if f 1(w) =
A1(w)w for all w ∈ D. This homogeneity property is valid for linear systems and for the
Euler equations (Feistauer et al., 2003, Lemma 3.1), but it does not hold for SWE. Using
(3.9), we can show

A1(w)w = f 1(w) − 1

2
gh2e2, (3.33)

where w = (h, hv1, hv2)
T and e2 = (0, 1, 0)T . We propose the new numerical flux of Vi-

jayasundaram type, defined by

g (wL,wR) = A+
1

(
wL + wR

2

)

wL + A−
1

(
wL + wR

2

)

wR − g

2

(
hL + hR

2

)2

e2. (3.34)

The following theorem shows that the numerical flux (3.27) is suitable for use in the FV
scheme.

Theorem 3.4. The numerical flux of Vijayasundaram type defined by (3.34) and (3.26)
is continuous, consistent and conservative.

Proof. The continuity of is obvious consequence of the continuous dependence of eigen-
values and eigenvectors on the entries of the matrix A1. The consistency (3.24) follows
easily

H (w,w,n) = Q−1g (Qw,Qw) [ by (3.26) ]
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= Q−1

(

A1(Qw)(Qw) − 1

2
gh2

)
[

by (3.34), using A1 = A+
1 + A−

1

]

= Q−1f 1(Qw) [ by (3.33) ]

= P(w,n). [ by (3.8) ]

Before proving the conservation property (3.25), we need following lemma.

Lemma 3.5. Let Z = diag{1,−1,−1}. Then it holds

A+
1 (Zw) = −ZA−

1 (w)Z, (3.35)

A−
1 (Zw) = −ZA+

1 (w)Z. (3.36)

Proof of the lemma. Let A1(w) = TΛ\T be the diagonal decomposition of the matrix A1.
First we transform the matrix A1(Zw) to the diagonal form. For n = (−1, 0)T , the matrix
Q from (3.8) satisfies Q = Q−1 = Z and the rotational invariance property gives

−f 1(w) = P(w,n) = Q−1f1(Qw) = Zf 1(Zw).

By differentiating this identity with respect to w, we get −A1(w) = ZA1(Zw)Z, and

A1(Zw) = ZT(w)[−Λ\(w)][ZT(w)]−1.

For all a ∈ R,
(−a)+ = −a−, (−a)− = −a+,

and this property holds for diagonal matrices as well. So

A+
1 (Zw) = ZT(w)[−Λ\(w)]+[ZT(w)]−1 = −ZT(w))Λ\(w)−[ZT(w)]−1 = −ZA−

1 (w)Z,

A−
1 (Zw) = ZT(w)[−Λ\(w)]−[ZT(w)]−1 = −ZT(w)Λ\(w)+[ZT(w)]−1 = −ZA+

1 (w)Z.

Now we can finish the proof of the theorem. We set w⋆ = 1
2
(wL + wR) and h⋆ =

1
2
(hL + hR). We rewrite the numerical flux in the form H = H1 −H2, where

H1 (wL,wR,n) = Q−1
[
A+

1 (Qw⋆) QwL + A−
1 (Qw⋆) QwR

]
, (3.37)

H2 (wL,wR,n) =
g

2
h2
⋆Q

−1e2 (3.38)

It is sufficient to prove the conservation property separately for H1 and H2.
For H1 we express Q = Qn defined in (3.8) with the aid of Q−n and Z defined in

Lemma 3.5 as
Qn = ZQ−n, Q−1

n
= Q−1

−n
Z.

By (3.35), (3.36)

H1 (wL,wR,n) = Q−1
−n

Z
[
A+

1 (ZQ−nw⋆) ZQ−nwL + A−
1 (ZQ−nw⋆) ZQ−nwR

]
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= −Q−1
−n

Z
[
A−

1 (ZQ−nw⋆) ZQ−nwL + A+
1 (ZQ−nw⋆) ZQ−nwR

]

= −H1 (wR,wL,−n) .

The conservation property of H2 follows immediately from the identity Qe2 = (0, n1, n2)
T ,

H2 (wL,wR,n) =
1

2
gh2

⋆

(
0
n

)

= −1

2
gh2

⋆

(
0

−n

)

= H2 (wR,wL,−n) .

Finally, we specify the time step τ j in (3.22) using the Courant-Friedrichs-Levy (CFL)
stability condition (see Feistauer et al., 2003, Section 3.3.11). We approximate the Lipschitz
constant of the numerical flux H (·, ·, ·) (with respect to the first two arguments) and the
mapping g (·, ·) by

LH (wL,wR,n) = Lg (QwL,QwR) , (3.39)

Lg (wL,wR) = max

∣
∣
∣
∣
λi

(
wL + wR

2

)∣
∣
∣
∣
, (3.40)

where the eigenvalues λi are given by (3.10). Then, we approximate the maximal speed of
propagation in the finite volume L by

LjL =
∑

Γ∈E(L)∩FI
h

Γ=L∩R,
R∈Th

|Γ|
|L|LH

(
w
j
L,w

j
R,nL,Γ

)
+

∑

Γ∈E(L)∩F∂Ω
h

|Γ|
|L|LH

(
w
j
L,B

(
xΓ,w

j
L

)
,nL,Γ

)
. (3.41)

The CFL condition reads

τ j =
CFL

maxL∈Th
LjL

, j = 0, 1, . . . , NT − 1, (3.42)

where CFL ∈ (0, 1).

3.3 FV method for the case z 6= const.

We now consider the general case z 6= const. We seek a finite volume scheme, which
preserves a class of stationary solutions:

h(x, t) = H0 − z(x), v(x, t) = 0. (3.43)

The function w = (h, hv)T with components given by (3.43) is a solution to (3.4) (the lake
at rest solution). As in (Gallouët et al., 2003), we use piecewise-constant approximation of
the topography function z,

zK =
1

|K|

∫

K

z(x) dx, K ∈ Th. (3.44)
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The discrete version of (3.43) is

hjK = H0 − zK , v
j
K = 0, K ∈ Th, j = 0, 1, . . . , NT − 1. (3.45)

In the previous section, we have presented a discretization of the “convective” fluxes
f s(·). It turns out that the numerical flux defined above must be extended in order to
preserve the stationary solution (3.45). Then, we must approximate the source term s(·)
as well.

Assuming the piecewise-constant topography (3.44), the source term −gh∇z is a Dirac
distribution concentrated on the mesh faces. We start with the analysis of linear Riemann
problem similar to (3.30), (3.31), with Dirac distribution δ (concentrated at the point
x = 0) as the source term.

Lemma 3.6. Let A,B, uL, uR ∈ R. Consider the Riemann problem

∂u

∂t
+ A

∂u

∂x
= Bδ, in R × (0,∞), (3.46)

u(x, 0) = u0(x) =

{

uL, x < 0,

uR, x > 0.
(3.47)

Then there exists u, which solves(3.46), (3.46) in the following sense:

(i) u ∈ C([0,∞),D′), where D
′ is the space of distributions on R,

(ii) u satisfies (3.46) in the sense of distributions,

(iii) u(0) = u0.

Moreover, the solution is unique. If A 6= 0, then

u(x, t) =

{

u0(x− At) +B/|A|, (x−At)x < 0,

u0(x− At), (x−At)x ≥ 0.
(3.48)

Proof. If A 6= 0, then the method of characteristics gives (3.48). If A = 0, then the solution
is u = u0 + Btδ. By direct computation, one can show that (i) - (iii) indeed holds. The
uniqueness can be shown also using the method of characteristics.

In order to derive an approximate Riemann solver, we need the value of the flux Au
on the line x = 0. We neglect the fact that, unlike the homogeneous case, the flux is not
continuous on the line x = 0 and use mean value,

1

2

(

lim
x→0+

Au(x, t) + lim
x→0−

Au(x, t)

)

= A+uL + A−uR +
1

2
B sgnA.

Note that the result is equivalent to the Vijayasundaram flux (3.27) with additional correc-
tion term 1

2
B sgnA. We generalize the correction term to the full system using the diagonal

decomposition of A1. We put

Bδ = −gh(n · ∇z) ≈ −gh(zR − zL)δ
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and thus derive the derive the numerical flux for the convective part of the inhomogeneous
shallow water equations.

gconv (wL,wR, zL, zR) = A+
1 (w⋆)wL + A−

1 (w⋆)wR

− 1

2
gh⋆(zR − zL)(sgn A1(w⋆))e2 −

1

2
gh2

⋆⋆e2 (3.49)

The matrix sgn A1 is defined analogously as the matrices A±
1 ,

sgn A1 = T diag {sgnλ1, sgnλ2, sgnλ3} T−1. (3.50)

where T and Λ\ = diag {λ1, λ2, λ3} are given by (3.13). As before, we put w⋆ = 1
2
(wL + wR)

and h⋆ = 1
2
(wL + wR). We will specify the value h⋆⋆ = h⋆⋆(wL,wR) later.

Now we are ready to derive finite volume discretization. We integrate (3.14) over the
finite volume L ∈ Th and time subinterval (tj , tj+1). On the left hand side, we follow the
same path as in section 3.2,

tj+1
∫

tj

∫

L

(

∂w

∂t
+

2∑

s=1

∂

∂xs
f s(w)

)

dx dt

≈ |L|
[
w
j+1
L − w

j
L

]
+ τ j

∑

Γ∈E(L)∩FI
h

Γ=L∩R,
R∈Th

|Γ|Hconv

(
w
j
L,w

j
R, zL, zR,nL,Γ

)

+ τ j
∑

Γ∈E(L)∩F∂Ω
h

|Γ|Hconv

(
w
j
L,B

(
xΓ,w

j
L

)
, zL, zL,nL,Γ

)
, (3.51)

where Hconv (wL,wR, zL, zR,n) = Q−1gconv (QwL,QwR, zL, zR), with Q given by (3.26).
On the right hand side, we approximate

tj+1
∫

tj

∫

L

s(x,w) dx dt ≈ −τ jghjL
∫

L

(
0

∇z(x)

)

dx = −τ jghjL
∫

∂L

z(x)

(
0
n

)

dS

≈ −τ jghjL
∑

Γ∈E(L)

|Γ|z⋆(zL, zR)

(
0

nL,Γ

)

, (3.52)

where z⋆(zL, zR) = 1
2
(zL + zR) is an approximation of z on the face Γ. Using the fact

Q

(
0
n

)

= e2, we can put the terms from (3.51) and (3.51) together and rewrite the FV

method as follows

w
j+1
L = w

j
L − τ j

∑

Γ∈E(L)∩FI
h

Γ=L∩R,
R∈Th

|Γ|
|L|Htotal

(
w
j
L,w

j
R, zL, zR,nL,Γ

)
(3.53)
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− τ j
∑

Γ∈E(L)∩F∂Ω
h

|Γ|
|L|Htotal

(
w
j
L,B

(
xΓ,w

j
L

)
, zL, zL,nL,Γ

)
, L ∈ Th, j = 0, 1, . . . , NT − 1,

where the “total” flux is defined by

Htotal (wL,wR, zL, zR,n) = Q−1gtotal (QwL,QwR, zL, zR) , (3.54)

gtotal (wL,wR, zL, zR) = gconv (wL,wR, zL, zR) + ghLz⋆e2. (3.55)

So far, we did not specify the value h⋆⋆. In (3.34), we used the arithmetic mean h⋆⋆ =
1
2
(hL + hR). In the following, we show that this choice is no longer sufficient in the case

z 6= const.

Theorem 3.7. Assume

h⋆⋆(wL,wR) =

√

h2
L + h2

R

2
, whenever wL = (hL, 0, 0)T ,wR = (hR, 0, 0)T . (3.56)

Consider the boundary condition (3.18) with qD(x) ≡ 0, or the boundary condition (3.19).
Then (3.45) is the discrete solution of (3.53).

Proof. We first analyze the numerical fluxes Htotal on the interior interfaces. Let Γ =
L ∩R ∈ F I

h and j = 0, 1, . . . , NT − 1. We put

w⋆ = (h⋆, 0, 0)T =
1

2

(
w
j
L + w

j
R

)
,

c =
√

gh⋆,

h⋆⋆ =

√
(
hjL
)2

+
(
hjR
)2

2
,

z⋆ =
1

2
(zL + zR) .

By (3.9)-(3.13), we have A1(w⋆) = TΛ\T−1, where

Λ\ =





−c 0 0
0 0 0
0 0 c



 , T =





1 0 1
−c 0 c
0 1 0



 , T−1 =





1
2

− 1
2c

0
0 0 1
−1

2
1
2c

0



 ,

Direct computation gives

A+(w⋆) =
1

2





c 1 0
c2 c 0
0 0 0



 , A−(w⋆) =
1

2





−c 1 0
c2 −c 0
0 0 0



 , sgn A+(w⋆) =





0 c−1 0
c 0 0
0 0 0



 .

For the sake of brevity, we omit the time index j, hL = hjL and hR = hjR. We get

gtotal (wL,wR, zL, zR) =
1

2





c (hL − hR) − gh⋆c
−1 (zR − zL)

c2 (hL + hR) − gh2
⋆⋆ + 2ghLz⋆

0



 =
g

2

(
2h2

⋆ − h2
⋆⋆ + 2hLz⋆

)
e2.
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Moreover,

2h2
⋆ − h2

⋆⋆ + 2hLz⋆ = 2

(
hL + hR

2

)2

−
(
h2
L + h2

R

2

)

+ 2hL
zL + zR

2

= hLhR + hL (zL + zR)

= hL(hR + zR) + hLzL.

= hLH0 + hLzL.

Then,

Htotal

(
w
j
L,w

j
R, zL, zR,nL,Γ

)
=
g

2
(hLH0 + hLzL) nL,Γ. (3.57)

Due to the choice of boundary conditions, we get the same result for the boundary faces
Γ = L ∩ ∂Ω ∈ F∂Ω

h ,

Htotal

(
w
j
L,B

(
xΓ,w

j
L

)
, zL, zL,nL,Γ

)
=
g

2
(hLH0 + hLzL)nL,Γ. (3.58)

Now,

∑

Γ∈E(L)∩FI
h

Γ=L∩R,
R∈Th

|Γ|
|L|Htotal

(
w
j
L,w

j
R, zL, zR,nL,Γ

)

+
∑

Γ∈E(L)∩F∂Ω
h

|Γ|
|L|Htotal

(
w
j
L,B

(
xΓ,w

j
L

)
, zL, zL,nL,Γ

)

=
g

2|L| (hLH0 + hLzL)
∑

Γ∈E(E)

|Γ|nL,Γ = 0.

Since w
j
L = w

j+1
L by (3.45), the equation (3.53) holds, and {wj

L}L∈Th,j=0,...,NT
is indeed the

discrete solution.

We set

h⋆⋆(wL,wR) =







hR, µ < −1,
√

1+µ
2
h2
L + 1−µ

2
h2
R, −1 < µ < 1,

hL, µ > 1,

where µ =
v1,⋆

c⋆
,

v1⋆ =
v1L + v1R

2
,

c⋆ =
√

gh⋆,

h⋆ =
hL + hR

2
.

(3.59)

The choice (3.59) satisfies (3.56). The derivation presented above was motivated by our
requirement that the stationary solution (3.43) is preserved. The stationary solution (3.43)
is an example of sub-critical (|v| < c) flow. Numerical experiments (see appendix B) suggest
that the scheme works well also in trans-critical modes (|v| > c).
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Conclusions

In the first chapter, we have shown that many of the well-known properties of classical
Sobolev spaces W 1,p(Ω), such as trace theorems and imbedding theorems, remain valid for
the broken Sobolev spaces W 1,p(Ω, Th). Obviously, the theory is not complete. It is well
known that the traces of functions from W 1,p(Ω) belong to certain fractional-order Sobolev
spaces on ∂Ω. The fractional-order Sobolev spaces (the Sobolev-Slobodetskii spaces, and
more generally, the Besov Spaces) can be also obtained from the Sobolev Spaces by inter-
polation.

Concerning the broken Sobolev spaces W k,p(Ω, Th), we only considered the interpolation
with respect to the exponent p ∈ [1,∞]. Let us now discuss the interpolation with respect
to the derivative order k. Naturally, we can define the broken Besov Space by interpolation

Bs;p,q(Ω, Th) =
(
Lp(Ω),W 1,p(Ω, Th)

)

s,q
, s ∈ (0, 1), p, q ∈ [1,∞].

It is not clear to us, whether it is possible to give a direct characterization of this space,
i.e. to give a formula for the norm. For simplicity, let us consider the case p = q = 2. Then,
Bs;p,q(Ω) is the Sobolev-Slobodetskii space Hs(Ω), with the norm

‖v‖2
Hs(Ω) = ‖v‖2

L2(Ω) +

∫∫

Ω×Ω

|v(x) − v(y)|2
|x− y|d+2s

dx dy. (⋆)

How can one generalize the Sobolev-Slobodetskii norm (⋆) to the context of broken spaces?
Motivated by (1.104), we are tempted to replace the singular factor |x− y| by |x− y|+ h.
This simple idea itself certainly does not work, but we can use it at least for the “jump
penalization” part of the norm. Analogously to (1.64) we express the “jump penalization”
part of the norm with the help of the piecewise-constant projection Ph. We hypothesize
that the norm in the space Hs(Ω, Th), s ∈ (0, 1), is equivalent to the following norm (at
least if the mesh is globally quasi-uniform):

‖v‖2
Hs(Ω,Th) =

∑

K∈Th

‖v‖2
Hs(K) +

∫∫

Ω×Ω

|(Phv)(x) − (Phv)(y)|2
(|x− y| + h)d+2s

dx dy.

However, we have no proof that it is actually the case.
The second open question of the theory of broken Sobolev spaces we consider important

is, whether the traces of functions of W 1,p(Ω, Th) belong to a suitable fractional-order
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broken space on ∂Ω. Again, we have no proof that the analogy between classical and
broken spaces goes so far.

In the second chapter, we have analyzed the convergence of one-dimensional incomplete
interior penalty Galerkin (IIPG) method, with the error measured in the L2-norm. We have
shown that the order of convergence is optimal, if and only if the degree of polynomial
approximation is an odd number, and the penalization parameters are chosen in suitable
way. We were not able to prove similar result for the NIPG method.

Also, the theory presented here does not extend to multidimensional discretizations.
The proof of the one-dimensional Theorem 2.6 is based on two key ingredients: the test
functions w⋆h,p,k (see (2.42) and below), and the summation by parts (2.64). Note that
the test function w⋆h,p,k is continuous at all faces (mesh points in 1D) except one. It can
be verified that such functions do not exist in 2D or 3D. These considerations suggest
that in order to obtain optimal convergence in L2, the penalization term (2.11) should be
modified, as in (Burman and Stamm, 2008). Even with such modification, the analysis of
the multidimensional interior penalty methods on nonuniform meshes with higher-order
polynomial approximation appears to be plagued with technical obstacles which are not
easy to overcome.

In the third chapter, we have constructed a numerical flux of Vijayasundaram type for
shallow water equations. Regarding the accuracy, the numerical experiments show that
the Vijayasundaram flux is less diffusive than the Lax-Friedrichs flux and the results are
comparable with the Osher-Solomon flux. We have proved that the resulting finite vol-
ume scheme preserves the stationary solution of type “lake at rest”. We did not consider
other stationary states. Moreover, it would be interesting to analyze the stability of the
discrete stationary state. Certainly, higher order methods are needed. The Vijayasundaram
numerical flux can be also employed in the discontinuous Galerkin method.
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Appendix A

Numerical evidence for Chapter 2

Within this section we present numerical examples of 1D Poisson problem with Dirichlet
boundary conditions, for simplicity, namely

− u′′(x) = x10 x ∈ (0, 1), x(0) = x(1) = 0. (A.1)

For completeness, we employ IIPG, NIPG and SIPG variants of discontinuous Galerkin
method although only the IIPG method was analyzed in section 2.2. We carried out com-
putations using p-th degree polynomial approximations, p = 1, . . . , 5, on two types of
partitions:

• uniform with h = 1/N , where N = 24 · 2k, k = 0, . . . , 11,

• non-uniform with h3i = 1
16

3
N

, h3i+1 = 5
16

3
N

, h3i+2 = 10
16

3
N

, i = 1, . . . , N/3, where
N = 24 · 2k, k = 0, . . . , 11, similar grids were used in (Guzmán and Rivière, 2009).

We investigate the computational errors and the experimental orders of convergence
(EOC) measured in the ‖ · ‖L2(Ω)-norm. We employ the several settings of the penalization
parameters Hk,

(i) uniform grids, Hk = h, k = 1, . . . , N , Table A.1,

(ii) non-uniform grids, Hk = max(hk−1, hk), k = 1, . . . , N − 1, Table A.2,

(iii) non-uniform grids, Hk = hk−1 + hk, k = 1, . . . , N − 1, Table A.3,

(iv) non-uniform grids, Hk, k = 1, . . . , N − 1 given by (2.39), Table A.4.

The case (i) is presented for completeness, the cases (ii), (iii) exhibit the usual choices of
the penalty parameters and the case (iv) corresponds to the optimal choice of Hk (for odd
p) introduced in Theorem 2.6.

All computations were carried out with the aid of Objective Caml language (Leroy et al.,
2008) and the GNU MP library (Granlund et al., 2007; Monniaux and Filliatre, 2002), in
extended precision where the floating-point numbers have at least 300 bits (standard double
precision uses 64 bits).

We observe that
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• SIPG method has always optimal order of convergence which is in agreement with
theoretical results,

• NIPG and IIPG methods have optimal order of convergence for odd p on uniform
grids, which is in agreement with results of other authors, see, e.g., (Rivière, 2008,
Section 1.5, Table 1.2).

• IIPG method has optimal order of convergence for odd p on non-uniform grids only
if the penalty parameters Hk are chosen according (2.39), which is in agreement with
Theorem 2.6.

• IIPG method with Hk = hk−1 +hk gives optimal order of convergence for p = 1. This
is caused by the fact that cases (iii) and (iv) are identical for p = 1.

• NIPG method has only suboptimal order of convergence for odd p on non-uniform
grids for all three tested choices of the penalty parameters. The optimal choice of Hk

for NIPG (similarly as (2.39) for IIPG) remains an open problem.
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p= 1 NIPG IIPG SIPG
N ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC

1536 6.956E-08 2.000 1.410E-08 1.997 8.406E-09 1.994
3072 1.739E-08 2.000 3.529E-09 1.999 2.106E-09 1.997
6144 4.347E-09 2.000 8.826E-10 1.999 5.271E-10 1.998
12288 1.087E-09 2.000 2.207E-10 2.000 1.319E-10 1.999
24576 2.717E-10 2.000 5.518E-11 2.000 3.297E-11 2.000
49152 6.792E-11 2.000 1.380E-11 2.000 8.244E-12 2.000

p= 2
1536 2.182E-08 2.001 8.206E-10 2.005 2.999E-12 2.998
3072 5.452E-09 2.001 2.048E-10 2.003 3.750E-13 2.999
6144 1.363E-09 2.000 5.114E-11 2.001 4.689E-14 3.000
12288 3.407E-10 2.000 1.278E-11 2.001 5.863E-15 3.000
24576 8.516E-11 2.000 3.194E-12 2.000 7.329E-16 3.000
49152 2.129E-11 2.000 7.985E-13 2.000 9.161E-17 3.000

p= 3
768 1.025E-13 4.009 2.861E-14 3.998 2.078E-14 3.997
1536 6.383E-15 4.005 1.789E-15 3.999 1.300E-15 3.998
3072 3.983E-16 4.002 1.119E-16 3.999 8.133E-17 3.999
6144 2.488E-17 4.001 6.994E-18 4.000 5.084E-18 4.000
12288 1.554E-18 4.001 4.372E-19 4.000 3.178E-19 4.000
24576 9.711E-20 4.000 2.732E-20 4.000 1.987E-20 4.000
49152 6.069E-21 4.000 1.708E-21 4.000 1.242E-21 4.000

p= 4
768 2.077E-14 4.000 8.492E-16 4.009 1.031E-17 4.999
1536 1.298E-15 4.000 5.290E-17 4.005 3.223E-19 4.999
3072 8.114E-17 4.000 3.301E-18 4.002 1.008E-20 5.000
6144 5.071E-18 4.000 2.062E-19 4.001 3.149E-22 5.000
12288 3.169E-19 4.000 1.288E-20 4.001 9.840E-24 5.000
24576 1.981E-20 4.000 8.048E-22 4.000 3.075E-25 5.000
49152 1.238E-21 4.000 5.030E-23 4.000 9.610E-27 5.000

p= 5
768 1.663E-20 6.005 5.211E-21 5.999 4.436E-21 5.999
1536 2.594E-22 6.002 8.145E-23 6.000 6.934E-23 5.999
3072 4.050E-24 6.001 1.273E-24 6.000 1.084E-24 6.000
6144 6.326E-26 6.001 1.989E-26 6.000 1.694E-26 6.000
12288 9.882E-28 6.000 3.108E-28 6.000 2.646E-28 6.000
24576 1.544E-29 6.000 4.856E-30 6.000 4.135E-30 6.000
49152 2.412E-31 6.000 7.588E-32 6.000 6.461E-32 6.000

Table A.1: Computational error and EOC for uniform partitions, Hk = h, k = 1, . . . , N
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p= 1 NIPG IIPG SIPG
N ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC

1536 1.462E-06 0.760 1.830E-07 1.149 2.144E-08 1.995
3072 7.887E-07 0.890 8.663E-08 1.079 5.370E-09 1.998
6144 4.090E-07 0.947 4.212E-08 1.040 1.344E-09 1.999
12288 2.082E-07 0.974 2.076E-08 1.020 3.360E-10 1.999
24576 1.050E-07 0.987 1.031E-08 1.010 8.403E-11 2.000
49152 5.275E-08 0.994 5.136E-09 1.005 2.101E-11 2.000

p= 2
1536 2.136E-08 2.026 1.086E-09 2.018 1.794E-11 3.002
3072 5.290E-09 2.013 2.700E-10 2.009 2.241E-12 3.001
6144 1.316E-09 2.007 6.728E-11 2.004 2.801E-13 3.000
12288 3.283E-10 2.003 1.680E-11 2.002 3.501E-14 3.000
24576 8.198E-11 2.002 4.196E-12 2.001 4.375E-15 3.000
49152 2.048E-11 2.001 1.049E-12 2.001 5.469E-16 3.000

p= 3
768 2.546E-11 2.886 2.992E-13 3.806 1.988E-13 4.005
1536 3.307E-12 2.944 2.446E-14 3.613 1.240E-14 4.003
3072 4.213E-13 2.973 2.357E-15 3.375 7.744E-16 4.001
6144 5.317E-14 2.986 2.584E-16 3.189 4.838E-17 4.001
12288 6.677E-15 2.993 3.040E-17 3.088 3.023E-18 4.000
24576 8.366E-16 2.997 3.694E-18 3.040 1.889E-19 4.000
49152 1.047E-16 2.998 4.557E-19 3.019 1.181E-20 4.000

p= 4
768 6.598E-14 4.055 3.501E-15 4.041 2.003E-16 5.006
1536 4.043E-15 4.029 2.159E-16 4.019 6.246E-18 5.003
3072 2.501E-16 4.015 1.341E-17 4.009 1.950E-19 5.001
6144 1.555E-17 4.007 8.356E-19 4.005 6.091E-21 5.001
12288 9.695E-19 4.004 5.214E-20 4.002 1.903E-22 5.000
24576 6.052E-20 4.002 3.256E-21 4.001 5.946E-24 5.000
49152 3.780E-21 4.001 2.034E-22 4.001 1.858E-25 5.000

p= 5
768 1.835E-17 4.916 1.675E-19 5.980 1.507E-19 6.005
1536 5.902E-19 4.959 2.722E-21 5.944 2.351E-21 6.003
3072 1.871E-20 4.980 4.682E-23 5.861 3.670E-23 6.001
6144 5.887E-22 4.990 9.080E-25 5.688 5.731E-25 6.001
12288 1.846E-23 4.995 2.101E-26 5.434 8.953E-27 6.000
24576 5.780E-25 4.997 5.667E-28 5.212 1.399E-28 6.000
49152 1.808E-26 4.999 1.663E-29 5.091 2.185E-30 6.000

Table A.2: Computational error and EOC for non-uniform partitions, Hk = max(hk−1, hk),
k = 1, . . . , N − 1
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p= 1 NIPG IIPG SIPG
N ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC

1536 2.265E-06 0.791 5.846E-08 1.994 2.082E-08 1.989
3072 1.211E-06 0.903 1.464E-08 1.997 5.224E-09 1.995
6144 6.256E-07 0.953 3.665E-09 1.999 1.308E-09 1.997
12288 3.178E-07 0.977 9.167E-10 1.999 3.274E-10 1.999
24576 1.602E-07 0.989 2.292E-10 2.000 8.189E-11 1.999
49152 8.040E-08 0.994 5.732E-11 2.000 2.048E-11 2.000

p= 2
1536 2.312E-08 2.029 1.444E-09 2.032 1.751E-11 2.998
3072 5.720E-09 2.015 3.569E-10 2.016 2.191E-12 2.999
6144 1.423E-09 2.008 8.870E-11 2.008 2.740E-13 2.999
12288 3.547E-10 2.004 2.211E-11 2.004 3.426E-14 3.000
24576 8.856E-11 2.002 5.520E-12 2.002 4.282E-15 3.000
49152 2.212E-11 2.001 1.379E-12 2.001 5.353E-16 3.000

p= 3
768 2.701E-11 2.887 3.878E-13 3.306 1.964E-13 4.001
1536 3.508E-12 2.945 5.540E-14 2.807 1.227E-14 4.000
3072 4.469E-13 2.973 7.672E-15 2.852 7.671E-16 4.000
6144 5.639E-14 2.986 1.013E-15 2.921 4.794E-17 4.000
12288 7.082E-15 2.993 1.301E-16 2.960 2.996E-18 4.000
24576 8.873E-16 2.997 1.649E-17 2.980 1.873E-19 4.000
49152 1.110E-16 2.998 2.076E-18 2.990 1.170E-20 4.000

p= 4
768 6.746E-14 4.056 4.660E-15 4.065 1.984E-16 5.003
1536 4.131E-15 4.029 2.846E-16 4.033 6.195E-18 5.001
3072 2.556E-16 4.015 1.759E-17 4.017 1.935E-19 5.001
6144 1.589E-17 4.008 1.093E-18 4.008 6.046E-21 5.000
12288 9.905E-19 4.004 6.811E-20 4.004 1.889E-22 5.000
24576 6.182E-20 4.002 4.251E-21 4.002 5.903E-24 5.000
49152 3.861E-21 4.001 2.655E-22 4.001 1.845E-25 5.000

p= 5
768 1.877E-17 4.916 3.349E-19 5.172 1.498E-19 6.003
1536 6.036E-19 4.959 1.117E-20 4.906 2.337E-21 6.002
3072 1.913E-20 4.980 3.696E-22 4.918 3.650E-23 6.001
6144 6.021E-22 4.990 1.193E-23 4.953 5.702E-25 6.000
12288 1.888E-23 4.995 3.793E-25 4.975 8.908E-27 6.000
24576 5.911E-25 4.997 1.196E-26 4.987 1.392E-28 6.000
49152 1.849E-26 4.999 3.753E-28 4.994 2.175E-30 6.000

Table A.3: Computational error and EOC for non-uniform partitions, Hk = hk−1 + hk,
k = 1, . . . , N − 1
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p= 1 NIPG IIPG SIPG
N ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC

1536 2.265E-06 0.791 5.846E-08 1.994 2.082E-08 1.989
3072 1.211E-06 0.903 1.464E-08 1.997 5.224E-09 1.995
6144 6.256E-07 0.953 3.665E-09 1.999 1.308E-09 1.997
12288 3.178E-07 0.977 9.167E-10 1.999 3.274E-10 1.999
24576 1.602E-07 0.989 2.292E-10 2.000 8.189E-11 1.999
49152 8.040E-08 0.994 5.732E-11 2.000 2.048E-11 2.000

p= 2
1536 2.202E-08 2.029 1.196E-09 2.028 1.781E-11 3.000
3072 5.451E-09 2.015 2.961E-10 2.014 2.226E-12 3.000
6144 1.356E-09 2.007 7.367E-11 2.007 2.783E-13 3.000
12288 3.380E-10 2.004 1.837E-11 2.004 3.479E-14 3.000
24576 8.440E-11 2.002 4.587E-12 2.002 4.349E-15 3.000
49152 2.109E-11 2.001 1.146E-12 2.001 5.437E-16 3.000

p= 3
768 2.572E-11 2.884 2.620E-13 4.002 1.984E-13 4.004
1536 3.344E-12 2.943 1.637E-14 4.001 1.238E-14 4.002
3072 4.262E-13 2.972 1.023E-15 4.000 7.735E-16 4.001
6144 5.379E-14 2.986 6.390E-17 4.000 4.833E-17 4.000
12288 6.755E-15 2.993 3.993E-18 4.000 3.020E-18 4.000
24576 8.465E-16 2.997 2.496E-19 4.000 1.887E-19 4.000
49152 1.059E-16 2.998 1.560E-20 4.000 1.180E-20 4.000

p= 4
768 6.614E-14 4.056 3.590E-15 4.051 2.001E-16 5.005
1536 4.051E-15 4.029 2.205E-16 4.025 6.242E-18 5.002
3072 2.506E-16 4.015 1.367E-17 4.012 1.949E-19 5.001
6144 1.558E-17 4.007 8.507E-19 4.006 6.088E-21 5.001
12288 9.714E-19 4.004 5.306E-20 4.003 1.902E-22 5.000
24576 6.063E-20 4.002 3.313E-21 4.001 5.944E-24 5.000
49152 3.787E-21 4.001 2.069E-22 4.001 1.857E-25 5.000

p= 5
768 1.837E-17 4.916 1.679E-19 6.005 1.507E-19 6.005
1536 5.907E-19 4.958 2.620E-21 6.002 2.350E-21 6.002
3072 1.873E-20 4.979 4.090E-23 6.001 3.669E-23 6.001
6144 5.893E-22 4.990 6.389E-25 6.001 5.731E-25 6.001
12288 1.848E-23 4.995 9.980E-27 6.000 8.952E-27 6.000
24576 5.786E-25 4.997 1.559E-28 6.000 1.399E-28 6.000
49152 1.810E-26 4.999 2.436E-30 6.000 2.185E-30 6.000

Table A.4: Computational error and EOC for non-uniform partitions, Hk, k = 1, . . . , N−1
given by (2.39)
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Appendix B

Numerical evidence for Chapter 3

Test problems with z = 0

We compare the Vijayasundaram flux proposed in section 3.2 with the Lax-Friedrichs flux
and the Osher-Solomon flux (Zhao et al., 1996). We employ the Riemann problem for one-
dimensional Shallow Water equations (3.4), restricted to the spatial domain Ω = (−1, 1)

∂w

∂t
+

∂

∂x
f 1(w) = 0, x ∈ (−1, 1), t > 0, (B.1)

w(x, 0) =

{

(hL, hLv1L, hLv2L)T , x ∈ (−1, 0),

(hR, hRv1R, hRv2R)T , x ∈ (0, 1),
(B.2)

with the boundary conditions (3.19). We present numerical solution for two sets of ini-
tial datums. In both cases, we compare the discrete solutions computed with the aid of
the above mentioned fluxes with analytical solution. The computations are performed on
uniform mesh with NELEM = 100, 200, 400, 800, 1600, 3200 elements, and CFL = 0.9.

Test problem with continuous solution. The initial datum for the first test problem
is given by

hL = 1, hR = 2,

v1L = 0, v1R = 2
(√

ghR −
√

ghL

)

,

v2L = 0, v2R = 0.

The solution of the Riemann problem (B.1),(B.1) reads

h(x, t) =







hL,
x
t
< λ3L,

1
g

[√
ghL + 1

3

(
x
t
− λ3L

)]2
, λ3L <

x
t
< λ3R,

hR,
x
t
> λ3R,
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v1(x, t) =







0, x
t
< λ3L,

2
3

(
x
t
− λ3L

)
, λ3L <

x
t
< λ3R,

v1R,
x
t
> λ3R,

v2(x, t) = 0,

where λ3L = vL +
√
ghL and λ3R = vL +

√
ghR. In this case, the solution is 3-rarefaction

wave. The solution is a continuous function.
The numerical results computed on a mesh with NELEM = 100 elements are shown in

Fig. B.1. The numerical results for finer meshes are summarized in Tab. B.1.

Test problem with discontinuous solution . The initial data and the exact solution
of the second test problem are given by

hL = 2, hR = 1, h(x, t) =

{

hL,
x
t
<

√
3g,

hR,
x
t
>

√
3g,

v1L =
1

2

√

3g, v1R = 0, v1(x, t) =

{

v1L,
x
t
<

√
3g,

v1R,
x
t
>

√
3g,

v2L = 1, v2R = 1, v2(x, t) = 1.

In this case, the solution is 3-shock wave, with a discontinuity at the line x − √
3gt = 0.

The numerical results computed on a mesh with NELEM = 100 elements are shown in Fig.
B.2. The numerical results for finer meshes are summarized in Tab. B.2.

Test problem with z 6= 0

The numerical method based on Vijayasundaram flux proposed in section 3.3 was tested
on a problem with topography from (Gallouët et al., 2003). The computation domain,
topography function, boundary conditions and initial condition were

Ω = (0, 25),

z(x) =

{

0.2 − 0.05(x− 10.0)2, x ∈ (2.0, 8.0),

0, otherwise

hv1(x = 0, t) = Qin = 1.53,

h(x = 25, t) = hout = 0.66,

(h, hv1, hv2)
T (x, t = 0) = (hout, 0, 0)T .

The computation was carried out using an uniform mesh of NELEM = 1000 elements, with
CFL = 0.9. The stationary solution is depicted in Fig. B.3.
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Figure B.1: Rarefaction wave test problem. Top: water height h at t = 0.1. Bottom: Dis-
cretization error.
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Figure B.2: 3-shock wave test problem. Top: water height h at t = 0.1. Bottom: Discreti-
azation error.
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NELEM Lax-Friedrichs Osher-Solomon Vijayasundaram
100 3.443e-01 2.495e-01 2.569e-01
200 2.196e-01 1.570e-01 1.607e-01
400 1.362e-01 9.639e-02 9.822e-02
800 8.241e-02 5.787e-02 5.876e-02
1600 4.873e-02 3.406e-02 3.449e-02
3200 2.825e-02 1.971e-02 1.992e-02
EOC 0.79 0.79 0.79

Table B.1: 3-rarefaction wave test problem. Discretization error at t = 0.1 measured in the
L1-norm, and the corresponding experimental order of convergence (EOC).

NELEM Lax-Friedrichs Osher-Solomon Vijayasundaram
100 2.407e-01 1.481e-01 1.407e-01
200 1.279e-01 7.612e-02 7.248e-02
400 6.412e-02 3.784e-02 3.600e-02
800 3.168e-02 1.810e-02 1.711e-02
1600 1.604e-02 9.060e-03 8.567e-03
3200 7.916e-03 4.718e-03 4.485e-03
EOC 1.01 0.94 0.93

Table B.2: 3-shock wave test problem. Discretization error at t = 0.1 measured in the
L1-norm, and the corresponding experimental order of convergence (EOC).
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Figure B.3: The free surface H about the bottom z.
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Babuška, I., Baumann, C. E. and Oden., J. T. (1999), ‘A discontinuous hp finite element
method for diffusion problems: 1-d analysis.’, Computers and Mathematics with Appli-
cations (37), 103–122.
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