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1 Uvod

1.1 Predmét disertacni prace

Predlozena disertacni prace se zabyva teoretickym studiem interakci mezi proteinkindzami a
jejich inhibitory. Studované proteinkinadzy, cyklin-dependentni kinaza 2 (CDK2) a kinaza
CK2 (angl. casein kinase 2) hraji ddlezitou roli v regulaci bunéfnych procesu U
eukaryotickych organismu. Jejich nespravna funkce v buice muze u ¢lovéka vést k zavaznym
onemocnénim. Tento proces je mozné zvratit vyfazenim aberantnich proteinkinaz pomoci
specifickych nizkomolekularnich inhibitort.. Inhibitory proteinkinaz se typicky védZzou do
aktivniho mista enzymu pomoci nekovalentnich interakci. Teoreticky popis téchto interakci
pomoci kvantovéchemickych a molekularné mechanickych metod mize pomoci pfi

pochopeni biofyzikalnich principt fidicich vazbu. Ty pak mohou byt nasledné vyuzity pii
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1.2 Proteinkinazy

Proteinkinazy jsou enzymy, které ptenaSeji fosfatovou skupinu z molekuly bohaté na energii
(napt. adenosin-5’-trifosfat, ATP) na specificky proteinovy substrat. Tento proces se nazyva
fosforylace. Proteinkinazy, spole¢né s enzymy specificky odstranujicimi fosfatové skupiny
z proteind, tzv. fosfatdzami, jsou klicové v mnohych regula¢nich biologickych drahach, jako
jsou regulace bunééného cyklu, diferenciace, mezimembranovy pienos a sekrece bunéénych

proteint (napft. ristovych hormoni)[1,2,3]. (Obr. 1)
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Obrazek 1 Schéma fosforylace proteint kindzami a defosforylace proteinii fosfatazami, pievzato z [4]



Proteinkindz je v lidské eukaryotické bunce piiblizné¢ 500 druhd a tvoii asi 2 % proteind
kodovanych v lidském genomu. Podle typu cilové aminokyseliny, ktera je v substratu
fosforylovana rozeznavame serin-threoninové kinazy, tyrosinove kindzy nebo smisené kinazy
se schopnosti fosforylovat vSechny zminéné aminokyseliny. Malou skupinu tvofi

histidinkinazy.

Kvuli klicové roli proteinkinaz v regulaci bunééného cyklu jsou jiz desetileti intenzivné
studovany moznosti specificky blokovat jednu nebo vice proteinkindz pomoci
nizkomolekularnich inhibitord. Takové latky by mohly nalézt uplatnéni jako napf.
protirakovinné léky[5]. Byly navrzeny tisice latek, z nichz nejlepSi dosahovaly inhibice
proteinkinaz v nanomolarni koncentraci. Stovky latek byly zkouseny v klinickych testech a
desitky byly schvaleny pro pouZivani v klinické praxi pro 1é¢bu onkologickych onemocnéni.
Patrné nejznaméjsim piipadem z klinické praxe je uspésné pouZzivani inhibitoru Gleevec pro

inhibici Abl tyrosinkinazy, ktera hraje dulezitou roli u chronické myeloidni leukemie[6].

Mezi dulezité proteinkinazy patii cyklin-dependentni kinazy (CDK) hrajici z&sadni roli pti

fizeni bunécného cyklu u eukaryotickych organismu.
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Obrézek 2 Role CDK2 v bunééném cyklu pisobici béhem G1 a G1/S faze (kontrolni bod — ang. restriction
point) Pievzato z [4]



Rizeni aktivit CDK je zprostiedkovano spojenim s regulaéni podjednotkou — proteinem
cyklinem nebo fosforylaci jinymi proteinkinazami, coz vede k funkéni zméné v proteinu[2,7].
Rozeznavame nékolik enzymid CDK lisicich se v lokalizacich a rolich v regulaci burky.
Dulezitou a nejlépe studovanou z pohledu biochemie a strukturni biologie je cyklin-depentni
kindza 2 (CDKZ2)[8], ktera je jednim z nejdulezitéjsich regulatorti buné¢ného cyklu[9,10],
pusobici béhem G1 a G1/S faze (Obr. 2).

NaruSeni spravné funkce cyklin-dependentnich kindz muze vyustit ve vyvoj nadora[11].
Deregulace konkrétniho enzymu CDK2 je Casto spojena s mnoha zavaznymi onkologickymi
onemocnénimi[12]. Tato okolnost je divodem dlouhodobé pozornosti vénované Vyvoji
ucinnych inhibitori CDKZ2[13,14,15,5]. Né&kolik latek je v soucasné dob¢ v Klinickych
zkouskach (napt. flavopiridol)[16,17]. Vyvoj 1éCiv, které ptisobi jako inhibitory CDK2
s sebou nese fadu specifickych problémi, napt. schopnost nddorovych bunék mnoZit se,

ptestoze jejich CDK2 je inhibovana[18].



Obrézek 3 Struktura proteinkindzy CDK2 s inhibitorem roskovitinem (zelené, ty¢kovy model) (PDB kod 2A4L
[19]): inhibitor se vaze do aktivniho mista, které ma tvar kavity mezi dvéma laloky, N-terminalni lalok je v horni
Casti obrazku a je tvoten pievazné PB-sklddanymi listy (Cervené pruhy). C-termindlni lalok je v dolni &asti
obrazku a je tvofen pievazné a-Sroubovicemi (svétle modie). Useky polypeptidového fetézce bez sekundarni

struktury (angl. coil) jsou znazornény fialové.

Lidska CDK2 je tvoiena 298 aminokyselinami a ma supersekundarni strukturu (angl. fold)
charakteristickou pro proteinkinazy. Aktivni misto je mezi N-terminalni a C-terminalni
doménou — lalokem (angl. lobes), které jsou spojeny peptidovym fetézcem bez sekundarni
struktury (angl. coil) (Obr. 3). Aktivni misto je umisténo v hluboké duting, kterd je schopna
vazat ATP a purinové analogy (inhibitory). Je tvofeno tiemi oblastmi pojmenovanymi po
Castech ATP, tj. purinové vazebné misto, misto pro fosfatovou skupinu a kapsu pro cukerny
zbytek. Doposud byly publikovany desitky struktur komplexi CDK2 s inhibitory zaloZzenymi
na purinovem jadie i inhibitory apurinovymi[20,21,22]. Po dlouhodobém studiu inhibice



CDK2 byly ve skupin¢ prof. Strnada v Laboratofi ristovych regulatortt v Olomouci objeveny
nizkomolekularni purinové inhibitory CDK2 olomoucin[23] a roskovitin[24], které se
vyznacuji strukturni podobnosti s ATP. Z divodu pochopeni téchto vlastnosti do atomarnich
detaild, vénovali jsme se v prvni studii predkladané v této disertacni praci komplexu CDK2-

roskovitin.

Obrazek 4 Struktura kavity proteinkinazy lidské CDK2 s inhibitorem roskovitinem (PDB kdd 2A4L [19])

Vazebny moéd CDK2 inhibitord je charakterizovan nékolika specifickymi vodikovymi
vazbami k peptidové patefi v aktivnim kinazovém misté (Obr. 4). Vazebny mod roskovitinu je
charakterizovan dvéma vodikovymi vazbami mezi roskovitinem a peptidovou vazbou leucinu

83.

DalSi zkoumana proteinkindza CK2 (angl. casein kinase 2) je pleotropni (ptisobici na vice
substratti) serin-threoninova kindza s vice nez stovkou cilovych proteintt majicich rizné
regulaéni bunécné funkce, napf. bunééna exprese, syntéza a degradace proteint, piipadné

signalizace a potlaceni apoptdzy[25,26]. CK2 jsou vice exprimovany Vv nadorovych
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bunkach[27]. Snizeni aktivity CK2 muze byt jednim z moznych pfistupt K 1éCeni nebo k
zpomaleni ristu nadori[28,29]. CK2 se sklada ze dvou katalytickych (a) a dvou regulaénich
domén (B) (Obr. 5)[30]. Aktivni misto a-podjednotky CK2 lezi mezi N-terminalni a C-
termindlni doménou, které jsou spojeny peptidovym fetézcem bez sekundarni struktury

podobné jako u CDK2. Aktivni misto CK2 je umisténo v kavité, kterd je schopna vazat ATP.

Obrazek 5 Struktura komplexu CK2 a-podjednotky s inhibitorem (zeleng, ty¢kovy model) (PDB kéd: 20XY):
inhibitor se vaZe do hluboké kavity aktivniho mista mezi N-terminalni (nahote) a C-terminalnim (dole) lalokem.

Barevné znaceni sekundarnich struktur je stejné jako na Obr. 3.

Byly vyvinuty desitky CK2 inhibitorti, jejichZ stiedni inhibi¢ni koncentrace (IC50) jsou v
fadu mikromolarnim az nanomolarnim [31,32]. Mezi nej¢astéji pouzivany inhibitor CK2 patii

tetrabromobenzotriazol (TBB), ktery ma inhibi¢ni konstantu (K;) 0,4 puM. V soucasnosti je
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popsana fada krystalovych struktur tetrabromovanych a tretrajodovanych inhibitora
podobnych TBB s kukuti¢nou CK2 majici 77 % homologii (sekvenc¢ni identita) s lidskou a-
podjednotkou CK2[33], pro kterou vSak nejsou krystalové struktury tohoto typu inhibitord
(Obr. 6). Tyto inhibitory se vazou do vazebného mista pro ATP katalytické a-podjednotky
CK2. Inhibitory jsou vdzaneé v malé hydrofobni kavité[34], coz vysvétluje jejich velkou
selektivitu vaci dalSim proteinkindzam. Vedle nepolarnich interakci vyznamnych pro zvyseni
sily vazby této fady inhibitort hraji dileZitou roli také polarni interakce. Ty jsou zodpoveédné
za orientaci inhibitoru v kavité. Neni to zpusobeno klasickou vodikovou vazbou, ale

ptitomnosti dvou halogenovych vazeb typu Kyslik - halogen[35] (Obr. 6).

N

W\ iy

Obrézek 6 Kavita katalytického mista a-podjednoty kukuti¢né proteinkindzy CK2 s inhibitorem (PDB kod —
20XY) Dvé halogenové vazby mezi dvémi atomy bromu inhibitoru a karbonylovymi kysliky peptidové patefe.

Po nahrazeni bromu jodem doslo u téchto tetrahalogenovanych inhibitorii ke zvySeni inhibi¢ni
konstanty, az o jedno desetinné misto[32]. Uvedena fada inhibitort tak ptedstavuje vhodny

model pro studium halogenové vazby u komplext proteinu s inhibitory.
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1.3 Nekovalentni interakce

Nekovalentni interakce hraji klicovou roli v biodisciplinach a jsou zodpovédné za strukturu a
tedy i vlastnosti jak biomakromolekul (proteiny, nukleové kyseliny) tak i jejich komplext s
ligandy. Celkova interak¢éni energie se sklada z atraktivni (elektrostatické, indukéni a
disperzni) a repulzni sloZky[36]. Elektrostatické sily ptisobi mezi permanentnimi elektrickymi
multipdly, indukéni sily pisobi mezi permanentnim multipélem a indukovanym multipdlem.
Disperzni (Londonova) sila vznikd mezi ¢asové proménnymi a indukovanymi multipoly
v molekulach a tak muze existovat i mezi molekulami bez permanentniho elektrického
multip6lu. Disperzni energie tvofi atraktivni ¢ast van der Waalsovy energie a jako takova
hraje dalezitou ulohu ve stabilizaci biomakromolekul[37]. Repulzni interakce se uplatni vZdy,
kdyz vzdalenost mezi molekulami je dostate¢né mala a piekryv jejich elektronovych hustot je
nenulovy. Komplexy s vodikovou vazbou patii k nejsilngji vazanym nekovalentnim
komplextiim. Vodikova vazba X-H...Y je charakterizovana interakci mezi donorem X-H
obsahujicim vodik kovalentné vazany na elektronegativni atom X (O, N, F...) a akceptorem Y,
tj. mistem s piebytkem elektronti, jako jsou volné elektronové pary atomu O, N, F, atp. nebo
nasobné vazby [38]. Mezi méné znamé typy nekovalentnich interakci patii halogenova vazba
C-X...Y (angl. halogen bonding), ktera se tvoti mezi t¢z8§im halogenovym atomem X (ClI, Br,
I) s vlastnosti Lewisovy kyseliny, ktery je kovalentné vazany na uhlik, a Lewisovou bazi Y

jako napf. atom kysliku.

0015

-5

Obréazek 7 Ukdzka o-diry pro molekulu CH3Br pomoci vypogitaného molekuldrniho elektrostatického

potencialu. Pfevzato z [39]

Schopnost byt Lewisovou kyselinou je u halogenovych atomi zpiisobena pfitomnosti tzv. o-

diry (angl. o-hole), tj. pozitivné nabité oblasti na atomu halogenu v ose vazby C-X ve
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vzdalengjsi ¢asti od atomu uhliku. (Obr. 7). Halogenové vazba se tvoti v disledku kvantovych
efektd a jako takova nemuze byt popsana klasickymi metodami molekulové mechaniky (tj.
bez explicitniho popsani distribuce elektronové hustoty na atomu). Kvantové chemické

metody halogenovou vazbu popisuji uspokojive.

1.4 Cile

Cilem piedlozené disertace je zkoumat pomoci vypocetnich metod nekovalentni interakce
mezi proteinkinazami a jejich inhibitory, jez by mohly mit potenciélni uplatnéni pii 1éceni
zavaznych onemocnéni. Prace je rozdélena na tii Casti. Prvni se zabyva detailnim popisem
interakce nizkomolekularniho inhibitoru roskovitinu s CDK2. Ve druhé ¢asti byla soustiedéna
pozornost na teoreticky popis interakce CDK2 s 15 strukturné odliSnymi inhibitory za pouZziti
semiempirické kvantové-mechanické skorovaci funkce (angl. scoring function). Konecné ve
tieti Casti byl studovan vztah mezi teoretickymi a experimentdlnimi hodnotami vazebnych
volnych energii pro komplexy kukuti¢né a lidské CK2 s halogenovanymi inhibitory, které

jsou s enzymem schopny tvofit halogenovou vazbu.
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2 Studované systemy

2.1 CDK2 a inhibitor roskovitin

V prvni ¢asti prace byl studovan komplex CDK2 s inhibitorem roskovitinem vazanym v
kinazové kavité (Obr. 8). Studovany systém o velikosti okolo péti tisic atomd je pro presné
metody kvantové chemie piili§ velky. Bylo v8ak zji$téno, Ze pro uspokojivé popsani interakci
v komplexech proteinu s inhibitorem je dostate¢né uvazovat pouze ty aminokyseliny, které

jsou vzdaleny od inhibitoru roskovitinu o méné nez 5 A[40].

Obrazek 8 Aminokyseliny kavity CDK2 s navazanym inhibitorem roskovitinem

Vzhledem k tomu, Ze v blizkosti inhibitoru roskovitinu se nachazi peptidova patef spojujici
blizké aminokyseliny do pfili§ velkého systému, byla peptidova patet prerusena mezi atomy
uhliku C,, a dusiku. Takto bylo vytvofeno 14 fragmentu s roskovitinem a s jednou nebo vice
aminokyselinami: kyselinou glutamovou 8 (E8); isoleucinem 10 (110); valinem 18 (V18);
alaninem 31 (A31); lysinem 33 a asparagovou kyselinou 145 (K33D145); valinem 64 (V64);
fenylalaninem 80 (F80); kyselinou glutamovou 81, fenylalaninem 82 a leucinem 83
(E81F82L83); leucinem 83, histidinem 84 glutaminem 85 (L83H84Q85); glutaminem 85,
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kyselinou asparagovo 86 and lysinem 86 (Q85D86K89); glutaminem 131 and asparginem 132
(Q131N132); leucinem 134 (L134); alaninem 144 (Al144); glycinem 11, kyselinou
glutamovou 12 a glycinem 13 (G11E12G13). Na téchto fragmentech byla pocitana interakeni
energie pomoci kvantovéchemickych metod. (Podrobngjsi popis piipravy studovanych

struktur je uveden v metodach ¢lanku u piilohy 1).

2.2 CDK2 a inhibitory

Bylo uvazovano 15 struktur CDK2 se strukturné odlisnymi inhibitory (Obr. 9), které byly
vzaty z PDB databaze struktur (angl. Protein Data Bank). Studované syst¢émy CDK2 mély
dva konformac¢ni stavy, jeden v neaktivnim stavu a druhy v aktivnim stavu s fosforylovanym
threoninem 160 a proteinem cyklinem, ktery byl pro vlastni vypocet odstranén. Vsechny
uvazované inhibitory se vazaly do kindzové kavity CDK2 smérem k peptidové pateti proteinu
prostiednictvim specifickych motivii tvofenych vodikovymi vazbami. (Podrobné&j$i popis

piipravy studovanych struktur je uveden v metodach ¢lanku u pfilohy 2).
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Obrézek 9 15 strukturné odlisnych CDK2 inhibitori s kddy PDB struktur jejich komplexu s CDK2

2.3 CK2 a inhibitory

Byly pouzity dvé€ skupiny struktur komplexu CK2 s inhibitorem. Prvni skupina se skladala z

deviti komplex (osm s tetrabromoderivaty a jednim tetrajododerivatem) katalytické a-
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1191

1ZOE

podjednotky kukuficné CK2, pro které byla strukturni data ziskdna z PDB databaze struktur
(Obr. 10 vlevo). Obecné zaujimaji halogenovane inhibitory CK2 dvé orientace, které se lisi
oto¢enim asi 0 Sedesat stupiiii okolo osy kolmé k roviné inhibitoru. V komplexech s prvni
orientaci inhibitorti (PDB kdédy 1ZOG, 1Z0OH, 3KXG, 3KXN) se inhibitory vazi pies Br5 a
Br6 ke kyslikim kyseliny glutamové 114 a kyslikim patefe valinu 116, zatimco v
komplexech s druhou orientaci inhibitord (PDB kddy 1ZOE, 20XD, 20XX, 20XY) se
inhibitory vazi pies Brd a Br5. V piipadé, kdy jsou obé orientace piitomny v krystalovych

strukturach (1ZOH a 3KXN) byla uvaZzovana druhé orientace.
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Obrézek 10 Dvé skupiny CK2 inhibitord, prvni skupina z krystalovych struktur kukuti¢né CK2, druhd skupina z

Br

navrzenych struktur inhibitort, které byly studovany v komplexu s lidskou CK2.

Druha skupina struktur se skladala ze sady modifikovanych inhibitorti (navrzenych tak, aby
mély maximalni pocet atraktivnich interakci s CK2) ovSem v komplexu s lidskou CK2.
Struktury komplexu byly vytvoteny strukturnim pieloZenim, kdy a-podjednotka lidské CK2
byla ziskana z krystalové struktury (PDB kdéd 1JWH — komplex CK2 s gama-imino-ATP
(ANP, coz je analog ATP)) a struktura inhibitoru byla ziskana z komplexu kukufi¢né CK2 a-

18
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podjednotky s inhibitorem (PDB kdd 1ZOE). Nasledné byly modelovany ruzné modifikace
inhibitora (Obr. 10 vpravo)[32]. (Podrobngjsi popis modelovani studovanych struktur je

uveden v metodach ¢lanku ptilohy 3).

19



3 Metody

3.1 Metody molekulové mechaniky

Molekulova mechanika popisuje molekuly pomoci zakont klasické fyziky. Tento popis je
vyjadfen pomoci tzv. silového pole, coZ je mnozina parametrii a matematickych funkci, které
popisuji potencialni energii systému ¢astic jako jsou atomy a molekuly Vv zavislosti na jejich
soufadnicich[41]. Je to jeden ze zakladnich matematickych modelt popisujici fyzikalné
chemickou strukturu molekul. Kazdy atom je popsan parcialnim nabojem a atomovym typem.
Podle atomovych typ se pfifadi parametry silového pole (zmény délky vazeb, ohybani
vazebnych hld a deformace torznich thli). Empirické parametry pouzivané ve funkci
silového pole jsou odvozeny z experimentalnich dat nebo ziskany pomoci vypocti kvantové
chemie. Tato funkce se skladd z vazebnych a nevazebnych ¢lenii. Vazebné cleny popisuji
zmény délky vazeb, ohybani vazebnych wthli a deformace torznich thlid. Nevazebné cleny
popisuji interakce van der Waalsovy a elektrostaticke interakce. Vyhody a nevyhody silového
pole vychazeji z jeho jednoduchého matematického popisu — jsou vypocéetné nenaroc¢né, ale
na druhou stranu nejsou schopny popsat kvantové jevy jako pfenos naboje, polariza¢ni déje

nebo existence ¢ —diry u halogend. Jednim z nejpouzivanéjsich silovych poli je AMBER[42].

3.2 Metody kvantové chemie

Pomoci kvantovéchemickych vypocti je v principu mozné piesné piedpovidat fyzikalné-
chemické vlastnosti molekul i molekulovych klastri. Je vSak tfeba mit na paméti omezeni, jez
maji povahu jak matematickou tak i fyzikalné-chemickou. Metody kvantové chemie poskytuji
presn€jsi vysledky ve srovnani s metodami molekulové mechaniky, pfislusné vypocty jsou
vSak fadové naroc¢néjsi, jak na vypocetni Cas, tak na pocitacovy hardware. Zakladni metodou
kvantové chemie je metoda Hartreeho a Focka (HF)[43]. Slouzi k vypoctu zakladniho stavu
viceelektronové vlnové funkce pii konkrétnim uspofadani atomovych jader (Born-
Oppenheimerova aproximace), ktera je vyjadiena jako jednoduchy Slaterdv determinant.
Vyuziva variaéniho principu K vypoctu minimalni energie systému. Vypocet se provadi
fesenim nelinedrnich rovnic, kdy kazdy elektron je popsan Fockovym operatorem v poli, které

je tvofeno ostatnimi elektrony. Tato metoda byva oznacovana jako metoda SCF (angl. self-
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consistent field). Prislusné rovnice jsou feseny iterativni metodou k dosazeni minima energie.
Molekulové orbitaly jsou popsany jako linearni kombinace atomovych orbitalti - bazovych
funkci. Metoda HF ma sva omezeni plynouci ze zanedbéani elektronove korelace a
relativistickych jevi. Korelované metody (nebo téZ post-SCF metody) jsou metody, které
zlepsuji popis vinové funkce tim, Ze uvazuji piisobeni elektronové korelace. Mezi nejcastéji
pouzivanou korelovaneé metodu patii poruchova metoda druhého fadu podle Magllera a
Plesseta (MP2), ktera poskytuje pfiméfené zahrnuti elektronové korelace. Metoda sptazenych
klastrd CCSD(T) (zahrnujici jednoelektronové a dvouelektronové excitace pomoci
iterativniho zpuisobu a tfielektronové excitace pomoci poruchového poctu)[44] poskytuje

velmi ptesné hodnoty energie a vlastnosti v Sirokém spektru molekul a molekulovych klastra.

Alternativnim pfistupem k feSeni viceelektronové vinové funkce je metoda funkciondlu
elektronové hustoty DFT (angl. density functional theory), ktera podobné jako metoda HF
slouzi k vypoctu viceelektronové vinové funkce v zdkladnim stavu[45]. Fyzikalni a chemické
vlastnosti molekul jsou poc¢itany pomoci funkcionalu elektronové hustoty. Vyhodou metod
DEFT je jejich vypocetni nenaro¢nost ve srovnani s post-SCF metodami. Jesté jednodussi, je
metoda SCC-DFTB[46], coZ je aproximativni metoda DFT zaloZena na principu tésné vazby.
Po zahrnuti disperze empirickym ¢lenem vznikd metoda SCC-DFTB-D[47], ktera je schopna
popsat disperzni interakce. Zadna z uvedenych metod viak neni vhodna pro rozsahlé systémy
s tisici a vice atomy a tyto metody jsou proto nepouZitelné pro biomakromolekuly, napt.
proteiny. Jednou z moznosti feSeni je pouziti semiempirickych kvantovéchemickych metod
(SQM - angl. semiempirical quantum mechanics), které jsou zaloZeny na podobném postupu

vypoctu jako metoda HF. Vypocet je vSak zjednodusSen za pouziti riznych aproximaci.

Nejvhodnéjsi z SQM metod pro pouZiti na biomolekulové systémy je metoda PM6-
DH2[48,49] poskytujici piesné vysledky pro rizné typy nekovalentnich interakci jako jsou
vodikové vazby a disperzni interakce. V ptipad¢ halogenové vazby tato metoda piecenuje
velikost interakce mezi halogenem a elektronegativnim atomem, coz je zpusobeno
nedostate¢nou repulzi mezi halogenem a elektronegativnim atomy (vétSinou O nebo N). Bylo
proto nutné zahrnout dodate¢ny Clen, ktery zvysi zminénou repulsi a tim dojde ke zvétSeni
vzdalenosti mezi halogenem a elektronegativnim atomem. Takto opravena metoda (PM6-
DH2X) je schopna popsat halogenovou vazbu srovnatelné¢ s narocnymi metodami kvantové

chemie[50].
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3.3 Skérovaci funkce

Afinita inhibitoru k jeho receptoru souvisi s vazebnou volnou energii protein-inhibitorového
komplexu ve vodé. Vazbu kompetitivniho inhibitoru (1) s proteinem (P) lze vyjadiit pomoci
inhibi¢ni konstanty K; definovanou pro rovnovahu (P + | — PI) nebo ptipadné také pomoci
koncentrace inhibitoru potiebné k snizeni aktivity enzymu na polovinu, tzv. ICsy [51].
Hodnoty 1C50 jsou ale siln¢ zavislé podminkach meéfeni. Inhibi¢ni konstanta je proto
vhodnéj$i pro srovnani experimentu S vypoctenymi vysledky. Inhibi¢ni konstanta souvisi
s vazebnou volnou energii pomoci vztahu AG’y = RTIn(K;), kde R je moléarni plynova
konstanta (R = 8,314 J/-K/:mol) a T je termodynamicka teplota v Kelvinech. Odhad vazebné
volné energie nazyvany skore mize byt ziskan jako soucet téchto ¢lent: interakéni entalpie,
interak¢ni entropie, deformacni energie inhibitoru a proteinu a zména solvatace proteinu a
inhibitoru pti vzniku komplexu[52]. Klasické skdrovaci funkce jsou zaloZené na pouZiti
empirického potencidlu. Navzdory zvySovani ucinnosti a parametrizaci empirickych
skorovacich funkci, jejich moznosti jsou Vv podstaté omezeny znamymi limitacemi
empirickych potenciali (molekulova mechanika, silové pole). Toto pievazné souvisi s
neschopnosti zahrnuti popisu kvantovych efektt, jako je napf. pfenos naboje mezi proteinem
a inhibitorem[53,54] a existence ¢ —diry v halogenu, ktera umoznuje vznik halogenové vazby
hrajici vyznamnou roli pii vazbé halogenovanych inhibitorG[55]. ReSenim je pouZiti
kvantovéchemickych metod. Jak vSak bylo uvedeno diive, tyto metody jsou vzhledem
k ¢asové naro¢nosti pro ucely navrhu 1é¢iv nepouzitelné. S vyhodu vsak 1ze pouzit pokrocilou
semiempirickou QM metodu PM6-DH2X. Tato metoda pouziva algoritmu MOZYME[56]
zalozeném na lokalizovanych orbitalech, coz vede Kk vyraznému zrychleni vypoctu.
V ptedlozené praci se skore pocita jako soucet interak¢ni entalpie ve vod¢, entropického

¢lenu, deformacni energie inhibitoru a korekce solvataéni energie inhibitoru (rov. 1)
AG’y, = AHy — TASy, + AEget(l) + AEqer(P) + AAGw(I) 1)

Prvni ¢len rov. 1 popisujici zménu entalpie pii interakci inhibitoru s proteinem ve vodném

wevr

rov. 1) se vyjadiuje pomoci nasledujiciho vztahu:

AEg(1) =E' = EQ)' (2)
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kde E(1)"' je energie inhibitoru v geometrii komplexu a E(1)' je energie izolovaného inhibitoru
ve vodé. Deformaéni energie proteinu (Ctvrty ¢len vrov. 1) lze v pfipadé zjiStovani
relativnich vazebnych energii série inhibitorti k jednomu proteinu zanedbat. Dalsi ¢len v rov.

1 predstavuje korekci na solvataci inhibitoru:
AAGW(I) — AGWCOSMO(I)PI _ AGWSMD(I)PI (3)

kde &len AG,COMO()' a AGMP()™' piedstavuje solvatadni volnou energii spocitanou
pomoci modelu COSMO v programu MOPACI[57] a pomoci modelu SMD v programu
Gaussian 09 [58]. Entropicky ¢len byl uren na zakladé silového pole AMBER[42] v
implicitnim solventu pomoci aproximace tuhého rotoru — harmonického oscilatoru. Je to
proto, ze vypocet druhych derivaci energie podle vSech koordinat je vypocetné velmi naro¢ny

a nelze jej provést pomoci kvantovéchemickych metod.
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4 Vysledky a diskuse

4.1 CDK2 s inhibitorem roskovitinem

V publikaci u pfilohy 1 byla studovana interakce mezi CDK2 a inhibitorem roskovitinem. Pro
vypocet interakéni energie komplexu CDK2-roskovitin bylo nejprve nutné zmensit

popisovany systém tak, aby jej bylo mozné popsat kvantovéchemickymi metodami.

E8 (-4.79) 110 (-7 .36) V18 (-2.11) A31(-1.08)

K33D145 (-2.69) V64 (-0.91) F80 (-3.18) E81F82L83 (-13.36)

L83HB4Q85 (-8.18) Qas5D86KEd (-10.53) Q131N132 (-1.59) L134 (-5.17)

A144 (-1.19) G11E12G13 (-3.71)

Obrézek 11 Fragmenty CDK2 kavity s inhibitorem roskovitinem a s MP2 interakénimi energiemi (kcal/mol)

Z literatury je znamol[40], Ze zahrnuti aminokyselin leZicich do 5 A od atomu inhibitoru je
dostatec¢né k popsani interakénich energii mezi proteinem a inhibitorem. Proto jsme pouzili
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toto okoli roskovitinu z komplexu s CDK2 a dale jsme jej rozdélili na mensi ¢asti (Obr. 11),
pro které bylo mozno pouZzit naro¢néjsi kvantovéchemické metody. Jako referenéni metoda
byla pouzita metoda MP2/aug-cc-pVDZ ktera, jak bylo diive ukazano dava podobné vysledky
jako velmi piesna metoda CCSD(T)/CBS[59]. Je to diky kompenzaci chyb (ptecenovani
(metoda MP2) a podcenovani (pomérné mald baze) interakéni energie[60]). Ptislusné
interak¢ni energie byly srovnany s energiemi uréenymi jinymi vypocetnimi metodami - DFT
(B3LYP/6-31G**), SCC-DBTB a SCC-DFTB-D (D - zna¢i empirickou disperzi) a
molekulova mechanika AMBER (ff99). Vysledky vypocti jsou uvedeny v tabulce 1. Hodnoty
interak¢ni energie byly spoéteny ve vakuu a tak nezahrnuji vliv proteinového okoli ani
solventu. Metoda DFT selhala u fragmentu, kde interak¢ni energie je disperzniho charakteru
(napt. L134). Pro ptipady fragmenti s vodikovou vazbou (E81F82L83) metoda DFT
poskytuje srovnatelné hodnoty interakéni energie S referenénimi hodnotami. Podobnych
vysledkit bylo dosazeno také pomoci metody SCC-DBTB, kterd nezahrnuje disperzni
interakci. Po pfidani empirického disperzniho ¢lenu byly hodnoty interak¢nich energii (napf.
L134) blizké hodnotam referencni metody MP2. Srovnatelné hodnoty s referencnimi daty
také poskytlo silové pole ff99 AMBER, které zahrnuje empiricky disperzni ¢len. Pomoci
metody SCC-DFTB-D a silového pole AMBER (ff99) byla spocitana interak¢éni energie
roskovitinu s kavitou a bylo ukazéno, ze dominantnim atraktivnim ¢lenem je disperzni ¢len.
Obecné metody DFT nezahrnujici disperzni korekci nejsou schopny popsat interakci CDK2

s roskovitinem, a proto nejsou vhodné pro dalsi vypocty téchto a podobnych komplext.

fragment MP2 | DFT | SCC-DFTB | SCC-DFTB-D | AMBER
E8 47 -38 22,0 2.4 21,8
110 73 1,4 -1,0 7,5 7.1
V18 2,1 2.1 0,1 -2,9 -2,8
A31 -1,0 2,9 03 -1,8 -1,6
K33D145 -2,6 1,9 0,1 -3,1 -1,8
V64 -0,9 0,4 0,0 -1,0 -1,0
F80 3,1 0,9 0,0 3,1 3,1
E81F82L83 | -133  -61 -4,3 -9,7 -9,0
L83H84Q85 | -8,1 0,9 -2,5 -8,5 -8,5
Q85D86K89 | -105  -5,0 -2,5 -12,0 -7.9
Q131N132 1,5 1,6 0,6 2,1 -0,9
1134 5,1 2,6 -0,1 5,2 -5,5
Al44 11 -09 -0,0 -2,0 -1,6
G11E12G13 | -37  -15 -1,2 -3,3 4,2
soudet 658  -05 -12,6 -65,3 573

Tabulka 1 Interakéni energie fragmentu z CDK2 kavity s inhibitorem roskovitinem (kcal/mol)
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Zde je tieba podotknout, Ze v posledni dobé bylo navrZzeno nékolik schémat, jak zahrnout
empirickou disperzi i do DFT vypoc¢tu[61,62] a tato metoda (DFT-D) se stala velmi oblibenou
pro popisy biomolekulovych komplexu[63,64].

Dominantni vliv disperznich sil pro vazbu roskovitinu s CDK2 vyZaduje pouZiti
kvantovéchemickych metod zahrnujicich disperzni interakci a to bud explicitné jako u
metody MP2 nebo pomoci empirické korekce jako u metody SCC-DFTB-D. Dale je ziejmé,
Ze metoda silového pole AMBER, ktera zahrnuje disperzni energii ve van der Waalsové

¢lenu, je téZ vhodna pro popis této interakce.

Dalsim dulezitym faktorem, ktery stabilizuje roskovitin v kavité¢ CDK2 jsou vodikové vazby.
Na rozdil od disperzni energie maji vodikové vazby smérovy charakter a tvoii vazebny motiv,
ktery je typicky pro dalsi inhibitory CDK2. Z uvedenych hodnot lIze také usoudit, Ze pouze
omezena skupina aminokyselin ma zasadni podil na stabilizaci komplexu. Tyto informace
dovoluji odhadnout, které ¢asti inhibitoru roskovitinu mohou byt modifikovany tak, aby doslo
ke zvySeni afinity inhibitoru, a také naopak zmeény kterych aminokyselinovych rezidui pfi

mutacich mohou zpisobit destabilizaci vazby inhibitoru roskovitinu s CDK2.

4.2 CDK2 inhibitory

V druhé publikaci (pfiloha 2) byla studovana korelace teoretickych a experimentalnich
vazebnych volnych energii na strukturné rtiznorodé skupiné 15 inhibitori CDK2, které se
kompetitivné vazou do aktivniho mista CDK2. Interakce mezi CDK2 a inhibitory v roztoku je
experimentalné popsana pomoci inhibi¢ni konstanty (K;). Pfirozeny logaritmus inhibi¢ni
konstanty (InK;) je tmérny vazebné volné energii AGy, dle rovnice AG, = RT InK;. Volna
energie vazby (skdre) byla spoctena dle rov. 1. Pfislusna skorovaci funkce je zaloZzena na
metodé PM6-DH2, a tak se zasadné lisi od skoérovacich funkci zalozenych na empirickych
potenciélech. Tato metoda dava piresné vysledky pro rizné typy nekovalentnich interakci jako
jsou vodikové vazby a disperzni interakce[65,49], které hraji dileZzitou roli pro stabilizaci
komplexu CDK2 s roskovitinem (viz. pifedchozi kapitola). Nejprve byla uvazovana korelace
experimentalné zméfenych inhibi¢nich konstant s vypocitanou interakéni entalpii ve vodném

prostiedi (AHy) uréené pomoci metody PM6-DH2 s implicitnim modelem vody COSMO.
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Struktura komplexu inhibitoru s proteinem byla optimalizovana stejnou metodou. Vysledkem
byla silna korelace (R?=0,87) (Obr. 12 vlevo).
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Obrazek 12 Korelace experimentélnich a teoretickych hodnot vazebnych energii 15 inhibitoru s CDK2: vlevo
AH,, vs. InK;, vpravo AG,, vs. InK;

Ptidanim korekce na deformaci a desolvataci inhibitoru se korelace mirné zhorsila (R2=0,77)
a kone&n& zapodtenim entropického ¢lenu doslo k dal$imu zhorseni korelace (R?=0,52) (Obr.
12 vpravo). Zde je nutno zminit, ze piesnost popisu entropického Clenu je ¢asto nizsi nez u
entalpického ¢lenu[66]. Hlavnim divodem je ale skute¢nost, ze entropicky ¢len byl uréen
pomoci silového pole AMBER (ff99). Na zakladé vypoctenych dat lze konstatovat, Ze
nejlepsi korelace s inhibi¢ni konstantou byla ziskana pro interakéni entalpii uréenou pomoci
PM6-DH2 metody. Tato korelace byla siln€jsi nez vsechny diive publikované korelace pro
inhibitory CDK2 zaloZzené na empirickych a semiempirickych skoérovacich funkcich
[67,68,69].

4.3 CK2 inhibitory

Vroce 2004 byl publikovan clanek s piehledy struktur proteini a nukleovych kyselin
v komplexu s nizkomolekularnimi inhibitory, kde nekovalentni stabilizace méla ptispévek od
halogenovych vazeb[70]. V poslednich letech byla zaméfena pozornost na moznost pouZziti
halogenové vazby v racionalnim navrhovani 1é¢iv[71,55]. Velka skupina 1é¢iv obsahujici
atom halogenu muZe totiz vytvaret halogenové vazby. Vznik halogenové vazby je zpisoben
kvantovym jevem, kdy dojde na vrcholu halogenu kovalentn¢ vdzaného s uhlikem ke vzniku
oblasti s kladnym nabojem, tzv. o-diry (angl. o-hole). Empirické potencialy nemohou o-diru

popsat a tak tyto metody nejsou pro popis halogenové vazby vhodné. V uvedené studii byla
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proto pouZita metoda PM6-DH2 rozsitena o korekci na halogenovou vazbu tj. metoda PM6-
DH2X[50].

Skorovaci funkce zaloZzena na metodé PM6-D2X byla aplikovana na dvé skupiny
halogenovanych inhibitorti s CK2, jak je uvedeno v publikaci (pfiloha 3). Prvni skupina byla
vytvofena podle krystalovych struktur kukuficné CK2 a druha pomoci namodelovanych

struktur inhibitoru s lidskou CK2.
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Obrazek 13 Korelace AH,, vs. InK| pro dvé skupiny CK2 v komplexu s inhibitory, vlevo skupina zaloZena na

krystalovych strukturach a vpravo na strukturach s modifikacemi

Korelace mezi vypocitanou interakéni entalpii ve vod¢é a inhibi¢ni konstantou byla silna u
skupiny vytvofené z krystalovych struktur (R*=0,86). Pro druhou skupinu struktur byla
nalezena korelace vyrazné slabsi (R*=0,52) (Obr. 13). Kdyz byly k interakéni entalpii pricteny
korekce na desolvataci a deformacni energie inhibitoru doslo v prvnim ptipadé¢ k mirnému

zhorseni (R?=0,81), pro druhou skupinu dolo ale ke zlepseni (R?=0,71).
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Obrazek 14 Korelace AG,, vs. InK; pro dvé skupiny CK2 v komplexu s inhibitory, vlevo skupina zaloZena na

krystalovych strukturach a vpravo na strukturach s modifikacemi
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Piidani entropického ¢lenu zalozeného na empirickém potencidlu AMBER (ff99) vedlo
k vyraznému zhoreni korelace jak pro prvni skupinu (R?=0,24) tak i pro druhou skupinu
(R?=0,19) (Obr. 14), co? ukazuje na nespravny popis halogenové vazby pomoci silového pole.
VSechny struktury byly optimalizované pomoci metody PM6-D2X v implicitnim solventu
popsanym COSMO modelem. Tyto struktury velmi dobie souhlasi s krystalovymi
strukturami. V piipadé uhlikia C, je RMSD (angl. root mean square deviation) ~ 0,2 A. Na
druhé strané souhlas mezi optimalizovanymi strukturami pomoci metody AMBER (ff99) a
krystalovymi strukturami byl znatelné horsi (RMSD ~ 1 A). Také u dalSich strukturnich
vlastnosti charakterizujicich halogenovou vazbu, tj. vzdalenosti mezi atomy halogenu
inhibitoru a atomy kyslika proteinu tvoficich v krystalovych strukturdch prvni skupiny
halogenovou vazbu, poskytla metoda PM6-D2X (na rozdil od empirického potencialu) velmi
dobrou shodu s experimentem, coz neplati u empirického potencialu AMBER.
Nejmarkantnéji je tento rozdil patrny u komplexu 20XY, u kterého doslo pii optimalizaci

empirickym potencialem k posunu inhibitoru smérem ven z kavity (Obr. 15).
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Obrazek 15 Struktury CK2 kavity s inhibitorem optimalizované pomoci PM6-D2X (nalevo) a AMBER

(napravo), krystalové struktury jsou oznaceny modrie a optimalizované struktury ¢ervené
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5 Zavér

1) Stabiliza¢ni energie komplexu CDK2 s roskovitinem je pfevazené tvoiena disperzni
energii. Metoda DFT, ktera nezahrnuje disperzni energii, je tak pro popis uvedeného
komplexu zcela nevhodna. V ptipad€ zahrnuti disperze pomoci empirického ¢lenu dojde
ke spravnému popisu této interakce a metodu SCC-DFTB-D lIze naopak pro tento a podobneé
komplexy doporucit. Dominantni Cast celkové interakce je tvofena omezenym poctem
aminokyselin, které prispivaji k vazbé roskovitinu s CDK2 a jejich mutace miize mit zasadni
vliv na stabilizaci komplexu. Déle bylo ukazano na schopnost silového pole popsat interakci
roskovitinu s CDK2.

2) Pii navrhu 1é¢iv se k popisu interakce inhibitoru s proteinem pouZivaji skorovaci
funkce zalozZené na principu silového pole. Metody silového pole ale nejsou schopny popsat
kvantové jevy jako je polarizace nebo pienos naboje. Na skuping strukturné rozdilnych CDK2
inhibitord byla ukazana vhodnost pouziti skorovaci funkce urené pomoci semiempirické
kvantovéchemické metody PM6-DH2. NejsilngjSi korelace s inhibi¢ni konstantou bylo
dosazeno pomoci interakéni entalpie (R®=0,87) spocitané pomoci metody PM6-DH2. Po
zahrnuti vSech ¢lent skorovaci funkce (véetné entropie pocitané kvuli naro¢nosti silovym
polem) se korelace zhorsila (R°=0,52). Diky velmi dobré korelaci se jevi nad&jné, Ze vypocty
pomoci skorovaci funkce zaloZzené na metodé SQM mohou byt v budoucnu vzhledem k

rychlému rozvoji v oblasti informaénich technologii pouzitelné pii navrhu 1é¢iv.

3) V posledni ¢asti prace byla studovana moznost pouZiti skorovaci funkce zaloZzené na
metodé¢ PM6-DH2X pro halogenované inhibitory schopné tvofit halogenové vazby s
proteinkinazou CK2. Struktury optimalizované pomoci PM6-D2X velmi dobfe souhlasily s
krystalovymi strukturami, zatimco struktury optimalizované silovym polem AMBER nebyly
schopny popsat halogenovou vazbu. Pro halogenované inhibitory CK2, zaloZené jak na
krystalovych tak i namodelovanych strukturach, byla nalezena silna korelace mezi inhibi¢ni
konstantou a interak¢ni entalpii pocéitanou ve vodé. Po zahrnuti entropickych ¢lend doslo ke
zhorSeni korelace, coz je zplUsobeno neschopnosti empirického potencidlu popsat
halogenovou vazbu. Spravny popis halogenovanych slou¢enin v komplexech s halogenovou

vazbou je jednou z podminek k moznosti nalezeni efektivnéjSich inhibitord.
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Interaction Energies for the Purine Inhibitor Roscovitine with Cyclin-
Dependent Kinase 2: Correlated Ab Initio Quantum-Chemical, DFT and

Empirical Calculations

Petr Dobes,®! Michal Otyepka,” Miroslav Strnad,! and Pavel Hobza*!»"!

Abstract: The interaction between ro-
scovitine and cyclin-dependent kinase 2
(cdk2) was investigated by performing
correlated ab initio quantum-chemical
calculations. The whole protein was
fragmented into smaller systems con-
sisting of one or a few amino acids, and
the interaction energies of these frag-
ments with roscovitine were deter-
mined by using the MP2 method with

[CCSD(T)], were also evaluated. The
energies of interaction between rosco-
vitine and small fragments and be-
tween roscovitine and substantial sec-
tions of protein (722 atoms) were also
computed by using density-functional
tight-binding methods covering disper-
sion energy (DFTB-D) and the Cornell
empirical potential. Total stabilisation
energy originates predominantly from

dispersion energy and methods that do
not account for the dispersion energy
cannot, therefore, be recommended for
the study of protein-inhibitor interac-
tions. The Cornell empirical potential
describes reasonably well the interac-
tion between roscovitine and protein;
therefore, this method can be applied
in future thermodynamic calculations.
A limited number of amino acid resi-

the extended aug-cc-pVDZ basis set.
For selected complexes, the complete
basis set limit MP2 interaction ener-
gies, as well as the coupled-cluster cor-
rections with inclusion of single, double
and noninteractive triples contributions

Introduction

The transfer of information in a cell is mediated through
various linked signalling pathways, leading finally to the
control of diverse metabolic processes. Protein kinases play
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dues contribute significantly to the
binding of roscovitine and cdk2, where-
as a rather large number of amino

- densit
d acids make a negligible contribution.

molecular

a crucial role in many of these pathways, for example, regu-
lation of the cell cycle, differentiation, membrane transport
and secretion of cellular proteins, such as growth hor-
mones."?) A deregulation of cyclin-dependent kinases (cdk)
was demonstrated in human primary tumors and human
tumor lines.’! This discovery stimulated interest in cdk and
their inhibitors because of their potential applications as an-
ticancer drugs.! These cdk enzymes catalyse the transfer of
the ATP phosphate to serine and threonine residues located
on a protein substrate and, thus, activate other proteins. The
activity of cdk2 is regulated by association with regulatory
subunits (cyclins) and through phosphorylation by other kin-
ases, which cause conformational changes in the protein so
that the correct positioning of a substrate and catalytic resi-
dues is achieved.”? The cdk2 associated with cyclin E can
promote progress through the G1 phase and, consequently,
it forms a complex with cyclin A, which is a necessary condi-
tion for entry of a cell into the S phase.

Cdk2 is comprised of 298 amino acid residues and pos-
sesses a typical kinase fold containing two lobes: a small N-
terminal and a large C-terminal domain. The lobes are con-
nected through a single polypeptide strand. The active site
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that binds ATP or purine-like inhibitors is situated between
the lobes in a deep cleft, and serves as a primary target for
drug design. It consists of three sections named according to
the ATP moieties that it binds: the purine binding site, the
phosphate-group pocket and the sugar pocket. The X-ray
structures of cdk2 and its complexes with different inhibitors
have been published®'” and the number of these continues
to rise.

The inhibition of cdk2 plays a key role in drug develop-
ment programmes addressing such different pathological
conditions as inflammation, autoimmunity, cancer, and car-
diovascular and neurodegenerative diseases.*!!! Conse-
quently, many pharmaceutical companies are interested in
drugs that regulate the activity of specific eukaryotic protein
kinases. Both experimental and theoretical approaches are
used for this purpose. Various computational studies de-
scribing the thermodynamic properties of binding protein
with inhibitor by using molecular mechanics-generalised
Born solvation area (MM-GBSA) methodology,'>'¥ the
molecular simulation of this process™ and the docking
process exist.'") All these studies were based on empirical
potentials, which is understandable considering the size of
the system under investigation. The applicability of empiri-
cal potential should, however, be carefully tested; our
recent studies have shown its limitations in the context of in-
teraction with DNA bases,'¥ the hydrophobic core of pro-
teins!'” and various types of interaction in proteins.™®

The aim of the present study is to investigate the interac-
tion of cdk2 with the inhibitor roscovitine. Our interest in
roscovitine is due to its potential as a promising drug candi-
date in cancer therapy through blocking cell cycle transi-
tions in cancerous cells by cdk1/2 inhibition. Interaction of
cdk2 with roscovitine is very complex and is controlled by
not only hydrogen bonding, but also by other energetic con-
tributions, such as dispersion, electrostatic and charge-trans-
fer. An accurate description of all these energetic contribu-
tions is difficult and requires high-level ab initio quantum-
chemical correlated calculations. These calculations should
be also applied in the design of a selective inhibitor with
higher activity. An essential condition for such designs is a
full understanding of the nature of the stabilisation of the
ligand in the active site. Investigation will be focused on not
only the physical nature of stabilisation (i.e., the role of var-
ious energy contributions, such as hydrogen bonding, stack-
ing, etc.), but also on the steric nature (i.e., the role of vari-
ous parts of the protein cavity in stabilising inhibitor). Thus,
the main difference between previous studies and this pres-
ent one concerns the non-empirical ab initio quantum-chem-
ical approach, which properly describes the nature of the in-
teraction between roscovitine and protein. We stress again
that previous results were based on empirical potential and,
therefore, might not be sufficiently accurate.

Strategy of calculations: Cdk2 interacts with roscovitine
non-covalently. Of the non-covalent interactions, the most
important role is played by hydrogen-bonding, electrostatic,
charge-transfer and dispersion interactions. The role of hy-

4298 —— www.chemeurj.org
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drogen bonds is well recognised and their theoretical de-
scription is quite straightforward. In fact, almost any empiri-
cal, semiempirical and nonempirical methods can describe
hydrogen bonding. Much less is known about the role of dis-
persion energy and originally it was thought to be of low im-
portance. Only recently it was shown that the dispersion
energy plays an important role in not only stabilising struc-
tures of DNA and proteins, but also in, for example, stabilis-
ing an intercalator in DNA. As well as dispersion interac-
tion, charge-transfer also plays an important role in the in-
teraction of protein and inhibitor. A theoretical description
of this energy term is also difficult and empirical potential
does not incorporate this term at all. Thus, it is necessary to
evaluate the interaction of cdk2 with roscovitine at a high
theoretical level by embracing all energy terms. Such calcu-
lations are impractical for large proteins consisting of sever-
al thousands of atoms. For this reason, the whole protein
was fragmented into smaller systems consisting of one or a
few amino acids. The high-level ab initio correlated calcula-
tions performed for these smaller complexes are used as
benchmark data for testing the performance of the empirical
potential. It is evident that to perform the molecular dynam-
ics simulations of the present system (necessary for the de-
scription of dynamic properties) the empirical potential
must be used."! Besides this, the calculated stabilisation en-
ergies allow us to estimate the importance of various sec-
tions of the protein cavity in the stabilisation of inhibitor.
Here, the accuracy of the calculations is crucial, as stabilisa-
tion can originate from hydrogen bonding as well as from
stacking, and the balanced description of various energy
terms is extremely difficult.

Calculations of cdk2 with roscovitine were performed as
follows. Firstly, empirical potentials that are used standardly
for protein simulation were applied. This methodology is
successful, but is associated with several problems. The po-
tential is pairwise additive and the non-additivity plays a
role if systems are polar or charged. Further, interaction
energy is comprised of a sum of electrostatic, dispersion and
repulsion contributions, which means that the charge-trans-
fer term is completely missing. Thus, secondly, the fast ap-
proximative ab initio method that is free of the problems
mentioned above is applied. In our laboratory we use the
self-consistent  charge density-functional tight-binding
method augmented empirically for London dispersion
energy (SCC-DFTB-D).”™ This method yields excellent re-
sults for DNA base pairs and DNA fragments, complexes of
intercalator with DNA, as well as for amino acid pairs and
protein fragments. The method is very fast and enables
single-point calculations to be performed for systems con-
taining several thousands of atoms, and for smaller systems,
molecular dynamics simulations can be performed. Finally,
the benchmark data for smaller model systems generated by
accurate ab initio correlated calculations were used for test-
ing empirical potential and SCC-DFT-D results.

Here, we focus on the interaction energy of the protein—
ligand complex with the aim of understanding the nature of
its stabilisation and quantification of the role of dispersion

Chem. Eur. J. 2006, 12, 4297 -4304
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contribution. Interaction energy is determined as a sum of
interaction energies of representative fragments containing
amino acid(s) and ligand, as well as directly for the whole
protein-ligand complex.

Geometries, fragmentation: The crystal structure of protein
cyclin-dependent kinase 2 with roscovitine (Figure 1) with
2.4 A resolution was used.”) Figure2 shows a schematic

Figure 1. Secondary structure of cdk2 with roscovitine.

view of roscovitine and some of the key amino acids under
consideration. The resolution of the crystal structure of ro-
scovitine with cdk?2 is rather high, but it is sufficient for the
present computations. The system studied contains protein
and ligand and is very complex. To understand the nature of
stabilisation, high-level correlated ab initio calculations
should be performed. These calculations are, however, im-
practical for the system considered, whose size should be re-
duced by, for example, fragmenting the protein into constit-
uent amino acids. The method of fragmentation is not stand-
ard and several problems regarding biochemical relevancy
should be overcome. In constructing representative frag-
ments, we considered only complexes of specific amino
acids directed towards roscovitine, as it is known that only
the nearest groups have significant influence on the interac-
tion energy. The amino acid charges were adjusted to pH 7,
as the crystal structure considered was analysed under these
conditions. A problem occurred for the interactions of ro-
scovitine and the protein backbone, due to strong m—m inter-
action between peptide bonds and the purine aromatic rings
of roscovitine. The protein backbone was, therefore, cut at
the C°-N bond and the peptide bond was maintained.
During partitioning we considered only amino acids and
crystal water molecules located within 5 A from roscovitine.
We created 14 fragmented complexes containing one or

Chem. Eur. J. 2006, 12, 4297 -4304
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Figure 2. Schematic view of roscovitine (centre) and the key amino acids.

more amino acids and roscovitine: glutamic acid 8 (ES8); iso-
leucine 10 (I10); valine 18 (V18); alanine 31 (A31); lysine 33
and aspartic acid 145 (K33D145); valine 64 (V64); phenyla-
lanine 80 (F80); glutamic acid 81, phenylalanine 82 and leu-
cine 83 (E81F82L83); leucine 83, histidine 84 and gluta-
mine 85 (L83H84Q85); glutamine 85, aspartic acid 86 and
lysine 86 (Q85D86K89); glutamine 131 and asparagine 132
(Q131N132); leucine 134 (L134); alanine 144 (A144); gly-
cine 11, glutamic acid 12 and glycine 13 (G11E12G13). All
complexes are shown in Figure 3 and are labelled according
to the amino acid(s) included. Missing hydrogen atoms in
these fragmented complexes were added by using InsightII
and optimised by the gradient quantum-chemical optimisa-
tion at the B3LYP/6-31G** level; positions of heavy atoms
were fixed. The molecules of water presented in the crystal
structure were also included to improve the description of
interaction between roscovitine and a protein fragment. Al-
though all amino acid fragments are neutral, E8 bears a neg-
ative (—1) charge, and the substituents of the K33D145 frag-
ment have 4+1 and —1 charges, respectively. The same is
true for Q85D86KS89, in which the D86 and K89 substituents
have a —1 and +1 charge, respectively.

Because the partitioning of protein is associated with sev-
eral uncertainties, it is recommended to calculate the inter-
action energy for as large a portion of the protein as possi-
ble. The model system consisting of 722 atoms was obtained
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by considering all amino acids within a distance of 8 A from
roscovitine. The complex with roscovitine is shown in
Figure 4. The positions of missing hydrogen atoms were op-
timised by using the semiempirical quantum-chemical PM3
method.

Computational Methods

The interaction energies between ligand and fragments of protein (or
whole protein) include an important contribution from London disper-

www.chemeurj.org
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Figure 3. Structures of the 14 complexes of amino acids with roscovitine.
Interaction energies (MP2/aug-cc-pVDZ in kcalmol™') are indicated in
parentheses.

sion energy. It is, therefore, appropriate to consider only those methods
that cover the dispersion energy. We have shown recently®! that accurate
interaction energies of various types of intermolecular complexes (hydro-
gen-bonded, stacked, T-shaped) are obtained at the coupled-cluster sin-
gles and doubles theory with perturbational triples corrections
[CCSD(T)] level by using the complete basis set (CBS) limit.

CBS interaction energies are obtained by extrapolating the total energies
of supersystem and subsystems.’ The first rational basis set is the aug-
cc-pVDZ one and extrapolations are, thus, performed from the aug-cc-
pVDZ and aug-cc-pVTZ energies. The coupled-cluster calculations
[CCSD(T)] at the CBS limit (AE[CCSD(T)/CBS] for the present com-
plexes is clearly impractical, therefore, we approximated their values by
using Equation (1)

Chem. Eur. J. 2006, 12, 4297 -4304
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Figure 4. Structure of the protein cavity of cdk2 containing roscovitine.
The roscovitine is represented in a ball-and-stick conformation.

AE[CCSD(T)/CBS] = AE(MP2)/CBS
+AE[CCSD(T)-MP2]/(DZ + P)

FULL PAPER

Results and Discussion

Table 1 shows the interaction energies of the 14 complexes
determined by using various theoretical procedures. The ab
initio nonempirical results will be discussed first. Extrapola-
tion to the MP2 CBS limit was performed for complexes
110, F80 and L134 and passing from aug-cc-pVDZ to aug-
cc-pVTZ yields a non-negligible enlargement of stabilisation
energy. The CBS limit stabilisation energies are 10, 9 and
9% larger than the respective aug-cc-pVDZ values. The
CCSD(T) correction term was determined for slightly re-
duced complexes (F80 and L134), giving 0.41 and 0.70 kcal
mol ™!, respectively, that is, it was slightly repulsive. From the
values mentioned above it is clear that we can confidently
use the RI-MP2/aug-cc-pVDZ stabilisation energies. There-
fore, the remaining discussion will be based solely on these.

It is evident from the data in the first column of the
Table 1 that by far the largest stabilisation energy was found
for the E81F82L83 cluster. By investigating the structure of
the complex (Figure3) we found two short hydrogen-

Table 1. Interaction energies [kcalmol™'] for the 14 fragmented complexes (see Figure 3), determined at the
MP2, B3LYP, DFTB, DFTB-D and Amber levels.

ey

Interaction energy

Complex MP2/aug-cc-pVDZ B3LYP/6-31G** DFTB DFTB-D Amber
in which AE(MP2)/CBS stands for the ~ E8 —4.79 —3.86 -2.03 —247 —1.88
MP2 CBS stabilisation energy and the 110 ~17.36 (-7.76, —8.08)!! 1.44 -1.09 —17.57 -7.14
latter term gives the difference be- V18 -2.11 21 0.18 -2.91 -2.8
tween the CCSD(T) and MP2 stabili- ~ A31 —-1.06 2.9 0.37 —1.84 -1.6
sation energies determined by using a  K33D145 —2.69 1.94 0.14 -3.18 -1.82
medium basis set of the DZ+P quali- V64 -0.91 0.41 0.03 —1.09 —1.02
ty. The evaluation of the AE- F80 —3.18 (—3.35, —3.47, 0.41)" 0.9 0.07 -3.14 -3.19
[CCSD(T)/CBS] limit by using this E81F82L83 —13.36 —6.12 —4.39 -9.78 -9.04
equation is based on the assumption L83H84Q85 —8.18 0.98 —2.53 —8.57 —8.54
that the difference between the Q85D86K89 —10.53 -5.02 —2.56 —12.02 —7.98
CCSD(T) and MP2 interaction ener- QI131N132 -1.59 1.69 0.67 -2.13 —0.98
gies is less dependent on the quality of ~ L134 —5.17 (=5.42, —5.64, 0.7)! 2.68 —-0.19 —5.28 —5.52
the basis set than the CCSD(T) and Al44 -1.19 0.96 —0.05 —2.06 -1.6
MP2 energies.” G11E12G13 -3.71 -1.53 —1.25 -3.35 —4.26
—65.83 —-0.53 —12.63 —65.39 —57.36

The CCSD(T) and MP2 CBS calcula-  SU4m

tions described are extremely time
consuming (e.g., computations of frag-
ment 110 with roscovitine at the MP2
and CCSD(T) levels of theory take
about two weeks of CPU time by
using a Pentium 4 3 GHz) and were, therefore, performed for only select-
ed complexes. In all remaining cases, the interaction energies were deter-
mined at the MP2/aug-cc-pVDZ level. Interaction energies were system-
atically corrected for the basis set superposition error by using the func-
tion counterpoise method of Boys and Bernardi.”® MP2 calculations with
the present basis set would be very time consuming, so we replaced them
by resolution of identity (RI)-MP2 calculations. It was shown recently®!
that absolute and relative RI-MP2 and MP2 energies differ marginally,
although the former method is by one order of magnitude faster.

Density functional theory (DFT) methods are very popular as they are
efficient and enable the study of extended complexes. However, the DFT
methods fail to describe the dispersion energy and, thus, their use in bio-
molecular studies is limited. Here, we demonstrate this by performing
DFT/B3LYP/6-31G** calculations. Furthermore, the approximative
SCC-DFTB-D method with empirical dispersion term was used.

We used the Cornell empirical potential™ by using the parm99 parame-
ter set. For the 14 fragmented complexes the RESP HF/6-31G* charges
were adopted, whereas for the large model cluster (consisting of 722
atoms) the standard atomic charges from the Cornell library were used.
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© 2006 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

[a] Numbers in parentheses correspond to MP2/aug-cc-pVTZ and MP2 CBS interaction energies, respectively.
[b] Numbers in parentheses correspond to MP2/aug-cc-pVTZ and MP2 CBS interaction energies, and to the
CCSD(T) correction term, respectively.

bonded contacts (2.35 A): between the amino-group hydro-
gen of L83 and the N7 nitrogen of the purine ring of rosco-
vitine, and between the carbonyl-group oxygen of the E81
peptide bond and the C8—H hydrogen of the purine ring of
roscovitine (2.14 A). Both contacts are undoubtedly con-
nected by strong hydrogen bonds. Important stabilisation
also comes from m—m interactions between the phenyl ring
of roscovitine and the phenyl ring of F82. The stabilisa-
tion energy of the Q85D86KS89 cluster is also large
(>10kcalmol™) and arises from the interaction between
charged subunits D86 (g=—1) and K89 (g=+1) and neu-
tral roscovitine. Figure 3 shows the existence of the close
contact between the NH;* group of K89 and the phenyl-
ring group of roscovitine. The cluster L83H84Q85 is charac-
terised by a moderately strong stabilisation energy (8.18 kcal
mol ') that stems from a very short hydrogen bond (1.83 A)
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between the oxygen of the carboxyl group of L83 and the
hydrogen of the N°-amino group of roscovitine. Further sta-
bilisation also originates in the m—m interactions between
two peptide bonds of L83, H84 and Q85 and the phenyl ring
of roscovitine. Stabilisation energies of the three complexes
110, L134 and F80 are 7.36, 5.17 and 3.18 kcalmol !, respec-
tively, and are due partially to strong C—H-r interactions.
In the case of 110, dispersion interaction between the side
chain of 110 and the phenyl and purine aromatic rings of ro-
scovitine also contribute to the stability of the complex. The
E8 and G11E12G13 complexes have moderately high stabi-
lisation energies (4.79 and 3.71 kcalmol !, respectively). Sta-
bilisation of the anionic complex ES8 is due to interaction be-
tween the aromatic phenyl ring of roscovitine and the nega-
tively charged carboxylic group of glutamic acidS8.
K33D145, V18, Q131N132 and A31 complexes possesses
only weak stabilisation energies (2.69, 2.11, 1.59 and
1.06 kcalmol ™!, respectively). The remaining complex (V64)
exhibits only negligible stabilisation, less than 1 kcalmol .
The total stabilisation energy of roscovitine and the 14
neighbouring fragments is rather larger (~66kcalmol™),
however, the contributions of single amino acid-roscovitine
interactions  differ  considerably. = Five  complexes
(E81F82L.83, Q85D86K89, L83H840Q84, 110 and L134) con-
tribute greatly (about 68%) to total stabilisation. On the
other hand, six fragments (V18, A31, K33D145, V64,
Q131N132 and A144) contribute less than 14 % to total sta-
bilisation (the remaining contribution to stabilisation is from
complexes E8, F80 and G11E12G13). This observation is
slightly surprising and clearly indicates that selected sections
of the protein cavity are much more significant for inhibi-
tion than others. Similarly, some regions of the cavity have
almost no effect on inhibitor stabilisation. We can speculate
about the importance of these findings in the light of the
preparation of new (more active) inhibitors. Probably the
most efficient way to increase stabilisation would be to in-
crease the binding activity of those amino acid residues that
contribute negligibly to the overall stability. Here, we inves-
tigated the interaction of cdk2 with inhibitor. In the future,
we will study the interaction with modified roscovitine in-
hibitors. The mutations should be reflected in not only dif-
ferent interaction energies, but also in altered binding affini-
ties modelled by the change in free energy of complexation.

The resulting theoretical values could be then compared
with existing experimental data, such as SAR values.

The segmentation of protein into amino acid fragments is
justified by evaluating the interaction energy for the larger
cluster. Figure 5 shows three partial clusters E81F82L83,
L83H84Q85 and Q85D86 as well as the composed system
E81F82L.83H840Q85D86. To make the MP2/aug-cc-pVDZ
calculation feasible we removed the side chains from all
amino acids, as well as from the N° and N? roscovitine sub-
stituents. From Table 2 we can see that the sum of the inter-

Table 2. Interaction energies [kcalmol™'] for three separate fragmented
clusters and the composed system (see Figure 5), determined at the MP2
level.

Complex MP2/aug-cc-pVDZ
E81F821.83 —11.01
L83H84Q85 -7.25
Q85D86 —2.26
sum of the three fragments —20.51
E81F821L.83H84Q85D86 —19.28

action energies of the three partial clusters amounts to
—20.51 kcalmol ™!, whereas the interaction energy of the
whole system is —19.28 kcalmol~'. The small difference be-
tween these values fully justifies the fragmentation of the
protein.

The MP2/aug-cc-pVDZ calculations for the present clus-
ters are demanding and raise the question of whether a sim-
pler quantum-chemical procedure can be applied. This con-
cerns firstly the DFT methods, which are popular within the
biochemical community. From the data shown in Table 1,
however, we see that the B3LYP/6-31G** values are dra-
matically different from the correlated MP2/aug-cc-PVDZ
data: the sum of all 14 MP2 interaction energies is
—65.8 kcalmol ™!, whereas the sum of the B3LYP interaction
energies is —0.53 kcalmol™'. The huge difference of
65 kcalmol ! is due to the lack of dispersion energy in the
B3LYP treatment. Evidently, the B3LYP procedure fails
completely and cannot be used for the study of predomi-
nantly noncovalent protein-inhibitor interactions. DFT/
B3LYP calculations were performed with the 6-31G** basis

E81F82L83H84Q85D86 (-19.28) E81F82L83 (-11.01)

L83H84Q85 (-7.25)

Q85086 (—2.26)

Figure 5. Structures of fragments of the protein backbone. Interaction energies (MP2/aug-cc-pVDZ in kcalmol ') are indicated in parentheses.
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set. The DFT calculations are known to be less sensitive
than the MP2 method to the quality of the basis set. We
have shown recently™® that the B3LYP procedure yields
very similar stabilisation energies for amino acid pairs, for
which the 6-31G** and cc-pVTZ basis set were applied.

Comparison of B3LYP and MP2 results can indicate the
role of m—m interactions, which are governed by London dis-
persion energy. From the data in Table 1 it is evident that
practically all of the complexes investigated are stabilised
mainly by dispersion energy. The anionic complex E8 repre-
sents other example. As expected, the electrostatic contribu-
tion (which is properly described in the B3LYP procedure)
is dominant and, consequently, the B3LYP and MP2 values
differ by less than 1 kcalmol . A similar situation occurs in
the G11E12G13 cluster, for which the B3LYP and MP2
values basically agree. In all other cases, the differences be-
tween these energies were large. The largest difference was
found for the L83H84Q84, L134, 110 and E81F82L83 clus-
ters. In each of these clusters we can find an important m—x
stacking motif between either a peptide bond and an aro-
matic ring, an aromatic ring and an aromatic ring or even an
aliphatic chain and an aromatic ring.

The surprising role of dispersion energy, demonstrated in
the previous paragraph by comparison of MP2 and B3LYP
stabilisation energies, can be confirmed by investigating the
stabilisation energies originating from the DFTB and
DFTB-D procedures. These values differ by the empirical
London dispersion energy alone: the sum of all 14 stabilisa-
tion energies is 12.6 and 65.4 kcalmol ™, respectively. The
latter value is practically identical with the MP2 value,
whereas the former value is strongly underestimated and is
close to the B3LYP value. The same is true for the compari-
son of stabilisation energies for single complexes. As for
DNA base pairs, DNA base pair-intercalator, and amino
acid pairs, in the present case the DFTB-D procedure
mimics surprisingly well MP2 interaction energies, whereas
B3LYP (and all other standardly used functionals) fails.”*”)

After joining all 14 fragments into one “shell”, the DFTB
and DFTB-D stabilisation energies of the “shell” with the
roscovitine amount to 8.8 and 56 kcalmol™!, respectively.
Evidently, amino acids in the shell are slightly repulsive and
again, dispersion energy is dominant. By extending the
model from the “shell” (consisting of 338 atoms) to a larger
section of protein (consisting of 722 atoms, see Figure 4) we
obtained a slight increase in stabilisation energy (from 56 to
61 kcalmol ™', an increase of about 10%). This data indicates
that “second shell” amino acids contribute negligibly to the
stabilisation of roscovitine.

Let us finally investigate the performance of the Cornell
empirical potential. The sum of the 14 stabilisation energies
(57.4 kcalmol ™) is close to the MP2 value. We also found
good agreement in the stabilisation energies for single clus-
ters. Evidently, the Cornell empirical potential™ is well
suited for the present type of protein-ligand complexes and
its use can be recommended. Upon extending the model, we
obtain (as in the previous case) only a slight increase in sta-
bilisation energy (from 57 to 62 kcalmol™, an increase of
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about 5%). The Cornell empirical potential is also feasible
for molecular mechanics-Poisson-Boltzmann (generalised
Born) solvation area (MM-PB(GB)SA) analysis of large
protein-ligand or protein—protein complexes. Finally, the
calculated values of interaction energies agree well with the
interaction energies averaged over molecular dynamics
(MD) simulations.™

Conclusions

1) The majority of stabilisation energy between roscovitine
and protein originates from dispersion energy.

2) Due to the lack of dispersion energy, DFT methods fail
to describe the roscovitine—protein interactions and their
use cannot be recommended for inhibitor—protein stud-
ies. If the DFT energy is augmented empirically by
London dispersion energy, reliable stabilisation energies
can be achieved.

3) The Cornell empirical potential describes reasonable
well the interaction between roscovitine and protein.
This supports the use of this potential for future free-
energy calculations.

4) A limited number of amino acid residues contribute sig-
nificantly to the binding of roscovitine to cdk2 and, con-
versely, a rather large number of amino acids contribute
negligibly. Mutation of the former, as well as the latter
residues, can, thus, have a dramatic influence on the
binding of roscovitine to the cavity and, consequently,
also on the biological activity of roscovitine.

5) Besides providing alterations to an inhibitor, mutation of
roscovitine will play a key role in the design of potential
drugs. In subsequent work we will study both the
changes in protein and the mutation of roscovitine. This
will not be limited to interaction energy only. Although
we believe (and have evidence) that the interaction
energy contributes dominantly to a change of free
energy of complexation, we will determine explicitly, be-
sides interaction energies, the change of free energy of
complexation of cdk2 with the ligand roscovitine.

6) The E81F82L83 (EFL) fragment with a dominant contri-
bution to the interaction energy is conserved for cdk2,
cdkl and cdk3, which are highly homologous and have
similar affinities to roscovitine. Cdk9 and cdk5 are both
sensitive to roscovitine and have DFC and EFC motifs,
respectively, instead of the EFL motif of cdk2. Cdk4 and
cdk6, which are less sensitive to roscovitine, possess the
EHYV motif, in which phenylalanine is mutated to histi-
dine. This finding reveals the important role of n—r inter-
actions of the phenylalanine ring in roscovitine selectivi-
ty. In all cases, a change in the structure of roscovitine at
the point of contact with these residues influences the
strength of binding to cdk2. This fact is well documented
by a reduction in the interaction of cdk with C8-substi-
tuted roscovitine analogues, due to disruption of the hy-
drogen bond between C8—H and the ES81 carbonyl
group.[152627]
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Abstract A semiempirical quantum mechanical PM6-
DH2 method accurately covering the dispersion interaction
and H-bonding was used to score fifteen structurally
diverse CDK?2 inhibitors. The geometries of all the com-
plexes were taken from the X-ray structures and were
reoptimised by the PM6-DH2 method in continuum water.
The total scoring function was constructed as an estimate
of the binding free energy, i.e., as a sum of the interaction
enthalpy, interaction entropy and the corrections for the
inhibitor desolvation and deformation energies. The
applied scoring function contains a clear thermodynamical
terms and does not involve any adjustable empirical
parameter. The best correlations with the experimental
inhibition constants (In K;) were found for bare interaction
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enthalpy (#* = 0.87) and interaction enthalpy corrected for
ligand desolvation and deformation energies (+* = 0.77);
when the entropic term was considered, however, the
correlation becomes worse but still acceptable (P = 0.52).
The resulting correlation based on the PM6-DH2 scoring
function is better than previously published function based
on various docking/scoring, SAR studies or advanced
QM/MM approach, however, the robustness is limited by
number of available experimental data used in the corre-
lation. Since a very similar correlation between the
experimental and theoretical results was found also for a
different system of the HIV-1 protease, the suggested
scoring function based on the PM6-DH2 method seems to
be applicable in drug design, even if diverse protein—ligand
complexes have to be ranked.

Keywords CDK2 - Semiempirical quantum mechanical
method - PM6-DH2 - Non-covalent interaction -
Scoring function - Drug design

Abbreviations
CDK2 Cyclin-dependent kinase 2

MM Molecular mechanics

oM Quantum mechanics

SQM  Semiempirical quantum mechanics
PI Protein (P)—inhibitor (I) complex
Introduction

Cyclin-dependent kinase 2 (CDK2) is one of the prominent
cell cycle regulators [1, 2], which is dominantly active
during the G1 phase and G1/S transition. The deregulation
of cyclin-dependent kinases (CDKs) is known to be asso-
ciated with many serious diseases, such as cancer [3, 4].

@ Springer


http://dx.doi.org/10.1007/s10822-011-9413-5

224

J Comput Aided Mol Des (2011) 25:223-235

This fact has attracted attention in the long term to the
development of efficient inhibitors of CDKs [5-8]. A
relentless effort in this field has succeeded in bringing
some CDK inhibitors to clinical trials [9, 10]. Even though
the targeting of CDK2 does not have to be an optimal
strategy for cancer treatment because of the redundancy of
CDKs in cell cycle regulation [11, 12], the CDK2 has
remained a paradigm for rational drug design, because it is
the best characterised cyclin-dependent kinase in terms of
structure and biochemistry [13].

Competition between an inhibitor and the native ATP
substrate is an effective strategy to inhibit CDK2. An
inhibitor binds to a deep cleft between two CDK2 lobes
[14] (Fig. 1a) and, despite the numerous structurally-varied
CDK?2 inhibitors known today, some common features can
be identified. The inhibitors share a flat central ring and
form H-bonds to the CDK2 hinge region (Phe80-Leu83
residues), which forms the back wall of the CDK2 active
site. The discovery of the CDK2-inhibitor structure [14,
15] provided a useful starting point for the rational design
of CDK2 inhibitors.

Since then, many studies exploiting various rational
drug-design strategies have been carried out [16-19],
among which a prominent place is taken by docking and
scoring studies. The main aim of the molecular docking
experiment [20, 21] is to find an optimal orientation of
the ligand (e.g. inhibitor) in the active site of a target
(e.g. an enzyme, in our case CDK2) and to evaluate the
ligand activity (e.g. inhibition constant). Empirical scor-
ing functions based on the empirical potentials are often
used to evaluate the inhibition activity [22]. Despite the
fine tuning and parameterisation of the empirical scoring
functions, they are in principle restricted by the known
limitations of the empirical potential (also known as
molecular mechanics, MM, or force field), which mainly
concerns its inability to incorporate quantum effects such
as charge transfer between protein and ligand and the
wide variation in atomic charges between different
structures of the ligand and protein [23, 24]. Another
important consequence of quantum effects is the exis-
tence of halogen bond that play an important role in the
binding of halogenated ligands [25]. This limitation can
be overcome e.g. by employing the nonempirical quan-
tum mechanical (QM) ab initio calculation, but this
approach is seriously limited by the computer demands
since protein—inhibitor complexes possess several thou-
sand atoms. The situation is further complicated since
electron correlation (or London dispersion energy) fre-
quently plays an important role in the protein—inhibitor
binding, which makes the use of less demanding meth-
ods like Hartree—Fock or density functional theory (DFT)
impractical [26]. It should be added here that the present
case, i.e. inhibitor binding to CDK2, is known to be
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Fig. 1 a The ATP competitive inhibitor (here UCN-1 in sticks) binds
to a deep cleft in the CDK2 structure (PDB ID code: 1PKD), which is
shown in a cartoon model (the red curls represent a-helices and the
yellow stripes f-strands, the N-terminal lobe is up and C-terminal
lobes is down. b The structures of the fifteen inhibitors considered in
this study

controlled by the electron correlation (dispersion) energy
contributions [27].

The neglect of the quantum effects prevents the use of
the computationally accessible MM methods while the size
of complexes investigated prevents the use of the highly
accurate nonempirical QM methods. There are two possi-
bilities of how to solve the problem. The first is based on
the use of the QM/MM approach while the other relies on
the use of semiempirical QM (SQM) methods. Both of
these cover quantum effects and have already been
implemented in rational drug discovery [28-30]. The for-
mer enables the study of the protein active site-binding
pocket at the QM level, with the rest of the protein—
inhibitor complex (including water) being treated at the
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MM level. The latter approach describes the whole com-
plex directly using SQM methods. Both approaches obvi-
ously have their pros and cons [31-35], but we believe that
the description of the whole complex consistently without
any artificial division into QM and MM parts is better
suited for drug-design purposes. The use of the SQM
method for such large systems is certainly conditioned by
the introduction of linear scaling techniques.

The use of the SQM technique in drug design was
pioneered by Merz et al. (Refs. [28, 36] and the references
therein), who used standard semiempirical AM1 or PM3
Hamiltonians. These methods are, however, known not to
cover the London dispersion energy. Wollacott and Merz
[36] solved the problem by constructing the binding free
energy of a protein—inhibitor complex as a sum of the AM1
or PM3 heat of formation, solvation free energy, and the
attractive term from the Lennard-Jones potential. There is a
more straightforward way to solve the problem, namely by
adding the missing dispersion term to a SQM method (see
our recent review [26] for references).

The present SQM calculations are based on Stewart’s
PM6 semiempirical QM method [37]. Its implementation
in the MOPAC package offered a linear scaling algorithm
MOZYME [38]. MOZYME is a localized molecular orbital
method which replaces the standard SCF procedure in the
PM6 calculation. This method speeds us the SQM calcu-
lations significantly and unable us to consider systems with
several thousands of atoms. For this SQM method, we have
developed a dispersion correction as well as a correction
for hydrogen bonds [39, 40]. The resulting method (using
the second generation of corrections), named PM6-DH2,
yields, to the best of our knowledge, the most accurate
results for non-covalent interactions of all the SQM
methods [26]. For small model non-covalent complexes,
which allow for a comparison with the benchmark high-
level QM calculations, the method reaches a chemical
accuracy of ~ 1 kcal/mol and the quality of the results is
comparable to the much more computationally expensive
wave-function theory (WFT) and DFT techniques [26].

The main limitation of present approach based on the
use of SQM PM6-DH2 method is the computer time.
Although the method is due to the use of the linear scaling
procedure very efficient (see the end of “Discussion”) it is
still considerably slower than empirical potentials. In the
present as well as in the previous paper we describe the PI
complex fully by SQM method. In the case of larger pro-
teins such calculations will be, however, time consuming
and some acceleration procedure should be adopted. There
are basically two possibilities, either the use parallelization
(or even massive parallelization) or the use of QM/MM
technique. Our approach will be, however, different from
other QM/MM approaches in the literature. We believe that
the QM part should be extended (several thousands of

atoms) and, therefore, the SQM will be systematically
used. This strategy was supported by Merz et al. [41] who
showed that their SQM/MM method did not reproduce PL
binding affinity as well as their full SQM method. How-
ever, the SQM/MM results were quite encourraging and
were qualitatively competitive with full SQM results.
These results show that SQM/MM approache can be con-
sidered for bigger complexes that would be too time
demanding for the full SQM calculations.

The procedure described, which is based on the use
PM6-DH2 scoring function, was introduced in our previous
paper [42], where we studied the complexation of the HIV-
1 protease with twenty-two ligands (eleven binders and
eleven non-binders). The total score was constructed as an
estimate of the binding free energy, i.e., as a sum of the
interaction enthalpy, interaction entropy, ligand deforma-
tion energy and ligand desolvation free energy. The in
silico predictions were finally cross-validated by the
experimental data and very good agreement between the
predictions and experimental data was achieved
(r* = 0.71). All of the binders were either highly polar or
charged, which made the desolvation free energy very
large, sometimes comparable with the interaction enthalpy.
In agreement with experiment, the interaction entropy
plays an important role in the HIV-1 system. It was con-
cluded that all the terms in the total score are significant
and none of them can be neglected.

In the present study, we have used the same technique for
another medicinally important target, CDK?2. The PM6-DH2
method was used to score fifteen complexes of CDK2 with
inhibitors (Fig. 1b) for which the experimental inhibition
constants are known. Contrary to the previous study, most of
the inhibitors are neutral, more rigid and less polar than in
the case of the HIV-1 protease ligands. This point is
important since it demonstrates the wide applicability of the
scoring function suggested. Without any modification of the
theoretical treatment for different target (CDK2 vs. HIV-1
protease in our previous paper) and different inhibitors (not
only by their chemical constitution but also by their different
charge, polarity and flexibility) we obtained comparable
results. The theoretical predictions are again in a good
agreement with the experimental inhibition constants.

In summary, the scoring function constructed as an
estimate of the total binding free energy is divided into
multiple separate components having clear physical inter-
pretation. Each component is solved by the best performing
method considering efficiency and today computer power.
Since different procedures (based on different approxima-
tions) are adopted for each component the resulting scoring
function cannot be directly equal to the change of the
binding free energy. As all the components are physically
clear terms the limitations stemming e.g. from approxi-
mations used in evaluation of each term are well known
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which implies that the produres how to improve each term
are in principle known. It is important to stress again that
the assessed scoring function does not involve any
adjustable empirical factor. As the scoring function does
not involve any adjustable parameter it can be directly
applied to a different target/ligand system without any
modification and parameterization, which increases
robustness and applicability of the scoring function. The
promising results from both systems (HIV-1 and CDK2)
with different natures of inhibitor binding document the
transferability of the scoring function based on a robust and
reliable PM6-DH2 method. However, more robust testing
on various targets would be neccessary to find potential
limitations of the scoring function.

Computational methods

The PM6-DH2 method provides accurate results for vari-
ous types of noncovalent complexes, since it includes
corrections to the dispersion and H-bonding energies. The
dispersion correction is based on our previous work on the
DFT-D methods [43] but has been adapted to the PM6
method, because it already contained a part of the disper-
sion term. The whole dispersion correction was scaled, and
the overestimated dispersion contribution of the sp® hy-
bridised carbon atoms was corrected. The H-bonding cor-
rection added a force field-like term to each pair of atoms
which could possibly form an H-bond (as the proton donor
and proton acceptor only oxygen and nitrogen were con-
sidered). This correction was directional—depending not
only on the distance but also on the H-bond angle and other
geometric parameters, which substantially improved the
geometry of the hydrogen bonds. These corrections are of
vital importance for predicting the correct structure of a
protein—inhibitor complex.

Theoretical description of the protein—inhibitor binding

The formation of the protein (P)—inhibitor (I) complex
from free (hydrated) subsystems represents a crucial step in
the virtual docking scheme.

P+1—P—1 (1)

The binding of a competitive inhibitor is evaluated by an
inhibition constant (Kj). An inhibitor binding affinity is
usually represented also by a half maximal inhibitory
concentration (ICsg). However, ICsy, depends on the
experimental conditions more than K;. Therefore, the
inhibition (K;) constant is a more appropriate (but not
perfect, because the results from different laboratories may
differ because of different experimental conditions) and
thermodynamically well-defined term for measuring the
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inhibitor binding affinity. The inhibition constant is related
to the change of the free energy of binding (binding free
energy) by the following equation:

AG,, = RTIn(K;). (2)

The direct calculation of the inhibitor binding
free energy using MD-based methods is nowadays
possible [44-46]. However, these methods, although
accurate within the limit of accuracy of empirical
potential, are computationally demanding and time-
consuming, which limits their application for certain
stages of the drug development process, such as high-
throughput screening. This quantity may be, however,
determined undirectly using the thermodynamic cycle
shown in our previous paper [42]. The ligand binding free
energy is thus constructed as follows. First, the liquid-phase
structure of the inhibitor is dehydrated and its structure is
deformed to that the inhibitor possess in the PI complex.
Similarly, the same is true about the protein, but the
deformation term is presently omitted since we are
considering the complexation of one protein with various
inhibitors in this study (the desolvation energy of a protein
is, however, properly taken into consideration). The
deformation and often also the dehydration energies of
inhibitor are positive, i.e. they oppose the binding. Second,
the dehydrated and deformed inhibitor binds to the protein
with an associated change of the interaction free energy.
The latter term is determined as a sum of enthalpy and
entropy terms. It would be desirable to evaluate all terms
mentioned consistently at the same theoretical level (which
is also our final goal). Unfortunately, this is unfeasible at
present and several approximations have to be adopted in
order to estimate the desired free energy of binding as
accurately as possible (see later). Consequently, we have
obtained only an estimate of the free energy of the inhibitor
binding AG,, not involving some terms (e.g. the
deformation energy of protein, protein desolvation etc.),
which are expected to be constant for one target protein.
This term is called the scoring function (AG,,’) and it is
calculated as follows (more detailed analysis is present in
our previous paper [42]):

AG,, = AH,, — TASy, + AEq(I) + AAG,,(1). (3)

The individual terms represent the interaction enthalpy
(AH,,), the interaction entropy (as —TAS,) and the
corrections for  inhibitor = deformation  energy
AEgs = ED™ — EQ)' (with the upper indexes PI and I
standing for the geometry of the inhibitor in a protein/
inhibitor complex and the relaxed inhibitor geometry in
water, respectively) and the corrections for the inhibitor
hydration free energy AAG(I) = AGYOPACDH! —
AGVGVOQ(I)PI (where the lower index w stands for a water
environment). The last term reflects the fact that structure
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of the PI complex (in the water environment) is determined
using the hydration model considering the electrostatic
term only (MOPAC code) while accurate treatment
requires the use of hydration model considering the
nonelectrostatic term as well. Nonelectrostatic terms
associated with formation of a cavity to accommodate
the solute, and the van der Waals interaction between
solute and solvent, are in the former approach neglected.
The electrostatic approximation might work well for
inhibitors of the similar shape but in the case of entirely
different inhibitors it can cause a serious error. From this
reason we adopted a more accurate calculation of the
complete solvation free energy of the ligand with a SMD
model based on IEFPCM calculation with radii and non-
electrostatic terms by Truhlar and coworkers [47] as
implemented in Gaussian 09 code.

The formation of a PI complex restricted motions of the
ligand as well as the torsional motion of the protein. Fur-
thermore, the vibrational entropy of a ligand was also
restricted by the formation of a PI complex. The total
entropy term was repulsive and, like the desolvation term,
opposed the binding. The change of entropy accompanying
the PI complex formation in a water environment was
determined as the difference between entropies of a com-
plex and a sum of the subsystem entropies. Ligand binding
led also to the loss of the configurational entropy. The
evaluation of the configuration entropy is notoriously dif-
ficult and this term was either neglected or was estimated on
the basis of a reduced number of the accessible rotamers
upon binding. In the present study we used the recently
shown [48] evidence that vibrational entropy dominated
configurational entropy. Consequently, it was recom-
mended to evaluate the entropy term for the PI binding on
the basis of the standard rigid rotor/harmonic oscillator
approximation. The entropic contributions were determined
using the rigid rotor/harmonic oscillator approximation
based on Cornell et al. [49] empirical potential constants.
The use of semiempirical Hamiltonian for the entropy cal-
culations would be desirable but presently it is behind our
possibilities. The structures of all of the systems were re-
optimized using the empirical potential considering the
continuous water, and the same method was used for the
calculation of the second derivatives of the total energy.

Summarizing the procedure described we stress again that
its main advantage is the fact that no any additional empirical
parameter either for an individual component of the total
score or for an individual PI complex was introduced.

Structures and inhibition constants
The structures of all the complexes (Table 1) were taken

from the RSCB Protein Data Bank. Two different structural
types were considered. In the first, the inhibitors are bound

to the fully active form of CDK2 (Thr160-phosporylated
CDK?2 in complex with cyclin A3) while in the second type
they are bound to the inactive form (monomeric CDK2). In
the case of the Thr160-phosporylated CDK2/cyclin A3-
inhibitor complexes, only one CDK2 monomer with
removed cyclin A3 was used. A longer chain of CDK2 was
considered for a complex with the 10GU inhibitor. All of the
crystal water molecules were removed. The hydrogen atoms
were added to all of the structures considered, and their
positions were minimised using AMBER [50]—ff03 [51]
and gaff [52] force fields in Chimera software [53]. Partial
charges of ligand atoms were calculated by RESP method
from HF/6-31G* ESP charges for ff99 optimizations and
from B3LYP/cc-pVTZ ESP charges for ff03 optimizations.
In most cases, the crystallographically determined structures
contained gaps in the chain (see Table 1), but they were
situated far from the binding site of the inhibitor in complex,
thus only a naturally charged group like COO™~ and NH;™
was added to the amino acids on the gap termini to com-
pensate for the charge of the whole structure. Staurosporines
(1AQI and 1PKD) were considered N-protonated. The
protonation of 1AQ1 ligand was deduced from the H-bonds
network observed in the X-ray structure, however, the pro-
tonation state of 1PKD remained uncertain from the X-ray
structure. The inhibition constants of all of the CDK2
inhibitors studied were taken from the literature and all of
the references are listed in Table 1.

Strategy of calculations

The structures of all of the protein-inhibitor complexes were
systematically reoptimised by the PM6-DH2 method in a
continuum COSMO solvent model [54] as implemented in
the MOPAC code (http://OpenMOPAC.net) according to
MOPAC convergence criteria defined by exiting as soon as
the gradient norm drop below 10.0 kcal/mol/A. The
respective interaction enthalpies (AH,, = AH(PI) —
(AH(P) + AH,(1))) were determined at the same level
(T=298 K, p=1 atm). In the second step, all of the
complexes were reoptimised with AMBER {f99 or ff03
force fields (the missing ligand binding parameters were
adopted from AMBER gaff force field) with a generalised
Born solvent model [55] in the Nucleic Acid Builder (NAB,
from the AMBER [50] package). The entropy term
(T =298 K, p =1 atm.) was determined using the ideal
gas/rigid rotor/harmonic oscillator approximation using the
empirical potential, and the geometries of the systems were
reoptimised at the empirical level with the L-BFGS TNCG
algorithm to the gradient of 107° kcal/mol/A and reopti-
mised by the Newton—Raphson method. This approach,
assuming that the biomolecule occupies a single harmonic
well, is known not to be fully adequate for biomolecules
transversing many thermally accessible potential wells and
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Table 1 A summary of the experimental data and calculated terms for the fifteen CDK2 inhibitors considered in this study

Structure Res®  Gaps® In(K;)* In(err, K;)¢ AHS, AEsD)f  AAG,(1)® TAS!, AG,/t

1AQ1 [73] 2.00 37-43, 150-160  —19.66 [74] 0.14 —55.63 -1.77 5.67 3.61 —55.34
1EIX [75] 1.85 3743 —13.55 [75] 0.16 —31.66 0.75 —3.94 —23.45 —11.40
IPKD* 2.30 - —17.32 [74] 0.24 —39.49  —0.40 7.87 —23.69 —8.33
1PXJ [76] 2.30 37-40 —11.94 [77] 0.50 —25.48 0.85 —2.87 —18.65 —8.85
1PXL [76] 2.50 37-43 —15.05 [77] 1.18 —34.35 0.55 —3.30 —17.82  —19.28
1PXM [76] 2.53 3743 —16.63 [77] 0.55 —41.10 3.12 —145 —32.22 —7.21
1PXN [76] 2.50 3740 —16.47 [77] 1.28 —48.83 3.52 —2.28 —27.61 —19.98
1PXP [76] 2.30 3740 —15.33 [77] 1.88 —38.15 0.75 —3.99 —34.22 —7.17
2FVD [78] 1.85 38-49, 150-151 —19.62 [78] 0.27 —52.89 5.94 —-7.03 —29.51 —24.47
IHIP [79]* 2.10 - —11.33 [75] 0.26 —24.84 1.10 —1.38 —22.29 —2.83
1HI1S [79]* 2.00 - —18.93 [79] 0.08 —52.83 1.48 —2.62 —10.72  —43.25
10GU [80]*  2.60 38-40 —17.55 [68] 0.35 —53.56 1.34 —1.87 —1742  =36.67
2AA4L [14] 2.40 36-47 —13.63 [81] NA —29.99 0.39 371 —1397  —-11.92
2EXM [82] 1.80 - —9.46 [83] NA —22.10 0.19 —2.08 —15.97 —8.02
2X1N [84]* 275 - —17.59 [84] NA —38.55 0.55 —4.52 —13.82 2870

NA not available

% Res. (in A) is the experimental mean resolution of the respective X-ray structure, b missing residues in the X-ray structure,  In(K)) is the
logarithm of inhibition constant (K; in M), d In(err. K;) is the error of inhibition constant taken from literature, ¢ AH,, is the interaction enthalpy,
f AE4.(I) is correction for inhibitor deformation energy, ® AAG(I) is correction for ligand desolvation free energy, " TAS,, is the entropic
contribution calculated by ff03, i AG,,/ is the total score; all energies are in kcal/mol

* These structures contain the fully active form of CDK2, i.e. pT160-CDK2/Cyclin A3 system; only CDK?2 with an inhibitor was considered here

may introduce some error. The interaction enthalpies
(AHAMBER) were also determined using the AMBER force
fields (T = 298 K, p = 1 atm.) and generalised Born sol-
vent model (Table 2).

The correction for the deformation energy of the
inhibitor (AE4(I)) was calculated as the difference
between the energy of the inhibitor in the geometry taken
from the protein/inhibitor complex (E(I)") and the energy
of the fully optimised inhibitor in water (E(I)™). The PM6-
DH2 optimizations with the COSMO solvation model were
used for this calculation. The correction for the inhibitor
deformation energy (AE&I\{IBER(I)) was also calculated at
the empirical level using AMBER force fields with a
generalised Born solvent model (Table 2).

The correction of the inhibitor desolvation free energy
AAG, (D) (T =298 K, p = 1 atm.) was calculated on an
inhibitor taken from the optimised CDK2-inhibitor com-
plex. It was determined as the difference between the free
energy of the inhibitor solvation calculated by the PM6-
DH2/COSMO method (AG%OPAC(I)PI) and the free energy
of the inhibitor solvation calculated by the SMD model [47]
(involving all of the non-electrostatic terms, i.e. the cavita-
tion, dispersion and repulsion terms) at the HF/6-31G* level
as implemented in Gaussian 09 [56] (AGS”(F") on PM6-
DH2/COSMO geometry. We are aware that this energy
difference is calculated with different hamiltonians (PM6
and DFT). However, better description of just the solvation
of the ligand itself improves the final result. We believe that
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this procedure is also theoretically justified: the contribution
from the protein is the difference between empty and filled
active site, in our approach modelled consistently at PM6
level. In the case of the active site occupied by the ligand,
only very small part of the surface of the ligand is exposed to
the solvent, and therefore the contribution of the ligand to
the AAG,, of the protein is small. This separation of the
second contribution, the solvation of the free ligand, allows
us to use different method to calculate it more accurately.
We are aware of one important limitation of the model
used which concerns the use of optimized crystal structure
instead of averaged ones generated by MD simulations. The
proteins are not rigid but moving in the solvent and, thus, the
the single terms in the total score (Eq. 3) should be considered
as an average quantity. In our papers as well as in majority of
scoring function based studies this effect is neglected. The
preliminary results obtained in our laboratory for different PI
complexes indicate that effect of averaging is not critical.
Nevertheless, these effects are under investigation in our
laboratory and will be published as soon as possible.

Results
PM6-DH?2 scoring of CDK2—inhibitor complexes

This study used fifteen structurally diverse CDK2 inhibi-
tors with known inhibition constants (K;) and the X-ray
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Table 2 A summary of the experimental data and calculated terms for the fifteen CDK2 inhibitors by AMBER force fields ff99 and ff03

Structure In(K;) ff99 ffo3
AHYM 2 AENM ® TASS, AGwMM ¢ AHYM 2 AENM® TAS:, AG,/MM ¢

1AQ1 —19.66 —39.61 6.58 —20.07 —12.97 —13.97 5.62 3.61 —11.96
1E1X —13.55 —43.17 3.51 —29.00 —10.66 —36.55 3.08 —23.45 —10.02
1PKD —17.32 —46.39 1.54 —20.42 —24.43 —41.14 2.12 —23.69 —15.33
1PXJ —11.94 —12.48 1.75 —13.75 3.02 —17.56 3.64 —18.65 474
1PXL —15.05 —41.09 1.24 —16.67 —23.18 —12.00 1.43 —17.82 7.24
1PXM —16.63 —42.57 252 —41.19 1.13 —32.10 275 —32.22 2.87
1PXN —16.47 —25.97 1.76 —20.22 —3.98 —39.33 3.11 —27.61 —8.61
1PXP —15.33 —13.43 1.69 -7.75 —3.98 —53.10 1.62 —34.22 —17.26
2FVD —19.62 —25.38 6.90 —28.47 10.00 —34.06 5.00 —29.51 0.44
IHIP —11.33 —14.32 1.10 —13.70 0.48 —18.43 2.81 —22.29 6.66
1HIS —18.93 —33.49 5.93 —20.95 —6.62 —31.72 5.12 —10.72 —15.87
10GU —17.55 —19.09 3.78 —10.97 —4.34 —29.97 2.84 —17.42 —9.71
2A4L —13.63 —17.03 2.44 -22.15 7.55 —42.67 1.86 —13.97 —26.84
2EXM —9.46 —19.58 1.67 —21.03 3.12 —36.92 1.26 —15.97 —19.69
2X1IN —17.59 —28.42 1.80 —22.20 —4.41 —20.62 2.14 —13.82 —4.65

* AHYM stands for the interaction enthalpy calculated by AMBER £f99 or ff03 force fields, b AESY (1) corrections for inhibitor deformation
energy, © TAS,, for the entropic contribution, ¢ AG,,™™ the total score; all energies are in kcal/mol

structures of CDK2-inhibitor complexes. The CDK2-
inhibitor complexes were fully geometrically optimized
(Table 3) by the PM6-DH2 method using the COSMO
continuum solvent (involving the electrostatic terms only).
The interaction enthalpy AH,, of the inhibitor with CDK2
was calculated at the same level as described in the
Computational Details section. Figure 2a shows the cor-
relation between the interaction enthalpy (AH,,) and the
experimental inhibition constant (In K;) values, where a
very good correlation (* = 0.87, In K; = (0.25 + 0.06)
AH,, — (5.6 £ 2.4), RMSE = 1.17, n = 15) was found. If
the 1PKD is removed from the dataset (due to uncertain
protonation state) the correlation slightly improves
(# =089, In K;=(0.25=+0.06) AH, — (5.5 £ 2.3),
RMSE = 1.04, n = 14). In our previous study on HIV-1
protease, we demonstrated that the best correlation between
the experimental binding free energy and theoretical data
was not for the interaction enthalpy but for the total score
containing also the interaction entropy, ligand deformation
energy and ligand desolvation free energy. The good cor-
relation obtained here between the interaction enthalpy and
the inhibition constants indicates some compensation
between the remaining terms. Our final goal is to estimate
the free energy of the inhibitor binding (which is related to
K;, see Eq. 2), and, in order to achieve this, the interaction
enthalpy AH,, has to be augmented by the interaction
entropy term (—TAS,,), inhibitor deformation energy
(AE4(I)) and correction for inhibitor desolvation. The
solvation energy calculated by the COSMO model
(implemented in MOPAC), which is involved in the AH,,

does not account for the non-electrostatic terms [57], and
the estimate of the free energy of binding should be cor-
rected also for this shortcoming. We have corrected the
scoring function for the non-electrostatic terms of inhibitor
solvation (AAG,,(I)). The correlation between the interac-
tion enthalpy and inhibition constant is slightly worse when
the corrections for inhibitor deformation (AE4.(/)) and
desolvation energies (AAG,(l)) are also considered
(Fig. 2b) with r* = 0.77 (In K; = (0.24 & 0.08) (AH,, +
AEgd) + AAG (D)) — (5.9 £+ 3.2), RMSE = 2.02, n = 15).
In a multivariable linear fit, coefficients of both added
variables (AEg4.f(I) and AAG,(I)) to AH,, are statistically
insignificant (at o = 0.05) from zero (In K; = (0.25 +
0.07) AH, + (0.00 = 0.56) AE4.(I) — (0.04 + 0.24)
AAG(I) - (5.7 £2.7), * =0.87, RMSE = 1.15, n =
15). If the 1PKD is removed from the data set the corre-
lation is significantly higher with > = 0.87 (In K; =
(0.26 & 0.06) (AH,, + AEg4l) + AAG (D)) — (5.0 & 2.6),
RMSE = 1.18, n = 14). This indicates that corrections for
ligand deformation and desolvation are not important in the
case of CDK2. On the other hand, these corrections might
become signifant in other systems as shown in the case of
HIV-1 protease (see below). When, however, the interac-
tion enthalpy is augmented only by the interaction entropy
term (—TAS,,, Fig. 2¢) calculated at the empirical level
(using AMBER ff03 force field), the correlation becomes
worse (r* = 0.56, In K; = (0.14 £ 0.08) (AH,, — TAS,,)
— (12.8 £ 1.9), RMSE = 3.95, n = 15) but this value is
still acceptable (the liner model and both variables are
statistically significant at « = 0.05, if the 1PKD structure is
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Table 3 Summary of root-mean-square deviations (RMSD) of backbone Co atoms and ligand atoms in PM6-DH (SQM) and AMBER (MM)
optimized structures versus the X-ray structure

SQM MM SQM MM X-ray SQM MM X-ray SQM MM X-ray SQM MM

RMSD RMSD RMSD RMSD  ES8I (backbone CO) L83 (backbone NH) L83 (backbone CO)

Cu Cu lig lig
1AQ1 0.63 1.63 0.24 0.27 2.75 2.89 2.80 2.63 2.84 2.84
IE1X 0.52 1.14 0.39 0.35 2.64 2.85 2.75 297 3.17 3.09 2.49 271 2.82
IPKD 0.58 1.03 0.59 0.64 2.81 2.96 2.86 2.74 3.10 3.09
1PXJ 0.57 1.46 0.23 0.62 2.86 2.95 2.81 3.30 3.62 3.23
1PXL 0.49 1.20 0.46 0.79 2.92 3.25 3.02 2.58 2.79 3.04
IPXM  0.56 1.25 0.48 0.49 3.08 3.24 3.04 2.81 2.88 2.95
1PXN 0.59 1.35 0.39 0.82 2.85 3.35 2.93 2.58 2.94 2.94
1PXP 0.51 1.65 0.91 0.59 2.95 3.27 2.98 2.70 291 3.03
2FVD 0.49 1.23 0.49 0.46 2.74 2.79 2.82 3.68 3.32 3.19 2.76 2.87 2.86
IHIP 0.57 1.11 0.58 0.86 2.79 2.85 2.79 3.06 3.20 3.24 2.72 293 2.78
1HIS 0.60 1.04 0.28 0.32 2.83 2.85 2.79 3.35 3.24 3.37 2.82 2.81 2.82
1I0GU  0.53 1.04 0.64 0.47 2.72 2.77 2.81 3.50 3.23 3.30 2.74 2.80 2.82
2A4L 0.58 1.18 0.61 0.80 3.38 3.36 3.37 2.82 2.89 2.88
2EXM  0.57 1.39 0.70 1.35 2.80 2.85 2.78 3.39 3.25 3.24
2XIN 0.61 1.04 0.46 0.42 3.13 3.13 3.18 2.62 2.83 2.82

Values are given in Angstrom unit

Distances of key H-bonds between ligands and backbone atoms of CDK2 hinge residues (E81-L83) in X-ray, PM6-DH (SQM) and AMBER

(MM) optimized structures

removed the correlation equals to P = 059, In K; =
(0.15 £ 0.08) (AHy — TASy) — (12.6 £ 1.9), RMSE =
3.84, n = 14). In our previous study the inclusion of
entropy term improved the correlation with experiment.
This was fully in agreement with experimental finding
showing that in the case of HIV-1 protease the entropy
term is important. It is thus evident that entropy plays an
important role (in case of HIV-1 protease) and it should not
be neglected. Finally, when considering the complete
scoring function AG,/, i.e. the sum of the interaction
enthalpy, interaction entropy and both corrections for
inhibitor deformation and solvation energies, the correla-
tion with the experimental inhibition constants becomes
=052 (In K; = (0.14 £ 0.08) AG,/ — (12.8 + 2.0),
RMSE = 4.31, n = 15), Fig. 2d; the removal of 1PKD
does not improve the correlation significantly) and it is
significantly worse than in the case of the interaction
enthalpy (AH,,) itself. The decrease in the correlation
between the calculated terms involving the entropy con-
tribution and the inhibition constant is not surprising and
documents that a reliable estimation of the entropic term
cannot be based on the harmonic approximation, since a
biomolecule can sample multiple thermally accessible
minima, and also the empirical force field. On the other
hand, the calculated entropy terms can play a significant
role, as in the case of HIV-1 protease. For the sake of
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completeness we provide here also r* values for HIV-1
protease with 11 inhibitors: When all energy terms were
included it equals to 0.52 and this correlation is comparable
with 72 value for HIV-1 protease [compare: r* = 0.71, AG;
(HIV-1 PR) = (0.11 £ 0.06) AG,/ — (14.5 £ 0.9) vs.
= 0.52, In K; (CDK2) = (0.17 + 0.08) AG,, — (11.8
4 2.2)]. However, when only enthalpy term was included
in the case of HIV-1 protease the correlation become sta-
tistically insignificant (> = 0.09). The ligands of the HIV-
1 protease are more flexible, therefore correction for ligand
deformation and entropy play more important role in the
case of HIV-1 protease.

The AMBER scoring of CDK2-inhibitor complexes

As in the previous case, the structures of all fifteen com-
plexes of CDK2 with inhibitors were scored by AMBER
force fields (both ff99 and ff03) with a generalised Born
solvent model. Contrary to the previous case, where some
single contributions to the total score were determined at
different levels, in the present case all of the components of
the total Amber score AGW’AMBER, i.e. the sum of the
interaction enthalpy AHZy"®FR interaction entropy —TAS,,
and inhibitor deformation energy correction AERNMBER (),
were determined consistently at the same empirical level.
From Fig. 2e, it is evident that no statistically significant
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Fig. 2 The correlations A O
between the inhibition constants

(In K;) and a the interaction 5
enthalpy AH,, (in kcal/mol)
with 2 = 0.87, b the sum of
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correlation (> = 0.06 for ff99 and r* = 0.00 for ff03)
exists between the experimental inhibition constant (In K;)
and the total AMBER score AG,/*MPER and the same
applies also for the correlation (¥ = 0.21 for ff99 and
* = 0.00 for ff03) with the interaction enthalpy AHZMPER
(Fig. 2f). This finding supports the idea that the interaction
enthalpy should be determined as accurately as possible
and that the empirical level used is clearly not adequate, at
least in the case of CDK2.

Decomposition of the total score

Figure 3 shows the single contributions to the total PM6-
DH2 score for four selected inhibitors. Following Eq. 3 the
total score (the last bar) is constructed as a sum of the
interaction enthalpy in solution (the first bar), the defor-
mation energy of an inhibitor (the second bar), the cor-
rection for the inhibitor hydration free energy (the third
bar) and the interaction entropy (the fourth bar). Evidently,

25
0 10 20 -50 -40 -30 -20 -10

AH,/VBER (kcal/mol)

the interaction enthalpy in solution (which varies from —34
to —52 kcal/mol) represents the dominant attractive term
while deformation energy and entropy terms are repulsive
and oppose the binding.

Optimized structures

Table 3 summarizes geometrical parameters of the opti-
mized CDK2-inhibitor complexes (see Supplementary data
for the optimized geometries). On average, the RMSD
between X-ray and optimized structure is smaller for the
PM6-DH method than for the empiricial calculation with
ff99. According to a visual inspection, the PM6-DH and
ff99 optimized structures are very similar, but 1PXP
structure (and to some extent also 2FVD) optimized at the
empirical level deviates from both X-ray and PM6-DH
optimized structures. The key H-bond distances between
inhibitor and CDK2 hinge residues are shorter in X-ray
than in the optimized structures.

@ Springer



232

J Comput Aided Mol Des (2011) 25:223-235

407 mabw  DANGW) mAGwW

B AEdef(l) B-TASw

20 4
10
04
-10 4
20 4
30
40 |
50
50

1PXL 1PXP 1H1S 2FVD

Fig. 3 The decomposition of the total score AG,, into the interaction
enthalpy in solution (AH,,), the deformation energy of an inhibitor
(AEgi(I)), the correction for the inhibitor hydration free energy
(AAG,,(1)) and the interaction entropy (—TAS,,). All energies are in
kcal/mol. The decomposition is shown for four inhibitors; 1PXP: N-
[4-(2,4-dimethyl-thiazol-5-yl)-pyrimidin-2-yl]-n’,n'-dimethyl-ben-
zene-1,4-diamine, 1PXL: 4-(2,4-dimethyl-1,3-thiazol-5-yl)-n-[4-(tri-
fluoromethyl)phenyl]pyrimidin-2-amine[4-(2,4-dimethyl-thiazol-5-yl)-
pyrimidin-2-yl]-(4-trifluoromethyl-phenyl)-amine], 2FVD: (4-amino-
2-([ 1-(methylsulfonyl)piperidin-4-ylJamino)pyrimidin-5-y1)(2,3-difluoro-
6-methoxyphenyl)methanone, and 1H1S: 4-[[6-(cyclohexylmethoxy)-
9H-purin-2-yl]Jamino]benzenesulfonamide

Discussion

A sufficiently robust and reliable scoring function capable
of scoring CDK2 inhibitors is an attractive but also chal-
lenging task. The attractiveness of this tasks arises from the
fact that CDK2 is a member of a large family of protein
kinases [58], which are involved in cellular signal trans-
duction and the regulation of many cellular processes.
Mutations and deregulations of protein kinases play also
causal roles in many human diseases, and therefore great
effort is invested in the development of protein kinase
inhibitors (see Ref. [58] and the references therein).
Despite this appeal, finding a reliable scoring function
which could be highly predictive in the in silico drug
design of CDK2 inhibitors still represents a challenging
task. The first docking study, which was published 10 years
ago, involved eight inhibitors, and the authors concluded
that they had not found any statistically significant rela-
tionship between the activity (ICso) and the interaction
energy (using the DOCK score [59]) because of the low
correlation coefficient (#* = 0.15) [60]. Later, many
authors tried to find a more reliable function using the Gold
score (r2 = 0.50 between the Gold score and ICsy) [61],
the Glide score (r2 = 0.61 to ICsg) [62], the FlexX and
LigandFit (the best score r* = 0.60 with 1Csp) [63], Gli-
deXP rescored by a molecular mechanics-generalised Born
with a surface area (MM-GBSA) method (+* = 0.69 with
ICsp) [64], scoring based on molecular dynamics simula-
tions with a quantum-refined force field (¥* = 0.55 with
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ICsp) [65], and the CDOCKER docked ligands rescored by
the MM-GBSA method (+* = 0.36 after the removal of the
outliers 7 = 0.63, with pK;) [66]. In general, the phar-
macophore model named HypoRefire (7> = 0.83 between
the score and ICsq for 302 molecules) [19] and 3D-QSAR
CoMFA (* = 0.75 to ICs) [67] and CoMSIA (* = 0.81
to ICsg) [67] gave better correlations than the scoring
functions used by the docking software.

It is obvious that the best scoring function is able to
explain only about 70% of the data variability and that the
available scoring functions are not capable of describing all
the physics behind the inhibitor binding to CDK2. Many
authors have analysed the nature of CDK2-inhibitor
binding using various methods and concluded that the
dispersion interactions (part of van der Waals interactions)
is important for inhibitor binding [17, 18, 27, 68] and may
outweigh electrostatics [23]. Evidently, however, not only
the dispersion but also the other terms should be properly
covered. This is demonstrated by the fact that the total
scoring with AMBER, which evaluates dispersion energy
satisfactory [27, 69, 70], does not correlate well with the
experimental data (see above). This further implies that
also quantum chemical methods have to be chosen with
caution, because any methods unable to cover the disper-
sion interaction (the HF method and the vast majority of
the popular DFT functionals, e.g. B3LYP, and semiem-
pirical methods, e.g. AM1 and PM6) will fail [26, 27]. In
this respect, it is not surprising that the hybrid QM/MM
approach did not provide any better correlation (+* = 0.64
with ICsg for 75 compounds) [71] than the empirical
scoring functions, because it was based on the ONIOM
model, where all of the layers (B3LYP/6-31G(d):HF/3-
21G:PM3) failed in the description of the dispersion
interaction. A large compensation of the gas-phase inter-
action energy by the solvation energy also has to be con-
sidered [18].

A reliable scoring function for CDK2 inhibitors has to
involve a correct enough description of the dispersion and
polarization interactions, but also the other physical pro-
cesses have to be described carefully, as they might play an
important role. Among them, the inhibitor deformation
energy, changes in the inhibitor solvation (inhibitor
desolvation) and the entropic contributions are likely can-
didates to be considered [64]. Here, we present a scoring
function whose core is based on the semiempirical QM
method accurately covering H-bonding and dispersion
interaction (PM6-DH2) and further extended by corrections
for the inhibitor deformation energy, the inhibitor desolv-
ation and the entropic term. The last three terms are,
however, based on empirical force field calculations. It
must be stressed here that no empirical, adjustable
parameter either for the single terms of the total score or
for any individual inhibitor was introduced. This makes the
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use of present technique for diverse protein-ligand com-
plexes very promising. We have chosen fifteen structurally-
diverse inhibitors of CDK2 with known X-ray structures
and inhibition constants K;. The correlation between pK;
and AH,, amounts to — 0.87, which is the best correla-
tion found in the set of the above-discussed empirical
scoring functions, pharmacological and 3D-QSAR models.
When the corrections for the inhibitor deformation energy
and inhibitor desolvation are involved, the correlation
worsens to > = 0.77. When full score is considered (i.e.
also the entropic term is added), the correlation is signifi-
cantly lower 7* = 0.52. The decrease caused by the entropy
term can be explained by the fact that a reliable calculation
of the entropic changes based on the harmonic approxi-
mation and evaluated at empirical MM level is not ade-
quate for biomolecules. The scoring function presented
here yielded the best correlation with in K; considering the
empirical scoring function used in the docking experi-
ments. There is also some room for improvement, as the
correlation is not perfect, and specifically a better estima-
tion of the entropic term would be useful. On the other
hand, the presented scoring function represents significant
progress in the field not only because it performs well but
also because it does not require any additional empirical
parameters, and therefore the availability of the protein—
inhibitor complex (at least protein) structure is the only,
albeit unavoidable, condition. The method is also capable
of treating the complete CDK2-inhibitor complex, which
typically contains about 5,000 atoms. The only known
drawback is the computer time, because a single-point
calculation (evaluation of one drug-receptor pose) typically
takes ~20 min (one core of Intel Core2 Quad 2.40 GHz
processor) and the optimisation of the CDK2-inhibitor
complex takes up to 3 weeks (1 core of Intel Core2 Quad
2.40 GHz processor). On the other hand, there is a large
scope for acceleration, e.g. parallelisation, the usage of
hybrid QM/MM models etc., and the increasing power of
computers (Moor’s law) works also for us. Considering all
the pros and cons, the presented scoring function may
represent a promising step in a development of a reliable
scoring function for future drug design. This fact was
supported by a very recent work by Zhou and Caflish, who
showed that scoring functions based on quantum mechan-
ics can be applied for high-throughput virtual screening
[72].
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Abstract

In the present study, we have investigated complexes of CK2 protein kinase with
halogenated inhibitors by means of the advanced semiempirical quantum mechanical
(SQM) PM6 method (called PM6-DH2X), which describes various types of non-covalent
interactions including halogen bonding well. The PM6-DH2X method provides reliable
geometries of those CK2 protein kinase-inhibitor complexes involving halogen bonds that
agree well with the X-ray crystal structures. When the Amber empirical potential is
applied, this agreement becomes considerably worse. Similarly, the binding free energies
determined by the PM6-DH2X SQM method are much closer to the experimental

inhibition constants than those based on the Amber empirical potential.

Introduction
Protein kinase CK2 (formerly known also as casein kinase-2) is a pleiotropic Ser/Thr protein

kinase with hundreds of regulation targets, which have a variety of cellular functions. CK2
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plays an important role in gene-expression regulation, the synthesis and degradation of
proteins as well as the signaling and suppression of apoptosis'?. CK2 is abnormally highly
active in many tumor cells’, thus the attenuation of CK2 activity can be a strategy for the
treatment of different neoplastic diseases™”. CK2 is composed of two catalytic subunits
(alpha) and two regulatory subunits (beta)®. So far, a number of CK2 inhibitors have been
described in micromolar and submicromolar ranges’’. Halogenated benzoimidazoles belong
to a widely and successfully tested family of CK2 inhibitors competing with ATP. There are a
number of crystal structures available’!!. Of these, eight crystal structures contain aromatic
tetrabromo-derivatives and one a tetraiodobenzimidazole inhibitor (cf. Table 1A)'". The
inhibitors are bound to a CK2 a-catalytic subunit, specifically to a small hydrophobic cavity
of the ATP binding site (Figure 1). The binding mode could explain the fairly narrow
selectivity of those CK2 inhibitors. Further analysis highlights the major role of the
hydrophobic effect for increasing potency within this inhibitor class™'*". It also shows that
polar interactions are responsible more so for the orientation in the active site and, further,
that the respective binding arises from the existence of two halogen bonds of the O...Br type'*.
Recently, it has been shown that novel tetraiodinated benzimidazoles® are more powerful
inhibitors of CK2 than their tetrabrominated analogs''. Evidently, this class of CK2 inhibitors
represents an ideal target for the study of halogen bonding in protein-ligand complexes.

A recently published survey of protein and nucleic acid structures has revealed the

halogen bond as a stabilizing intermolecular interaction'®. Lately, some papers have even

15-21 22,23

been aimed at using halogen bonding in rational drug design ™', in crystal engineering
and directing macromolecular conformation®*. The strength of the halogen bonding depends
on its substitution® and solvent effects®. It has been shown that the origin of halogen bonding

is in an electrostatic attraction between the positive c-hole on the tip of the halogen atom

(opposite the covalent bond between the halogen and carbon atoms) and the negative Lewis
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2729 and that it has a directional property similar to the hydrogen bond**?’. Moreover, the

base
positive c-hole is largest for the iodine atom and is not present for a fluorine atom, i.e.
fluorinated analogs cannot make halogen bonds™. It should be noted that the interaction
energy of a halogen bond can be comparable with the interaction energy of a hydrogen
bond***'; therefore, halogen bonds are very appealing in the process of rational drug designlg.
Recently, a halogen bond has been successfully exploited in the design of a selective CDK9
inhibitor**. The opening of the c-hole is clearly a quantum effect and, consequently, halogen
bonding cannot be described by current classical force fields using atom-centered partial
charges. In addition, the description of the halogen bond might also be challenging for scoring
functions, which are based on principles similar to empirical force fields. Without any doubt,
to investigate the interaction of the inhibitor with a protein, where halogen bonds matter, it is
necessary to employ quantum mechanical (QM) methods. Recently, we have developed a
semiempirical QM (SQM) method (PM6—DH2)33’34, which performs well in the description of
various types of non-covalent complexes (see Methods for details). The PM6-DH2 method
has also been successfully applied for scoring the inhibitors of the HIV protease35 and CDK2
kinase™.

The aim of the present study is to investigate complexes of CK2 protein kinase with
different inhibitors, each having several halogens engaged in the halogen bonding. We will
demonstrate that force-field methods completely fail to describe the structure as well as
binding free energy of these complexes while the SQM method provides geometries in good
agreement with the X-ray structures. Similarly, the scoring function based on the SQM
method yields a good correlation between the binding energy and inhibition activity.
Methods
The formation of the protein (P)-inhibitor (I) complex from free (hydrated) subsystems is

represented by the following equation:
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Py + I, — P, (1
The binding of a competitive inhibitor is expressed by an inhibition constant (Kj), which is
related to the change of the free energy of binding (binding free energy) as follows:

AGy, =RT In(K;). (2)
The binding free energy was approximated by the total score (AG’y), expressed by the
following equation (for details, see our previous paper)35.

AG’, = AHy — TASy + AEqe(1) + AAGw(I) + AE4er(P) + AAGw(P) 3)

The single terms designate the interaction enthalpy, interaction entropy, and deformation
energy as well as the correction for the desolvation free energy of the inhibitor and protein,
respectively (see below). The majority of the scoring functions use empirical potentials, also
called molecular mechanics (MM) methods. The major drawback of all of the classical
empirical potentials is their neglect of quantum effects. The most important of them are the
polarization effects, proton and electron transfer and halogen bonding. All of these quantum
effects are satisfactorily described by QM methods. The use of non-empirical QM methods is,
however, limited to systems having no more than several hundred atoms. The P-I complexes
are mostly much larger, with the smallest ones possessing several thousand atoms. The first
possibility of how to solve the problem is to use methods like the ab initio fragment MO
(FMO) method”’. Two limitations of the FMO method should be taken into account, i.e. the
applicability to charged protein — charged inhibitor complexes and the inability to perform
geometry optimizations. The second possibility is the use of a hybrid QM/MM model*®.
When, however, the QM part is limited to a few hundred atoms, some artifacts arising from
the communication between the layers can occur. The third possibility is the application of
SQM methods™. The use of standard SQM methods is not straightforward owing to their poor

treatment of dispersion energy and hydrogen bonding40. This problem has recently been

solved in our laboratory by using Stewart’s PM6*' SQM method corrected for dispersion and
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hydrogen bonding™**

. The developed PM6-DH2 method provides accurate results for various
types of noncovalent complexes including hydrogen-bonded and dispersion-controlled
complexes, which arises from the inclusion of corrections to the dispersion and hydrogen-

. L3334
bonding energies ™

. The PM6-DH2 method overestimates, however, the strength of the
halogen bond and provides distances between halogen and electronegative atoms that are too
short. This is because of an insufficient repulsion in the PM6. We have addressed this
problem in a recent letter* by an additional repulsion term fitted specifically to halogen
bonding. The corrected method, abbreviated as PM6-DH2X, is able to describe halogen bond

with accuracy close to the high-level QM methods. For more details, see ref. **.

The individual terms in AG’ (eq. 3) represent the interaction enthalpy (AHy), the

interaction-entropy (as —TASy), the inhibitor and the protein deformation energy AEq4s = E(I)
w ' = E),' (analogously for the protein P; the upper indexes PI and I standing for the
geometry of the inhibitor (protein) in a protein/inhibitor complex and the relaxed inhibitor
(protein) geometry in water, respectively) as well as the corrections for the inhibitor (protein)

hydration free energy AAG,( 1) = AGWMOPAC(I)PI - AGWGO9(I)PI (analogously for protein P;

the lower index w stands for a water environment). The last term reflects the fact that the
structure of the PI complex (in a water environment) is determined using the hydration model
considering the electrostatic term only (COSMO in the MOPAC code) while an accurate
treatment requires the use of a hydration model considering the non-electrostatic term as well.
Non-electrostatic terms associated with the formation of a cavity to accommodate the solute,
and the van der Waals interaction between solute and solvent, are neglected in the former
approach. This approximation might work well for inhibitors of a similar shape and the same
charge, but in the case of entirely different inhibitors it can cause a serious error. For this
reason, we have adopted a more accurate calculation of the complete solvation free energy of

the ligand with a COSMO™ model based on B3LYP calculations (Gaussian 09 code44).
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The formation of a PI complex restricted the motions of the ligand as well as the torsional
motion of the protein. Furthermore, the vibrational entropy of the ligand was also restricted by
the formation of a PI complex. The entropic contributions were determined using the rigid
rotor/harmonic oscillator approximation based on a Cornell et al. AMBER force field. The
structures of all of the systems were re-optimized using the empirical potential considering the
continuous water (generalized Born model), and the same method was used for the calculation
of the second derivatives of the total energy.

Structures preparation

Two sets of structural data were considered with appropriate inhibition constants. The first
set of complexes (Figure 2A) involves nine crystal structures (eight tetrabromo-
derivatives and one tetraiodobenzimidazole) of a maize CK2a subunit with an inhibitor
for which both structural data as well as inhibition constants are available (Table 1A). The
structures of all of the complexes were taken from the RSCB Protein Data Bank. When
two CK2a units were present, only chain A was further considered. The hydrogen atoms
were added to all of the structures, and their positions were minimized using AMBER*® —
ff03* and gaff'’ force fields in Chimera software’. All of the crystal waters were
removed except for those in the 1ZOE complex, where the Cl- ion is located in an active
site near an inhibitor. Consequently, nine waters located up to 5 A from this inhibitor were
considered; these waters are important for the shielding of the CI- ion. Generally, two
different conformations of an inhibitor exist; the only exception is the 1J91. Those
conformations differ in rotation by about sixty degrees around the axis perpendicular to
the plane of the inhibitors. In the first conformation (1Z0G, 1Z0H, 3KXG, 3KXN), Br5
and Bro6 interact with an oxygen of Glul14 and Vall16 through halogen bonds and in the
second conformation (1ZOE, 20XD, 20XX, 20XY) Br4 and Br5 interact with an oxygen

of Glul14 and Vall16 through halogen bonds. More specifically in the case of 1ZOH and
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3KXN complexes, the inhibitor is found in two positions. In the present study, we have
systematically considered only one position, which belongs to the first conformation. All
of the inhibitors investigated were assumed to be electroneutral. The positions of the
hydrogen atoms in the 1ZOE complex having nine waters connected to the Cl ion were
optimized by means of PM6 (in the MOPAC code®) with the aim of obtaining an H-
bonded network of waters, ion, CK2 and the inhibitor. The resulting structure as well as
all other structures were further fully reoptimized using the PM6-D2X method (see later).

The second set was created by using a structural alignment, where one human CK2a
subunit was taken from the 1JWH (a CK2complex with ANP, which is an ATP analog)
and the structure of inhibitor was taken from the maize CK2a subunit (1ZOE). In the
model structures, the inhibitors were modified according to their chemical structure to
prepare complexes (Figure 2B) with known inhibition constants (Table 1B)®. Like in the
previous case, hydrogen atoms were added to all of the structures considered, and their
positions were minimized using AMBER" — £f03°° and gaff4 7 force fields in Chimera
software*®. All of the inhibitors in this group were considered to be electroneutral.

Strategy of calculations

The structures of all of the protein-inhibitor complexes were systematically optimized by
the PM6-D2X method in a continuum COSMO solvent model as implemented in the MOPAC
code® with the following optimization criteria (AE = 0.0300 kcal/mol, maxGrad =6.0
kcal/mol/A and rmsGrad = 3 kcal/mol/A). Note that the hydrogen bonding correction is not
used for the optimization, because our model calculations suggest that the most accurate
interaction energies are obtained using the H-bond-corrected PM6-DH2X energies on
geometries obtained without the correction (PM6-D2X). The respective interaction enthalpies
(AH,, = AHy(P]) - (AH(P) + AH(I))) were determined using these optimized structures. In

the second step, all of the complexes were reoptimized with AMBER ff99°" and gaff force
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fields*’. The RESP charges52 were computed at the HF/6-31G* level; in the case of iodine, the
HF/SDD>® level with the respective pseudopotentials as implemented in Gaussian 09 was
considered. In all of the cases, a generalized Born solvent model in the Nucleic Acid Builder
(NAB, from the AMBER" package) was utilized. The entropy term (7=298 K, p = 1 atm.)
was determined using the ideal gas, rigid-rotor harmonic-oscillator approximation using the
empirical potential; all of the geometries were reoptimized with the Newton-Raphson method
and the L-BFGS TNCG algorithm to a gradient of 10™? kcal/mol/A. The interaction
enthalpies (AHWAMBER) were also determined with the same empirical force field (7' = 298 K,
p =1 atm.) and the generalized Born solvent model.

The inhibitor deformation energy (AE4f(I)) was calculated as the difference between the
energy of the inhibitor in the geometry taken from the protein/inhibitor complex (E(I)"") and
the energy of the fully optimized inhibitor in water (E(I)"). It should be mentioned that the
inhibitors investigated in the present paper are relatively rigid when compared to the floppy

3336 For a further discussion of the inclusion of

inhibitors considered in our previous studies
the deformation and desolvation energies of the ligand, see also another of our recent
papers™. The PM6-D2X methods with the COSMO solvation model were used for these
calculations. The correction for the inhibitor deformation energy (AEdefAMBER(I)) was also
calculated at the empirical level using AMBER force fields with a generalized Born solvent
model.

The correction of the inhibitor desolvation free energy AAG(I) (7=298 K, p=1 atm.) was
determined for an inhibitor structure taken from the optimized CK2-inhibitor complex. It was

evaluated as the difference between the solvation free energies calculated by the PM6

/COSMO model (AGWMOPAC(I)PI), where only the electrostatic terms were taken into

consideration, and the COSMO model (C-PCM from B3LYP/6-31G* wave function, in the

case of iodine the B3LYP/SDD level with the respective pseudopotentials as implemented in
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Gaussian 09 was taken into account), where also all of the non-electrostatic terms were
considered.

The deformation energy AE4f(P) and correction for the desolvation free energy
AAG,(P) of the protein were not considered since it is expected that these terms are
changed only marginally for the structurally very similar inhibitors investigated in the
present study.

Results and Discussion

Structural comparisons. Analyzing the structures of all of the complexes, we have found
two basic positions of inhibitors with respect to the CK2 active site: i) as in 1Z0G, 1Z0OH,
3KXG, 3KXN and ii) as in 1ZOE, 20XD, 20XX, 20XY with the exception of 1J91.
Tables 2A and 2B show a comparison of the geometrical parameters of the experimental
(or model) structures with the optimized ones for all of the complexes of the first and
second group when the PM6-D2X and AMBER methods were utilized. The PM6-D2X
method provides much better RMSD of the Ca atoms from the X-ray than the AMBER
force field. Specifically, the averaged RMSD for the nine complexes optimized by the
PM6-D2X method of the first group amounts to 0.14 A, when the AMBER method is used
the RMSD value increases considerably to 1.14 A. The halogen....oxygen distances in
both of the halogen bonds between the inhibitor and the CK2 active site determined by the
PM6-D2X agree well with the experimental data (Table 2A). On the other hand, when the
AMBER force field is used, the optimized distances are 1-2 A larger (Table 2A). The
most apparent difference, found for the 20XY complex, is shown in Figure 5. Again, the
PM6-D2X optimized structure agrees well with the experimental X-ray structures while
the AMBER-optimized structure differs considerably. It is evident that the inhibitor is
shifted out of the cavity region in the AMBER optimized structure. The same applies for

all of the inhibitors involved in the study.

ACS Paragon Plus Environment



©CoO~NOUTA,WNPE

Submitted to The Journal of Physical Chemistry Page 10 of 24

All of these results clearly demonstrate that the SQM method reproduces the structure
and geometry of CK2-inhibitor complexes well including the geometry of halogen bonds
while the MM method fails. MM fails because of its inability to describe the halogen bond
between the inhibitor and CK2 kinase. The reason is that the AMBER force field is not
capable of describing the o-hole on the halogen atom, because the halogen atom is
represented as a homogenous Lennard-Jonnes sphere bearing a usually negative partial
charge. Consequently, the interaction between the halogen atom and halogen-bond
acceptor (also bearing a negative partial charge) is repulsive in the MM calculation. This
fact explains why the inhibitors are shifted out of the cavity region in the MM optimized
structures.

Binding free energy. In the present study, two sets of CK2 inhibitors with known
inhibition constants (Kj) were considered. The X-ray structures of the maize CK2 were
available for the first set while the model structures were derived for the second set. The
primary sequence similarity between maize and human (or rat) CK2 is about 70%.
Specifically, the ATP binding site is almost identical. The available inhibition constants
from rat CK2 (Table 1B) were used for the maize CK2 structures in the case of the first
group based on crystal data®. On the contrary, the second group created from a model
based on human CK2 structures used inhibition constants measured on rat CK2*. We thus
investigated the correlation between the experimental and computed binding free energy
(inhibition constants) for the nine CK2-inhibitor complexes from the first group (cf.
Figure 2A). In addition, the correlation between the experimental and computed binding
free energy for the fourteen CK2-inhibitor complexes from the second group (cf. Figure
2B) was also evaluated. In both cases, the energy terms were calculated on fully optimized
structures. This is important, because it makes the method independent of an exact

knowledge of the experimental geometry.

10
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Tables 1A and 1B summarize the single terms from the total score for both of the
inhibitor groups calculated by the SMQ method. Figure 3A shows a tight correlation
(R*=0.86) between the PM6-DH2X interaction enthalpy (AH,) and the experimental
inhibition constants (In K;) for the first group of complexes (with known crystal
structures). The results of the analogous calculations performed for the second group of
complexes (where model structures were generated) are shown in Figure 3B, but the
correlation is considerably worse (R2:0.52). Despite the fact that the interaction
enthalpies were calculated in a water environment, several important contributions to the
total score (which estimates the free energy of binding) are still missing. Adding inhibitor
deformation (AE4(I)) and correction for desolvation free energies (AAGy(I)) to the
interaction enthalpy does not change the correlation of the first group (Figure 3C)
significantly (R* = 0.81) while it considerably improves the correlation of the second
group (R*=0.71, Figure 3D). When, however, the total score including also the entropy
term is considered, the correlations for both of the groups of complexes (cf. Figures 3E
and 3F) strongly deteriorate (R* = 0.24 and 0.19, respectively). It is worth noting that the
entropy term is evaluated by the empirical potential (on structures minimized by the
empirical potential), because the calculation of the second derivatives by the SQM method
employed is still impractical for such large systems. The weak correlation is explained by
the usage of the empirical potential for the evaluation of the entropy term, which fails in
its description of halogen bonding, essential for the binding of the considered inhibitors to
CK2. In other words, the empirical force field is not able to describe halogen bonding, as
a result of which the optimized structures of inhibitor-CK2 complexes involving halogen
bonds are incorrect, as shown in the previous paragraph.

For the sake of completeness, we have also analyzed the correlation of the inhibition

constants (In Kj) with the energy terms calculated consistently by the AMBER force field

11
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on the AMBER optimized structures. For the first (Figure 4C, Table 1A) as well as the
second group (Figure 4D, Table 1B), no statistically significant correlation between the
inhibition constant and the total score was found (R* = 0.04 and 0.08, respectively). The
same applies for the correlation of the interaction enthalpy with the inhibition constant
(Figures 4A and 4B). The empirical potential fails in ranking the CK2 inhibitors involving
halogen bond in binding. This finding is alarming, because the majority of the empirical
scoring functions used in docking are based on the same principles as the AMBER
empirical potential. The failure of the AMBER empirical potential in the geometry and
energy of the protein-inhibitor complexes involving a halogen bond warns that the
docking and scoring of the inhibitors bearing potential halogen-bond donors (Cl, Br, I
atoms typically on the aromatic rings or neighboring the strong electron-acceptor groups)
cannot be blind and the results should be carefully analyzed while keeping in mind the

Achilles’ heel of the empirical potential in the description of the halogen bond.

Conclusions

1) The PM6-D2X optimized structures of the eight tetrabromo-benzimidazoles and one
tetraiodo-benzimidazole in a CK2a active site agreed well with the X-ray data, with the
RMSD of the Co atoms being equal to 0.14 A. When the AMBER empirical potential was
applied, the agreement became considerably worse with an average RMSD of 1.14 A. The
experimental distances between the halogen and oxygen in the halogen bonds were very
well reproduced by the PM6-D2X SQM method (with the average difference being below
0.2 A) while the AMBER force field showed significant differences (with the average
difference being greater than 1.0 A).

i) The correlation between the PM6-DH2X interaction enthalpies and the inhibition

constants for the CK2-inhibitor complexes for which experimental structural data exist

12
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was high (R?=0.86), and it was lower (R’=0.52) for the modeled CK2-inhibitor
complexes. When the interaction enthalpy was augmented by the inhibitor deformation
energy and corrections for the inhibitor desolvation free energy, the correlation was
practically the same in the first set of inhibitors (from r*=0.86 to 0.81) and was
significantly improved in the second set (from R*=0.52 to 0.71). Adding the entropy term,
which was evaluated at the empirical level, deteriorated the correlation strongly (to
R?=0.24 and 0.19, for the first and the second set, respectively). This shows that the
entropy term determined for the AMBER optimized structures cannot be used in the
construction of a total scoring function. The systematic use of the AMBER force field
instead of the PM6-D2X SQM method does not lead to any improvement.

ii1) The AMBER force field fails to describe halogen bonding and, consequently, also the
structures of the CK2-inhibitor complexes. The opposite is true for the PM6-D2X SQM
method. The AMBER force field also fails to predict the interaction enthalpies or the total
score for the CK2-inhibitor complexes and, again, the PM6-DH2X method provides quite

reliable values.
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Table 1A The summary of the experimental data and calculated terms for the first set of
CK?2 inhibitors (cf. Figure 2A)."

PM6-DH2X AMBER
System K; InK; Res. | AH, AAGWI) AEu(l) TAS, AG', | AH, AEu(D) TAS, AG,
M) ™) A)

139110 0400  -1473 222 | -15.13 -4.70 0.67 -15.67 -3.49 | -24.81 0.27 -15.67 -8.87
1ZOE" 0.045"2 1692 1.77 | -38.09 -7.16 0.87 -19.53 2485 | -31.76 1.53 -19.53  -10.70
1ZOG"?  0.0702 -1647 230 | -28.81 -6.80 1.04 -18.83  -15.74 | -23.15 1.31 -18.83  -3.02
1ZOH?  0.100" -16.12 1.81 | -24.70 -7.13 2.58 22795  -1.30 | -42.83 0.77 22795 -14.11
20XD*  0.150°° 1571 230 | -22.29 -5.25 0.83 -10.62  -16.09 | -8.24 0.68 -10.62  3.06

20XX* 0200  -1542 230 | -16.68 -10.43 0.93 -3.09  -23.09 | -18.99 0.32 -3.09  -15.58
20XY*  0300° -15.02 1.81 | -20.87 -5.87 0.17 131  -27.88 | -14.15 0.14 131 -15.32
3KXG!"  0.048"° -16.85 1.70 | -30.50 -4.48 0.47 -1.87  -32.64 | -11.33 0.31 -1.87  -9.15

3KXN'' 00238 1759  2.00 | -34.97 -4.90 1.02 -6.53  -32.32 | -14.27 0.51 6.53 722

a o

The K; inhibition constant (in pM); Res. is the experimental mean resolution of the respective X-ray structure (in A); AH,, the interaction
enthalpy; AAG,(I) the correction for the ligand desolvation free energy; AEq(I) the inhibitor deformation energy; TAS, the entropic
contribution; AG’y, the total score (all of the energies are in kcal/mol)

Table 1B The summary of the experimental data and calculated terms for the second set of
CK?2 inhibitors (cf. Figure 2B)."

PM6-DH2X AMBER
System Hlf\i/l h;v[Ki AH, AAG () AEw{) TAS, AG’, | AH, AEs() TAS, AG’,
10a 0.120 -1594 | -17.56  -4.87 042  -1424 777 | -3567 032  -1424 2112
12a 0.120 -15.94 | 2199  -5.70 121 914 -1734 | 27.12 017  9.14 -17.81
13a 0.090 -1622 | -22.76  -5.99 025 -1152 -1697 | 2935 028  -11.52  -17.55
15 0.050 -16.81 | -18.88  -9.21 0.89  -1328 -1392 | -2839 020 -1328  -14.91
17 0.050 -16.81 | 2485  -4.85 027 971 -1970 | 2456  1.17  -9.71 -13.68
7a 0.024 -17.55 | 2440  -5.61 022  -19.42 -1038 | -33.87 030  -1942  -14.15
K10 0370 -14.81 | -1721 423 0.11  -1359 -7.75 | -1447 037  -13.59 -0.50
K20 0370 -14.81 | -16.59  -5.49 0.14  -1343 851 |-2585 0.17 -1343  -12.24
K21 0250 -1520 | -17.74  -5.11 182 -10.54 -1048 | 2622  0.10  -1054  -15.57
K22 0200 -15.42 | -1650  -10.64 046  -1598 -10.70 | -39.35  0.14  -1598  -23.23
K32 0.180 -1553 | 2057  -5.10 0.16 -1138 -14.13 | -25.18 091  -1138  -12.89
la 0.023 -17.59 | 2473  -4.82 025 -11.81 -1749 | 2845 0.12  -1181  -16.53
4a 0460 -14.59 | 2121  -2.57 0.11  -1028 -13.39 | -2491  0.60 -1028  -14.04
8a 0330 -14.92 | -1893  -2.55 0.12  -658 -1479 | 2094 077  -6.58 -13.59

a The K; inhibition constant (in uM); AH,, the interaction enthalpy; AAGy(/) the correction for the ligand desolvation free energy; AEqe«(I)
the inhibitor deformation energy; TAS,, the entropic contribution; AG’y, the total score (all of the energies are in kcal/mol)
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1

2

3 Table 2A A comparison of the structural X-ray data with the PM6-D2X- and AMBER-

g optimized geometries for CK2-inhibitor complexes (the first set, cf. Figure 2A)."

6 RMSD Halogen bonds

7 System  PM6-D2X AMBER X-ray PM6-D2X AMBER

g Argd7 N Val44 O Argd7 N Val44 O Argd7 N Vald47 O
10 1J91 0.10 1.30 2.99 3.99 3.12 4.2 4.41 3.58
11 Glul14 O Valll6 O Glul14 O Valll6 O Glul14 O Valll6 O
12 1ZOE 0.11 1.12 3.43 3.24 3.41 3.22 4.33 4.18
13 120G 0.14 1.30 3.23 2.98 3.21 3.06 4.77 4.04
14 1ZOH 0.14 1.33 3.38 3.23 3.40 3.05 3.61 3.63
15 20XD 0.31 0.98 3.27 2.80 3.52 2.98 4.73 4.56
16 20XX 0.11 0.87 3.73 272 3.84 2.86 4.25 3.79
17 20XY 0.10 1.24 3.16 2.95 3.12 3.04 491 5.09
18 3KXG 0.13 1.03 3.57 2.85 3.4 2.96 426 3.84
;g 3KXN 0.12 1.13 3.34 3.17 3.28 3.06 4.73 3.6
21 * The RMSD of the Ca atoms of the PM6-D2X- and AMBER-optimized structures from the X-ray structure; the fourth and the

22 fifth columns show the distances between the oxygens of the CK2 amino acids and the halogen atoms of the inhibitor as found in the

23 respective crystal structure, whereas the sixth and the seventh columns a:nd the eighth and ninth columns show the same distances

24 after the PM6-D2X and AMBER optimization (all of the distances are in A).

25

26 Table 2B A comparison of the structural data of the PM6-D2X- and AMBER-optimized

27 CK2-inhibitor complexes (the second set, cf. Figure 2B)."

28 p > g

29

30 Halogen bonds

31 System PM6-D2X AMBER

32 Glul14 O Valll6O |[Glull4O Valll6 O

33 10a 3.06 2.89 4.47 4.06

34 12a 3.02 2.94 5.41 5.47

35 13a 3.01 2.96 54 5.19

36 15 3.03 2.94 5.25 5.25

g; 17 3.01 2.97 4.94 3.76

39 Ta 3.05 3.00 5.52 5.34

40 K10 3.06 3.07 5.75 5.8

41 K20 3.06 3.05 5.44 5.23

42 K21 3.10 3.03 5.54 5.44

43 K22 3.05 3.08 5.56 5.59

44 K32 3.04 3.07 4.82 3.68

45 la 3.04 3.00 5.51 5.58

46 4a 3.04 3.04 4.67 3.29

47 8a 3.04 3.04 4.63 3.29

48 a The second and third columns and the fourth and fifth columns, show the distances between the oxygens of the CK2 amino acids

g(g) and the halogen atoms of the inhibitor after PM6-D2X and AMBER optimization (in A).

51

52

53

54

55

56

57

58

59

60
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Figure 1 The ATP competitive inhibitor (here K25 in sticks) binds to a deep cleft in the
CK2a subunit structure (PDB ID code: 1Z0OE), which is shown in a cartoon model (the

red curled strips represent o-helices and the yellow stripes [-strands)
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Figure 2A The structures of the nine inhibitors considered in the first set
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Figure 2B The structures of the fourteen inhibitors considered in second set
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Figure 3 The correlations between the logarithm of the inhibition constants (In Kj, in pM)

and the energy terms (all of the energies are in kcal/mol) calculated by the PM6-DH2X

method, i.e. with A: the interaction enthalpy (AHy,) for the first set (R2 = 0.86), B: the

interaction enthalpy (AH,,) for the second set (R* = 0.52), C: the sum of the interaction

enthalpy, the inhibitor deformation and the corrections for the desolvation energies (AHy

+ AEgei(I) + AAGy(I)) for the first set (R* = 0.81), and D: the same as in C but for the

second set (R2 = 0.71), E: the total score (AG’y,) calculated as the sum of the interaction

enthalpy, the interaction entropy and the corrections for the inhibitor deformation and the

desolvation energies (AG’y, = AHy, - TASy + AE4(I) + AAGy(I)) for the first set (R* =

0.24), F: the same as in E but for the second set (R2 =0.19).

2 2=
i B A R= 0.52 B
-14
soxr ! 15 * »Ba";“o
oo 2O x5 ez
“1ZOH £-16 "13 e
706
12Q8”+3KXG 17 ? 8
S3KXN e
-18
50  -40  -30  -20 10 0 -19
AH, (kealimol) = sH, (;(fgllmol) 0
-13
R’= 0.81 R*’=0.71
C 14 D

-40 -30 -20 -10 0
AH,+ AEgefl) + AAG, (1) (kealimol)

R:= 0.24 N E

1491
+20XY A5

~20XX
-2 <
“1ZOH £ .16
120G

3KXG .120E
“3KXN

-30 -20 -10
AHy+ AEgef(l) + AAG,,(I) (kcal/imol)
R*= 0.19 F
s ko
K32_~
12a +10a
ar 15
1a ‘7a
-30 -20 -10

-40 -30 -20 -10 0
AG',, (kcal/mol)

AG', (kealimol)

ACS Paragon Plus Environment

19



©CoO~NOUTA,WNPE

Submitted to The Journal of Physical Chemistry

Figure 4 The correlations between the inhibition constants (In Kj) and the AMBER

characteristic calculated with A: the interaction enthalpy AH,*MBER for the first set (R* =

0.00), B: the interaction enthalpy AHWAMBER for the second set, (R2 = 0.17) C: the total

score AG ", *MBER for the first set (R2 = 0.04), D: the total score AG’™MBER for the second

set (R? = 0.07).
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Figure 5 A: The PM6-D2X optimized structure (red lines) of the inhibitor bound to the

CK2a active site agrees well with the 20XY X-ray structure (blue lines), B: whereas the

©CoO~NOUTA,WNPE

AMBER optimized structure (red lines) shows substantial differences from the X-ray
1 geometry (blue lines). The failure of the AMBER empirical potential is caused by its

13 inability to describe halogen bonds (shown by black dotted lines).
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Graphical Abstract

The PM6-D2X optimized structure (red lines) of the inhibitor bound to the CK2a active
site agrees well with the 20XY X-ray structure (blue lines; A), whereas the AMBER
optimized structure (red lines) shows substantial differences from the X-ray geometry (B).
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