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Abstract

Accelerated capital market globalization has letutther deepening of banking sector
integration. Wide consolidation of European bankmgrkets resulted in increased
competition, however there are still efficiencyfeiences within the global banking
sector. Although economic theory postulates thateiased competition in financial
markets should lead to lower cost and enhancediegifiy, recent studies indicate that
the relationship is more complex and not inevitadihaightforward. As both banking
competition and efficiency is of high relevance éaonomic development, it is crucial
to determine the impact of recent structural charme the competitive environment
and banks’ performance. In the theoretical partcamsider different methodological
Issues in measuring competition and efficiency. Hiitthe empirical section, we
employ the SFA to estimate efficiency scores f@ $elected EU credit institutions
and derive corresponding measure of competitioneda®n Panzar-Rosse
methodology. By further research, we elaboratehenlink between competition and

efficiency.

Abstrakt

Postupuijici globalizace kapitalovych irma mimo jiné za nasledek prohlubovani
integrace bankovniho sektoru. Rozsahla konsolidagepskych bankovnich tih
vedla k zintenzivéni konkurence, nicménrozdily v efektivié fizeni bank naifx
sektory petrvavaji. Akoli ekonomickd teorie fedpoklada kladny vztah mezi
konkurenci na trzich a efektivitou, vysledky studkazuji zn&nou komplikovanost
tohoto vztahu. Vzhledem k tomu, Ze konkurence rhamkami i jejich efektivita jsou
vyznamnymi faktory ekonomickéhaistu, je teba pokusit se definovatisledky
strukturdlnich zrén na trzich pro jejich vyvoj. Teoretick#st této prace nastije
rizné metodologické ffstupy k ngreni jak konkurence, tak efektivity, navazujici
praktickacast pak hodnoti miru efektivity vybraného vzorkuopskych bank pomoci
metody SFA, stupekonkurence na trhu je ¢gn s pouzitim Panzar-Ross#spupu.

Nasledujici oddil se pak zabyva interpretaci vztabbou charakteristik.
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1.Competition and efficiency in banking: Introduction

Competition is generally considered a positivedaat most industries; largely for its
potency to stimulate innovation and improve quatifyprovided goods and services.
Higher international competitiveness fostered byefrtrade deregulation and
elimination of entry barriers therefore brings Wé@seprimarily to consumers and
clients.

As banks play a fundamental role of financial intediaries in the economy, banking
competition is of high relevance for economic depehent. Largely, services
provided by bank institutions predestinate a cajfmlife and financial possibilities of
each individual in the economic system. Pricesidifcial services determine the
scope of investment activity and economic growthjgher degree of competition in
banking sector therefore comes out as a welfaredrsince more competition means
prices reducing. Those welfare-related implicatiare foremost given by a net
interest margin; its narrowing contributes to aaréase in consumer surplus, as the
competition pulls deposit rates higher and loweeslit rates. Admittedly, the degree
of competition matters for the access of firms hadseholds to financial services and
external financing, in turn affecting overall ecaomo growth (Claessens and Laeven,
2004).

Moreover, heightened competition is expected tooerage banks in cost reducing,
l.e. lowering their cost inefficiencies (PruteanodBiera et al., 2007). As well as
competition, economic efficiency is widely consiel@rto be another force providing
welfare gains. Efficiency improvement can permalyeesbntribute to the banks’
income generating capability, which brings not ostigbility- but also welfare- related
implications (Holl6 and Nagy, 2006). Those authbighlight the empirical finding
that “due to the efficiency surplus an efficientgerating banking sector can charge
on average lower credit and higher deposit ratespeoed to less efficient banking

systems” (p. 6).

According to the previous notions, the influencéoth competition and efficiency on
the national welfare seems to be positive on tis $ight. As a first-order effect, one

would also conclude that increased competitiorhan financial sector would lead to
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lower cost and enhanced efficiendClaessens and Laeven, 2004). However, large
part of recent research has indicated that thdioekhip between competition and
bank efficiency is not inevitably straightforwanrtl.has proved to be more complex
and according to Claessens and Laeven (2004, p), 866 view that competition is
unambiguously good is more naive in banking thastler industries.”

Through banking industry which is still to a greate lesser extent influenced by
national and international regulation, statesmeraéte to influence the real economy.
Regulatory changes within the last two decades wmaanly aimed towards
consolidation, resulting in the massive wave of gees and acquisitions. Triggered
cross-border capital flows and widespread privéibpaof financial institutions have
fostered an increase in market concentration. Hewew explicitly define the likely
impact of these structural changes on the competignvironment and banks’
performance is a quite complicated issue.

From a policy point of view, increased concentrati® expected to intensify market
power and therefore hinder both competition anttieficy. But on the other hand, if
bank mergers and acquisitions are driven by ecosmnuf scale, then higher
concentration may foster efficiency improvementag and Girardone, 2006). To
enable the regulation powers to successfully sugpancial flows in the economy, it
is therefore crucial to ascertain what the configtconsequences of increased bank
concentration might be, and to define its impacteffitiency, interest rates or bank
profits.

The thesis is organized as follows: the next sedals with different methodological
issues in measuring competition and outlines thim rdidferences between structural
and non-structural approaches; Chapter 3 summagikistng literature on measuring
bank efficiency; in Chapter 4, possible links bedweefficiency and competition are
outlined; Chapters 5 and 6 consist of empiricadaesh on efficiency and competition,
respectively. The outcomes are concluded in Chapter

! Even allowing for the fact that financial produate heterogeneous
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2.Bank competition and concentration in the EU

Deregulation of financial services together witle tbastablishment of the Economic
and Monetary Union (EMU) and overall informationcheology progress have
dramatically changed the European banking marRéisse changes enabled removing
entry barriers and fostering competition within {frger)national banking industries.
Creation of large and transparent euro capital etarkas been considered the key
progress towards highly competitive European bamkimdustry which would be
subject to further consolidation and rationalizatio

2.1. Two different concepts introduced

As Bikker and Haaf (2002) acknowledge, the proa#ssoncentration may obviously

affect competition, in particular on local markéts retail banking services (as the
number and power of corporations alter). And theevaf mergers and acquisitions
activity within the European banking industry, irplented mainly in the late 90s, has
taken effect.

Table 1: Number of credit institutions (1998-2001)

Country Year

1998 1999 2000 2001
BE Belgium 123 117 118 112
DK Denmark 212 210 210 203
DE Germany 3,238 2,992 2,742 2,526
GR Greece 59 57 57 61
ES Spain 402 387 368 367
FR France 1,226 1,159 1,099 1,050
IE Ireland 78 81 81 88
IT Italy 934 890 861 843
LU Luxembourg 212 211 202 194
NL Netherlands 634 616 586 561
AT Austria 898 875 848 836
PT Portugal 227 224 218 212
FI Finland 348 346 341 369
SE Sweden 148 148 146 149
UK United Kingdom 521 496 491 452
MU12 Monetary Union 8,379 7,955 7,521 7,219
EU15 European Union 9,260 8,809 8,368 8,023

Source: ECB.

End of year figures. The 1998 figures are as of 1 January 1999.



Through the late 90s and the beginning of the @Esppean banking integration
developing through cross-border branching and adeuns was culminating (see
Table 1). However, cross-border M&As proceeded stidinly with non-European
banks rather than with other European institutidhs.a drive to gain high-margin
business, banks are showing a strong interest pareing into Central and Eastern
Europe and Latin America. Some important acquisgtibave also been made in the
United States” (ECB, 2002).

Table 2: CR5 - Share of the 5 largest credit institutions in total assets (%) 1998-2001

Country Year

1998 1999 2000 2001
BE Belgium 63 76 75 78
DK Denmark 71 71 60 68
DE Germany 19 19 20 20
GR Greece 63 67 65 66
ES Spain 45 52 54 53
FR France 41 43 47 47
IE Ireland 40 41 41 43
IT Italy 26 26 23 29
LU Luxembourg 25 26 26 28
NL Netherlands 82 82 81 82
AT Austria 42 41 43 45
PT Portugal 45 44 59 60
FI Finland 86 86 87 80
SE Sweden 86 88 88 #N/A
UK United Kingdom 28 29 30 30

Source: ECB.

CR5 is on a non-consolidated basis.

In the 00s, the main structural trends in the Edkivay industry were in line with
what was observed in the previous years. Consa@itlatontinued despite showing
signs of deceleration. At the same time, the EUkimgnlandscape continued to be
dominated by domestic credit institutiénshough following the EU enlargement in
May 2004 significant differences among member staenerged, with the new
member states (NMS) characterized by the prominehdereign entities (especially
those with a EU15 parent). In 2007 the foreignte#tiin the new member states
accounted for slightly more than 70% of total bagkassets, while the corresponding
figure stood at nearly 28% for the fifteen old membtates (ECB, 2008).

While Germany, France and United Kingdom contint@dvitness a consolidation
process up to 2007, the sharp decline in the nurmobearedit institutions in the

Netherlands over the past years seems to haveutugsee Table 3). Contrary to this

2 Those having 71.3% of market share, with the radwei equally divided between foreign branches
and subsidiaries.



trend, certain old member states, such as Belgi&wajn and Italy have reported an
increase in the number of credit institutions farember of consecutive years. In the
majority of the new EU members the number of creddtitutions remained on

average without any considerable change

Table 3: Number of credit institutions (2003-2008)

Country Year

2003 2004 2005 2006 2007 2008
BE Belgium 108 104 100 105 110 105
BG Bulgaria* 35 35 34 32 29 30
CZ Czech Republic* 77 70 56 57 56 54
DK Denmark 203 202 197 191 189 171
DE Germany 2,225 2,148 2,089 2,050 2,026 1,989
EE Estonia* 7 9 11 14 15 17
IE Ireland 80 80 78 78 81 501
GR Greece 59 62 62 62 63 66
ES Spain 348 346 348 352 357 362
FR France 939 897 854 829 808 728
IT Italy 801 787 792 807 821 818
CY Cyprus* 408 405 391 336 215 163
LV Latvia* 23 23 25 28 31 34
LT Lithuania* 71 74 78 78 80 84
LU Luxembourg 169 162 155 156 156 152
HU Hungary* 222 217 214 212 206 197
MT Malta* 16 16 19 18 22 23
NL Netherlands 481 461 401 345 341 302
AT Austria 814 796 818 809 803 803
PL Poland* 660 744 730 723 718 712
PT Portugal 200 197 186 178 175 175
RO Romania* 39 40 40 39 42 43
SI Slovenia* 33 24 25 25 27 24
SK Slovakia* 22 21 23 24 26 26
FI Finland 366 363 363 361 360 357
SE Sweden 222 212 200 204 201 182
UK United Kingdom 426 413 400 401 390 391

MU15 Monetary Union 6,623 6,427 6,271 6,157 6,128 6,569
EU27 European Union 9,054 8,908 8,689 8,514 8,348 8,510

Source: ECB (* for the NMS).

But generally speaking, M&A activity continued tacrease in terms of value,
reflecting dynamic growth of certain banking groupshich heightened the
concentration in terms of both the Herfindahl indexd the market share of the five
largest institutions (CR5). None the less, the sfosrder expansion of EU banks has

been still aimed at the emerging markets.

% With the remarkable exception of Cyprus, reportigost 50% drop due to the ongoing consolidation
in the cooperative credit sector (ECB, 2008).



Table 4: CR5 - Share of the 5 largest credit institutions in total assets (%) 2003-2008

Country Year
2003 2004 2005 2006 2007 2008

BE Belgium 83.5 84.3 85.3 84.4 83.4 80.8
BG Bulgaria* #N/A 52.3 50.8 50.3 56.7 57.3
CZ Czech Republic* 65.8 64.0 65.5 64.1 65.7 62.0
DK Denmark 66.6 67.0 66.3 64.7 64.2 66.0
DE Germany 21.6 22.1 21.6 22.0 22.0 22.7
EE Estonia* 99.2 98.6 98.1 97.1 95.7 94.8
IE Ireland 44.4 43.9 45.7 44.8 46.1 55.7
GR Greece 66.9 65.0 65.6 66.3 67.7 69.5
ES Spain 43.1 41.9 42.0 40.4 41.0 42.4
FR France 46.7 49.2 51.9 52.3 51.8 51.2
IT Italy 27.5 26.4 26.8 26.2 33.1 33.0
CY Cyprus* 57.2 57.3 59.8 63.9 64.8 63.9
LV Latvia* 63.1 62.4 67.3 69.2 67.2 70.2
LT Lithuania* 81.0 78.9 80.6 82.5 80.9 81.2
LU Luxembourg 31.8 29.7 30.7 29.1 27.9 27.3
HU Hungary* 52.1 52.7 53.2 53.5 54.1 54.5
MT Malta* 77.7 78.5 75.3 71.4 70.1 72.8
NL Netherlands 84.2 84.0 84.5 85.1 86.3 86.8
AT Austria 44.2 43.8 45.0 43.8 42.8 39.0
PL Poland* 52.0 50.0 48.5 46.1 46.6 44.2
PT Portugal 62.7 66.5 68.8 67.9 67.8 69.1
RO Romania* 55.2 59.5 59.4 60.1 56.3 54.0
SI Slovenia* 66.4 64.6 63.0 62.0 59.5 59.1
SK Slovakia* 67.5 66.5 67.7 66.9 68.2 71.5
FI Finland 81.2 82.7 82.9 82.3 81.2 82.8
SE Sweden 53.8 54.4 57.3 57.8 61.0 61.9
UK United Kingdom 32.8 34.5 36.3 35.9 40.7 36.5

MU15 Monetary Union 40.5 41.6 42.6 42.8 441 44.7
(unweighted avg.) 54.2 54.2 54.9 54.4 54.7 57.1
EU27 European Union 39.7 40.9 42.1 421 44.4 44.1
(unweighted avg.) 58.8 58.5 59.3 58.9 59.4 59.6

Source: ECB (* for the NMS).

Changes in the CR5 index represent a similar patéey it has increased to 44% both
at the EU level and within the monetary union (§able 4§. Smaller countries tend to
have more concentrated banking sectors, with thabfe exceptions of Austria and
Luxembourg, the former having a strong savings @waperative banking sector, the
latter hosting a large number of foreign credittiinions (ECB, 2008). Banking
sectors in larger countries, such as Germany, Sftaly and United Kingdom, are
more fragmented. Regarding the newcomers, rapiditoegpansion and intensifying
competition exerted a downward pressure on coraotrindicators, although they
remain significantly above the EU average. Howetlex,banking sectors of Bulgaria,
Cyprus, Hungary and Latvia were characterized mh8y opposite developments.

The reason for this process was, inter alia, thgomg consolidation process in the

* The cited figures refer to the weighted average.
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cooperative credit institution sector and the iasexl domestic M&A activity amor
subsdiaries of foreign banks (ECB, 200

Concerning the group of the old member statthe majority increase in tt
concentration of banking markeovera decade is presented in the ChaiThere are
four exceptions having experienced a slight reducin the five largest banks™ mark

powerin 2007 compared to 1998; those Denmark, Spain, Finland and Swec

Chart 1: CR5 index of the EU-15
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To elaborate on the obvious numbe«Casu and Girardone (2006. 447 sum up that
“the procompetitive deregulation process has increasedlewel of competition
particularly in nontraditional and nc-interest bearing areas of banking act/”.
Moreover theyclaim that in the early stages, it has pushed bamksecome mor
efficient through costudting (i.e. cost-efficient).

Nevertheless, the primé notion that EMU will both increie the degree of
competition ancconcentration is not supported by Bikker and Greelte(2000). In
their empirical studyhey acknowledge that EMU leato furtherrationalization and
consolidation ofthe banking industr however they claim it is more likely that t
overall environment will become less competil This argumentatio fuels the
orthodox view that increased concentration may ®adly rewlt in undesirable
exercise of market power by ba, therefore limiting competitic. In addition,
excessive degree of concentration could also imjp@&irsoundness and stabilof the

financial sector (Bikker ar Groeneveld, 2000).
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Discrepancy in the existing literature raises savenportant questions: First of all,
what are the links between concentration and catip® Is there any empirical
support for the conventional view that concentratimpairs competitiveness? It is
apparent that banking sector concentration hagased in most European countries
between the 90s and the early 00s; but how hasdhmpetition evolved during that
period and what is the onward trend for the futu®?ould be the growing
concentration of European banks slowed down?

After all, there are less controversial issues lsipgasurely in favor of the European
banks consolidation, apart from the drive for paweiis argued that EMU helped
uncover variant starting positions of banking sectm individual countries; the
authors mostly suggest the existence of signiflgaifferent competitive conditions
across EU countries. Moreover, EMU increases thegure for further harmonization
of regulation across member states, so that thentives and opportunities for

regulatory arbitrage diminish considerably (Bikkeed Groeneveld, 2000).

2.2. Methodology

The empirical investigation on competitive condisoand concentration of European
banks is neither exhaustive nor full-scale; redeanmostly focus on just one of these
factors and frequently interchange them. Few resemties consider both competitive
conduct and degree of concentration and establigtationship between the two of
them. The research on bank competition has cons#iguevolved in two main
directions:structural and non-structural approaches.

Traditional industrial organization theory reliepom market structure which is
reflected in concentration indices for the largésins, such as the Hirschman-
Herfindahl index, with higher concentration signglilower competition and vice
versa. The essential assumption included is thatesdration weakens competition by
fostering collusive behavior among firms — whichrnisaccordance with the structure-

conduct-performance (SCP) paradigm proposed by iBai851°

® According to SCP paradigm, market structure waniflience firm behavior in terms of prices and
quantities and therefore firm profits.

10



The non-structural models have been developeddrctimtext of the new empirical
industrial organization literature. They take iatcount other factors except of market
structure and concentration that may affect cortipetibehavior - such as entry
barriers and the general contestability of the mia(Rosse and Panzar, 1987). “While
tests of market power carried out employing thditi@nal SCP approach observe the
structure of the market (e.g. concentration levelsnber of firms) and relate this to
the conduct (e.g. pricing policies) and performafeg. return on assets; return on
equity) of firms, in non-structural approaches emopl studies do not observe the
competitive environment but they attempt to medsue it” (Casu and Girardone,
2006, p. 444). Hence, the establishment of thetioelship between competitive
conduct and degree of concentration clearly posk aonalytical and methodological

questions.

2.2.1. Concentration measures: Possible drawbacks of structural

approach

Studies referring to concentration and capacitihen European banking disregard the
shape of individual production function. The shafethe assets of several largest
banks in total bank assets, numbers of banks a#id lhanches are mostly used to
proxy concentration. There are two frequently agapliypes of indices. The so called
k-bank concentration ratio (GRtakes the total market share of a small numk)eof(
the largest banks, ignoring the remaining institutiansthe market. The second
measure, the Herfindahl-Hirschman index (HHI), sdes the importance of larger
banks by assigning them a greater weight. It iresudll firms separatelysumming
the squares of their market shares, which maka&ngitive to the share distribution in

the industry. The HHI is characterized as follows:
HHI =) " s (1)

wheres is the market share of firmin the market and\ is the number of firms. All

articles unambiguously agree that practically iergvEuropean country a handful of

® Or 50 largest firms if there are more than 50.

11



large banks tends to emerge over time, whetheugfirgovernment encouragement or
through market mechanisms (Bikker and Groenevé&ldQp

However, the commonly used concentration indicatasffer from some
methodological drawbacks. Firstly, the indices laighly dependent on the size of a
country or banking market and therefore appear doinversely correlated to the
number of banks; the smaller the country or the lmemof its banks, the larger its
measure of concentration (Bikker and Haaf, 2002co8&dly, high degree of
concentration in a fragmented national market améhternational wholesale market
may need a different interpretation. Internationattompetition is expected to be
fiercer and may therefore require greater sizepefations, while in retail lending, the
risk of customers turning to foreign bank may b&dan Also, assessing the level of
concentration, one should consider the intermemhaéictivity of other lenders (non-
bank institutions) which participate in the markétwever, it is difficult to correct for
that shortcoming as non-banks compete just in fegments of the banking market
(such as mortgage lending, consumer credit etc.).

2.2.2. Determining competition: The non-structural approach

The non-structural approach which has been eshaldlign reaction to the theoretical
and empirical deficiencies of the structural applohas been recently considered
more sophisticated and acknowledged for its redatherits. According to Casu and
Girardone (2006), the most important advantagéas it cannot be assumed a priori
that concentrated markets are not competitive, Ussgaontestabilitymay depend on
the extent ofpotential competitiorand not necessarily on the market structure. This
was demonstrated in several works; for example Sk and Laeven (2004) regress
competition measure on a number of country chaiatts’ and find that
contestability (proxied by an index for regulateggtrictions) rather than structure is
the most important for competition.

In addition, when using non-structural models thenmeo need to specify a geographic
market. Analysis of the banks” competitive condyetis along without using explicit

" Those fall in four categories: market structuantestability, inter-industry competition and geater
level of development.
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information about the structure of the market; eatthe behavior of individual banks

gives an indication of their market power.

Non-structural measures of competition are origgnebhsed on the Lerner index of

monopoly power, formalized by Abba Lerner in 1984 a@efined by

U, =R=MS

| P

where P is the market price set by the firm and Bl@e firms” marginal cost. The
index ranges between 0 and 1, with higher numimepsying greater market powér.
However, the need to gather necessary informatioprizes and costs constitutes the
main difficulty with this measure in practice. Mospecific models have therefore
been developed in order to determine the competitature of the banking industry
empirically, requiring firm-specific data. Geneyalthere are two modern approaches

which have been recently becoming very populaainking competition research.

One of them was formulated Banzar and Rosse (1987)They have constructed a
test statistidd which (under certain assumptions) serves as aurea$ competitive
behavior of banks. ThE-statistic is calculated from reduced form reveegeations
and measures the sum of elasticities of total newesf the bank with respect to the
bank’s input prices. In other words, P-R methodplogestigates the extent to which
a change in factor input prices is reflected inu(igrium) revenues earned by a

specific bank.

Specification of the Panzar-Rosse model

In their model, Panzar and Rosse postulate a gebanking market model, which
determines equilibrium output and equilibrium numbiebanks by maximizing profits
at both the bank level and the industry level. Timglies that bank operates on the
level where marginal revenue equals marginal codtthe zero profit constraint holds

at the market level equilibrium as well.

8 For a perfectly competitive firm (where P=MC), L=0
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The H-statistic, standing for a market power, is measug the extent to which a
change in input price§lw) is reflected in the equilibrium revenu@R’) earned by
banki:

N Wi
I S

Under perfect competition, an increase in inputgsiraises both marginal costs and
total revenues by the same amount as the rise sts.cdhe optimal output of any
individual firm is not altered, but as some firmsteéhe industry, the remaining ones
face increased demand, leading to a rise in pridader a monopoly, a rise in input
prices increases marginal costs, reduces equitibruwtput and thus reduces total
revenues. Concerning the valueHyfit is negative when the competitive structura is
monopoly or anoligopoly (with variant scale of colluding). Undperfect competition

the H-statistic is unity. IfH is between zero and unity, the market structure is
characterized bynonopolistic competitianThe interpretation ofl statistics is briefly

summarized in the following table:

Table 5 : Interpretation of Panzar-Rosse statistic

=0 Collusive oligopoly or a monopoly: increase in costs causes output decrease and
price increase; due to the operating on the price elastic portion of firm’s demand
function, it reduces its total revenue;

=1 Perfect competitive industry: costs increase makes some firms exit, price
increase and survivor’ revenue increase proportionally to the increase in costs;
0<H<1 Intermediate case of monopolistic competition: increase in costs comes out as

increase in revenues at a lower that proportional rate.

Source: Casu & Girardone (2006)

A priori, monopolistic competition is the most piole alternative to characterize the
interaction between banks. Their products are m@zafly differentiated, banks tend
to differ with respect to product quality and adigeng, although their core business is
fairly homogeneous (Bikker, 2002). ThereHylying within the (0;1) interval can be
thought of as the degree of competitiveness inrtastry. If a bank faces a demand
with constant elasticity and a Cobb-Douglas teabggl the magnitude dfl can be
interpreted as an inverse measure of the degresonbpoly power, or alternatively,
as a measure of the degree of competition (Classard Laeven, 2004). THe-
statistic implies the average competitive situatmm all segments of the banking

market.
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The P-R methodology uses bank-level data, allowsbénk-specific differences in
production function and provides for a study offefiénces with respect to the type
and size of banks. However, it assumes the existeh@ long-term equilibrium in

banking industry.

The Boone indicator model

An alternative, more recent way to measure comgetis the Boone indicator. It is
based on the efficient structure hypothesis whissumes that, first, more efficient
firms (in terms of lower marginal costs) gain higmearket shares and thus higher
profits and, second, that this effect is gettingrager with rising competition in the
market. The Boone indicator therefore considersexdlink between competition and
efficiency, in contrast to the Lerner index fortarsce.

Boone et al. (2005) consider a banking industry reheach bank produces one
product g; (or portfolio of banking products), has constantrgimeal costc; and
maximizes its profits. In the banking system withshich banks, competition can
increase for two reasons: Fist, competition inaeashen the produced services of the
various banks become closer substitutes, secomipeatdion rises when entry costs
decline. And according to the Boone approach, thege circumstances increases
market shares of more efficient firms. The modeltfe market share of the bank

can then be characterized by the following two équa:

s=R4/2Rg

In(s)=a+pBIn(¢/%, ¢) (5)

wheref is referred to as the Boone indicator.

The market shares of banks with lower marginalcast expected to increase, so that
£ < 0. Thus, an increase in competition raises th&ketahare of a more efficient bank
relative to a less efficient bank. The strongerabmpetition is, the stronger this effect
will be and the higher (in absolute terms) the gadf)s (the more the negativeis, the
stronger the competitionj-or empirical reasons, the log-linear form servegle¢al
with heteroskedasticity. In addition, the spectiiza represents an elasticity of a
market share to a percent change in the BooneataticFor example, an estimatged
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of -5 means that a bank with one percent lower matgost than another, less
efficient bank would have five percent higher margeare than the one with lower
efficiency.

With the help of the Boone indicator, Leuvenstajnal. (2007) argue why the SCP
paradigm does not have to be the convenient apprimameasure real competition.
The most common measure, HHI index, is based oawar©t model with symmetric
banks where a new bank entrance decreases the iNde&rtheless, according to the
Boone approach (which is more consistent with tgalthe banks differ in terms of
efficiency; an increase in a number of market playeallocates output to the more
efficient firms that already had higher levels otmut. So contrary to the traditional
SCP theory, an increase in competition raises tHé inldex rather than decreases it
(Schaeck &Cihak, 2008).

2.3. Concentration vs. competition: Literature review

Trying to determine the relationship between thepetitive structure and level of
concentration in banking markets, researchers atiglitest for validity of either the
SCP or the contestability/efficientyparadigm in European banking. From the
theoretical literature, the nature of this link epps to be ambiguous. Reasoning in line
with the traditional SCP paradigm, concentrati@mstates into greater market power,
fostering collusion and anti-competitive practicBevertheless, the first challenging
hypothesis, so calledontestability theory, stresses that just the threat of potential
entry forces banks with high market power to pribeir products competitively.
Hence, under certain conditidfisconcentrated banking industry allows competitive
behavior. On the other hand, according todtieciency hypothesis, if bank operates
more efficiently than its competitors, by reducprices it can expand its size. In this
case, the driving force behind the process of martecentration is efficiency. Thus,

both the contestability and the efficiency hypo#sesassume that the overall

° Since the efficiency hypothesis tests whethersithie efficiency of larger banks that makes for
enhanced performance.

% The contestability theory supposes no entry barieither economic or legal. For European
countries, this crucial assumption has been sétngpugh gradual regulatory relaxing and accomptishe
in 1993 when all formal restrictions regarding fvevision of financial services across the European
Union were removed. Thanks to the “single bankiegrice” banks are allowed to service the entire
European market.

16



competitive environment faced by banks does no¢searily depend on the degree of

market concentration.

Number of recent studies examining competition enking markets use non-
structural approaches, typically the P-R methoduiting several papers on European
banking systems. Generally, the studies reject petfect collusion as well as perfect
competition and find mostly evidence of monopatistompetition. According to
Bikker and Haaf (2002), the structure of the Eusspéanking industry has altered
during the 80s mostly as in response to domestiegddation and in anticipation of
EU-wide regulatory changes, and one of the key emgmsnces has been increased
competition.

According to Molyneux et al. (1994), who tested RtRtistics on a sample of banks in
five EU countries, monopolistic competition wasodigered in all countries except for
Italy where the monopoly hypothesis could not heated. Bikker and Groeneveld
(2000) provide evidence that European banking sectan be qualified as
monopolistic competitive in most countries, althlbug varying degrees, and point out
that the market structure in individual EU courdrialso depends on numerous
country-specific featurege.g. national institutions, government interventi the
sophistication of the financial system etc.). Hoerespite the wave of deregulation
and liberalization between 1989 and 1996, they fiadlly any evidence of increasing
competition over the years. Moreover, a strikingcome of their study is that the
degree of internationalization of national bankiygtems differs widely. Bikker and
Haaf (2002) find monopolistic competition in all 22amined countries, competition
being weaker among small banks operating in locatkets and stronger among
larger, internationally operating banks. In genertdey find higher level of
competition in Europe than in the US, Canada oadawhich they explain as a matter
of different funding habits. European banks useinterbank market on average more
extensively which might be theoretically explainbg more developed financial
markets, leading to more intense competition. W¢RD04b) similarly finds

monopolistic competition for all the 12 countriesthhe sample.

1 with banking systems in Denmark, Greece, SpaimtuBal, Germany and ltaly being relatively
inward oriented, while banks in Luxembourg, Belgjuime UK, Sweden and the Netherlands being
more involved in foreign activities.
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Claessens and Laeven (2004) who include 50 cosritri¢gheir study of competition
and concentration find that greater foreign bardspnce and fewer activity and entry
restrictions can make for more competitive banlsggtems. More importantly, they
find no empirical evidence that banking system entr@tion is negatively associated
with competitiveness. To the contrary, accordingstime of their findings, the
competitiveness of banking systems might relatatmegly to the number of banks in
the country which would — in conflict with the S@#eory - make more concentrated
banking systems more competitive. Then the corigyarather than a system with
low concentration may be more important to asswmapetitiveness. “The fact that
structure matters so little, or even in ways cawgtta expectations, may surprise many
involved with competition policy in the financiaéstor” (Claessens and Laeven, 2004,
p. 23). They argue that due to the deregulatiocefrthe pattern of financial markets
and services may have changed significantly, andkehatructure indicators are thus
less valuable measures of markets” competitiverealio sum up one of the most
comprehensive studies on competition, the tradexe®d not be inevitably between a

more concentrated system and a less competititersys

None the less, Bikker and Groeneveld (2000) firmines negative effect of
concentration on competition, though the relatigmsh rather weak. Bikker and Haaf
(2002) test the competition measure against matketture (proxied by concentration
indices and the number of banks in the markets)fiaddsupport for the conventional
view that concentration impairs competitiveness,ictvhis consistent with the

traditional SCP paradigm.

Despite the variables used in the estimation offtHe statistics may differ across the
studies, it is possible to generalize that for migst banking markets monopolistic
competition was inferred as the main market envirent. However, the empirical

findings on the link between concentration and cetitipn remain quite ambiguous.
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3.Efficiency in financial markets

Extensive research on bank efficiency offers adaggantum of literature. Efficient
management is considered to be essentially impitam both a microeconomic and
a macroeconomic point of view. While efficiency & constructive element in
enhancing market competition and upgrading ingtiha frameworks (the micro
perspective), it also influences the cost of finahmtermediation and the overall
market stability. Subsequent improved resourcecation then spurs the growth of the
economy (the macro perspective).

The efficiency of bank management differs inteiradily, resulting in an efficiency
gap.Managerial ability,which is considered to be the key efficiency driverdefined

in terms of adequate resource allocation along wvb#meficial utilization of
technological opportunities. Apart from the diffegi managerial abilities,
discrepancies in operational environment (e.g. oerwnomic background, structure
of financial institutions and other country-specifactors) may also contribute to the
efficiency gap. “While operational environment egogusly explains efficiency
differences, the executive and professional conmget®f management endogenously
contributes to them,” (Holl6 & Nagy, 2006, p. 5).

3.1. Efficiency measurement

The measurement of efficiency lies in estimatiothefefficient frontierand assessing
deviations from such frontier which correspondghe loss of efficiency. Assessing
frontier efficiency (so called X-efficiency) contgsn measuring the distance (in terms
of production, cost, revenue or profit) of a demmsmaking unit from the best-practice
equivalent (Delis et al., 2009). As Leibensteing@Pintroduced, X-efficiency consists
of two elements: technological and allocative. Whilechnological efficiency
measures the ability of a firm to establish appedpr production plans (i.e. to
maximize output given a set of inputs), develop nereducts and distribution
channels, allocative efficiency reflects the apilib use a given set of inputs in

optimal proportions, or in other words, to optingalieact to relative input price
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changes (assuming the input prices and technologykaown). Overall economic

efficiency is a joint measure of both the composent

3.1.1. Efficiency measurement methods

There are basically two main methods which haven eposed in the literature to
measure efficiency with frontier approacheson-parametric and parametric
approaches. The non-parametric methods mostly septed by DEA (Data
Envelopment Analysis)use linear programming techniques. DEA develojpmetion
(efficient production frontier) whose form is detened by the most efficient
producers, and consequently benchmarks firms agtiinse producers. The method
stems from the assumption that if one firm prodiwecesrtain level of output (utilizing
specific input levels), another firm of equal scstt®uld be capable of doing the same.
A “composite producer” formed by the most effici¢inins producing various output
levels would therefore supply an efficient solutimm each level of input or output
(Berg, 2010)??

DEA offers the advantage of not requiring a conglgbecification of the functional
form. On the other hand, this method is unableeimocpose the deviations of certain
firms from the efficient frontier into real inefiency and random effects independent
of management, which is considered the main shitog of the DEA technique.
Moreover, through requiring general production ahstribution assumptions only,
inefficiency levels may be systematically underaated in some cases.

Parametric approaches, considered to be relativetyre sophisticated, apply
econometric tools to estimate the efficiency, giwee underlying assumption of
stochastic optimal frontieand estimation based on economic optimization. filee

most frequent parametric techniques are 3l (Stochastic Frontier Approach)

and theDFA (Distribution Free Approach). Similar to DEA, DFA does not consider
separation of inefficiency from random error by ragplying assumptions to the
distribution of inefficiency component. The DFA pugnes that each firm has a
constant efficiency over time and that the randoraregends to cancel out over time

(Pruteanu-Podpiera et al.,, 2007). Thus the coré#figrency is distinguished from

12 Berg, S. (2010). "Water Utility Benchmarking: Measment, Methodology, and Performance
Incentives." International Water Association.
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random error (including any temporary fluctuatiansefficiency) by assuming that
core inefficiency is persistent over time, whilendam errors average out over time.
The DFA may be used when panel data are available.

But it can be argued that while in the long rurg #ssumption of invariant efficiency
level becomes untenable, in the short time horitten inefficiency proxied by the
average of residual over time may be biased, asatidom noise may not average out
(Holl6 & Nagy, 2006).

Stochastic Frontier Approachon the other hand, relies on the distribution

assumptions. SFA does not consider all deviatioms the frontier to constitute for an
efficiency loss, but rather attempts to decompdsent into inefficiency and noise,
making explicit assumptions about both of them. <idering the following cost

function:
TC= (Y, P+¢ (6)

where TC represents total cost¥,is the vector of outputs? is the vector of input

prices and is the error term, the SFA would suppose that:
e=u+v (7)

where u represents cost inefficiencies (dependent on tbwiah weakness of
managerial ability), angl stands for random disturbances linked to exogesbosks
that are beyond the control of the bank’s manageriéhile this random component
is assumed to be two-sided normally distributecettect luck or measurement errors,
the inefficiency termu is assumed to be one-sided and literature showisuga
distributional assumptions for it (Pruteanu-Podpiet al., 2007), but usually truncated
normal or half-normal distribution. The parameterfs the two distributions are
estimated and used to obtain estimates of bankfgpawfficiency. The estimated

mean of the conditional distribution lof u, given inu + v, i.e.

InG = E(In in u+In v (8)

is usually used to measure inefficiency.
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Throughout the literature, neither of the two mehdas emerged as the preferred
approach. Parametric methods assume particulatidmat form, which predetermines
the shape of the frontier. And just the need to entlose premises, in order to
“separate the wheat from the chaff’, representsntaen shortcoming of the SFA. If
the functional form is misspecified, the estimagdiiciency may be confounded with
significant bias (Delis et al., 2000). On the othand, non-parametric methods do not
allow for random error, hence any noise can causkading shape or position of the
frontier. At the bottom, while the DEA procedurether focuses on measuring
technological efficiency (based on technologicatimzation), parametric methods
use economic optimization and incorporate both tinpliocative and technical
efficiencies (Holl6 & Nagy, 2006).

3.1.2. The efficiency concepts

Choice of the measurement concept is considereth@nfundamental decision while
measuring efficiency. There are three main econosefiiciency concepts for
analyzing the efficiency of financial institutiorscost, standard profit, and alternative
profit efficiency. All of them are based on econoraptimization in reaction to market
prices and competition, rather than solely on #gehmology matter, which is suitable
for the parametric methods.

With respect to the different concepts, a bank parsue more goals: while profit
efficiency is naturally its ultimate goal, costieféncy can be thought of as a key
method to reach long-run profit efficiency. Theytuaily need not to be positively
correlated for a certain period of time as eachhef two estimated functions may
incorporate different information (Berger & Mestet997). According to these
authors, many studies have found large inefficesicion the order of 20 % or more
of total banking industry costs and about half leé industry’s potential profits”.
Nevertheless, there is no consensus on the soafcasch significant differences in

measured efficiency.

Cost efficiency measures how close a bank’s cost is to what apb&stice bank’s
cost would be for producing the same output levelen the same conditions. It is

derived from a cost function in which variable sodepend on the prices of variable
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inputs, the quantities of variable outputs, angdixnputs or outputs, random error and

efficiency component. Such a cost function is wntas follows:

C=C(wyzuy, V) (9

where C states for variable costgj is the vector of variable inputs pricesjs the
vector of variable outputs quantitiesdenotes the quantities of any fixed inputs or
outputs®, u. indicates an inefficiency factor (that may rise tsoabove the best-
practice level), and. denotes the random error that may involve measuresreor
and temporary luck. When the function is rewrittiematural logs, it can be simplified

as follows:

INC=f(w,y,2+Iny+Iny (10)

wheref denotes some functional form. The particular efficy measurement methods
differ from each other in how they treat the conigosrror term Iy uc + In vy), i.e.
whether they distinguish the inefficiency term frdme random error term.

Berger and Mester (1997) define the cost efficieocg bank bas the estimated cost
needed to producbank Bs output vector by the best-practice bank in thme
facing the same exogenous variables (w, y, z)ddiliby the actual costs bénk b.
The cost efficiency ratio may be therefore thoughts the proportion of costs or

resources that are used efficiently.

Standard profit efficiency measures how close a bank is to producing thermani
possible profit given a particular level of inputdeoutput prices. In contrast to the cost
function, the standard profit function specifiegiable profits in place of variable
costs and takes variable output prices as exogend is, the profit dependent
variable allows for consideration of revenues tat be earned by varying outputs as
well as inputs. Accordingly, profit efficiency aagats for inefficiencies on the output

side as well as those on the input side.

3 Which are included to account for the effects bése ,netputs“ on variable costs owing to
substitutability or complementarity with variableetputs” (Berger & Mester, 1997).
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Alternative profit efficiency is a more recent concept which measures how @ose
bank comes to earning maximum profits given itpatievel rather than its output
prices. The alternative profit function employs theme dependent variable as the
standard profit function and the same exogenougsahlas as the cost function:
variable output is held constant while output iege free to vary and affect profits.
Alternative profit efficiency may therefore be siote for the cases when some of the
assumptions underlying cost and standard profitieffcy are not met, e.g. when

firms exercise some market power in setting ouppiges (Delis et al., 2009).
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4.Bank competition and performance

Not much of theoretical literature has been devatethe link between competition
and efficiency so far. The roots of efficiency r@s# originate from the institutional
approach of corporate microeconomics. Recentlyfdbes has shifted to the financial

sector, more particularly on researching the efficy of banks.

4.1. Theoretical background

The existence of a relation between market stracimd firms™ performance was first
proposed by John Hicks (1935). Himiet life hypothesis defines the idea that
monopoly power allows managers to grab a shareh@fmonopoly rents through
discretionary expenses or reduction of their effortother words, monopoly power
allows managers a quiet life free from competitiand therefore increased
concentration should bring about a decrease iniefity. In its consequences, even if
managers do not pay enough attention to cost @igation, a company may end up
highly profitable thanks to insufficient level ofompetition or other market
distortions** Hicks” hypothesis indirectly refers to the potahttonflict between
owners and managers stemming from information asstmym- the agency problem,
which is known in the microeconomic theory.

In one of the complementary theories to the qufettheorem, Leibenstein (1966)
assumes that owners have no means to check tHeofesiort exerted by managers,
since the production function is not known entirdlgibenstein agrees that the key
determinant of a reduction in inefficiencies isiacrease in competitive pressures and
offers two main reasons for it. First, under theréased competition, managers have
to improve their performance if they do not warg firm to leave the market. Thus,
they are motivated by their will to avoid the parabcosts of bankruptcy. Second, the
more firms on the market the better possibilit@sdwners to assess firm performance
relative to other firms and to make changes imtla@agement if necessary (Pruteanu-

* The concept of inefficiency as costs deriving frslack management corresponds well to the one of
x-efficiency
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Podpiera et al., 2007). Thus the positive causality from competition to efficiency,

which corresponds to the “Structure-Conduct-Pertoree” paradigm.

Theoretical argumentation by Hicks, Leibenstein arahy otherS support the idea of

competition being beneficial to a company perforogan“Economists” vague

suspicion that competition is the enemy of sloth lba specifically documented in the
effect of competition (and environmental uncertginon the decision-making

structures and control devices used by firms” (Ga¥880, p. 88).

Demsetz (1984), however, predicts a reverse cayshétween competition and
efficiency. In theefficient structure hypothesis he considers that more efficient firms
have lower costs and consequently higher profitee Best-managed firms are then
able to increase their market share, which leads hagher level of concentration in
industry. If we consider the concentration be aweise measure of competition,
Demsetz finds a negative relationship between efigtiency and competition with
causality running reversely in comparison to thé>$@radigm.

Before introducing another important hypothesiseméig to the competition-
efficiency relationship, let us remind that bankingustry may have some specific
characteristics which would modify the shape of links between competition and
efficiency as compared to other markets. As obsemanost corresponding studies,
banking markets have a structure of imperfect cditipe as the industry suffers from
considerable information asymmetries between thekband the borrower. To
minimize the risks connected with the credit atyivbanks try to build a long-term
relationship with their customers and by thus gaime information on them. Those
costs of monitoring may notably modify the relasbip between competition and
efficiency in banking. An increase in banking conipeEn may reduce the length of
the customer relationship, further decreasing tigt efficiency of banks. And from a
different perspective, reduced competition allowshks to benefit from economies of
scale in monitoring and from longer customer relaghip (Pruteanu-Podpiera et al.,
2007). Considering the specificities of banking petition, one can assume that
competition negatively influences efficiency; thassumption is usually called the
banking specificities hypothesis. According to Pruteanu-Podpiera et al. (2007),

15 Hart, 1983; Selten, 1986; Scharfstein, 1988, etc.
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banking specificities assumption is more relevamt tfansition countries than for
developed countries. They argue that due to the $imiory of the market economy,
banks in transition countries suffer more from agtng information uncertainties or

the relative lack of credit risk analysis know-how.

To sum up, the theoretical literature offers qudentradicting arguments and
conflicting hypotheses with respect to the dirattemd sign of a causal relationship
between efficiency and competition. Neverthelesghe empirical studies one should

find some more specific conclusions.

4.2. Empirical findings

In comparison with literature on US banking, relaly little empirical research has
been done on efficiency in European banking, andneless on cross-country
comparisons. Most of the studies accomplished oa talationship between
competition and performance regress cost/profitieficy on a set of variables for
market structure; efficiency measured mostly ugimg stochastic frontier approach
and market structure represented by concentratidicas. Although the methodology
and data sample widely differentiate across thevipus research, the quiet life
hypothesis does not seem to be well-establishedsidering the fact that most of the
empirical studies reject it.

Casu and Girardone (2009) find no empirical supfmrHick’s quiet life hypothesis,
however, they do not either conclude in favor o# #fficient structure paradigm.
Instead, they demonstrate some positive causalitying from market power to
efficiency. Hence, their conclusions are consisteith the banking specificities
paradigm stating that monopoly power may enablé&d&m operate at lower costs and
thus to increase cost efficiency. Moreover, thegesbe that efficiency is significantly
affected by previous years” efficiency. Pruteandghera et al. (2007) who investigate
on the relationship between market power and efiicy in the Czech banking sector
supplement some other results which are consistéht the banking specificities
hypothesis. They indicate a negative causality inghfrom competition to efficiency
and thus reject the intuitive quiet life hypothesis
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Those findings cast uncertainty on the view of fawp banking competition from the
perspective of reducing prices of financial sersic8reater banking competition may
hamper the cost efficiency of banks, which can Itaauhigher loan rates (Pruteanu-
Podpiera et al., 2007). In this case, increasedpetition could have negative effects
on banking efficiency and therefore financial dlifhi and consequently negative
welfare-related implications.

In keeping with rejecting the quiet life hypothesind questioning the benefit of
competition, Maudos and Fernandez de Guevara (200%) refer to EU15 over the
period 1993-2002 and proxy competition with Lernedices, identify a positive
relationship between market power and cost effeyemlthough a reduction in
market power decreases the size of social losdsat decreases the cost efficiency of
the banking system, posing the question of itsimekct for society. None the less,
Maudos and Fernandez de Guevara (2007) come up thathconclusion that the
welfare gains associated with the fall of marketvpoare much greater than the loss
of bank cost efficiency (moreover, they uncoverttltze welfare loss from the
misallocation of resources attributable to marketver represented 0.54 % of the
GDP of the European Union in 2002).

Weill (2004), on the other hand, using the Panzass® model to determine the level
of competition, supports the efficient structurgbhesis, which posits that only the
most efficient banks survive and gain market share.

Koetter et al. (2008) deal with the relationship dosample of 4,000 US bank holding
companies between 1986 and 2005, estimating cdsprait frontiers and comparing
efficiency-adjusted Lerner indices to conventiobatner indice¥. Testing the quiet
life hypothesis against the efficient structure dtjyesis, the authors consistently find a
positive relation between both adjusted and ungeljud.erner indices and cost
efficiency. However, with respect to profit efficiey, they point out that when testing
for the relationship between competition and e#ay, it is crucial to control for
possible endogeneity (i.e. a loop of causality leewthe independent and dependent
variables). Finally, Koetter et al. (2008) conclutthat the efficient structure rather
than the quiet life hypothesis holds for the USKbag.

'® The conventional Lerner index assumes that a bpekates fully efficiently. According to Koetter's
findings, efficiency-adjusted Lerner indices yield average about 20 percent less competition among
bank holding companies compared to conventionahéreindices.
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4.3. Banking competition and efficiency in transition

countries

The banking industry in transition countries of €alkEast European region (CEE)
underwent massive structural changes during ecantramsition period initiated in
the 1990s. Under the command economy, the staéeted credit allocation with
scarce respect for repayment capacity. Inputs hgedate banks were not necessarily
of the scale and mix that minimized costs, becdhneee was no incentive for profit
maximization. After the collapse of the communisgime, banks had to restructure
fundamentally both their outputs and use of inplitee prevailing two-tier banking
system has been formed, with the banks been transtbinto joint-stock companies
and (partially) privatized. Moreover, the licensirgguirements for newly engendered
banks were minimal at the beginning of the traasitreflecting the intent of the
governments to create competition in their banlgegtors. Hence, many relatively
undercapitalized de novo domestic private banksewsarn under these lax entry
requirements (Bonin et al., 2004).

Prior to privatization, banking sectors in the #iéion economies consisted of some
private banks (both domestic and foreign) and siateed banks. For those banks
foreign investors were supposed to stabilize theantially, improve their efficiency
and know-how in modern banking. Entry of the traasicountries into the European
Union has required huge progress in a transitiatgss and liberalization of their
financial sector. The number of banks fell in altmalk new member states (NMS).
Some banks failed, but by far the biggest parthef decline reflects mergers and
acquisitions, where especially foreign banks werg/\active (De Haan et al., 2009).
As highlighted earlier, due to foreign entry, camication of banking markets is
relatively high in most NMS compared to the EU-15.general, the aggregated
market share of the five largest banks (CR5 ratar)es between 50 and 99 per cent.
However, according to the ECB report (2005), cotegion and profit margins in
2003 were negatively related. The SCP hypothessnloa been therefore supported
either for the NMS, suggesting that concentratiatios do not necessarily reflect

competitive conditions within the region (De Haarale, 2009).
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Foreign bank’ presence is very large in most NMS, mainly infdren of subsidiaries
of foreign banks; and most of the banks involvedh® NMS are viewed as strategic
investors® with a strong commitment to the local economyheatthan financial
investors (ECB, 2005). As was stated in the seadrapter, foreign entities in the
NMS have been represented predominantly by the EUdnks. In general, the
presence of non-EU banks in the transition regsorather limited. CEE markets are
dominated by banks from Austria, Belgium, Italydahe Netherlands, while Nordic
banks especially entered the Baltic tates (De H2009).

Table 6: Number of foreign banks in 10 former communist countries (1995-2004)

1995 1996 1997 1998 1999 2000 2001 2002 2003 2004

Bulgaria 3 3 7 17 22 25 26 26 25 24
Czech Rep. 23 23 24 25 27 26 26 26 26 26
Estonia 5 4 4 3 3 4 4 4 4 6
Hungary 21 24 30 28 29 33 31 27 29 27
Latvia 1 14 15 15 12 12 10 9 10
Lithuania 0 3 4 5 4 6 6 7 7

Poland 18 25 29 31 39 46 46 45 43 44
Romania 8 10 13 16 19 21 24 24 21 23
Slovakia 18 14 13 11 10 13 12 15 16 16
Slovenia 6 4 4 3 5 6 5 6 6 7
Total 103 124 143 154 170 192 190 189 187 188

Source: Naaborg (2007)

Table 6 shows the development of the number ofigaréanks between 1995 and
2004 in ten former communist countries which arented as NMS. The number of
foreign banks grew strongly up to 2000, when itheal a peak and since then it has
stayed stable or decreased slightly. Table 7 shbwesshare of foreign banks with
respect to total bank assets for the same grougowohtries. The indicator differs
within the group with regard to the timing of fagaibank entry. While in 1997, more
than 60 per cent of total bank assets were alreaded by foreign banks, the rise
came later and more gradually in other countrié® @xception is Slovenia, where the

foreign share in banking assets grew to just 2@eet up to 2004.

" A foreign bank is usually defined as a bank ofalhinore than 50 % of the shares are owned by non-
domestic residents.

18 Strategic ownership has the advantage of provillioty) stability and expertise in retail banking and
risk management (De Haan, 2009).
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Table 7: Share of foreign banks in total bank assets in 10 former communist countries
(%) 1995-2004

1995 1996 1997 1998 1999 2000 2001 2002 2003 2004

Bulgaria 1 2 18 25 42 72 71 72 82 82
Czech Rep. 17 20 24 27 40 66 89 86 86 85
Estonia n.a. 2 2 90 90 97 98 98 98 98
Hungary 19 46 62 63 62 67 67 85 84 63
Latvia n.a. 53 72 81 74 74 65 43 53 49
Lithuania 0 28 41 52 37 55 78 96 96 91
Poland 4 14 15 17 49 73 72 71 72 71
Romania n.a. n.a. n.a. 36 44 47 51 53 55 59
Slovakia 19 23 30 33 24 43 78 84 96 97
Slovenia 5 5 5 5 5 15 15 17 19 20
Median 5 20 24 36 44 67 72 84 84 82

Source: Naaborg (2007)

Most evidence suggests that not only foreign bamksansition markets show higher
efficiency than their domestically owned countetpabut they may also contribute to
the quality of banking operations of domestic bardsd therefore more efficient
banking practices. They may help improve the gualricing, and availability of
financial services, both directly as providers loégde services and indirectly through
increased competition. The spill-over effects masengually enhance economic
growth in transition countries (De Haan, 2009).

However, not all of the empirical results confirhretprevailing expectation that the
massive entry of foreign investors would enhanedegree of banking competition
and/or efficiency. Pruteanu-Podpiera et al. (200Bd focus on the transition period
of the Czech Republic, show the absence of incdeasmpetition between 1994 and
2005. Furthermore, they provide evidence in favbamegative Granger-causality
running only from competition to efficiency. Theiesult is consistent with the
banking specificitiehiypothesis, according to which greater competiteuces cost
efficiency of banks. This finding is in accordaneéth a large part of previous
empirical research in banking: lack of competitawes not necessarily reflect a bad
performance development.

Bonin et al. (2004), on the other hand, who ingedg the impact of bank
privatization on efficiency score for six selecteconomie¥’, indicate that foreign-
owned banks are more efficient than government-dwbeanks. In addition, they

19 Namely, Bulgaria, the Czech Republic, Croatia, ¢fary, Poland and Romania
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confirm the previous findings that the entry of teategic foreign investor in the
privatization process has a clearly positive inficee on cost and profit efficiency. The
authors show that both the method and the timingpovatization matter to
performance; first, voucher privatized banks arss Igrofit efficient than both
domestic private banks and banks privatized by rothethods and, second, early
privatized banks are more efficient than later-gtized banks. Bonin et al. (2005)
further elaborate on that, finding that foreign-@anbanks provide better service,
particularly if they have a strategic foreign intges The conclusion corresponds to the
hypothesis that better bank were privatized fimdtransition countries.

According to Fries & Taci (2005), the overall colidation of banks in the transition
region has contributed to greater cost efficientybanking. In the initial stages of
banking reform, cost efficiency increases signiiitg but it then declines as reforms
advance further. They acknowledge the forementiamattbn that privatized banks
with majority foreign ownership are the most cofficent, followed by newly
established private banks, while privatized banks \wmajority domestic ownership
are the least efficient private banks, though they still more efficient than state-
owned banks (Fries & Taci, 2005, p. 79). Furtheendhey conclude that, among
other country-level factors (macroeconomic stapilitnstitutional development),
competition in banking from foreign entry promotesst efficiency.
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5.Empirical research on efficiency

Since the stochastic frontier approach was indegathdproposed by Aigner, Lovell
and Schmidt (1977) and Meeusen and van den BrdeTK7{, there has been done
considerable research to apply and extend the matiel SFA production function
presumes the existence of technical inefficienaegroduction of firms, i.e. for a
given combination of input levels, it is assumedt tthe realized production of firm is
delimited from above by the stochastic frontierdarction, where the best performer
in the industry operates. Notional distance of tbalized production from the SF
production, representing “best practice”, meastineslevel of technical inefficiency.
The inefficiency scores are determined due to thali@t assumptions about the
inefficiency component distribution; the SFA triess decompose the residual of the

frontier into inefficiency and noise.

5.1. Model specification

The widest concept of firms’ performance measurdneethe concept of productive
efficiency. The original SFA specification by Aigné.ovell and Schmidt (1977) and
Meeusen and van den Broeck (1977) for cross-sedtueta assumes the parametric
frontier production function
y=f(x.p)+g (11
where
&=V, -y (12).

Battese and Coelli (1992) modified the function fanbalance®) panel data with
firm effects which are assumed to be distributettascated normal random variables,
which are also permitted to vary systematicallyrdirae. The model can be expressed

in the following form:
Ye =% B+ —y) (13)

#j.e. the panel of data need not be complete
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wherey; is the production (or the logarithm of the prodme} of the i-th firm
(i=1,...,N) in the t-th time period (t=1,...,T);
Xt IS @ kx1 vector of (transformations of the) inpugqgtities of the i-th firm in
the t-th time period;
[ is a vector of unknown parameters;
Vi are random variables assumed to be iid. &\Pand independent of the
u, = (y exp(7 (- T))), where
u; are non-negative random variables which are asgutoeaccount for
technical inefficiency in production, supposed ®iid. as truncations at zero
of the N{1,6,°) distribution;

n is a parameter to be estimated.

According to Battese and Corra (1977) parametomati,” andc,’ are replaced with
6°= 6,/°+ o,° (standing for the variance of composite efsgr and new variable=
ol(0,’+ o,°) is defined, so that must lie between 0 and 1. This is done with the us

of maximum likelihood estimatioft.

Through imposing various restrictions upon this elochumber of model
specifications has appeared in the literature.ifgiance, setting to zero provides the
time-invariant modéf (Battese, Coelli & Colby, 1989), additional restion of u=0
reduces it to Pitt and Lee (1981) mddeand by another restriction of T=1 the model
returns to the original cross-sectional formulatioh Aigner, Lovell and Schmidt
(1977). However, the original specification of puotion function has been adjusted
to the cost functional analogy which will be theylkancept of the efficiency research
in this paper.

To adjust the production function to the stochastiatier cost function, the error term
is simply adjusted to:

&=V +y (14).
Now, recalling (9) and (10), the cost function ¢endefined as:

INC, =In f(w,y,z,B8)+Inu+in v (15)

%L The corresponding log-likelihood function is tofoend in Battese and Coelli (1992).
22 Meaning, that the efficiency does not change tives
% In that case, the SFA approach loses its purposdé¢he OLS method becomes sufficient.
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where C; represents the total cost of ti#h firm;
v; stands for a two-sided random-noise component;
u; for a one-sided inefficiency term representingreenic inefficiency*:

f (W, ¥, Z) represents the input variables maifigo that
fw.y.2.6)= XB (16)

with w; denoting input prices; output quantitiesz any fixed netputs such as
equity capital, angg standsfor a vector of unknown parameters or sensitivity

indices.

Employing(16) and adding the time dimension the cost func(ids) can be rewritten

as:

INC, =4+ B Iny, +> A'Inw, +Iny +Iny (17)
j=0 k=0
wherej stands for the number of outputs &fdr the number of inputs.

In the cost functior(15), u; defines the difference of the real costs of therafng
bank from the minimal possible total costs represgiy the stochastic fronti&fw;,

Vi, Z, p)+Vi, i.e. the costs of the most efficient firm in tlargple.

The distributional assumptions of the two distudsoomponents is the key concept
used to disentangle the real inefficiency part ftbirandom error. The SFA assumes
that inefficiencies follow an asymmetric distribartii usually a truncated or half
normal distribution, but some studies also workhwéxponential distribution or
Gamma distributio®> Random errors, on the other hand, follow a symimetr
distribution, usually the standard normal distribnt The rationale for this is that
bank’s inefficiencies cannot be negative, i.e. cafower cost, and therefore must
have an asymmetric distribution, whereas randoror ecapturing all phenomena
beyond the control of management can add or subtoest and thus it can follow a

symmetric distribution. In our work we follow prdilg the most common

4 If allocative efficiency is assumed, theis closely related to the cost of technical ireécy (Coelli,
1996).

% However, Greene (2008) finds that regardless énin distributional assumption the estimates, of
are almost identical, with just the differing esditess of the cost frontier parameters.
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assumptions set applied in the efficiency reseamonmal-half normaly is normally

distributed around the frontier andollows a half normal distributidft
v, ~ iid.N(0,07) (18)
u ~ iid.|N (O,au2 )| (29)

with v; independent of tha, and both independent of the regressors. Usingehsity

functions applied by Kumbhakar and Lovell (2000):

2 Vv

f(v)—JV Tom exp{ —20_5} (20)
_ 2 o

fw= Jumexp{ 205} 1)

and applying Battese and Corra (1977) parametoizathe density function of the

composed error termis derived as follows:

f (&) =§¢[§j¢[§ ryyj (22)

where ¢g(Jand ®()are the cumulative distribution and density funasioof the

standard normal distributicl. This density is asymmetric around zero, withisan

and variance given by:

E(¢) = E(u) = Uu\/z (23)
T

V() =V + V() =2 4 0 (24)

% The half-normal distribution is the probabilitysttibution of the absolute value of a random vdeab
that is normally distributed with expected valuar@ variance?. The truncated normal distribution, on
the other hand, is the probability distributionaohormally distributed random variable whose vatue
bounded below or above.

2

g
,andy =— = > » based upon Battese and Corra (1977).
u + O-V
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Before proceeding maximum likelihood estimatiogngicancy ofy parameter should
be tested since in the case tha0, random noise would then account for all the
deviations from the stochastic frontier, with zetiserved inefficienc{?

The particular maximum likelihood estimates of tharameters of the stochastic
frontier cost function will be estimated with theeuof freely accessible computer
program FRONTIER 4.1., designed by Tim Coelli fétwe tpurpose of stochastic
frontier and cost function estimation (Coelli, 1996he program follows a three-step
procedure. At first, Ordinary Least Squares (OLS)ineates of the function are
obtained. Thos@ parameters are then used in the second stepasearba two-phase
grid search ofy. The values selected in the grid search are coestly used as
starting values in an iterative procedure (using Bravidon-Fletcher-Powell Quasi-

Newton method) to derive the final ML estimates.

As the program produces estimatescbfandy, the estimates of,°> and o,> are
indirectly produced as well, so as to get evideocehe relative sizes of and u;.
According to Coelli (1996), we can imply that theasure of cost efficiency relative

to the cost frontier is defined as:

_ECTyx)
R EcTy=0.0 Y

(25)

whereC;” is the cost of the i-th firm, which will be equal expC;) if the dependent
variable is in logs. The EFBcore will take a value between one and infinmythis
case. The above expression relies upon the valuthefunobservables being
predicted. This is achieved by deriving expressifmnghe conditional expectation of
the function of thes, conditional upon the observed value af{ u).>® The stochastic
frontier estimation technique uses outputs and tiqices as the inputs into the
model, deriving scalar measure of efficiency scoBys modest modification of this
measure, detailed in the expressi@3), we obtain the efficiency scores that take
values from O to 1. Higher value means higher ®fficy; thus a firm A with an

efficiency score of 0.6 is wasting 40 % of resosrsmce it could produce the exactly

% \We test the null hypothesity: y=0 (i.e. inefficiency effects are absent) agaifigt y>0 with the use

of the generalized likelihood-ratio test. The tsisttistic is calculated as: LR=-2[In(LgH-In(L(HA))]

and has a chi-square distribution, the degreeseefibm equal to the number of parameters assumed to
be equal to zero in the null hypothesis (in ouedas one).

29 For the detailed expressions, see results in dondt al. (1982) and Battese & Coelli (1988; 1992;
1993; 1995).
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same output while employing just 60 % of its actumduts set. Explained in the
context of the stochastic frontier, a perfectlytesfficient firm (approaching the value
of 1) would produce the same output as firm A wité use of 60 % of costs compared

to firm A’s costs.

5.2. Functional form specification

To estimate the stochastic cost efficiency frontiex use the ML procedure of Battese
and Coelli (1992). The specific form used for tlstcfunction is a standard translog

specification, which can be written as:

INTG =a,+> aInwy +%ZZ% Inwiny +> Z1Iny+
| I h k

L (26)
EZZﬂkj In 'y, Iny; +zz% Inw y +Inv+In p
ko j ko1

where TG assigns for the total costs of the i-th bamnk,denotes the input prices
(I=1,...,3) andyk the outputs (k=1,2). To ensure that the estimeated frontier is well
behaved, standard symmetry and homogeneity réstricare imposed (Kumbhakar
and Lovell, 2000):

B = Bis O =0ay; Zal =1 Zalh =0; Zd'k =0. (27)

In order to achieve the linear homogeneity, thaltobsts and the input prices are
being normalized by the price of physical capitahich is the third input pricews). In
addition, the total costs and the outputs are beorgnalized by the bank equity)(
which serves as protection against heteroskedgstidisparities stemming from
differences in banks’ size and other estimationdrfgctions (Stavarek, 2008) We

therefore end up with the specification:

% The capital has been incorporated for severalreasFirst, the model then captures different risk
preferences of management when solving optimizgtimblems; risk averse managers may conserve
higher level of capital in the firm than neededomder to absorb financial shocks. Omitting the risk
preferences issue could lead to evaluating an afitirmanaged bank as ineffective. Secondly, higher
capital commonly signals lower risk of bankrupteyhich consequently displays in bank’s expenses
and profits through risk premium. This was partielyl characteristic for the transition countrieghwi
high rates of classified loans implying increasesblvency risk (Stavarek, 2005). Berger and Mester
(1997) also point out that bigger banks usually Imoore depend on not-own capital than their smaller
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(28)
To estimate cost inefficiency from the above edmtiwe estimate equation

coefficients and the error terny, and then calculate efficiency score for each

observation in the sample.

5.3. Data and Variables

The data used in this study are based on balaremissand income statements for a
chosen sample of European commercial banks forpgred 2004 — 2008. We
selected a sample of commercial banks operatinfpun transition countries: the
Czech Republic, Slovakia, Poland and Hungary, a&s \isegrad group can be
considered to be representative sample of the Earogpost-communist markets.
Another sample of selected banks represents Eundjoesveloped” markets, namely
United Kingdom, Germany, France and Italy. The adetee obtained exclusively from
the Bureau van Dijk Bankscope Database. We focusomnmercial banks as they
represent considerable segment of depository utistits in European banking and
their services are reasonable homogeneous and caigacross countries. We work
with an unbalanced data paftetonsisting of 108 European banks. Moreover, as we
deal with the data of accounting character, we sbdo use broad variable definitions
(presented by IBCA Bankscope) to minimize possibi@s arising from different
accounting practices in various countries. In addjtwhere banks report according to
both local and international accounting standamie, use data in international
accounting standards (IFRS). The detailed listwfeyed bank institutions can be

found in the Appendix. Concrete variables will bettier specified.

By including just certain part of the banking seadto each chosen country, we are
aware that the estimated efficiency scores do maessarily determine the mean

peers. Since capital is assumed to be the moshsixgesource of assets financing, its omitting righ
benefit the more capital-dependent banks, awartthegy higher efficiency scores.
%1 The unbalanced panel is justified mostly to actdéonmergers and acquisitions during the period.
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efficiency of the industry. With respect to the akat selection, the estimation results
are representative not of the entire populatiobariks, but rather of the relatively
larger and well-established top tier of commerdiahks in chosen countries. The
scores are defined on the relative basis withinsdmaple, the measures thus rather
indicate the institutions ranking than the exactddlite figures. Nevertheless, as
Podpiera & Podpiera (2005) and many others deiote,deedful to realize that the
crucial dependence of the mean efficiency on thaicehof the sample of banks
complicates the comparison of efficiency developiasross studies and any exact

comparison is not advisable.
5.3.1. Inputs and outputs employed

There are generally two approaches proposed inbtnging literature for the
definition of inputs and outputs, most significgntdiffering in the placement of
deposits within the input-output framework. Thentermediation approach first
proposed by Sealey & Lindley (1977), views the ficial institutions as mediators
between the supply and the demand of funds. Itnassuhat the bank collects deposits
to transform them, using labor and capital, intan® (i.e. deposits are considered as
inputs and provided loans as outputByoduction approach on the other hand,
assumes deposits and loans to be the two maingradkcts, and labor and capital are
used to produce them. The absence of consensusgaraeearchers on the most
convenient approach has led to various variablés defined across the existing
papers, mainly as a result of different perceptiohsature and functions of financial
intermediaries. But so far, traditional view of dsfis as a source of funding has
slightly prevailed; the intermediation approachused for instance by Pruteanu-
Podpiera et al. (2007) and Delis et al. (2009). grevd & Podpiera (2005), who
research on relation of cost efficiency and stgbdf banks, consider demand deposits

as outputs and hence represent the production agpio

We decided for the use of traditional intermediatapproach since we consider banks
as institutions receiving various types of clieapdsit to transfer them, with the use of
labor and capital, into loans provided to differesttonomic subjects. In our cost

function we adopt two outputs and three inputs. W@ outputs are total loans and

%2 As Berger & Mester (1997) have shown, the choit@gmproach to define the input and output
variables has an impact on efficiency scores basamt imply strong modifications in their rankings
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other earning assets, both measured in absoluteynadue. As inputs we include
labor, physical capital and borrowed funds, whishcommon approach in vast
majority of bank efficiency studi€s.The price of labor is measured by the ratio of
personnel expenses to total assets; the priceysliqat capital is defined as the ratio
of expenses for physical capital to fixed asséis;price of borrowed funds is defined
as the ratio of interest expenses to borrowed fldeg®ssits. Total costs are then the
sum of operating expenses and expenses for borrbvneid. For linear homogeneity
and homoskedasticity reasons explained earlienammalize total costél'C), price of
labor (w1) and price of borrowed fund@v,) by the price of physical capitdivs).
Equity capital(z) stands for a fixed netput in our cost function andmalizesT C and
the outputsys, y». The used variables are defined in the Table 8thaddescriptive
statistics of input prices and output quantitieedusn the SFA model for the full

sample of 8 countries are summarized in the Table 9

Table 8: Definition of variables used in the formula (28)

Variables Description
Dependent variable

»  Total costs TC Operating expenses + Interest expenses

Explanatory variables

Input prices

*  Price of labor w1 Personnel expenses/Total assets
Interest expenses/(Total deposits + Total other
= Price of borrowed funds wz funding)
] ] ] (Operating expenses-Personnel
= Price of physical capital w3 expenses) /Fixed assets
Outputs
»  Loans V1 Total customer loans
= Other earning assets Y2 Total other earning assets

Fixed netput

= Equity 4

33 Weil (2004), Podpiera & Podpiera (2005), Holl6 &gdy (2006), Pruteanu-Podpiera et al. (2007),
Koetter et al. (2008)
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Table 9: Descriptive statistics of Input prices and Output quantities - Full sample

Price of Price of physical Other earning
Year  borrowed funds Price of labor capital Loans assets
% % % mil. USD mil. USD
MEDIAN 2008 3.37% 0.62% 258.99% 19882 9720
2007 4.19% 0.69% 145.65% 12029 9041
2006 2.75% 0.69% 138.61% 12494 8755
2005 2.65% 0.89% 172.57% 6736 6817
2004 2.58% 0.87% 259.80% 5740 5882
AVERAGE 2008 4.03% 0.49% 171.78% 96751 143585
2007 4.15% 0.63% 129.86% 99163 130625
2006 3.52% 0.69% 126.15% 76675 105823
2005 2.95% 0.61% 122.07% 60898 86182
2004 2.80% 0.69% 130.15% 52857 72023
S.D. 2008 3.61% 0.49% 118.44% 179115 345235
2007 3.94% 0.65% 95.42% 193062 290577
2006 3.51% 0.74% 93.40% 141779 227794
2005 2.78% 0.60% 93.35% 114207 186653
2004 2.74% 0.70% 104.23% 99674 169825

5.4. Estimation of efficiency scores

The cost efficiency frontier was estimated first fbe overall panel data set of 108
banks for the 5-year period 2004-2008. The comnast efficiency frontier is usually
derived in order to imply some international conigar*. When executing the model,
we considered time-varying efficiency#0) to allow for the relative efficiency to shift
between the surveyed years as a result of possblmical changes etc. The mean
cost efficiency, which denotes the percentage efrésources of the average bank to
produce the same output if it were on the estimatadier, projects quite low level of
efficiency scores, corresponding with poor perfano®in terms of cost management.
According to the means stemming from the whole damggression, the efficiency
measure moves around 32 % in 2004 and shows naaticafty upward or downward
trend, retaining the 33% level in 2008. The obtdimesults therefore indicate high
backlog of inquired banks with respect to cost ngan@ent. For instance, the score of

0.33 in 2008 indicates that the average bank wahah year wasting 67 % of its

% This approach follows Weill (2004a), Bonin et@005), Fries & Taci (2005), Stavarek (2005) etc.
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resources, relative to the best-practice bank. déecriptive statistics of estimated
efficiency scores obtained by the SFA methodolamytiie full sample are presented
in the Table 10. Apart from the generally low leveff efficiency, from the upward

development of the standard deviation we cannopa@tighe notion of convergence

forces across the markets.

Table 10: Descriptive statistics of estimated efficiency scores: Full Sample

year sample of banks mean median S.D. min

2004 92 0.3238 0.267526757 0.184927207 0.105155295
2005 100 0.3181 0.255111711 0.190631683  0.10518894
2006 104 0.3364 0.245657461 0.217436196 0.109481317
2007 104 0.3149 0.232601126 0.203448626 0.100471362
2008 102 0.3319 0.226230376 0.228618447 0.102509546

Our evidence of poor cost management efficienapénfirst model quite differs from
the core results of the existing literature whiobstly conclude on significantly higher
efficiency scores. Holl6 & Nagy (2006) estimate ¥wefficiency scores on sample of
2459 banks from the 25 EU member states and aatitlee average level of efficiency
of 0.67 for EU-10 and 0.85 for EU-25, respectivéleill (2004), who investigates on
differences between frontier techniques with the o$ sample consisting of five
European countries, arrives at the SFA levels fifiehcy ranging between 0.65 and
0.84.

However, as Podpiera & Podpiera (2005) notify, slze of mean efficiency scores is
crucially dependent on the individual choice of Hanple, hence, any comparison of
efficiency development across studies is highly plicated. In their research on
Czech banking sector between years 1994 and 2068, demonstrate on different
samples of banks that the mean efficiency app@abe tabout 20 per cent lower for
the full sample than in the case of an alternasample excluding entries and exits;
moreover, the conclude that mean efficienciesHerdifferent samples differ not only
in the level but more crucially, even in their tlen

As our full sample consists of four post-commuristintries and four traditionally
democratic countries, we can assume the data toinbguable. Most likely,
heterogeneity of the data sample accounts for dhgelpart of inefficiencies in the
case of the single European-wide frontier. Furtbar we support the empirical

evidence that a sample with higher level of datmmdgeneity, i.e. the research on a
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sample including countries with similar banking teyss, implies higher levels of
measured efficiency scores. The reasoning is beattore heterogeneous sample the
more banks will be far-off the efficiency frontiemhich represents the best-practice
units.

In the second step, we separated the data intstilveamples: CEE - standing for
the group of the so called Visegrad four (CzechuRép, Slovakia, Hungary and
Poland); and WE - identifying group of four European countries lwibng tradition

of democracy and free market. Employing SFA toneste a stochastic cost frontier
for each of the samples, we correct for data hgtareity since the countries within
the two subgroups and for the examined periodmoé tare expected to have similar
market settings and institutional framework. Thesalptive statistics of estimated
cost efficiency for the CEE sample and WE sampéesairmmarized in Table 11 and

Table 12, respectively.

Table 11: Descriptive statistics of estimated efficiency scores: CEE Sample

year sample of banks mean median S.D. min

2004 48 0.3946 0.340332787 0.165556 0.137205
2005 48 0.3917 0.340996474 0.167389 0.131112
2006 49 0.3900 0.328998255 0.175167 0.12516
2007 50 0.3807 0.315486494 0.174771 0.11935
2008 49 0.3797 0.312467396 0.18580 0.113686

In the case of the Visegrad countries, the meagi@iicy scores are slightly better
than those derived from the first regression, riedess, still poor. The observed
banks in the CEE markets demonstrate nearly 40%efbsiency in the year 2004,
referring to 60 % of resources to be wasted. Andirmgwve observe practically no
obvious increasing or decreasing trend theredfiermean efficiency score terminates
at 0.38 in 2008. When we examine for the bankstieficy development in individual
countries (see Chart 2), the highest scores appeBolish credit institutions (with the
mean of 0.42) and the lowest for Slovak banks (Wt mean of 0.32), although the
scale of variation among all four countries is mial. Marginally decreasing trend in

time can be seen for all markets except Hungaringu2008. In general terms, our

% CEE denoting for the Central-East Europe
% WE serves us as an abbreviation for Western Eyadff®mugh it is not geographically correct for
Italy.
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empirical results indicate low cost efficiency @rks’ management and no evidence

of improvement during the last years.

Chart 2: Development of banks' efficiency in the Visegrad Group
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Nonetheless, our findings in the case of the CEBpda are reasonably closer to the
outcomes of former empirical researches. Fries & T2005) measure cost efficiency
of 289 banks from 15 post-communist countries fog years 1994-2001 and find
mean efficiency to range between 0.4 and 0.8. Ei&y conclude that cost efficiency
increased significantly in the initial stages ohkiag reform, but it then declined as
reforms advanced further. Stavarek (2005), who oreasefficiency of the Visegrad
countries for the years 1999-2003, finds on thesotand increasing trend of the
average efficiency values. According to his resuhe level of efficiency rises from
0.59 in 1999 as far as to 0.71 in 2004. Howevers itonvenient to remark that
Stavarek based his research upon a different satipileg different time period. The
data for 1999-2003 may possibly have somewhat é&erdiit background or
interpretation compared to more recent period doe the reverberation of
transformation process. Moreover, due to the inadtginformation politics of banks
in transition countries and the ongoing processmargers and acquisitions, the
individual data are not available for every yead #mus the sample size differs in time
(Stavarek, 2005). The number of available obsesaatused in our model is listed in
the Table 11.

In the case of the WE sample, consisting of 56 ceroral banks from UK, Germany,
France and lItaly, the mean efficiency scores arprisingly comparable, and even

slightly lower, to the efficiency levels in the @rged CEE countries for the same

45



period of time. As denoted in the Table 12, thecifiicy measure reaches for just
0.35, where its remains practically without any siderable change up to 2008. And
again, the increasing tendency of standard dewstdnes not give us any signal of

efficiency convergence among particular countries.

Table 12: Descriptive statistics of estimated efficiency scores: WE Sample

year sample of banks mean median S.D. min

2004 44 0.3486 0.301293 0.180957 0.12934
2005 52 0.3336 0.284655 0.176848 0.113876
2006 55 0.3432 0.284232 0.209596 0.10725
2007 54 0.3233 0.264096 0.198694 0.107004
2008 53 0.3529 0.275314 0.236074 0.111761

Evaluating efficiency development in individual ciues (see Chart 3), the scores
appear to be very similar, with the highest repmesst by Italy and the lowest by
United Kingdoni’.

Chart 3: Development of banks' efficiency in the selected group of developed countries

0,45
0,4
0,35
UK
03 DE
0,25 FR
—_—
0,2
0,15 - T T T T Y

2004 2005 2006 2007 2008

37 The British sample shows strong increase betwe@id 20d 2008 which can be explained by closer
look at the data: three institutions experiencedeap raise in efficiency during that year by
approximately 0.8 points. Those were Abbey Natidralasury Services Plc, Bank of Scotland Plc and
Northern Rock Plc.
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According to our evidence, bank cost efficiency equs rather worse compared to
most of the studies evaluating cost efficiency wilie use of stochastic frontier
approach. The primary objective argument lies | ¢hoice of banks’ sample with
respect to size and selection criteria, and alsasin of different sets of assumptions.
The literature on banks efficiency, despite siguaifit research effort over the last few
years, still gives us no consensus or comprehemsigenation on the sources of the

substantial variation in measured efficiency.
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6.Empirical research on competition

Panzar and Rosse (1987) developed methodology stingliish competitive,

monopolistically competitive and oligopolistic matk (introduced in chapter 2.2.2.).
When applying the non-structural Panzar-Rosse measfuthe competition level of
the banking sector we need to characterize baniddugtion process first, i.e. to

define its input and output items.

6.1. Model and variables specification

We follow the intermediation approach again, whighused for instance by Casu &
Girardone (2006). In this approach we define lcams other earning assets as outputs,
whereas deposits along with labor and capital apaits. Thereby, we also ensure
consistency of the competition research with thehoaology used earlier to derive

efficiency scores, with the use of parallel data.

To derive the sum of elasticities of total revewfi¢he firm with respect to the firm’'s
input prices, denoted KR):

we estimate the following reduced-form revenueag¢iqu:

INTR =a+AIn R, +[5,In B, +5n K +yIn EQAS+

(29)
v, A +y;In LOAS+¢,

whereT is the number of periods observedl(...,T) andl is the total number of

banks {=1,...]). TR denotes total reventfeover total asset§ P; is the average cost

3 According to Casu & Girardone (2006), the reasmmusing the total revenue rather than only the
interest revenue is the recent evidence of dranmati@ase of non-interest income. Additionally, the

different accounting practices are another argunmefavor of using a comprehensive measure of bank
revenues.

%9 Normalization by TA serve to account for size eliénces.
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of labor (personnel expenses/total ass®s)is the average cost of borrowed funds
(interest expenses/borrowed funds), &gds the average cost of fixed capital (capital
expenses/fixed assets). All prices are taken irfdbarithm form, which enables us to
interpret the estimated coefficient in terms ofgtaties. Following Casu & Girardone
(2006), we then incorporate set of other bank-d$jpesiariables to increase the
reliability of regression results. The additionegiressors arm EQAS i.e. total equity
over total asset#n AS i.e. total assets; amd LOAS i.e. the ratio of total loans to total
assets. The EQAS ratio is included to controldiffierences in risk propensff/ AS
controls for the size of the bank and can be cemsdla proxy for scale economies,
and LOAS ratio is expected to be a positive fagtodetermining the total revenues.
The employed variables are summarized in the foliguable:

Table 13: Definition of variables used in the formula (28)

Variables Description
Dependent variable

=  Total revenue TR Total revenue/Total assets

Explanatory variables

Input prices

»  Price of labor P; Personnel expenses/Total assets
Interest expenses/(Total deposits + Total other
= Price of borrowed funds P; funding)
] } ] p (Operating expenses-Personnel
= Price of physical capital 3 expenses)/Fixed assets

Bank-specific variables

.V EQAS  Total equity/Total assets
., AS Total assets
DI A LOAS  Total loans/Total assets

“° The coefficient can be expected to be negativalbted to the total revenue as lower capital ratios
should lead to higher bank revenue.
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6.2. Empirical results on European banks competition

Consistently with previous studies, we run the palaa set using fixed effects, as
Casu & Girardone (2006) suggest that the error tectudes a systematic and bank
specific componefit. The fact that our panel comprises observations ¢ixed and

relatively small set of units of interest is in éawof using fixed effects. We estimate
the regression coefficients both at the whole Elgw| as well as at each individual

country level.

After we receive the regression results, thetatistic is calculated as the sum of the

three derived input price coefficients:

H=Y 4 (0.

H statistic can be then interpreted as a continnmessure of the level of competition,
in particular between 0 and 1, in the sense thgtidrivalues oH indicate stronger
competition than lower values (Bikker & Haaf, 2002)The two extreme cases of

monopoly and perfect competition are here idertibg H=0 andH=1, respectively.

To validate the results, we conduct the equilibritest on observations to find out if
the banking system is in long-run equilibrium. Térapirical test is suggested by the
fact that competitive capital markets will equalizsk-adjusted rates of return across
banks such that, in equilibrium, rates of returowt not be correlated statistically
with input prices (Molyneux et al, 1994). The eduium test can be performed by
newly-made regression, with the dependent variabl@R being replaced by the
logarithm of ROAA (net income over average total assets) and rdatitoy the
Panzar-RossH statistic, as demonstrated in the following equrfi

“1 Along with the random effects models, the fixeféefs models decompose the unitary pooled error
term,uy, yielding Y, = X, 8+, + &, , whereu; is a unit-specific and time-invariant component and

& an observation-specific error.

2 According to Bikker & Haaf (2002) and as undertiney Casu & Girardone (2006), under stronger
assumptions (above all a constant price elastafitdemand across bank-size markets and countries)
this ‘continuous’ interpretation dff and the comparison between countries of bank4siaekets is
correct.

“3 Following Claessens & Laeven (2004) and Casu &e@ine (2006), the measure of ROAA included
in (30) is equal to In(1+ROAA) and thus is adjusted foraBmegative values due to banks' losses in
any year.
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INROAA =a+4In B +45,In B, +3,In B +yIn EQAS+
1z In AS’( +y3|n LOA§+‘E& (31)

The findings will be interpreted as follows:<Bl indicates disequilibrium and H=0

indicates equilibrium.

First, we execute the fixed effects panel dataessjori*, where estimators are carried

out at the EU-8 level. We get the following resuteported in Table 14.

Table 14: Panel data estimates on the reduced-form revenue equation#>

coefficient std. error t-ratio p-value
const 1.41623 0.172443 8.213 2.61E-015 ***
InP1 0.314626 0.0248534 12.66 2.13E-031 ***
InP2 0.486394 0.0177956 27.33 9.64E-096 ***
InP3 0.0210806 0.010438 2.02 0.0441  **
InEQAS 0.0772892 0.0247285 3.126 0.0019  ***
InAS -0.0774898 0.0182438 -4.247 2.66E-05 ***
InLOAS 0.0823893 0.0225584 3.652 0.0003  ***

Adjusted R-squared = 0.95293

The estimatedH-statistic for the whole sample is 0,822, thus éating monopolistic
competition. Moreover, relatively high number iraties that the degree of market
competition is closer to perfect competition thaanmpoly/oligopoly. An analysis of
the sign and significance of the regression caefiits indicates that all the price of
labor, price of funds and price of capital are pesiand statistically significant.
However, the impact of cost of physical capitaimach lower compared to the other
input prices. These results are consistent withipus studies (Molyneux et al., 1994,
Bikker and Haaf, 2002; Casu & Girardone, 2001; 30@éding the impact of the
capital factor input price being the least importammponent oH. According to Casu
& Girardone, this might be due to the poor quatiftycapital expenses and fixed assets
data. The bank-specific variables report less tiniiresults. The variable EQAS is

positive, proposing that a high capital ratio maggbly suggest a highly risky loan

“*We use the Gretl software

%> We check the results of an F-test for the nulldigpsis that the cross-sectional units all have a
common intercept, i.e. all thgs are equal. We can reject the null hypothesisafpev= P(F(107, 426) >
21,6517) = 1,0629e-120), and therefore confirm thatuse of pooled OLS model, with a column of 1s
included in theX matrix, would not be adequate.
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portfolio, thus suggesting a positive coefficieBikker & Groeneveld, 2000). The
negative coefficient for AS variable in our casentcadicts the scale economies
argumentation; and the variable LOAS is positivenfeming the expectation that
higher loans provision generates greater revenuthodgh all the bank-specific
variables proved to be statistically significartiey report mixed results and their
participation in explanation of total revenues etatively much lower, compared to

price of labor and price of funds.

Further, we perform the equilibrium test which &tailed in the equatiof81) with the
ROAA as the dependent variable; the regressionoougcis summarized in Table 15.
The resulting value ofl is -0,002, which is, although of negative signyvelose to

zero®® We can conclude that banking systems are in langequilibrium.

Table 15: Panel data estimates: the equilibrium test

coefficient std. error t-ratio p-value
const 0.0376971 0.009163 4114 4.67E-05 ***
InP1 0.000616161 0.00132062 0.4666 0.641
InP2 -0.00142083 0.000945594 -1.503 0.1337
InP3 -0.00158114 0.000554638 -2.851 0.0046 ***
InEQAS 0.00648494 0.00131398 4935 1.15E-06 ***
InAS -0.00100974 0.000969408 -1.042 0.2982
InLOAS 6.17E-05 0.00119867 0.0515 0.959

Adjusted R-squared = 0.74266

Under the assumption of constant elasticity of desnacross markets, the model
specification is consistent with a continuous iptetation ofH, and hence, the

comparison between countries is acceptable. Wedduug out the estimations at each
individual country level to support the EU-8 resulfable 16 reports the regression
results. To validate the results on the individoauntry levels, we conducted the
equilibrium test for all the banking markets. Aatiog to the results we conclude
again that the markets are in long-run equilibriang thus it is adequate to use the

Panzar-Rosse methodology to derive the level ofpatition.

6 Using an F-test, we test whether H=0. If rejected,market is assumed not to be in equilibrium.
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Table 16: Results - H-statistics

Variables CZ SK HU PL UK DE FR IT

P1 0.285** 0.297** 0.168** 0.466***  0.362***  (0.285***  (.253** 0.658%**
P2 0.178***  0.380***  0.483***  (0.385***  0.515***  0.519***  0.530***  0.343***
P3 0.045 0.117**  0.116***  0.032 0.096** 0.004 -0.042 -0.049
EQAS 0.196 0.142* 0.024 0.195** 0.170***  0.164** -0.007 -0.340**
AS 0.042 -0.020 -0.121**  -0.041 -0.176**  -0.069 -0.168***  0.159
LOAS -0.076 -0.039 -0.084**  0.083 -0.228 0.165* 0.181*  0.122**
H 0.509 0.794 0.767 0.883 0.972 0.808 0.741 0.952

The estimated individualH-statistics confirm the existence of monopolistic
competition in the banking sectors of all examimmedintries. The value of thd-
statistics ranges between 0.972 in the United Kongdclose to perfect competition)
and 0.509 in the Czech Republic. All the resultdidate high competition forces
present in the markets and, except for the CRca@lintries show the value -
statistics higher than 0.7. We can therefore oleseseme convergence across
European countries, which would be in line with thersuing integration of financial
markets. Along with the UK, the competition seembe the highest in Italy (0.952),
Poland (0.883) and Germany (0.808).

Although our results indicate on average slightighler competition compared to
other studies, they are consistent with their pnmeonclusion of monopolistic
competition to be the prevalent market structureEurope (see, among others,
Molyneux et al., 1994; Bikker and Haaf, 2002, Ctmes & Laeven, 2004; Casu &
Girardone, 2001; 2006). Besides, the Panzar-Ros$leoaiology is still quite a novel
concept and the number of studies, which are enmgoghis non-structural measure
of competition, is very limited. It therefore remaifor future research to be elaborated
on. Moreover, we are aware that our banks’ sangb®munded and that it is necessary
to interpret the results with guardedness.

Analyzing the sign and significance of the regressioefficients from Table 16, we
see again that the price of labor and price of $uade positive and statistically
significant for all countries. Howeverg,Reost of fixed capital, is mostly insignificant
(with the exception for Slovakia, Hungary and UKjdaits effect on the dependent
variable is mixed and minimal compared to the othput prices. We believe that this

finding is due to the poor quality of data on cab&xpenditure and fixed assets, as
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Casu & Girardone (2006) propose. The impact ofttinee bank-specific variables is
relatively smaller compared to the input pricesthvthe mixed sings of the impact.
Unlike in the case of the whole pooled sample, blamk-specific variables are

statistically insignificant in the half of results.

6.2.1. Bank efficiency involved

In the existing empirical literature, there is @laof evidence on the relationship
between competition and efficiency so far, neittiees the literature provide a clear-
cut conclusion in favor of a positive effect of giaiened competition on efficiency in
banking. In the vast majority of researches on lthke between competition and
efficiency, the relationship is examined using @ermtype causality estimation on
dynamic panel data (see, among others, Pruteanpidtadet al., 2007; Casu &
Girardone 2001; 2009). In that autoregressivedilistted linear specification,
competition is measured by the Lerner index of npaty power, which is defined as
the difference between price and marginal costdddiby price, and provides for the
use of both cross-sectional and panel data. Howesedenoted earlier, the need to
gather necessary information on prices and coststitotes the main difficulty with

this measure in practice.

As we chose to employ the Panzar-Rosse measumrgdeatition, which has recently
become one of the most popular methods used tesassepetition in the banking
industry, the Granger-type causality estimationas suitable for our purpose. The
statistics allows for a quantitative assessmenthefcompetitive nature of banking
markets and is rather an indicator of the averagepetitive situation in the market,
where each bank’ decision is dependent on theadtien with other institutions
present in the banking industry.

Beyond the measures of competition, efficiencynestes are frequently related to
many various aspects of the banks and their marketiis section, we follow Casu &
Girardone (2006) to explore the relation betweditiehcy and competition in an

alternative manner. We include the estimated SH&iefhcy scores in the reduced-
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form revenue equation as one of the bank-spediutofs. Using this method, we
consider efficiency as a bank-specific variablg@taeng managerial ability.
Hence, efficiency estimates are included in theemere function that is used to

calculate the Panzar-Rosse H statistic, adjustiagdrmula as follows:

INTR =a+4In B +B,In By +5:In B +yn EQAS+
V,INAS +y,In LOAS+y,In EFF+s, (32)

As illustrated in Table 17, the overall results ao¢ affected, i.e. the outcome suggests
monopolistic competition in the banking sector witle H statistics for the whole
sample being 0.817. All the regression coefficiesuts significant and retained the
same sign from the original regression without ®IEA scores. The efficiency
measure is positive and statistically significamtthe whole sample. The positive sign
indicates that banks with the highest efficiencyres generate the highest total
revenues per Dollar or Euro of assets. Our resait be explained by the fact that the
most cost-efficient institutions are the best-mamublganks, hence, enjoying the largest
market shares. However, analogous to the other-bpekific variables, the coefficient
of the EFF variable indicates quite low influencetotal revenues compared to price
of labor and price of borrowed funds. Accordingllye found relationship is rather

weak.

Table 17: Panel data estimates - SFA efficiency scores included in the reduced-form
revenue equation

coefficient std. error t-ratio p-value
const 1.47573 0.177033 8.336 1.37E-015 ***
InP1 0.305731 0.0255197 11.98 2.46E-028 ***
InP2 0.48867 0.0182719 26.74 6.73E-090 ***
InP3 0.0222874 0.0104206 2.139 0.0331 ok
InEQAS 0.093971 0.0247882 3.791 0.0002  ***
InAS -0.0762446 0.0187082 -4.075 5.58E-05 ***
InLOAS 0.103898 0.0234365 4.433 1.21E-05 ***
InEFF 0.0342214 0.0172204 1.987 0.0476  **

Adjusted R-squared = 0.95499

4" The inclusion of efficiency as one of the regressis motivated theoretically, since it can be
considered as one of the exogenous variableshifatle bank’s costs (Bikker & Haaf, 2002).
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Table 18 summarizes results of particular regressfor each country specificaff§).
An explicit impact upon thél statistic is not present as the values move viesedo
the original level. More importantly, all of thenuggest presence of monopolistic
competition in the inquired markets, and thus comfithe general consensus of
previous research. The efficiency variable is osilynificant in the case of United
Kingdom and varies in its sign of impact on toglenues across the countries. In this
case, we do not conclude on any clear influenceéhef bank’s management cost

efficiency on the degree of competition in the nedurk

Table 18: Results - H-statistic with efficiency scores included

Variables CZ SK HU PL UK DE FR IT

P1 0.351***  0.322%** 0.141* 0.489***  0.360***  0.271**  0.290***  0.443*
P2 0.184**  0.380**  0.436**  0.417** 0.649***  0.515***  0.564***  (0.523***
P3 0.070 0.120**  0.140***  0.035 0.089***  0.004 -0.058 -0.035
EQAS 0.210 0.140* 0.029 0.278**  0.192**  (0.152* -0.047 -0.335**
AS 0.045 0.006 -0.051 0.039 -0.254***  -0.086 -0.197**  0.120
LOAS -0.080 -0.032 -0.023 0.118 -0.165 0.183** 0.115 0.121*
EFF 0.058 0.125 0.359 0.290 0.059***  -0.012 -0.007 0.906

H 0.605 0.822 0.717 0.942 0.963 0.790 0.796 0.931

6.3. Efficiency as one of the determinants of H-statistics

As an additional part of our research on the liskneen competition and efficiency,
we regress the derived statistics on a number of country-specific chamastics.
Hereby, we take advantage of the fact that Paneasé&methodology, as well as other
non-structural models for purpose of measuring cgitipn, do not assume that high
concentration of institutions in a market leadsutdavorable competitive behavior.
Following Casu & Girardone (2006), we derive a sresctional model where H

statistic is explained by the set of country-speddctors:

H, =a,+a,InEFFE +a,In DEPP+a,In LODEP+a, BANKP

(33)
a;InCR5, +¢

“8 The equilibrium test is carried out again, andomaclude that banking sectors of most countries are
in long-term equilibrium.
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whereH; is theH statistic for country, estimated using equatiq@9)'’®; EFF is the
estimated efficiency; DEPP denotes for the densftydemand, measured as total
deposits per million inhabitants; LODEP is the gaif total loans to total deposits;
BANKP indicates number of banks per million inhabiis; and CR5 is the measure of
market concentration, measured by the total masteire of the five biggest

institutions®. The employed variables are summarized in theviofig table:

Table 19: Definition of variables used in the formula (33)

Variables Description

Dependent variable

= Competition H Panzar-Rosse statistics

Explanatory variables

= Efficiency EFF SFA scores

»  Density of demand DEPP  Total deposits/mil. inhabitants

= Intermediation ratio LODEP Total loans/total deposits

= Density of banks BANKP Number of banks/mil. inhabitants

= (Concentration ratio CR5 Share of 5 largest banks in total assets

The EFF measure for each country is calculatedhasaterage of the individual
financial institutions’ efficiency scores. Concaiion ratio and the density of banks
are used to proxy for the structure of the banlagstem. A negative coefficient for
CR5 would imply that high concentration in the nerkndicates low competition,
which would support the conventional view confortealwith the structure-conduct-
performance paradigm. A positive value for densifybanking system (BANKP)
would indicate positive relationship between numlaér banks (relative to the
population) and competition. Total deposits perlionl inhabitants and loans-over-
deposits ratio are included as proxy for competitrothe market. Negative coefficient
for the LODEP variable can be expecfeavhereas no obvious expectation about the

influence of the DEPP variable is predetermined.

49j.e. theH statistics derived without the inclusion of SFAi@éncy scores as the explanatory variable
¥ As measured by total assets

L Low quantity of deposits needed to produce loammmlow cost of intermediation, thus low
competition (Casu & Girardone, 2006).
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The results of our cross-sectional model are sumethin the Table 20. All variables
except for the intermediation ratio are negativeggesting that the influence of
efficiency, density of demand, number of banks andcentration ratio on market
competition might be negative. However, no explanatvariable appears to be
significant, which rather limits us in making angnclusions. The poor validity of the
model is primarily due to the low number of degreédreedom, i.e. the number of

observations counts only two more than the numbpaxameters.

Table 20: Results - H statistic regressed on country-specific variables

coefficient std. error t-ratio p-value
const 0.980304 2.52595 0.3881 0.7354
InEFF -0.236352 0.503057 -0.4698 0.6847
InDEPP -0.0457254 0.200854 -0.2277 0.8411
InLODEP 0.285924 0.553221 0.5168 0.6567
InBANKP -0.121940 0.417431 -0.2921 0.7977
In_CR5 -0.331532 0.68373 -0.4849 0.6757

Unadjusted R-squared = 0.457

After the most insignificant variables are sucoesyi omitted from the model, we end
up with the two-variable regression which was fotinel most suitable in explaining
dependent variable (see Table 21). Both efficiemey concentration ratio are
negatively related to competition, although theatieh is still weak due to the
relatively high p-values. CR5 variable is signifitapproximately on 80% level of
significance, whereas the EFF variable denotesfgignce level lower that 60 %. The
model has therefore still very limited explanat@gtential and its results must be
interpreted with high guardedness. However, widpeet to the fact that the sample

consists of just 8 observations, the results cbeltarely more favorable.

Table 21: Results - H statistics regressed on CR5 and efficiency

coefficient std. error t-ratio p-value
const 0.330318 0.372976 0.8856 0.4164
InEFF -0.275477 0.316314 -0.8709 0.4236
In_CR5 -0.200505 0.138621 -1.446 0.2077

Unadjusted R-squared = 0.36976
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We find slight evidence that a structure of banksygtem is related to measured
competitiveness. The negative sign of CR5 repartéavor of the traditional SCP
notion that higher concentration of banks in therkea lowers the competition
pressures, even though the link remains ratherstitally unfounded. From the
different point of view, the results incline to thpeevious findings (Claessens &
Laeven, 2004) that the degree of competition is mextessarily related to market
structure, as H statistic and bank concentratiomswmes mirror different concepts.
Finally, we find no empirical evidence that efficeyy of banking system boosts
competitiveness, as the EFF coefficient is negatime statistically insignificant.
Although the negative sign, if supported by lowevgtue of the coefficient, would
give support to the efficient structure hypothesist of our sample of banks, we

cannot acknowledge either of the existing hypothese
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7.Conclusion

This thesis deals with the issues of efficiency amanpetition in the European
banking markets. Banking competition is of high ewance for economic
development, as the degree of competition matterstie access of firms and
households to financing, in turn affecting overatonomic growth. Competition
within the market is expected to be closely reldtedhe bank performance through
encouraging banks in cost reducing, leading to miing of cost inefficiencies.
Efficiency improvement influences profitability bfnks and is generally supposed to
reflect in stability- and welfare- related implicats. Economic theory thus postulates
that increased competition in financial marketsusthdead to lower cost and enhanced
efficiency. However, recent studies indicate tha tink between competition and
efficiency is more complex and not inevitably sgfgforward. Through altering rules
and regulations, which the banking industries ta¢cstatesmen may influence the real
economy. From a policy point of view, it is thenefacrucial to ascertain conflicting
consequences of recent structural changes andotadpr for their impact on the
competitive environment and banks’ performance.

In the theoretical part, we consider different noeliblogical issues in measuring
competition and outline the main differences betws&uctural and non-structural
approaches. Among the non-structural measures,Ptrezar-Rosse H statistic is
highlighted as a modern approach to assess theeeagr competition pressures
present in the market. Further on, we summarizenske research on bank efficiency
in European markets and gather the main hypothesesits relationship to

competition, which occur across the empirical &tare.

Within the empirical section, we first estimatei@éncy scores for the selected EU
credit institutions. With the use of stochastiontier approach method we employ the
concept of cost efficiency on the sample of 108 mmmtial banks, both from
developed and transitional countries, for the tpeeiod 2004 - 2008. Concretely, we
focus on banks in United Kingdom, Germany, Framiedy; and the Visegrad Group,
consisting of the Czech Republic, Slovakia, Hungamngl Poland. In general, our

empirical results indicate low cost efficiency @frixs’ managements and no evidence
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of improvement during the examined period. Additityy we do not prove any
appreciable evidence of efficiency convergencedem@xcross the markets.

In the following section, empirical research on getition is performed, using the
Panzar-Rosse model. To save for consistency ofaregse we follow the
intermediation approach, which views the finanamstitutions as mediators between
the supply and the demand of funds. The calculdtsthtistics indicate the degree of
competition in all examined countries correspondiagmonopolistic competition,
which is broadly in line with previous empiricalsearch. To elaborate on the link
between competition and efficiency, we follow a tstep procedure. First, the
estimated SFA efficiency scores are included inrdticed-form revenue equation as
one of the bank-specific factors, and the P-R dtatis recalculated. As a result, we
again confirm the monopolistic competition to be threvalent market structure in
Europe. Further, we gain some evidence that barikstiae highest efficiency scores
generate the highest total revenues. This miglexpdained by the fact that the most
cost-efficient institutions are the best-managedkba hence, enjoying the largest
market shares. Such interpretation speaks in faivtire efficient structure hypothesis,
none the less, found relationship is rather weak.

As an additional part of our research, we regreesderived H statistics on a number
of country-specific characteristics in order to lexe, if any, power of particular
factors in explaining the competition measure. aliph the model has very limited
explanatory potential, the results incline to thhevipus findings that the degree of
competition is not necessarily related to marketcstire. Finally, we find no evidence
that efficiency of banking system boosts competitess. Resulting negative sign of
efficiency parameter, if supported by better sigaificy indicator, would rather

motivate the alternative theory expressed by efficstructure hypothesis.
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Appendix

Bank Name Country | Total Assets th Country
Code USD (Last rank by
avail. Yr) Assets
1 Ceska Sporitelna a.s. CZ 44568904 1
2 Ceskoslovenska Obchodni Banka A.S.- CSOB CZ 42617855 2
3 Citibank a.s. CZ 7222115 7
4 CMSS as-Ceskomoravska Stavebni Sporitelna as CZ 8039750 6
5 GE Money Bank as Cz 5094402 9
6 Hypotecni banka a.s. CZ 7142407 8
7 J&T Banka as CZ 1998811 17
8 Komercni Banka Cz 36133775 3
9 Stavebni Sporitelna Ceské Sporitelny as CZ 5078466 10
10 Unicredit Bank Czech Republic AS CZ 14405097 4
11 Banque de Financement et de Trésorerie - BFT FR 27448610 40
12 Banque Fédérative du Crédit Mutuel FR 591779263 12
13 Banque PSA Finance FR 36698907 34
14 Banque Scalbert Dupont- CIN FR 23308050 47
15 BNP Paribas FR 2888526820 1
16 Caisses d'Epargne Participations FR 662527295 10
17 Calyon FR 1193335158 6
18 Crédit du Nord FR 56698764 27
19 Crédit Immobilier de France Développement - CIFD FR 53658337 28
20 Crédit Industriel et Commercial - CIC FR 350241450 17
21 Crédit Lyonnais FR 136993943 21
22 Credit Mutuel - IFRS FR 809559509 8
23 Dexia Crédit Local SA FR 576522148 13
24 HSBC France FR 370224749 15
25 La Banque Postale FR 155793195 20
26 Lyonnaise de Banque FR 46762086 30
27 Natixis FR 773446504 9
28 Newedge Group FR 76047594 23
29 RCI Banque FR 32102149 36
30 Société Générale FR 1572615644 5
31 SOFINCO FR 72587572 24
32 Aareal Bank AG DE 57280633 23
33 Bayerische Hypo-und Vereinsbank AG DE 638232535 3
34 BHF-Bank AG DE 30302692 40
35 Commerzbank AG DE 870080000
36 Deutsche Bank AG DE 3126269491
37 Deutsche Kreditbank AG DKB DE 66528977 18
38 Deutsche Postbank AG DE 321873209 7
39 Dresdner Bank AG DE 585847873 n.a.
40 HSBC Trinkaus & Burkhardt AG DE 30903484 39
41 ING-DiBa AG DE 114057474 13
42 Maple Bank GmbH DE 67136377 20
43 Santander Consumer Bank AG DE 32533297 37
44 SEB AG DE 83763828 15
45 UBS Deutschland AG DE 54999097 26
46 Volkswagen Bank GmbH DE 42958179 32
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47 CIB Bank Zrt-CIB Bank Ltd HU 16171608 3
48 Commerzbank Zrt HU 1489713 14
49 Deutsche Bank Zartkéruen Mukddo Részvénytarsasag- HU 871859 16
Deutsche Bank ZRt
50 Erste Bank Hungary Nyrt HU 14030967 5
51 K&H Bank Zrt HU 16936251 2
52 KDB Bank (Hungary) Ltd HU 774222 17
53 Magyar Cetelem Bank Rt HU 506004 19
54 MKB Bank Zrt HU 15355223 4
55 OTP Bank Plc HU 49914511 1
56 Porsche Bank Hungaria HU 388420 20
57 Raiffeisen Bank Zrt HU 13678835 6
58 UniCredit Bank Hungary Zrt HU 9375706 7
59 WestLB Hungaria Bank Rt HU 283572 23
60 l]?ﬂzl)ri)cizlai:rl:t;;iz C. SpA-Aletti & C. Banca di Investimento IT 35414236 24
61 Banca Carige SpA IT 44515203 18
62 Banca IMI SpA IT 113697580 8
63 Banca Italease SpA IT 31463782 27
64 G.ruppo Monte dei Paschi di Siena-Banca Monte dei Paschi | IT 297538090 3
di Siena SpA

65 Capitalia SpA IT 180602800 n.a.
66 CREDEM-Credito Emiliano SpA IT 41925681 20
67 Intesa Sanpaolo IT 885300931 2
68 UniCredit Banca IT 83174028 11
69 UniCredit SpA IT 1455169575 1
70 AIG Bank Polska SA PL 2732122 19
71 Bank BPH SA PL 5343372 14
72 Bank Handlowy w Warszawie S.A. PL 14366365 7
73 Bank Millennium PL 15907521 6
74 Bank Pekao SA-Bank Polska Kasa Opieki SA PL 44547502 2
75 Bank Pocztowy SA PL 913532 29
76 Bank Polskiej Spoldzielczosci SA PL 3805557 16
77 Bank Zachodni WBK S.A. PL 19528023 5
78 BRE Bank SA PL 27890202 3
79 Deutsche Bank Polska S.A. PL 2158856 22
80 DZ Bank Polska SA PL 962354 28
81 Fortis Bank Polska SA PL 6708420 13
82 GE Money Bank SA PL 7862077 11
83 Getin Bank SA PL 6210472 12
84 Gospodarczy Bank Wielkopolski S.A. PL 1947194 23
85 ING Bank Slaski S.A. - Capital Group PL 23502768

86 Kredyt Bank SA PL 13076743

87 Nordea Bank Polska SA PL 5322473 n.a.
88 Raiffeisen Bank Polska SA PL 5285449 9
89 RBS Bank (Polska) SA PL 2725741 20
90 Dexia banka Slovensko a.s. SK 3778721 6
91 Komercni Banka Bratislava a.s. SK 504606 13
92 OTP Banka Slovensko, as SK 2296923 8
93 Privatbanka, as SK 592939 12
94 Slovak Savings Bank-Slovenska sporitel'na as SK 17689127

95 Tatra Banka a.s. SK 14863731

96 UniCredit Bank Slovakia a.s. SK 6553729
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97 VOLKSBANK Slovensko, as SK 2163063 9
98 Vseobecna Uverova Banka a.s. SK 15823521 2
99 Abbey National Treasury Services Plc GB 355522827 14
100 | AIB Group (UK) plc GB 42080556 26
101 | Bank of Scotland Plc GB 938784469 6
102 | Barclays Bank Plc GB 2992884447 1
103 | Clydesdale Bank Plc GB 75539037 22
104 HSBC Bank plc GB 1347334395 4
105 | Lloyds TSB Bank Plc GB 635874729 8
106 | National Westminster Bank Plc - NatWest GB 468269737 9
107 | Northern Rock Plc GB 152114520 18
108 | Ulster Bank Limited GB 101586072 20
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Master Thesis Proposal

Author Bc. Barbora Mala

Supervisor PhDr. Adam Gersl PhD.

Proposed Topic Analysis of the European banking system: Efficieand
competition

Topic characteristics

Accelerated capital market globalization leadsudhfer deepening of banking
sector integration. European banking system isdoéangely consolidated and the
competition becomes more intensive. Despite themrcdevelopment there are still
efficiency differences within the global bankingcse. During the recent financial
turmoil what proved to be highly relevant (and immg cases fatal) for financial
stability of the bank was the managerial abilityptoceed efficiency measures.

But the likely absence of competitive pressureg neault in a lesser effort on
the part of managers. Therefore, insufficient lesetompetition (followed by other
market distortions) may lead to high profitabilgyen though managers may not pay
enough attention to cost optimalisation; which iggested as the “Quiet life”
hypothesis.

As in the long term, efficiency differences causgdmarket distortions will
probably disappear and only the efficiency improeats may contribute to the
income generating capability. Those improvementy heve not only stability- but
also welfare- implications.

Hypotheses, research questions

H: Poorer competition in terms of the market comedion leads to less
efficient bank, i.e. competition positively influees efficiency (“Quiet life”
hypothesis).

Is the level of market competition across differstdtes converging? Does it
imply greater efficiency pressures?

Methodology

On a sample of commercial banks of selected Europeantries, | would like
to demonstrate a relationship between competitidheé banking sector and efficiency
of financial institution’s management.

Firstly, I would like to use parametric method ($tastic frontier approach) for
efficiency data estimation. Secondly, | will appige of the known methods of market
concentration measure to determine the degree rapetition in each of the chosen
bank markets. Finally, | will execute the regressiom find out the relationship
between competition and efficiency in my sampléariks.
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