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The goal of the thesis is a question type classification of a given closed-domain user-collected
data using machine learning classifiers. The thesis consists of seven chapters. It includes list
of references and lists of tables, figures and abbreviat ions as well as an appendix dea l ing wi th
installation and tools descriptions. The attached CD conta ins text of the thesis, a short user
manua l , used tools (parser, tagger), scripts written by the au tho r and data used in the project.

The author focuses on two basic tasks, (i) ques t ion classification and ( i i ) i d e n t i f i c a t i o n of
topic and follow-up questions, l i e has chosen two effective c lass i f iers , NaiVe Baycs Classifier
and Decision Tree Classifier. The whole work is a part of a large student project of question-
answering library system conducted at Free Universi ty of Bozcn-Bolzano.
For the f i r s t task, question c lass i f i ca t ion , the author has re-implemented the system used by
(Li & Roth, 2002) on so called TRIiC data (hUr^/12r>^iiue.aJu/^ widely
used corpus for evaluating question answering systems. This system uses NaVve Bayes
Classifier ( implemented in Perl, us ing l .aplace smoothing parameter equal to 10). The author
clearly describes extracted features (morphological, syntact ic and semantic in fo rmat ion is
used), fhe same setting was then used for classification of questions collected from the BOB
library system developed at Free University of Bozen-Bolzano

^ As the
taxonomy used for the open-domain TRFX' data is not su i t ab le for the closed-domain BOH
corpus, the author has proposed his own taxonomy suitable for library domain. The author
then compares the results of his system on BOB data (wi th newly adapted taxonomy) wi th its
performance on the TRRC coarse-grained and line-grained taxonomies.
The second task consists in c l a s s i f i c a t i o n whether a given question is a topic question (i.e.,
whether i t introduces a new topic in a dialog) or whether it is so called follow-up question
(i .e . , a topic con t inua t ion ques t ion) . For th is work, a Decision Tree Class i f ier was chosen as in
(Yang et al , 2006). The author re-implemented the i r system (us ing Weka tool) , l ie used th i s
system wi th the same set t ing on TRFC data and then on BOB data. S imi lar ly as for the first
task, author describes extracted features and compares results on the TRFX' corpus and the
BOB corpus.

The work shows that the author has a good insight into the problem of question answering
systems; he provides a reader w i t h an ample survey of exis t ing work in t h i s f i e ld . The work
on the thesis gained him practical knowledge of the area of machine learning, hie extensively
works with existing tools and data (esp. TrecTaggcr, Stanford Parser, VVordNet anil packages
for counting Similarity. TRLC data). Me also spent considerable time on preparation of BOB
data, proposal of adequate taxonomy for BOB data as wel l as m a n u a l annota t ion to obta in
t r a i n i n g and tes t ing data. I also appreciate that the reported work is a part of a large student
project.

1 have detected only minor errors, especially in su f f i c i en t references or c i t a t i o n s with formal
flaws. Examples:
- 'Fhe author refers to (Pinto et al, 2002) in the text, p. 16, but this reference does not appear in
the l i s t of references;



- TrceTagger: the reference (Schmid, 199^) appears in chapter VI. concerning topic ami
follow-up classif ication hut not in chapter V. concerning question classification; i t is not
included in the l i s t of references:
- In Appendix, the Stanford Parser is mentioned hut I did not find any notice of t h i s tool in the
text ;
- References arc formal ly inconsistent, there arc missing years (e.g., Sunglad)

Conclusion
The reported thesis proves the author ' s ab i l i t y to solve independently and creatively assigned
tasks in the area of NLP. The thesis is wri t ten in good English, all experiments are su f f i c i en t ly
documented and the results are discussed. In my opinion, it complies with the requirements
for Master Thesis at V1FF. I recommend to accept the thesis for the defense.
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