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Review on Lukas Chrpa's Dissert .a t . iu t i Thesis Entitled Learning for
Classical

The m a i n hypot hesis elaborated liy 1 his 1 I I H M S is t ha I through algont h r n i c a n a l -

ysis of a u t o m a t i c a l l y cons t ruc ted plans. one can induce f o i m a l knowledge t h a t

w i l l help planners produce be t tc i plans, using smallei resources when .inlying

f u t u r e p lanning problems. The topic f a l l s in t h e general research area thai boot-

straps i T i a c h i u c learning techniques w i t h opt imiza t ion a l g o r i t h m s toward1- sys-

tems improving 1 heir per formance by adapt ing t hemselves t o pa i l icuhn problem

domains W h i l e t hese e l l u r l s have h a d . as I l i e a u l l i o i eorrer 'K' < >\es m the

thesis, a I 'at . l ier long h i s t o r y , t h e y have recently experienced a surpr is ing bloom

m f i e l d s such as pi opos iMoi i r i l s a t . i . s f i a b i l i t . v ot consi r ; u n t s;il its lad 1071 I'\'] > ! t i r i n t ?

novel t .eelimques in I l ie m on ' s|iect,d f i e l d of classical p l a n n i n g 1 hi is represenl s n

hot to j ) ic and ! he t iming for the thesis is p e r f e c t .

The way t h a t best helped me unders tand the logical s t r u c t u r e of the thesis

was To see i i ;i,s H ecjinposit ion of f i \ e b u i l d i n g blocks. Two < > l ihem ate f o n n -

dational. ] )n iv id ing the theoret ical bases for the r emain ing three, t h a t in t u rn

involve heunst.ic i ng red ien t s . The I n s i of the f o i i n d r i l ioiui! stones is the uclioit

i / i jit i / i l ' - i i f t / theory T h a t exploies the d(;giees ol l ieedom inside t h e s t r u c t u r e s

icp i esc nl i n g p l i t r i s Mote spei i l u r i l l y t lie ae! ion dependem \ 1 heor\  tel ls us on

what coi id it ions one can move i n d i v i d u a l act ions back and to r t h w i t h respect to

o ther actions in the p lan w i t h o u t i n v a l i d a t i n g i t 1'lie second t h e o r e t i c a l body

is the i-nlnnt/lcnit nt f l x u i y ident i f \g opera toi s t h a t . mfoi mal ly [ H i t . a ie in an

especially s t i o n g re la t ion to the i n i t i a l or goal s t a t e , a r e l a t i o n t h a t cannot l ie

altered b\t ions in t lie p lans I liked a lot both ot t hese l heories. \e I did

not grasp every l ine ol all proofs, the presented algorithms rendei ing the theory

operational made perfect sense to me.

The remainm.", t l n e e b u i l d i n g stones .-.erve m turn to achieve the grand goals

oi t he I lies is. e\pli l i t ing t he icspec! ive 1 heoi ies .ibovc 1 he Hi si ot t . hen i i epi e-

s < - n t s « i l . i t h c l ob~\'ious u s e i ) i I l i i ,u. l i on depci idelu y I i anK.'\\ol k. Sjiei t i n a l ly , i l

sho\vs ho\\ t he I heory can reveal act ions or ac t ion pairs I hat can be completely

removed from t h e plan. Such t r i cks , howevet useful , are jus t post-processing

of produced plans and have noth ing to do w i t h learn ing . This is l iUeK the

reason why they are on ly briefly s ta ted in t h e thesis and supplemented w i t h

no experiment a.l evaluat ion. The second heuristic component again uses the

action dependency theory, t h i s t ime to construct macro-operators. The com-
pelling and to m\e innovative rationale is here as fo l lows . Suppose

tha.1 an ac t ion -g round ing ol a specif ic p;ur ol operators is observed together in

many plans constructed so fai ( t h e ' t r a i n i n g p l a n s ' ) . Then it may indeed be a

pal t i c u l a i l y u s e f u l combina t ion of opei alois t ha t l ike ly would occur in l u t m e



plans as \ v < - l l . 1 neie is thus good reason In promote this combination to the

planner by (Icliiiiiu1, a new opeialoi t otnl >inn ig ihc two. I'he iiinnv tili\ a.specr

of this strategy IS r l iat the respective actions (In not have to be adjacent ni the

tiainhig plans, as long as ihe ac t ion dependency theory allows us to nmkr tlieni

adjacent. The third method di'veloped rests on the entanglement theory. I5y

observing operators enta.ngled to the initial or goal state in many plans, (he

method idont ifies act ion-groundings of t iiese operators tha t will likely not make

sense in the eomplet inn of hit lire planning t.asks. ()t in terest , the t hesis shows a

useful trick through which such groundings can be |>revented by reformulating

the lilted f non-ground ) planning I ask specif ication The la I tor t w< i me I ho<ls are

extensively evaluated m expoimienls w i t h tasks coming linm Ihe International

I'In m i ing ( 'nn i pet il inn and indicate cleai snpei ini il\f plaiiiiei s equipped wi th

the developed inelhnds to their baseline va.nant.s.

There aie two nia.ii] things 1 miss in I he thesis, which 1 detail nn below. However,

as the cniiliibui ions above an- of high quality and alone s u f f i c i e n t loi a I'hD

thesis, my (.•nmpla.ints hereafter are In lie mostly 1 alien as suggestions for future

work

l-'iislly, the thesis contains a for mah/al ion of the problem l » i c l , ( / i : < > i i i i ( ! and also

a good form;di/at ion of the xutut/oti.i to the problem. What is missing IN a

clear definnioi i of the pnih/rni ilsell. That should dourly s ta le the tvpos :md

properties of the expected inputs anil those of the desned on I puts, commonly

r'Lieoinpassnijj, 1 he various sped lie inel hods oll'ered in I he I he.sis Such H problem

statement that is now rather implicit would, in my view, be twofold. The

simpler version, thai does not involve learning, \\ould have a plan on both ihe

input and output part, such that the output plan is in some sense equivalent

to the input plan yet shorter The second problem, involving leaininj;, would

deal with operator-sol reformulation and its precise statement would of course

be more complex. A dear, up-front formulation ot the problem would help

Ihe reader understand bettei what and why Ihe author is doing. It would also

ohtii l H toad map irveidiiig terr i tor ies thai are undefined 01 ill-defined, loi

example, one such lerntnrv peilams to the expected c l ia rac to i of the liaining

set of plans. Training set properties represent a crucial a.spoet in any machine

learning application. As of nm\ il i.s not clear whether the input plan.-, aie

expected to follow anv (list ribut ional pio|)i'il ies (coming f rom t he same planner

or a defined mixture I hereof'.'} nor e.g. whot hoi t.he ( raining plans should follow

ihe same c list ribut ion as t he test ing plans (on which t he degree of improvements

is being measured). Lastly, the problem fonna.lina.tion would also entail criteria

accni ding I o which one could dec ide which met hod is bet.t.or m defined sit uat inn.s.

oilher through measurements or possibK by providing theoretical bounds.

The second item on my \vishlist pertains to Ihe learning ingredient of the I he-

sis, which is undoubtedly essential but. which, unfortunately, sources veiy l i t t l e

from existing machine learning techniques. To remain brief. I will provide two

examples where it would be beneficial to take. a. closet look a.t what machine

learning ll ieoiy ha.s to offer. First Iv, both nl the learning approaches (opera-



fur a.iscmbly and entanglement detection) need to set certain ]>araiuet ers such

as frequency thresholds, ami do so in an ad hoc manner Here, (lie proverbial

/t-.s.smi urn ot statistical machine learning \\onld right ly dictate to tune such

parameters by cross validation on t in- init ial training set. Secondly. tin1 thesis

relics on I he important machine learning teclini(|iie of t / i ' i u rdlizalnni but does

so in a crude wav and onlv ini|>licitIv, without proposing HII explicit generality

^ t incture Foi exanij i le. il certain act ion-pair^ are found frequent, it is indue

ti\'el\ inferred that then common ^enerah/al ion ( the subsuming operator-pail1)

is ( haia( lei ist ic toi 1 lie plan- 1 vpieallv ] nod need in t he domain. What I found

crude aiioiil this is that this in only a two-step ^enerah/ation whereas the gen

frality spectrum between the fully grounded actions on one hand and the fully

va.riabili/,ed operators on the other hand obviously contains much more than

just the l\vo extremes and t he empirically-best generali/.er may indeed be some

where in between of them. (leneralizaiion can obviously also go along axis othei

than variabil i /at ion of constants. For example, one could consider looking foi

frequent ( / - t up les ol action.-, which could be it.eral iveh geneiah/ed to (n I)

tuples unti l n frequency ihreshold is utel In iact , rhe held ol /nilnrtirt- lot/ir

l>n><trtiinnifii(} provide^ < let ailed ieci)>e^ on ho\\ the logical sTinct ine.i in question

can be organi/ed Ijv iienerahtv into sv^ temat icalU1 seaiehable lattices.

Filip /ele/ny (/elezny <l.lel.cvut,.c/)
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