
44 

 

9. Supplements 

9.1. Publication I 

Chuman, T., Oulehle, F., Zajícová, K., Hruška, J., 2021. The legacy of acidic deposition 

controls soil organic carbon pools in temperate forests across the Czech Republic. 

European Journal of Soil Science 72, 1780–1801. https://doi.org/10.1111/ejss.13073 

 

https://doi.org/10.1111/ejss.13073


OR I G I N A L AR T I C L E

The legacy of acidic deposition controls soil organic carbon
pools in temperate forests across the Czech Republic

Tomáš Chuman1,2 | Filip Oulehle1,3 | Kateřina Zajícová2 | Jakub Hruška1,3

1Czech Geological Survey, Prague 1, Czech Republic
2Faculty of Science, Department of Physical Geography and Geoecology, Charles University, Prague 2, Czech Republic
3Global Change Research Institute, Brno, Czech Republic

Correspondence
Tomáš Chuman, Czech Geological Survey,
Klárov 3, 118 21 Prague 1, Czech
Republic.
Email: tomas.chuman@email.cz

Funding information
Czech Geological Survey, Grant/Award
Number: 331700; The Czech Science
Foundation (GACR), Grant/Award
Number: 18-17295S; Ministry of
Education, Youth and Sports of the Czech
Republic, Grant/Award Number:
PROGRES; National Sustainability
Program I, Grant/Award Number: LO1415

Abstract

Temperate forest ecosystems store most of the organic carbon in soils (SOC),

and changes in the soil carbon stock due to climate change or land manage-

ment can potentially have a large influence on carbon balance. The most

important factors controlling the SOC pool on a global scale are generally

agreed upon; however, estimations of SOC pools differ significantly among

studies at regional and local scales due to different sampling protocols and

local scale variability. This study evaluates the SOC pool in the forest floor and

mineral soil sampled down to a depth of 80 cm in 14 forested catchments with

variable environmental conditions and soil acidification and eutrophication

legacies, and determines the best explanatory variables of the SOC pool. The

average SOC pool of 34 t ha−1 measured in the forest floor (O horizon) was

best explained by measures of historical sulphur (S) deposition (i.e., soil acidifi-

cation legacy) and forest type (conifer vs. broadleaf forest). An average total

SOC pool of 132 t ha−1, combining both the carbon pool in the mineral soil

down to 80 cm and the carbon pool in forest floor, was best explained solely by

elevation, which reflects temperature and precipitation gradients. However,

when considering the coupled SOC pool in the forest floor and upper half of

the sampled mineral soil (down to 40 cm), natural environmental factors were

outweighed by anthropogenic ones (soil acidification legacy and forest type).

This has important implications for understanding potential SOC pool changes

under ongoing global climate change, especially in regions currently or histori-

cally affected by soil acidification caused by acid deposition. The acidification

effect on the SOC accumulation and subsequent soil recovery after acidifica-

tion retreat might affect carbon balance.

Highlights

• The SOC pool is dependent on soil acidification legacy, forest type and cli-

matic gradient.

• Anthropogenic factors outweigh the natural ones if shallow sampling is car-

ried out.
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• Shallow sampling commonly carried out in forest soils underestimates the

SOC pool.

• Soil acidification caused SOC accumulation and subsequent soil recovery

might lead to carbon loss.

KEYWORD S

acidification recovery, broadleaf forest, Cambisols, coniferous forest, forested catchments, Podzols,

soil carbon content

1 | INTRODUCTION

Forest ecosystems play significant roles in the terrestrial
carbon cycle due to the land-atmosphere CO2 exchange
(Lorenz & Lal, 2010). In temperate forest ecosystems,
more than 60% of the total carbon is stored in the forest
floor and mineral soil (Watson et al., 2000) (hereafter soil
organic carbon [SOC]). At a global scale, climate
(reflecting temperature and moisture gradients) is the
principal factor explaining spatial SOC variability due to
its influence on forest productivity and decomposition
activity (Bellamy, Lovejoy, Bradley, Lark, & Kirk, 2005;
Chiti, Díaz-Pinés, & Rubio, 2012; Liski, Perruchoud, &
Karjalainen, 2002; Lorenz & Lal, 2010). At local scales,
SOC pools can vary significantly due to the influence of
other environmental factors such as soil parent material
(Barré et al., 2017), soil properties (texture, bulk density
and soil type) (Callesen et al., 2003; Conforti, Lucà,
Scarciglia, Matteucci, & Buttafuoco, 2016; Schöning,
Morgenroth, & Kögel-Knabner, 2005) and topography
(slope, slope curvature and landscape position) (Callesen
et al., 2003; Conforti et al., 2016; Garcia-Pausas
et al., 2007). Topography has been identified as an impor-
tant variable explaining SOC pool variability due to influ-
ences on the soil moisture regime (Buczko et al., 2017;
Callesen et al., 2003). Furthermore, one of the main pro-
cesses leading to the stabilization of organic matter in
well-drained soils is the association with minerals with
large specific surface areas (clays, short-range order and
amorphous inorganic phases such as imogolite, allo-
phane, ferhydrite and other poorly defined Al and Fe
phases) (Grand & Lavkulich, 2011; Schöning et al., 2005;
Spielvogel, Prietzel, & Kögel-Knabner, 2008).

Besides natural environmental factors, SOC pools can
vary significantly due to the influence of anthropogenic
factors such as land use or forest management practices
(Achat, Fortin, Landmann, Ringeval, & Augusto, 2015;
Chiti et al., 2012; Hofmeister, Oulehle, Krám, &
Hruška, 2008; Lal, 2005; Liptzin & Seastedt, 2010; Lützow
et al., 2006; Mou, Jones, Guo, & Lister, 2005; Nabuurs
et al., 2008; Schulp, Nabuurs, & Verburg, 2008; Tan
et al., 2004), and can also be altered by anthropogenic

influences through the input of acidifying compounds
such as sulphur (S) or growth-limiting nutrients such as
nitrogen (N) (Moldan, Kjønaas, Stuanes, & Wright, 2006;
Oulehle et al., 2008).

Besides the above-mentioned studies showing variabil-
ity of environmental factors controlling the SOC pool,
there are also differences in the SOC pool size independent
of environmental factors. This fact can be attributed to dif-
ferent sampling protocols, especially sampling depth, and
methods of SOC assessments, for instance whether the
bulk density is directly measured or is calculated by using
pedotransfer functions. A majority of studies assessing
SOC pools in forest soils and determining driving factors
have considered only the upper 20–30 cm (including the
forest floor) where the highest SOC concentrations usually
occur, often neglecting the deeper mineral soil horizons
(Baritz, Seufert, Montanarella, & Van Ranst, 2010; Burke
et al., 1989; Conen et al., 2005; Homann, Bormann, &
Boyle, 2001; Innangi, d'Alessandro, & Fioretto, 2015;
IPCC, 2003; Janssens et al., 2005; Jones, Hiederer, Rusco, &
Montanarella, 2005; Taylor, Wang, & Chen, 2007; Yanai
et al., 2003). However, the amount of SOC stored in the
lower mineral soil (below the top 30 cm) often exceeds
50% of the total SOC in most ecosystems (Harrison,
Footen, & Strahm, 2011; Jobbágy & Jackson, 2000;
Rumpel & Kögel-Knabner, 2011; Wang, Li, Ye, Chu, &
Wang, 2010). For instance, Batjes (1996) showed that mea-
suring SOC only from the depth of 0–30 cm underesti-
mates the content of SOC, especially in forest ecosystems.
This issue was also addressed by Schmidt et al. (2011),
who additionally pointed out that the response of lower
mineral SOC to changes (e.g. land-use changes) can equal
that from the top 30 cm of soil. Despite this, only shallow
depths are still explicitly represented in some studies
(e.g., Baritz et al., 2010; Innangi et al., 2015; Morais,
Teixeira, & Domingos, 2019) modelling the SOC pools.
Furthermore, SOC stored in deeper mineral soils often
represents the most recalcitrant part of soil C with long
turnover times (Lorenz, Lal, & Shipitalo, 2011; Schmidt
et al., 2011; Schöning et al., 2005), and its pool is con-
trolled by other factors than those in the topsoil SOC
(Chen et al., 2018; Rumpel & Kögel-Knabner, 2011;
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Salomé, Nunan, Pouteau, Lerch, & Chenu, 2010; Schmidt
et al., 2011).

When used for modelling of the effects of ecosystem
transitions under climate change (potential carbon
sequestration and emission) such significant differences
in estimated SOC pools and their driving factors can gen-
erate very inconsistent results. This is especially true for
temperate forest soils, which are one of the largest terres-
trial carbon stores (Watson et al., 2000). Small variations
in this pool caused, for instance, by changes in biomass
productivity controlled by climate and nutrient availabil-
ity or changes in forest management, can significantly
affect soil properties (nutrient retention, water holding
capacity, etc.), and consequently the carbon balance
(potential carbon sequestration).

Therefore, the specific objectives of this study were:
(a) to determine SOC pools in the forest floor and in min-
eral soil down to the 80-cm depth in 14 temperate forest
catchments representing climate and acidification gradi-
ents; (b) to specifically examine relationships between
SOC pools and environmental variables (elevation, geol-
ogy, mean annual temperature, mean annual precipita-
tion, forest type, historical sulphur and nitrogen
deposition, bulk density and soil texture); and (c) to
assess the sensitivity of environmental explanatory vari-
ables to changing sampling depth.

This study is unique in that it covers soils recovering
from acidification within the temperate forest zone in
central Europe, where an unprecedented high deposition
of sulphur (Kopáček & Veselý, 2005), especially in the
region of the so called “Black Triangle” on the German-
Polish-Czech border, led to severe soil and surface water
acidification (Hruška, Moldan, & Krám, 2002; Kopáček &
Veselý, 2005; Navrátil, Kurz, Krám, Hofmeister, &
Hruška, 2007; Oulehle, Hofmeister, Cudlín, &
Hruška, 2006), forest declines and vegetation changes
(Schulze, Lange, & Oren, 1989; Vávrová, Cudlín,
Vavříček, & Cudlín, 2009). The results are also relevant
to other regions of temperate forest soils recovering from
acidification, such as in North America and elsewhere in
Europe (Norton, Kopáček, & Fernandez, 2013; Oulehle
et al., 2017), or currently threatened by ongoing acidifica-
tion in Asia (Bouwman, Van Vuuren, Derwent, &
Posch, 2002; Duan et al., 2016; Vet et al., 2014).

2 | MATERIALS AND METHODS

We sampled soils in 14 long-term monitored catchments
across the Czech Republic (GEOMON; Oulehle et al., 2017)
(Figure 1). To capture most of the carbon stored in the soil,
sampling was based on quantitative soil pits by excavating
the forest floor mass and then the soil mass to a depth of

80 cm of mineral soil within a 0.5 m2 reference frame
(according to Huntington, Ryan, & Hamburg, 1988). Within
this reference frame each soil profile was excavated in sev-
eral horizons as follows: Oi (L)-layer, Oe (F)-layer + Oa
(H)-layer, and the mineral soil in horizons specified by the
depths 0–10 cm, 10–20 cm, 20–40 cm and 40–80 cm. The
sampling depth was set arbitrarily following the method
proposed by Huntington et al. (1988).

In the field, excavated material from each horizon
was weighed, sieved through a 1-cm sieve, and separated
into stones, soil <1 cm and coarse roots. Each separated
fraction was weighted; 2 kg of bulk soil <1 cm was then
taken to the laboratory, where moisture was determined
(as the difference between the fresh weight and after
24 hr of oven-drying at 105�C). Samples were air-dried
and sieved through a 2-mm sieve to allow determination
of the soil skeleton content (stones >1 cm + stones
>2 mm), fine earth (<2 mm) and roots (>1 cm,
+ >2 mm), enabling the quantification of the total
weight of fine earth and soil skeleton, and the calculation
of the SOC pool without the need for using pedotransfer
functions. We also described soil profiles in excavated
pits according to FAO guidelines (FAO, 2006) and

FIGURE 1 Location of studied catchments. ANE, Anenský

potok; CER, Červík; JEZ, Jezeří; LES, Lesní potok; LIZ, Liz; LKV,
Loukov; LYS, Lysina; MOD, Modrý potok; NAZ, Na zeleném;

PLB, Pluhův Bor; POM, Polomka; SAL, Salačova Lhota; UDL, U

dvou louček; UHL, Uhlířská
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classified soil types according to WRB 2014 (IUSS Work-
ing Group WRB, 2015). Air-dried soil samples were then
analysed for organic carbon and texture. All SOC concen-
trations were determined by dry combustion with a CNS
FLASH 2000 Elemental Analyser (Thermo Fisher Scien-
tific, Waltham, MA). Soil texture was analysed by a
hydrometer method (ISO 11277, 2009) and textural clas-
ses were defined according to USDA particle sizes.

Soil samples were taken during the vegetation season
from June to September in 2015 except for the Uhlířská and
Červík catchments sampled 1 year earlier. The number of
soil pits varied according to the catchment size, from 5 to
13 soil pits (Table 1). Positions of soil sampling pits within
catchments were chosen by stratified random sampling as
follows: each catchment was divided into homogeneous
units based on the forest stand age and the ecological cate-
gory of the forest sites (so-called forest-site complexes
reflecting edaphic conditions; see Viewegh, Kusbach, &
Mikeska, 2003). The position of soil sampling pits was then
generated randomly within these homogeneous units.

The resulting comprehensive dataset of 112 soil profiles
(669 soil samples) across 14 long-term monitored catch-
ments was used to calculate the SOC stock in the forest
floor (O horizon), and the mineral soil down to 80 cm, both
in total and separately for different depths. In most catch-
ments mineral soils were at least 80 cm deep, thus samples
from all six defined soil layers were collected. Only in the
Uhlířská catchment, were soils shallower, with an average
mineral soil depth of 47 cm. Most of the soils were classified
as Cambisols (60%) and Podzols (22%), whereas 8% of soils
showed stagnic properties and were classified as Stagnosols.
Out of 112 soil pits, there were 11 soil profiles classified as
hydromorphic soils (Histosols or Gleysols).

Potential explanatory variables were either deter-
mined in the field (forest type; i.e., the proportion of
broadleaf trees and conifers assessed in a 400 m2 circular
plot surrounding each soil pit), in the laboratory (soil tex-
ture), by performing spatial analysis in ArcGIS, or
extracted from long-term measurements. Spatial analysis
in ArcGIS was used to determine elevation (derived from
the Digital Elevation Model with 25-m pixel size), the
geochemical reactivity of rocks (showing the bedrock
alkali and alkaline-earth metal content and susceptibility
to weathering, according to Chuman, Gürtlerová,
Hruška, and Adamová (2014)) and mean annual temper-
ature (Tolasz, Míková, Valeriánová, & Voženílek, 2007).
The amount of annual precipitation was derived from
monthly measurements of bulk precipitation available
from GEOMON catchments since 1994. Sulphur and
nitrogen depositions from the 1980s were extracted from
grid maps produced by Oulehle et al. (2016). We used cal-
culated S and N depositions for the year 1980, when the
depositions peaked in central Europe (Kopáček &

Veselý, 2005; Mylona, 1996), to capture the legacy of soil
acidification and eutrophication. We also used forest age,
derived from forest management inventories, as an
explanatory variable. These inventories record the year of
planting of every forest stand and are regularly updated.

2.1 | Comprehensive catchment
characteristics

The sampled catchments (Figure 1) covered a range of
environmental characteristics (Table 1). Mean catchment
elevation ranged from 523 to 1,188 m a.s.l., mean annual
temperatures from 3 to 8�C and mean annual precipita-
tion from 630 to 1780 mm. Most catchments were under-
lain by metamorphic rocks (gneiss or schist), whereas
Pluhův Bor consisted of serpentinite, Uhlířská, Lysina
and Lesní potok were underlain by granite, Na zeleném
by amphibolite and Červík by tertiary sandstone (Table 1).
Except for Pluhův Bor and Na zeleném, these soil parent
materials were low in alkali and alkaline-earth metal
contents. Catchments were completely forested by man-
aged forests; the only exception was Modrý potok, where
the catchment extends above the alpine tree line, but the
alpine part of the Modrý potok catchment was not sam-
pled. The dominant tree species were Norway spruce
(Picea abies (L.) Karst) and European beech (Fagus syl-
vatica L.), which was present at Jezeří, Lesní potok and
Červík. Scots pine (Pinus sylvestris L.) was frequent at Pluhův
Bor. The humus form was mull at the beech-dominated
stands and mor at the spruce or pine-dominated stands. The
age of forests ranged from planted young seedlings to more
than 120-year-old stands. The area-weighted average stand
age for catchments was between 40 and 80 years. The oldest
stands were in the Modrý potok catchment, at more than
120 years old. The catchments have never been deforested to
our knowledge over the last 200 years. There were only small
historical meadows in the Anenský potok, Modrý potok and
Pluhův Bor catchments found on the old maps (second mili-
tary survey of the Habsburg Empire at scale 1:28,800 and
Cadastral maps of the Habsburg Empire at scale 1:2,880)
from the middle 19th century, but the soils were not sampled
at these particular plots.

2.2 | Statistical analysis

We applied a linear mixed effect model for analysis of the
relationship between the soil organic carbon stock and
environmental variables. The analysis was run in the R
program (R Development Core Team, 2013) with the
package “nlme” (Pinheiro et al., 2017). The individual
catchments were set as random effects and the
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environmental variables were set as fixed effects. Data on
soil organic carbon pools were either square root or log
transformed prior to analysis to meet normal distribu-
tion. Highly correlated explanatory variables (Spearman
rank order correlation coefficient >0.6) were excluded
from the analysis (Table 2). This applied to the mean
annual precipitation, mean annual temperature and his-
torical nitrogen deposition, which were all strongly corre-
lated with elevation. Historical N deposition was also
correlated with historical S deposition. We included only
historical S deposition, which was less strongly correlated
with elevation in comparison with N deposition, in the
analysis. Of the forest type variables, only the proportion
of broadleaf trees was used. We calculated the AIC
(Akaike information criterion) values for every possible
combination of explanatory variables (mean elevation, S
deposition, proportion of broadleaf trees, fine earth con-
tent, percentage of silt and percentage of clay) using the
MuMIn package (Barto�n, 2013), and the most parsimoni-
ous model was selected based on the lowest AIC value.
The piecewiseSEM (Lefcheck, 2015) package was run to
obtain marginal variability and the marginal R 2̂ (based
on fixed effects only). All statistical tests were performed
with a significance level of 5% (α ≤ 0.05).

3 | RESULTS

Sampled soils showed high variability in physical character-
istics as well as soil organic carbon pools (Table 3). The
average fine earth mass (soil particles <2 mm) across all soil
pits was 6,348 t ha−1 (standard deviation. ± 2,458) (dry
mass) and the mass of soil skeleton (rock fragments) was
5,611 t ha−1 ( standard deviation ± 2,728). The average dry
mass weight of roots was 18.6 t ha−1 (standard deviation
± 27.4). The lowest average mass of the fine earth fraction
was in the Uhlířská catchment (3,096 t ha−1), where the

soils were the shallowest, and the highest was in the Lesní
potok catchment (10,560 t ha−1), where the soils had a very
low content of soil skeleton. Soil texture was comparable
among the catchments and showed rather low variability
(Figure 2). Most samples were determined as sandy loam
and loam (Figure 2). The average clay content across all
samples was 11.1% (standard deviation ± 4.5), ranging from
6.5% (standard deviation ± 1.9) in the Modrý potok catch-
ment to 18.1% (std. ± 5.9) in the Salačova Lhota catchment.

The SOC pools were calculated separately for the forest
floor (organic O horizon) and mineral soil horizons
(Tables 3, 4). Hydromorphic soils (Histosols and Gleysols
found in 11 pits) were excluded from the analysis due to
their specific soil properties, for example high carbon stocks
due to anaerobic conditions which impede decomposition
of soil organic matter. The soils from all pits could be char-
acterized as follows (Tables 3, 4). (a) The forest floor
(O horizon) thickness ranged from 1.5 to 15 cm with an
average value of 6.7 cm. (b) The average forest floor dry
mass was 86 t ha−1 with an SOC pool of 34 t ha−1 (mean C
concentration of 39.5%). The dry mass of the forest floor
varied substantially, with the lowest mass (36 t ha−1) in the
Loukov catchment and the highest mass of 156 t ha−1 in
the Uhlířská catchment. (c) The average SOC pool in min-
eral soil was almost three times higher (98 t ha−1) com-
pared to the forest floor. The SOC pool in the mineral soil
was lowest in the Salačova Lhota catchment (60 t ha−1) and

TABLE 3 Average values of determined soil parameters across

all soil pits and all catchments

Mean
Standard
deviation

O horizon thickness (cm) 6.7 3.0

O horizon mass (t ha−1) 86.4 55.9

Fine earth mass (t ha−1) 6,348.0 2,458.2

Root mass (t ha−1) 18.6 27.4

Soil skeleton mass (t ha−1) 5,611.1 2,728.2

SOC pool in O horizon (t ha−1) 34.0 20.2

SOC pool in 0–80 cm of mineral soil 97.8 35.4

SOC pool in O horizon + 0–80 cm of
mineral soil

131.9 41.2

FIGURE 2 Soil texture diagram of sampled soils based on

mean values of clay, silt and sand for the whole profile (created by

using the “soiltexture” package for R). Abbreviations: Cl, clay; Lo,
loam; Sa, sand; Si, silt. The arrows indicate the direction of reading

of the percentages of sand, silt and clay (e.g., clay percentages are

read from left to right across the triangle, silt percentages are read

from the upper right to lower left)
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highest in the Liz catchment (128 t ha−1). (d) The average
total SOC pool from both the mineral soil organic carbon
and forest floor organic carbon pools was 132 t ha−1.
(e) The proportion of forest floor SOC represented only 25%
of the total SOC pool, with the lowest value in the Liz (15%)
and Na zeleném (17%) catchments and highest in the
Uhlířská (38%), Pluhův Bor (35%) and Salačova Lhota (35%)
catchments. (f) Vertical variation of the mineral soil SOC
pools among horizons was large, as was the variation
among catchments (Figure 3, Table 4). The first 10 cm of
mineral soil contained on average 33% of the total mineral
soil SOC pool across all soil pits, with a maximum value of
45% in the Lesní potok catchment and minimum of 25% in
the Jezeří catchment. The first 20 cm of the mineral soil
contained up to 50% of the mineral soil SOC pool, with a
maximum of 64% in the Lesní potok catchment. Thus, a
substantial proportion of the SOC pool (50% of soil pit aver-
age, representing 50 t ha−1) was located below the first
20 cm of the mineral soil. Below the top 40 cm of mineral
soil there was still a substantial pool of carbon (25 t ha−1,
about one-quarter of the total SOC pool in the mineral soil).

The results of statistical analyses revealed that SOC
pools in temperate forests were significantly influenced
either by anthropogenic factors (historical S deposition
and forest type) or natural environmental factors (eleva-
tion and soil texture), depending on the soil horizons
(Tables 5, 6). Based on the AIC criterion, determining
which model among a set of models is the most parsimo-
nious, the model containing historical S deposition and
the proportion of broadleaved trees best fitted the SOC
pool in the forest floor, explaining 27% of the variability
(Figure 4). The higher the catchment's historical S depo-
sition and the lower the proportion of broadleaved trees,
the higher the SOC pool in the forest floor was, although
the influence of tree type was much lower than that of S
deposition (Table 5, Figure 4). The same set of variables
also best fitted the SOC pools when considering the

coupled SOC pool in the forest floor and in mineral soil
down to either 10, 20 or 40 cm (i.e., SOC pool in the for-
est floor + 0–10 cm of mineral soil; forest floor + 0–
20 cm of mineral soil; forest floor + 0–40 cm of mineral
soil), explaining 24, 26 and 29% of the variability, respec-
tively (Table 5, Figure 5). The historical S deposition was
the main factor explaining the thickness of the forest
floor (Table 5, Figure 6). However, for the total SOC pool
(combined pools in the mineral soil down to 80 cm and
the forest floor) these anthropogenic factors were out-
weighed by natural environmental factors, and the best
model based on the AIC was the one containing solely
elevation, accounting for 24% of the variability (Table 5,
Figure 7). The higher the catchment's elevation was, the
higher the total SOC pool was (Figure 7).

The SOC pool in mineral soil sampled to different
depths was best explained by soil texture, but its influ-
ence changed with the depth of sampling (Table 6,
Figure 8). For the uppermost mineral soil layer (0–10 cm)
we did not find any variable explaining the SOC pool.
The mineral soil SOC pool down to 20 cm was best
explained by clay and silt concentrations, accounting for
10% of the variability. The SOC pool down to 40 cm was
best explained by clay, silt and elevation, together
explaining 27% of the variability, but the importance of
texture diminished for the SOC pool down to 80 cm. The
SOC pool down to 80 cm was best explained solely by ele-
vation, accounting for 19% of the variability (Figure 8).

4 | DISCUSSION

4.1 | The vertical distribution of SOC
in forest soils

Our analysis of 101 forest soil pits across 14 long-term
monitored catchments found a wide range of the SOC

FIGURE 3 The average

percentage of the soil organic

carbon (SOC) pool in the forest floor

and at certain depth horizons out of

the total SOC pool (forest floor

+ mineral soil) for individual

catchments
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pool in the whole soil profile of 84–187 t ha−1 in the O
horizon + 0–80 cm of mineral soil, which corresponded
to data reported from adjacent regions in central Europe,
for example by Wiesmeier et al. (2013) for soils sampled
down to 100 cm from a Bavarian forest and Meier and
Leuschner (2010) for central Germany. Buczko
et al. (2017) reported higher SOC pools in a temperate
forest in Poland, but these higher values were reported
for hydromorphic soils in which stagnic/gleyic soil prop-
erties (seasonally high soil moisture) slow down

decomposition. Buczko et al. (2017) reported average
SOC pool values exceeding 300 t ha−1 down to 1 m. Such
a high value was reached only in three soil pits showing
hydromorphism in our study. The rest of the hydromor-
phic soils (there were only 10 soil profiles classified as
Gleysosls and one soil profile classified as a Histosol)
showed a lower SOC pool. The average SOC pool down
to 80 cm for these 11 soil pits was 186 t ha−1 (std. ± 111),
which is 40% more than the average total SOC pool of
well-drained soils. Due to the small number of

TABLE 6 Statistics of the most parsimonious linear mixed effects models assessing the explanatory variables of the SOC pool in

mineral soil sampled to different depths

Mineral soil Fixed effects: Value SE df t-value p-value Marginal R2 Conditional R2

SOC pool 0–20 cm (Intercept) 1.63 0.08 84 20.65 0.00 0.10 0.16

Clay 0–20 cm −0.01 0.00 84 −2.49 0.01

Silt 0–20 cm 0.00 0.00 84 2.27 0.03

SOC pool 0–40 cm (Intercept) 1.62 0.10 83 16.47 0.00 0.27 0.31

Elevation 0.00 0.00 83 2.72 0.01

Clay 0–40 cm −0.01 0.00 83 −2.75 0.01

Silt 0–40 cm 0.00 0.00 83 2.68 0.01

SOC pool 0–80 cm (Intercept) 1.69 0.08 85 22.16 0.00 0.19 0.29

Elevation 0.00 0.00 85 3.66 0.00

Note: df, degree of freedom; SE, standard error.

TABLE 5 Statistics of the most parsimonious linear mixed effects models assessing the explanatory variables of the total SOC pool

sampled to different depths and explanatory variables of the O horizon thickness

Fixed effects: Value SE df t-value p-value Marginal R2 Conditional R2

SOC pool O horizon (Intercept) 3.77 0.70 84 5.38 0.00 0.27 0.41

Broadleaved trees −1.16 0.38 84 −3.09 0.00

Stot dep.1980 0.03 0.01 84 3.19 0.00

O horizon + 0–10 cm (Intercept) 1.65 0.05 84 32.37 0.00 0.24 0.32

Broadleaved trees −0.08 0.03 84 −2.51 0.01

Stot dep.1980 0.00 0.00 84 3.65 0.00

O horizon + 0–20 cm (Intercept) 1.74 0.05 84 36.83 0.00 0.26 0.35

Broadleaved trees −0.06 0.03 84 −2.15 0.03

Stot dep.1980 0.00 0.00 84 3.97 0.00

O horizon + 0–40 cm (Intercept) 1.85 0.06 84 32.29 0.00 0.29 0.47

Broadleaved trees −0.08 0.03 84 −2.66 0.01

Stot dep.1980 0.00 0.00 84 3.37 0.00

O horizon + 0–80 cm (Intercept) 1.81 0.07 85 25.54 0.00 0.24 0.38

Elevation 0.00 0.00 85 4.10 0.00

O horizon thickness (cm) (Intercept) 1.72 0.18 85.00 9.73 0.00 0.25 0.28

Stot dep.1980 0.01 0.00 85.00 4.79 0.00

Note: The proportion of broadleaved trees was arcsine square root transformed. df, degree of freedom; SE, standard error.
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observations and specific factors, that is, high soil water
content induces anaerobic conditions, which impede
decomposition of soil organic matter, resulting in humus
accumulation, hydromorphic soils were excluded from
the analysis. However, Gleysosls and Histosols cover 5.3
and 6.5% of the land surface of the European Union,
respectively (Tóth et al., 2008), and in some areas of tem-
perate climate forest, such as in northern Germany
(Buczko et al., 2017), these soils’ contribution to the SOC
pool can be substantial.

The total forest SOC pool (O horizon + 0–80 cm of
mineral soil) of well-drained soils significantly deviated
from published soil C pools in the Czech Republic based
on a recommended depth of sampling (30 cm) for forest
soils (IPCC, 2003) (Landscape Atlas of the Czech
Republic, 2009; Marková et al., 2016). Below the top
40 cm of mineral soil there was still a substantial pool of
carbon in our catchments, about one-quarter of the total
SOC pool in the mineral soil. Surprisingly, even though
the issue of shallow sampling has been addressed by
many studies (e.g., Batjes, 1996; Chiti et al., 2012; Harri-
son et al., 2011; Jandl et al., 2014; Jobbágy &
Jackson, 2000), shallow sampling still prevails when
reporting SOC pools. This may be due to high stone con-
tents, which are often encountered in the subsoil of forest
soils, or labour costs. However, shallow soil sampling has
major implications for modelling of changes in SOC
pools. Harrison et al. (2011) pointed out that due to shal-
low soil sampling we may not be able to adequately mea-
sure the impacts of vegetation management, climate
change or changes in atmospheric deposition. This may

have been due to factors controlling the SOC pool in the
topsoil that differ from those in the subsoil (Schmidt
et al., 2011), as suggested by our results and discussed in
the following paragraphs. Other studies also conclude
that SOC stored in deeper mineral soils often represents
the most recalcitrant part of soil C, controlled by other
factors than those in the topsoil SOC (Chen et al., 2018;
Rumpel & Kögel-Knabner, 2011; Salomé et al., 2010;
Schmidt et al., 2011).

4.2 | The influence of environmental
factors on the vertical SOC pool
distribution

Our study showed that when considering the SOC pool
in the forest floor and in the mineral soil down to the
10, 20 or 40-cm depths separately, controlling factors dif-
fered from those controlling the total SOC pool (forest
floor + mineral soil). Similarly, for the mineral soil SOC
pool, factors varied from an exclusive soil texture effect,
combined effects of both soil texture and elevation, to ele-
vation only for the total mineral soil. The forest floor
SOC pool as well as the combined SOC pool in the forest
floor and mineral soil down to 10, 20 or 40 cm was
dependent on forest type (expressed as the percentage of
broadleaves) and historical S deposition. The influence of
the two two main factors controlling the forest floor SOC
pool (forest type and S deposition) also dominated when
considering the SOC pool in the forest floor coupled with
the shallow depths of mineral soil. However, for the total

FIGURE 4 The relationship between the soil organic carbon (SOC) pool (t ha−1) in the forest floor (O horizon) and proportion of

broadleaved trees and historical S deposition (kg ha−1) that best fit the data using linear mixed effect models. The C pool was square root

transformed; the proportion of broadleaved trees was arcsine transformed
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FIGURE 5 The relationship between the coupled soil organic carbon (SOC) pool (t ha−1) in the forest floor and mineral soil down to a

certain depth (C pool in the forest floor + C pool in the mineral soil) and explanatory variables that best fit the data using linear mixed effect

models. The SOC pool was log-transformed; the proportion of broadleaved trees was arcsine transformed
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SOC pool (O horizon + 0–80 cm of mineral soil) the sig-
nificant factors changed from anthropogenic to natural
environmental, and the principal variable controlling the

total SOC pool turned out to be elevation. The separate
analyses for aggregated soil depths illustrate that factors
change with sampling depth. This should be carefully
considered when modelling SOC pool changes or when
extrapolating the SOC pool, especially in areas with soil
acidification legacy.

The influence of tree species on the SOC pool has
been shown by other studies as well. Cremer, Kern, and
Prietzel (2016), Vesterdal, Schmidt, Callesen, Nilsson,
and Gundersen (2008), Vesterdal, Clarke, Sigurdsson,
and Gundersen (2013) and Jonard et al. (2017) all found
significant differences in SOC pools among broadleaf tree
species and conifers, with the highest values being
reported for the Norway spruce and Scots pine. The influ-
ence of tree species was most pronounced in the forest
floor, whereas in the mineral soil it was only in some
layers down to 30 cm (Vesterdal et al., 2008, 2013). Our
data also suggest that the influence of the forest type on
the SOC pool diminished with the soil depth and was not
significant either for the total SOC pool (forest floor
+ mineral soil pool down to 80 cm) or solely for the min-
eral soil pool at any depth. On the contrary, Gurmesa,
Schmidt, Gundersen, and Vesterdal (2013) found a signif-
icantly higher C pool under conifers than under broad-
leaf trees also in mineral soil down to 30 cm and
hypothesized that the reason for this could be the differ-
ences in belowground root litter input in nutrient-poor
sandy soils, because the aboveground litterfall input did
not differ.

A larger C pool under conifers is often explained by
the recalcitrant litter, due to high lignin and polyphenol
content, and due to annual carbon input. However, Ves-
terdal (1999) showed that lignin content in beech foliage
does not differ from that in spruce foliage. There is also
no clear evidence that annual C input differs among tree
species. Hansen et al. (2009), for example, found that
annual carbon input from litterfall is higher in spruce
forest than in beech forest, but Oulehle, Růžek,
Tahovská, Bárta, and Myška (2016), on the contrary,
reported higher annual carbon input from litterfall in the
beech forest. Trum, Titeux, Ranger, and Delvaux (2011)
reported that C-input from litterfall was similar whatever
the tree species (oak, beech, spruce or Douglas-fir). Litter
inputs therefore are more likely to correspond to actual
forest productivity, influenced by forest age and stand fer-
tility rather than specific species present. Thus different
rates of litter decomposition under spruce and beech
trees are more likely to be due to different adaptations of
decomposers, as shown for example in the study by
Oulehle et al. (2018).

Our study, however, suggested that the influence of
tree species is much less than that of historical S depo-
sition or elevation. S deposition in the Czech Republic,

FIGURE 6 The relationship between the forest floor thickness

(O horizon) (cm) and historical S deposition (kg ha−1) that best fit

the data using linear mixed effect models. The O horizon thickness

was square root transformed

FIGURE 7 The relationship between the total soil organic

carbon (SOC) pool (t ha−1) (C pool in the forest floor + C pool in

the mineral soil) and elevation (m a.s.l.) that best fits the data using

linear mixed effect models. The SOC pool was log-transformed
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FIGURE 8 The relationship between the soil organic carbon (SOC) pool (t ha−1) in the mineral soil down to a certain depth and

explanatory variables that best fit the data using linear mixed effect models. The SOC pool was log-transformed
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as well as in central Europe, represents to some extent,
due to the correlation structure of environmental vari-
ables (Table 1), climatic gradient (temperature and pre-
cipitation) and positively correlates also with N
deposition. The separate effect of each variable is a real
conundrum.

The relation between elevation and the SOC pool has
been demonstrated in other studies in Europe (Meier &
Leuschner, 2010; Wiesmeier et al., 2013) and also in other
regions of the world (Dieleman, Venter, Ramachandra,
Krockenberger, & Bird, 2013; Du et al., 2014; Tashi,
Singh, Keitel, & Adams, 2016), and has been interpreted
as a climate factor that is explained by a build up of a
thicker organic layer at higher elevations, related mainly
to decreasing temperatures and increasing precipitation
with elevation, resulting in decreased litter decomposi-
tion at high-elevation sites. The significant positive rela-
tionship between the SOC pool and elevation
(i.e., climate - decreasing temperature and increasing pre-
cipitation) found in our study was valid for both the total
and mineral soil SOC pools. However, when shallow
sampling is performed this influence is outweighed by
anthropogenic factors and/or soil texture. Wiesmeier
et al. (2013) reported that the dependence of the SOC
pool and climate seemed to be slightly stronger in the
subsoil (B horizon), and supposed that the subsoil SOC
mirrors the continuous impact of climate over several
centuries, whereas the climate effect in the topsoil is
masked by, for example, land use. However, on a global
dataset from different biomes, Jobbágy and Jackson (2000)
showed a significant consistent influence of climate (tem-
perature and precipitation) for all depth layers.

A higher subsoil SOC pool with increased elevation
could be also attributed to more intensive podzolization
and translocation of organic complexes down the soil
profile. In our studied catchments, the proportion of
podzolized soils increased with elevation, as did the SOC
concentration in the mineral soil (Table S1 in the supple-
mentary materials). Thus higher precipitation and lower
temperature do not only decrease litter decomposition at
high-elevation sites, but also lead to advanced soil pod-
zolization and translocation of organic complexes. We
hypothesize that translocation of organic processes was
intensified by soil acidification caused by high S
deposition.

On the other hand, a study of the SOC pool in the for-
est floor and mineral soil to a depth of 1 m in Nordic for-
est soils conducted by Callesen et al. (2003) showed that
the SOC pool increased with both mean annual tempera-
ture and mean annual precipitation, and was explained
by higher net primary production (NPP). The positive
relationship of the SOC pool to mean annual temperature
is in contrast to our results, as well as to the results of

Wiesmeier et al. (2013) from an environment similar to
sampled catchments in the Czech Republic. Callesen
et al. (2003) elaborated on this issue and concluded that
the negative relation of SOC pools and temperature gen-
erally found in analyses of global databases is probably
the result of a high frequency of hydromorphic soils in
humid areas of boreal forest and in arctic tundra. The
negative relation between SOC pools and temperature
was reversed when the analyses were restricted to well-
drained soils (Callesen et al., 2003). However, in our
study the positive relation of SOC pools and elevation
(thus increasing precipitation and decreasing tempera-
ture) was found for well-drained soils after the exclusion
of all hydromorphic soils.

As has been already mentioned, the elevation gradient
in our study does not represent only precipitation (positive
correlation) and temperature (negative correlation), but
also length of growing season (negative correlation) as
well as S and N deposition (both positive correlation). The
N deposition was omitted from the analysis due to strong
correlation with S deposition and because S deposition
was also less strongly correlated with elevation. Neverthe-
less, the S deposition gradient represents also the N depo-
sition gradient, to some extent. Increase of N availability
may increase NPP and/or decrease decomposition of N-
rich litter, as concluded in several studies (Janssens
et al., 2010; Liu & Greaver, 2010; Šantrůčková, Tahovská, &
Kopáček, 2009). It has been shown by Berg and
Matzner (1997) that initially fast decomposition of N-rich
substrates slows down in the later phases of the decompo-
sition relative to N-poor substrates and over a longer time
produces more remaining recalcitrant organic matter. A
negative effect of increased N availability on decomposi-
tion rates was suggested by many experimental N addition
studies (e.g., Hobbie, 2008; Olsson, Burleigh, & Van
Aarle, 2005; Waldrop, Zak, & Sinsabaugh, 2004). Further-
more, S deposition to European forests has changed more
rapidly and more dramatically over the last 50 years than
N deposition, implying that S may have had a greater
influence on the soil C cycle during this period, and also
raising the possibility that some observed changes may
have been incorrectly attributed to N deposition. The sig-
nificant relation of the SOC pool and historical soil acidifi-
cation was suggested by Oulehle, Evans, and
Hofmeister (2011). The relation of the carbon pool to his-
torical S deposition was significant for both the forest floor
SOC pool and forest floor thickness in our study as well.
The higher the historical S deposition was, the thicker the
forest floor was and the larger the forest floor SOC pool. A
positive relation between S deposition and the forest floor
SOC pool was reported also, for example, by Mulder, De
Wit, Boonen, and Bakken (2001) and Oulehle et al. (2008).
Oulehle et al. (2018) studied the effect of soil acidification
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on SOC dynamics in a field S addition experiment, in
which soil respiration decreased in both coniferous as well
as broadleaved forest. They conclude that slow down of lit-
ter decomposition in forest soils affected by high S deposi-
tion might have led to accumulation of soil organic matter
in the forest floor. The rate of soil C decomposition is
likely to decrease due to elevated soil acidity and subse-
quent mobilization of Al3+, with a toxic effect on plant
roots (de Wit, Eldhuset, & Mulder, 2010) and changes in
the soil biota (Persson, Lundkvist, Wirén, Hyvönen, &
Wessén, 1989) leading to an increase of the fungal to bac-
terial ratio due to decreases of bacterial abundance
(Oulehle et al., 2018). Furthermore, the abundance of soil
fauna, especially the presence of earthworms, which have
a significant effect on litter decomposition, is low in acid
soils (Frouz, 2018; Lavelle, Chauvel, & Fragoso, 1995),
which is an additional limitation to litter decomposition.

Most of the studied catchments are underlain by bed-
rock with low or very low alkali and alkali earth metal
contents (gneises, granites, phylites and sandstones), and
thus their soils have a low buffering capacity and are sus-
ceptible to soil acidification (Chuman et al., 2014).
Because these catchments experienced high S deposition
and soil acidification (Oulehle et al., 2017) in the past we
hypothesize that the S deposition (i.e., the soil acidifica-
tion legacy) further suppressed litter decomposition natu-
rally following the elevation gradient (increasing
precipitation and decreasing temperature), and led to the
SOC accumulation mainly in the forest floor. However,
our data do not allow us to disentangle what is the sepa-
rate effect of N and S depositions or the effect of climate,
as there were no catchments with high S and N deposi-
tion, high precipitation and low temperature in the low-
lands and vice versa in the mountains.

4.3 | SOC pools and soil texture

Although soil texture is considered an important factor con-
trolling SOC pools (e.g., Grand & Lavkulich, 2011; Martin
et al., 2011), our study found a less pronounced influence of
soil texture on the SOC pool in forest soils, probably
because of low texture variability. Most samples were sandy
loam and loam, with average clay content across all sam-
ples of 11.1% (std. ± 4.5), ranging from 6.5% (std. ± 1.9) in
the MOD catchment to 18.1% (std. ± 5.9) in the SAL catch-
ment. The SOC pool was significantly influenced by texture
only in the 0–20 cm and 0–40 cm layers of mineral soil, and
its influence diminished with sampling depth. Nonetheless,
the negative relation of the SOC pool to clay content
(Table 6) was surprising and it is contrary to published
research. Chiti et al. (2012) demonstrated that even though
the high influence of climate on the SOC stock exceeded

the effect of soil texture, there was a positive correlation
between clay content (varying approximately between
2 and 60%) and the SOC stock. Barré et al. (2017) found a
significant positive relation between SOC concentrations
and clay concentrations (varying approximately between
15 and 42%) for forest soils but no correlation between the
SOC pool and clay content. Similarly, Meier and
Leuschner (2010) reported from Germany that the esti-
mated clay content of the upper mineral soil layers had no
significant influence on the SOC pool either in the organic
layer or mineral soil. This study did not report clay content,
but the soil texture varied between loamy-silty sand and
clay loam; thus, the clay content is likely to have ranged
from a few percent up to 40%. Wiesmeier et al. (2013) in
Germany also found a strong positive correlation between
clay content and the SOC pool in the topsoil (median top-
soil clay content was 17%, varying between 10 and 22%, and
median subsoil clay content was 21%, varying between
13 and 32%), but when analysing the total SOC pool down
to 100 cm he concluded that the total storage of SOC did
not depend on soil texture. Vesterdal et al. (2008) reported a
strong positive relation of mineral soil OC to clay content
(varying between 8 and 30%) in the 50–100-cm depth. The
studies by Martin et al. (2011), Hassink (1997) and Grand
and Lavkulich (2011) also found that SOC of forest soils
depends strongly on clay content, although the first two
studies also had higher soil texture variability compared to
our dataset.

The correlation structure of our data shows that clay
content is negatively correlated to elevation, and thus
higher precipitation, lower temperature and higher S and N
deposition. All these factors, together with organic acids
developed through decomposition processes in the forest
floor, lead to soil podzolization, with the destruction of clay
minerals and translocation of iron and aluminium organic
complexes (Lundström, Van Breemen, & Bain, 2000; Sauer
et al., 2007), which then leach downward through the soil
profile and precipitate in the spodic B horizons. Coniferous
forests have been shown to speed up forest soil acidification
compared to broadleaved forests because conifers have
higher interception of dry deposition (i.e., are able to more
efficiently scavenge atmospheric compounds such as SO4

2−,
which are then rinsed to the soil during subsequent rainfall)
(Oulehle & Hruška, 2005), and spruce litter leaches more
organic acids compared to beech (Augusto, Ranger,
Binkley, & Rothe, 2002; Ružek, Myška, Kučera, &
Oulehle, 2019). The proportion of acid soils such as dystric
Cambisols and Podzols increased with elevation in our
study, but as the clay content decreased, the SOC pool
increased. This may suggest a greater role of Al and Fe
hydroxides in SOC stabilization, as suggested by Rumpel
and Kögel-Knabner (2011) and Kleber, Mikutta, Torn, and
Jahn (2005) or Rasmussen et al. (2018). Those studies
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concluded that in acid soils poorly crystalline minerals rep-
resented by Al and Fe hydroxides preferentially stabilize the
SOC. This is further supported by the conclusions of Doet-
terl et al. (2015) showing that reactive Al and Fe hydroxides
are more important in stabilizing SOC than clay content.

4.4 | Implications for SOC calculations

Our sampled soil types (Cambisols and Podzols) cover
67 and 15%, respectively, of the forested land in the
Czech Republic, and are dominant soils, each rep-
resenting approximately one-quarter of the forest soils in
Europe (Vanmechelen, Groenemans, & Ranst, 1997). We
therefore believe that this study has important implica-
tions for understanding potential SOC pool changes
under ongoing global climate change over a large area of
temperate forests, especially in regions currently or his-
torically affected by soil acidification caused by acidic
deposition. The large-scale acidification of soils affected
not only Europe but also North America, and more
recently has also been recognized as a potential threat to
ecosystems in Asia (Bouwman et al., 2002; Duan
et al., 2016; Vet et al., 2014). Our results suggest that sub-
stantial SOC pools have accumulated due to soil acidifica-
tion caused by high sulphur deposition suppressing
microbial activity, and subsequent soil recovery might
lead to carbon loss as a result of increases in microbial
activity. Additionally, forest management might trigger
the release of accumulated SOC via unsuitable manage-
ment practices such as clear-cut harvesting or tree species
conversion. The tree species conversion from spruce
monocultures to deciduous and mixed forests, which is
inevitable in central Europe as an adaptation to climate
change, will very likely lead to loss of SOC. In the Czech
Republic or other central European countries the pre-
dominance of spruce was the result of forest management
oriented at maximum timber production and converting
natural deciduous forest to spruce monocultures even in
low elevations. Such stands are nowadays very sensitive
to drought and subsequent bark beetle attack and the
Czech national authorities plan to convert spruce stands
back to deciduous or mixed forests.

5 | CONCLUSIONS

This study found soil acidification legacy (historical S and
N depositions) and elevation (temperature and precipita-
tion) to be the most important factors controlling SOC
pools in Podzols and Cambisols. The great the historical
deposition of acidifying compounds and the higher the
elevation were, the larger the SOC pool was. The forest

floor stored 34 t ha−1 of SOC on average, three times as
much as is located in the first 80 cm of the mineral soil,
of which only 50% is located in the first 20 cm of the soil
profile. We further illustrate that the selected sampling
method has major implications when interpreting
changes in the SOC pool, because factors controlling the
SOC pool change with sampling depth and natural envi-
ronmental factors are outweighed by anthropogenic fac-
tors. Thus, when modelling SOC pool changes in soils
that exhibited anthropogenic acidification and/or tree
species conversion, such factors should be considered.
These confounding factors are not directly related to cli-
mate change. It is possible that SOC pools in such areas
may not be in a long-term steady state (C inputs
vs. decomposition) as a consequence of the legacy of
acidic deposition rather than ongoing climate change.
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Abstract
Soils play a significant role in climate regulation, especially due to soil organic carbon (SOC). The SOC pool is therefore 
modeled for various environments, and forest floor and topsoil thicknesses are important parameters for most of these mod-
els as they store most of the SOC. However, the forest floor and topsoil thicknesses show high spatial variability which is a 
result of multiple factors which are not agreed upon among scientists. Out of these factors, we choose topography parameters 
(elevation, slope, and topography wetness index) and forest stand characteristics (stand age, dominant tree species, and for-
est floor cover), and soil moisture, and we analyzed their relationship to the forest floor and topsoil thicknesses. The study 
was performed in a managed submontaneous forest in Central Europe dominated by Picea abies (L.) Karsten with small 
patches of Fagus sylvatica L. or other species. The thicknesses of the O horizons (Oi, Oe, Oa) and topsoil were measured 
at 221 sampling pits. Geographically weighted regression showed that the spatial variability of the overall forest floor plus 
topsoil thickness (OA) is responsible for 8% of its variability. The thickness of the OA is the most strongly controlled by 
forest floor cover explaining approximately 6% of its variability and soil moisture explaining 2–6% of the variability. The 
Oi + Oe horizon thickness is controlled only by forest floor cover explaining 10.7% of its variability, and the thickness of 
Oa + A horizon can be explained mainly by soil moisture in mineral horizon explaining 9% of the variability.

Keywords  Soil organic carbon · Temperate climate · Geographically weighted regression · Cambisols · Podzols

Introduction

Soils provide important ecosystem services (Adhikari and 
Hartemink 2016) owing to their key functions, i.e., carbon 
storage, biomass production, water filtration and water 
storage, nutrients’ supply, or provide habitat for numer-
ous species and their activity (Adhikari and Hartemink 
2016; Wiesmeier et al. 2019). The principal soil component 

controlling most of these soil functions is soil organic mat-
ter. It increases water retention capacity and hydraulic con-
ductivity (Bens et al. 2007), it is a source of nutrients (Hans-
son et al. 2013), and thickness of the organic layer (forest 
floor) controls soil thermoregulation (Wang et al. 2014).

Nowadays, the soil organic carbon pools are modeled 
in all environments from tropical forests (e.g., Rossi et al. 
2009), desserts and semi-desserts (e.g., Brahim et al. 2014), 
through subtropical vegetation (e.g., Conforti et al. 2016; 
Francaviglia et al. 2017), temperate forests (e.g., Ahmed 
et al. 2016; Cremer et al. 2016; Marty et al. 2015; Schön-
ing et al. 2006) to boreal forests (e.g., Hansson et al. 2013; 
Kristensen et al. 2015; Marty et al. 2015; Strand et al. 2016). 
The thicknesses of the forest floor and topsoil are important 
parameters for these models (e.g., Kristensen et al. 2015; 
Muukkonen et al. 2009; Strand et al. 2016). However, due to 
very high spatial variability it is often not well represented 
in models, only as mean thickness.

High spatial variability of forest floor and topsoil thick-
nesses is a result of multiple factors. These factors include 
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parent material, topography, climate and soil moisture, veg-
etation, and bioturbation. At global to local scale, the for-
est floor and topsoil thicknesses, thus carbon pools in these 
soil horizons in most cases, increase with precipitation and 
decrease with temperature (Marty et al. 2015; Wiesmeier 
et al. 2019). At (sub)regional and local scale, elevation can 
be a good indicator instead of them (Wiesmeier et al. 2019). 
The forest floor thickness and its carbon pool were observed 
to increase with elevation e.g., by Labaz et al. (2014); Marty 
et al. (2015); Anschlag et al. (2017). In other studies, crucial 
role in soil organic matter accumulation has been attributed 
to soil moisture because it controls ecosystem net primary 
production, thus organic matter input on the one hand, on 
the other hand soil microbial activity and carbon loses via 
heterotrophic respiration (De Nicola et al. 2014; Strand et al. 
2016; Wiesmeier et al. 2019). High moisture reduces the 
microbial activity due to reduced oxygen availability, and 
low moisture decreases the biomass production (Wiesmeier 
et al. 2019). Micro-climate and the soil moisture are influ-
enced by topography creating conditions favoring water 
accumulation or drainage, thus controlling carbon accu-
mulation (Laamrani et al. 2014a, b; De Nicola et al. 2014; 
Wiesmeier et al. 2019). Lower slopes and low or concave 
curvatures favor water accumulation, whereas steep slopes 
and convex curvatures lead to higher water discharge with 
additional erosion in most cases. Conforti et al. (2016) con-
firmed a close relationship between the topography and car-
bon pool in the topsoil (A horizon) but not in the forest floor.

Parent material characteristics are projected mainly to 
soil physical and chemical properties regulating water reten-
tion, biomass production, and its decomposition rate (Ponge 
et al. 2011; De Nicola et al. 2014; Wiesmeier et al. 2019). 
For example, Ponge et al. (2011) and Schöning et al. (2006) 
declared bedrock as the main factor controlling forest floor 
and topsoil characteristics; however, Wiesmeier et al. (2019) 
based on literature review concluded that the effect of parent 
material was rather low.

Vegetation controls forest f loor and topsoil thick-
nesses, thus soil organic matter accumulation and its 
storage through differences in biomass production and its 
decomposability; the latter is considered as more impor-
tant (Marty et al. 2015). According to numerous studies, 
carbon pools in the forest floor are higher under conifers 
due to their acid and recalcitrant litter (Marty et al. 2015; 
Cremer et al. 2016; Strand et al. 2016; Wiesmeier et al. 
2019) but also due to their higher litter production (Hans-
son et al. 2013). The average forest floor thicknesses under 
spruce (Picea abies (L.) Karsten or Picea mariana (Mill.)) 
were observed to reach from 4.7 to 8.4 cm (Hansson et al. 
2013; Labaz et al. 2014; Kristensen et al. 2015) or even 
19–21 cm (Yu et al. 2002), and under pine (Pinus sylvestris 
L. or Pinus banksiana Lamb.) they were from 2 to 10.7 cm 
(Liski 1995; Smit 1999; Yu et al. 2002; Bens et al. 2006; 

Hansson et al. 2013). The average forest floor thicknesses 
under European beech (Fagus sylvatica L.) were recorded 
between 1 and 6.4 cm (Schöning et al. 2006; Labaz et al. 
2014; Conforti et al. 2016) and under silver birch (Betula 
pendula Roth) 2.1 cm (Hansson et al. 2013). It is well 
known that the forest floor thickness and its carbon pool 
increase with stand age because of lower biomass produc-
tivity of younger trees (Yu et al. 2002; Peltoniemi et al. 
2004; Pregitzer and Euskirchen 2004; Bens et al. 2006; 
Strand et al. 2016). Contemporaneously with tree growth, 
forest floor thickness and its carbon pool change, e.g., 
in managed forest it reaches its minimum 20 years after 
harvesting, and then, it increases till the age of 120 years 
when the litter production slows down (Peltoniemi et al. 
2004; Pregitzer and Euskirchen 2004). Trap et al. (2013) 
also showed that the litter decomposability changes as well 
with tree aging, at least for Fagus sylvatica L. It decreases 
with tree age as lignin concentration increases in the litter 
(Trap et al. 2013).

Several studies, e.g., Šamonil et al. (2011), Brahim et al. 
(2014), Labaz et al. (2014) and Strand et al. (2016) analyzed 
the differences in forest floor carbon accumulation among 
soil types. Since the soil types are results of soil forming 
factors and processes which influence the forest floor carbon 
pool as discussed above, these studies proved significant dif-
ferences among the soil types as well.

Recently, several studies showed a significant relation of 
the forest floor carbon pool and historical sulfur deposition 
due to elevated soil acidity and subsequent mobilization of 
Al3+ with toxic effect on plant roots (de Wit et al. 2010), 
which leads to accumulation of the organic carbon in the 
forest floor (Mulder et al. 2001), induces changes in soil 
biota (Persson et al. 1989), and increases fungal to bacte-
rial ratio by decreasing the abundance of bacteria (Oulehle 
et al. 2018).

All of these factors act at global to local scale driving 
very high spatial variability of the forest floor thickness and 
its carbon stock. Spatial variability of the soil organic carbon 
pool was analyzed in several studies (e.g., Conforti et al. 
2016; Heim et al. 2009; Marty et al. 2015; Muukkonen et al. 
2009; Rossi et al. 2009; Schöning et al. 2006), but only few 
studies (Liski 1995; Bens et al. 2006; Šamonil et al. 2011; 
Valtera et al. 2013; Kristensen et al. 2015) focused on the 
forest floor and topsoil thicknesses; therefore, the controlling 
factors are still not well understood. For that reason, the aim 
of this study was to reveal spatial variability of the forest 
floor and topsoil thicknesses in a managed forest and their 
relation to environmental factors. We hypothesize that fac-
tors that drive soil organic carbon accumulation and storage 
affect also the forest floor and topsoil thicknesses. These fac-
tors include topography and forest stand characteristics: ele-
vation, slope, topography wetness index (TWI), stand age, 
dominant tree species, forest floor cover, and soil moisture.
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Materials and methods

Study site

The study was conducted in a long term monitored LIZ 
catchment (0.9 km2) situated on the border of the Bohe-
mian Forest (Šumava Mountains) in the southwest of 
Bohemia (“Annex 1”). The catchment is a part of the 
GEOMON network managed by the Czech Geological 
Survey (Oulehle et al. 2016). The LIZ catchment lies at 
826–1071 m a. s. l. and has southeast to northeast exposi-
tion. The bedrock is formed by metamorphic rock (par-
agneiss) of low alkalinity (Chuman et al. 2014). It is cov-
ered by a managed forest dominated by Norway spruce 
(Picea abies (L.) Karsten) with patches of European beech 
(Fagus sylvatica L.) and patches of mixed stands of Nor-
way spruce (Picea abies (L.) Karsten) with either Euro-
pean larch (Larix decidua Mill.) or Silver birch (Betula 
pendula Roth) or Scots pine (Pinus sylvestris L.). Mean 
annual temperature is 5.5 °C and mean annual precipita-
tion 892 mm for 1994–2014 period (Oulehle et al. 2017).

Soils are dominated by Cambisols, mostly Haplic Cam-
bisol (CMha), but Dystric (CMdy) and Gleyic Cambisol 
(CMgl) are also present throughout the catchment together 
with Entic Podzols (PZet) in the highest parts of the catch-
ment and hydromorphic soil at sites with high water table 
(Gleysols; GL) or periodically wet depressions (Stagno-
sols; ST) (“Annex 2”). Soil texture shows rather low vari-
ability, and most of the soils are classified as sandy soils 
(“Annex 3”).

The soil texture was analyzed by hydrometer method 
(ISO 11277 2009); textural classes were defined accord-
ing to USDA particle sizes. The particle density was 
analyzed by pycnometer method (ISO 11508 2009). The 
bulk density was determined by weighting dried samples 
taken quantitatively within a 10 × 10 cm reference frame 
and subdivided onto the horizon complexes: Oi + Oe, 
Oa + A, and the underlying horizon (B or E) separately. 
The thickness of each horizon within the reference frame 
was measured.

Data collection

Thicknesses of the O horizons (Oi, Oe, Oa) and A (“top-
soil”) were measured at 300 sampling points (spoil pits) 
(“Annex 1”) selected by a stratified random sampling. 
The stratified random sampling was based on forest soil 
edaphic categories (Viewegh 2003) (“Annex 4”), and 
forest stand ages (“Annex 5”) delineated and regularly 
updated by the forest management inventories (Forest 
Management Institute—ÚHUL). There are three edaphic 

categories in the study catchments: oligotrophic, hydric, 
and stony slope. The oligotrophic edaphic category is 
characterized by unexposed relief, acid soil parent mate-
rial, partly developed soils, and mostly Dystric Cambi-
sols and Cambic Podzols with Mor-moder and Mor humus 
form (Viewegh 2003). It is the most common category of 
the forest in the Czech Republic. The hydric edaphic cat-
egory—“moist to wet”—contains water-enriched soils on 
stagnic tall deluvia and steep slope bases, mostly Stagni-
Dystric Cambisols, Gleyic Cambisols, and Cambic Gley-
sols with nitrophilous species (Viewegh 2003). The stony 
slope category is described by nutrient-poor, stony soils 
on slopes, and exposed relief, mostly undeveloped and 
eroded oligotrophic Skeletic Cambisols and their transi-
tion to Skeletic Leptosols (Viewegh 2003).

The number of samples per each unique combination of 
forest age and forest site complex was proportional to its 
area and varied from 2 to 86. Out of 300 randomly gener-
ated positions of soil pits, 79 fell onto hyperskeletic soils or 
block fields (“Annex 2”) that correspond with the stony slope 
edaphic category. At such sites, any accurate measurement 
of the forest floor and topsoil thickness was not possible; 
thus, we measured soil horizon’ thicknesses at 221 soil pits 
and the stony slope edaphic category was excluded from 
the analysis. In these pits, the organic litter horizon Oi was 
very often indistinguishable from the fragmented organic 
horizon Oe and the humified organic horizon Oa from the 
very thin organic mineral topsoil A. Therefore, the horizons 
Oi + Oe and Oa + A were considered as complexes and only 
the thicknesses of these two complexes were measured.

The predictors, used in this study for an explanation of 
spatial variability of Oi + Oe and Oa + A thicknesses, were 
topography and forest stand characteristics. The topog-
raphy was described by elevation, slope, and topography 
wetness index (TWI). The forest stand characteristics were 
described by soil edaphic category, forest stand age, domi-
nant tree species, forest floor cover, and measured soil mois-
ture. The topography attributes (elevation, slope, curvature, 
TWI) were derived from DEM with 10 × 10 m resolution 
(CUZK 2006) in ArcGIS 10.2. TWI was calculated based 
on Sorensen et al. (2006). The forest stand characteristics 
were recorded in the field (dominant tree species, forest floor 
cover, soil moisture) or extracted from existing databases 
of the Forest management institute (ÚHÚL 2015), which 
record edaphic category (see “Annex 4”) and forest stand 
age (see “Annex 5”).

The dominant tree species were assessed within a 100 m2 
circular plot around each soil pit, and all species with cover 
of 20% and higher were recorded. The forest floor cover 
classified to needles, leaves, graminoids, moss, myrtilles, 
and spruce seedlings was assessed within a circular plot 
with 50 cm diameter around each soil pit. Each type was 
named according to the dominant forest floor cover, i.e., the 

Author's personal copy



80	 European Journal of Forest Research (2021) 140:77–90

1 3

category covering more than 50% of the ground (e.g., sites 
with scattered spruce seedlings on a ground covered with 
needles were classified as needles, sites with dense cover of 
spruce seedlings were classified as spruce seedlings, etc.). 
We recorded all types of the forest floor cover which covered 
at least 20% of the circular plot. The soil moisture was meas-
ured using TDR probe Decagon GS3 during field sampling 
in both horizon complexes (Oi + Oe and Oa + A) and in the 
underlying mineral horizon.

Data analysis

The thicknesses of measured horizons Oi + Oe and Oa + A 
were tested for spatial autocorrelation using Moran’s I and 
subsequently characterized in more detail by variogram anal-
ysis. Theoretical variograms using Gaussian model were cre-
ated by means of ArcGIS (ESRI) Ordinary Kriging function 
for the horizon complexes of Oi + Oe, Oa + A and combined 
Oi + Oe + Oa + A (hereafter OA) using all samples. Then, 
we created theoretical variograms separately for the hydric 
edaphic category and the oligotrophic edaphic category. The 
average nearest neighbor determined in ArcGIS (around 
40 m) was used as the lag size.

Since the data showed the spatial autocorrelation, we ana-
lyzed the data by means of geographically weighted regres-
sion (Fotheringham et al. 2002). We analyzed the relation-
ship between the OA, Oi + Oe and Oa + A thicknesses and 
the forest stand characteristics (stand age category, forest 
floor cover, and dominant tree species), the topography 
parameters (elevation, slope, curvature, and TWI) and the 
soil moisture measured in the field.

The explanatory variables were tested for multicollin-
earity by means of Spearman correlation analysis (Table 1) 
and by means of Distance analyses in case of categorical 
explanatory variables (stand age category, forest floor cover, 
and dominant tree species). The distance analysis showed no 
similarity between the tested variables; however, the Spear-
man correlation analysis showed relatively strong correlation 

of the TWI and the slope, and of the TWI and the curvature, 
and further correlation among the moisture variables.

Thus, two statistical models were compiled for the geo-
graphically weighted regression: the first including the TWI 
and omitting the slope and the curvature, and the second 
including the slope and the curvature but omitting the TWI. 
Out of the highly correlated moisture variables, the mois-
ture in the mineral horizon was chosen as the variable with 
the closest relation (Table 2) to horizon "complexes" thick-
nesses. Since the moisture determination in the mineral 
horizon had not been successfully performed at all loca-
tions because of too many rock fragments which made the 
measurement using the device (GS3 sensor) impossible, only 
164 out of 221 samples were suitable for the geographically 
weighted regression (GWR).

As explained above, subsequent models were compiled:

1.	 Topography wetness index, forest floor cover, stand age, 
dominant tree species, elevation, moisture.

2.	 Slope, curvature, forest floor cover, dominant tree spe-
cies, moisture, stand age, elevation.

The geographically weighted regression was performed 
in GWR 4.09 (Nakaya et al. 2009, update 2016). At first, 
a model with the local intercept alone was computed 

Table 1   Spearman correlation coefficient of explanatory variables

Oi—organic litter horizon, Oe—fragmented organic horizon, Oa—humified organic horizon, A—topsoil; TWI—topography wetness index
Only correlations of a value over 0.15 are shown

Variable Slope Moisture Oi + Oe Moisture Oa + A Moisture in  
mineral soil

Curvature TWI Elevation

Slope
Moisture Oi + Oe
Moisture Oa + A 0.45
Moisture in mineral soil 0.30 0.60
Curvature
TWI 0.53 − 0.16 − 0.27
Elevation

Table 2   Spearman correlation coefficient between horizons’ com-
plexes’ thicknesses and measured moistures

OA—forest floor plus topsoil thickness in total, Oi—organic litter 
horizon, Oe—fragmented organic horizon, Oa—humified organic 
horizon, A—topsoil

Horizon 
complex 
thickness

Moisture 
Oi + Oe

Moisture Oa + A Moisture mineral

OA − 0.07 0.05 0.16*
Oi + Oe − 0.07 − 0.15 0
Oa + A − 0.07 0.18* 0.22**
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in order to estimate the part of the data variability that 
could be explained by the spatial variability itself. Subse-
quently, the other explanatory variables were added one 
by one as independent variables to the model to observe 
their impact on the horizon "complexes" thicknesses. The 
bandwidth of the local computation was left to find by 
GWR 4.09 Golden search, but it was kept to stay similar 
for all computations belonging to the same model. For 
further computation details, see “Annex 6.”

Results

The average total thickness of OA horizons is 15.5 cm in 
the Liz catchment. It consists of 4.7 cm thick less decom-
posed organic horizons Oi + Oe and 10.8-cm-thick horizons 
Oa + A. The organomineral A horizon is very thin and often 
indistinguishable. The data show the difference in horizons 
"complexes" thicknesses between edaphic categories (see 
Table 3 for detailed information about classes and numbers 
of cases). The Oi + Oe organic horizons are of a similar 
thickness at both edaphic categories, but the thickness of 
the Oa + A makes the difference. There seems to be also 
higher variability of the thickness of the studied horizons 

Table 3   Horizons "complexes" 
thicknesses in different forest 
stand characteristics

OA—forest floor plus topsoil in total, Oi—organic litter horizon, Oe—fragmented organic horizon, Oa—
humified organic horizon, A—topsoil; N—number of cases; SD——standard deviation

N OA Oi + Oe Oa + A

Mean SD Mean SD Mean SD

Oligotrophic stand 151 14.9 4.8 4.8 2.3 10.1 4.5
Hydric stand 70 17.0 8.4 4.4 2.1 12.7 8.1
Stand age
 Young (under 40 years) 35 15.2 6.0 4.3 2.3 11.0 5.8
 Middle (61–100 years) 92 16.0 8.0 4.6 2 11.4 8.0
 Old (over 100 years) 94 15.3 4.0 5.1 2.5 10.2 4.0

Soil type
 Haplic Cambisol 94 14.3 5.3 4.7 2.4 9.6 4.9
 Dystric Cambisol 19 14.3 5.0 4.8 2.1 9.5 3.9
 Gleyic Cambisol 26 17.2 9.6 4.0 1.3 13.3 9.5
 Entic Podzol 62 17.0 5.4 5.2 2.3 11.8 5.4
 Stagnosol 7 19.1 6.6 3.6 1.8 15.6 5.4
 Gleysol 13 13.5 4.4 3.5 1.8 10.0 4.0

Dominant tree species
 Spruce 150 15.4 5.6 4.7 2.3 10.8 5.3
 Beech 8 14.3 5.4 4.9 1.2 9.4 5.8
 Spruce + beech 15 15.0 5.9 5.1 2.1 9.9 6.2
 Spruce + beech + larch 13 15.1 5.2 5.4 2.4 9.7 3.4
 Spruce + larch 21 14.4 4.5 3.9 1.6 10.3 3.7
 Spruce + rowan + willow + birch 14 14.9 7.9 3.4 0.5 11.5 7.5

Forest floor cover
 Needles 50 15.0 8.4 3.8 2.0 11.1 8.1
 Needles + moss 54 15.4 6.0 4.6 2.1 11.2 5.7
 Moss 37 17.1 5.8 5.7 2.2 11.4 5.3
 Gramineous plants 9 14.1 1.2 4.4 1.2 9.7 1.6
 Gramineous plants + moss 12 13.9 2.2 4.4 1.8 9.5 2.8
 Gramineous plants + needles 2 19.5 9.5 2.5 0.5 17.0 10.0
 Leaves 14 15.3 5.7 5.7 1.9 9.7 5.3
 Leaves + needles 20 14.0 3.9 5.3 3.0 8.7 3.2
 Myrtilles 11 17.0 5.5 6.0 1.9 12.0 6.5
 Spruce seedlings 12 16.0 5.1 4.5 2.3 12.0 4.5
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"complexes" in hydric edaphic category due to the variabil-
ity of the Oa + A horizons as well.

The spatial autocorrelation of the thicknesses is signifi-
cant according to the Moran’s I function. However, regard-
ing the variogram (“Annex 7–14,” Table 4), the spatial 
autocorrelation reaches rather low values. The ranges of 
variograms, i.e., the spatial autocorrelation threshold, for 
Oi + Oe, Oa + A, and OA, are 273 m, 292 m, and 253 m, 
respectively. The ratio of the nugget semivariance to the 
sill semivariance (Essington 2015) oscillates from 80.4% 
of sill for Oi + Oe, 70.4% of sill for Oa + A to 78.1% of sill 
for OA, showing slightly better spatial autocorrelation of 
lower horizons. The Oa + A layer is more spatially auto-
correlated at stands in the oligotrophic edaphic category, 
the variogram range reaching 294 m and the nugget ratio 
58.7% of sill, compared to 270 m and the nugget ratio of 
65.3% of sill at the hydric stands. By contrast, the Oi + Oe 
horizons at stands of the hydric edaphic category are not 
autocorrelated at all, compared to the spatial autocorrela-
tion ranging 268 m and the nugget ratio reaching 71.4% of 
sill at the oligotrophic stands. The spatial autocorrelation of 
the OA is stronger at the hydric stands (262 m range, nugget 
ratio 69.6% of sill) compared to the soils of the oligotrophic 
stands (range 206 m, nugget ratio 73.3% of sill). It follows 
that the nugget effect is large for all horizons showing high 
fine-scale variability.

The geographically weighted regression showed that the 
spatial variability of OA thickness is responsible for its over-
all variability from approximately 8% (Table 5a, b). In some 
models with many explanatory variables included, it is even 
less, around 4 (Table 5b). This could happen because some 
other variable (especially moisture) or their combination 
explained part of the data variability originally explained 
by the spatial variability. Among the attributes that could 

influence the OA (forest floor and topsoil) thickness studied 
in the area, the forest floor cover shows the biggest influence. 
It explains approximately 6% of the OA thickness variability 
in the LIZ catchment. The second most influential variables 
are those explicitly or implicitly expressing soil moisture: 
the moisture of the mineral horizon measured in the field 
and the slope or the TWI. These variables explain 2–6% of 
the variability; the variable “moisture” is the best in most 
models. It is surprising that the slope explains the data vari-
ability better than the TWI. The dominant tree species, the 
elevation, and the stand age have no or very low influence 
on the OA thickness. All the designed models explained 
15–17% of the variability in the OA thickness.

As it was previously mentioned, the Oi + Oe horizon 
complex is spatially less autocorrelated, so that even Ker-
nel bandwidth was calculated more tightly. However, in that 
tight bandwidth, 30% of the data variability can be explained 
by the spatial variability. From other attributes, only forest 
floor cover has a significant impact in the model (10.7%), 
but it explains only a part of the variability explained by the 
spatial variability as well; the model does not exceed higher 
R2 (Table 5c). By contrast, the variability of the thickness 
of the Oa + A can be explained, together with the spatial 
variability (10–15%), mostly by soil moisture in the mineral 
horizon (9%). The forest floor cover and the slope are also 
important (Table 5d). The model can explain 28.4% of the 
data variability.

Discussion

The difference in the thicknesses of the horizons’ complexes 
between the stands of oligotrophic and hydric edaphic cat-
egories corresponds with the studies by Strand et al. (2016), 
Olsson et al. (2009) or Laamrani et al. (2014a), and it is the 
result of a lower rate of organic matter decomposition at wet 
sites. The higher variance of organic horizons thicknesses 
in the soils influenced by water was shown also by Šamonil 
et al. (2011). Lexer and Hönninger (1998) found a relation 
of the forest floor and topsoil thicknesses to the wetness of 
the stand as well, but they suggested that soil particle dis-
tribution is of main importance and that soil types can be 
used as an alternative of that. Labaz et al. (2014) observed 
decreasing average forest floor thickness in the order: Pod-
zols (8.7 cm), Gleysols and Stagnosols, Dystric Cambisols, 
Eutric Cambisols, and Luvisols (4.5 cm). According to 
Šamonil et al. (2011), this sequence slightly differs being 
the highest for Gleysols (15.9 cm) and decreasing through 
Albic Podzols, Stagnosols, Entic Podzols, down to Haplic 
and Dystric Cambisols (6.2 cm). Total forest floor plus top-
soil thickness according to Šamonil et al. (2011) decreases 
in order from Gleysols (27.6 cm), Stagnosols (16.6 cm), 
Albic Podzols (13.7 cm), Entic Podzols (12.9 cm), Haplic 

Table 4   Variability of the studied horizons’ complexes based on vari-
ograms

OA—forest floor plus topsoil in total, Oi—organic litter horizon, 
Oe—fragmented organic horizon, Oa—humified organic horizon, 
A—topsoil

Forest stands Horizons’ complex Range (m) Nugget to sill 
ratio (% of 
sill)

All OA 253 78.1
Oi + Oe 273 80.4
Oa + A 292 70.4

Oligotrophic OA 206 73.3
Oi + Oe 268 71.4
Oa + A 294 58.7

Hydric OA 262 69.6
Oi + Oe – –
Oa + A 270 65.3
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Table 5   Geographically weighted regression, models’ parameters

Oi—organic litter horizon, Oe—fragmented organic horizon, Oa—humified organic horizon, A—topsoil; N—number of cases
a R2…variability explained by the model
b Kernel…Kernel fixed distance bandwidth
c OLS R2g…R2 (= explained variability) by Ordinary least square method computed with global intercept instead of the local intercept (= non-
spatial OLS)

Variables Last added variable R2a (%) Kernelb (m) OLSc R2g (%) R2–R2g (spatial 
variability  %)

Variability 
explained by the 
last attribute (%)

Increase in 
explained vari-
ability (%)

(a) Model I OA thick-
ness (N = 164)

0 Intercept 7.5 311 0 7.5
0 + 1 Wetness index 9.6 301 1.4 8.2 1.4 2.2
0 + 1+2 Forest floor cover 13.3 284 6.9 6.4 5.5 3.7
0 + 1+2 + 3 Moisture 15.1 350 11.9 3.2 5.0 1.8
0 + 1+2 + 3+4 Tree species No raise
0 + 1+2 + 3+5 Stand age No raise
0 + 1+2 + 3+6 Elevation No raise
(b) Model II OA 

thickness (N = 164)
0 Intercept 7.5 311 0 7.5
0 + 1 Slope 10.0 301 1.9 8.1 1.9 2.6
0 + 1+2 Curvature No raise
0 + 1+3 Forest floor cover 11.9 412 7.6 4.3 5.7 1.9
0 + 1+3 + 4 Tree species No raise
0 + 1+3 + 5 Moisture 17.1 293 13.2 3.9 5.6 5.2
0 + 1+3 + 5+6 Elevation Model disruption
0 + 1+2 + 4+7 Stand age No raise
(c) model I + II 

Oi + Oe thickness 
(N = 164)

0 Intercept 30.0 102 30
0 + 1 Wetness index No raise 101 Excluded from 

model
0 + 2 Slope No raise 101
0 + 3 Curvature No raise 103
0 + 4 Forest floor cover 30.0 122 10.7 19.3 10.7
0 + 4+5 Tree species No raise 134 12.0 18.0 1.3
0 + 4+6 Moisture No raise 125 12.0 18.0 1.3
0 + 4+7 Stand age 30.0 126 11.0 19.0 0.3
0 + 4+8 Elevation No raise 292
(d) Model I + II 

Oa + A thickness 
(N = 164)

0 Intercept 15.0 187 15.0
0 + 1 Wetness index No raise 212 Excluded from 

model
0 + 2 Slope 17.8 191 2.4 15.4 2.4 2.8
0 + 2+3 Curvature no raise 194
0 + 2+4 Forest floor cover 20.0 212 8.3 11.7 5.9 2.2
0 + 2+4 + 5 Tree species 22.0 211 9.4 12.6 1.1 2.0
0 + 2+4 + 5+6 Moisture 28.04 238 18.4 10.0 9.0 6.4
0 + 2+4 + 5+6 + 7 Stand age No raise 240
0 + 2+4 + 5+6 + 8 Elevation No raise 242
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Cambisol (12.3 cm) to Dystric Cambisol (11.2 cm): In our 
study, the sequence of the forest floor plus topsoil thickness 
is similar with an exception of Gleysols which are surpris-
ingly at the end of the sequence (Table 3). However, in our 
results, the thicknesses are quite similar, with no marked dif-
ferences. There are no significant differences in the texture 
of the soils as well (“Annex 3”) which would result from the 
fact that the soils in the small LIZ catchment develop from 
similar parent rock in similar climatic conditions.

The spatial autocorrelation in the LIZ catchment reaches 
rather high thresholds and low values close to 300 m thresh-
old distance (Table 4). Šamonil et al. (2011) found signifi-
cantly lower threshold of spatial autocorrelation in a natural 
unmanaged forest. They detected the ranges of 50–100 m. 
Valtera et al. (2013) found even lower thresholds up to 20 m 
in a wild montanain forest. It is probable that managed forest 
is less heterogeneous than unmanaged. The species com-
position can play a role as well. Bens et al. (2006) showed 
significantly higher spatial autocorrelation in monospecies 
stands compared to mixed stands. On the other hand, Smit 
(1999) found no spatial autocorrelation at all of the forest 
floor thickness in a pine forest with a herb layer. However, 
the comparison of the studies is difficult due to different 
sampling protocols and sampling scales. For example, stud-
ies of Liski (1995), Bruckner et al. (1999) and Muukkonen 
et al. (2009) performed at microscale suggested that forest 
floor thickness is spatially dependent only up to 2 m but with 
the nugget ratio below 35% of sill. These authors observed 
increasing forest floor thickness with decreasing distance 
to trees. On the other hand, Smit (1999) found no relation 
between forest floor thickness and the distance to trees, but 
the study was performed at larger scale. This implies that 
sampling protocol is of crucial importance as noted also 
by Kristensen et al. (2015). The sampling protocol must be 
suitable for detecting variability at the desired scales. In our 
study, performed rather at mesoscale, the nugget effect and 
its ratio are large for all organic layers (Table 4) showing big 
microvariability of the studied forest floor and topsoil. The 
influence of the microtopography which was not investigated 
at the scale of our study could be of a big importance. The 
influence of, e.g., pit mounds to organic horizons thicknesses 
was observed by Šamonil et al. (2011).

According to the outputs of the geographically weighted 
regression, the spatial variability of the OA thickness is 
responsible for its overall variability from approximately 
7.5%. However, the results generally correspond with those 
of Šamonil et al. (2011) who worked at similar scale and 
the values are probably common for forest soil at this scale. 
The results show slightly better spatial autocorrelation of 
lower (Oa + A) layer in our study. By contrast, Šamonil et al. 
(2011) observed higher spatial autocorrelation for organic 
horizons than topsoil. They refer to natural disturbances in 
the natural forest after which the forest floor restoration is 

faster than that of the topsoil and mineral horizon. Bens et al. 
(2006) observed lower variability for Oi horizon compared 
to the underlying organic horizons, similar to our study. 
They suggested that litter deposition is quite homogenous in 
space and that the decomposition is responsible for organic 
horizons’ thickness variability. It is in line with our results 
which show that Oi + Oe and Oa + A thicknesses are driven 
by different stand characteristics. While the thicknesses of 
Oi + Oe horizons are influenced by forest floor cover, asso-
ciated with litter deposition, and its decomposability influ-
encing the first phases of organic matter decomposition, the 
thicknesses of Oa + A horizons depend mainly on soil mois-
ture which slowers organic matter decomposition.

The forest floor cover explains around 6% of overall data 
variability and almost 11% for Oi + Oe separately. Anschlag 
et al. (2017) observed an increased organic horizon thickness 
under moss and heather compared to forbs, and they argued 
by different litter decomposability. Similarly, Bens et al. 
(2006) observed a lower forest floor thickness under veg-
etation composed from gramineous species (Calamagrostis 
epigeios, Avenella flexuosa, Rubus idaeus, and Pleurozium 
schreberi) compared to the forest floor at a stand with uncov-
ered pine litter. In the LIZ catchment, the lowest forest floor 
and topsoil thickness (OA) seem to be under graminoids 
as well (Table 3). The areas without ground vegetation are 
covered by spruce needles or beech leaves which are more 
recalcitrant; thus, the OA thickness is rather increased at 
these sites and the results correspond with the study by Bens 
et al. (2006). Bastianelli et al. (2017) found a significant 
difference in thicknesses of all soil horizons between two 
forest stands with different ground vegetation: moss cover in 
a forest with dense tree canopies and lichens cover in more 
open forest stands. All horizons were thicker under the moss. 
Bastianelli et al. (2017) suggested that the moss due to its 
higher water capacity forms a water-saturated environment 
which lowers decomposition rates. The same phenomenon 
was observed by Yu et al. (2002) comparing a spruce for-
est with moss cover, an aspen forest with forbs, and a pine 
forest with lichens. However, in their study, there was some 
difference in soil characteristics at the sites: the soil was 
with higher sand content at the pine site enhancing the drain-
age (Yu et al. 2002). It corresponds with findings of Lexer 
and Hönninger (1998) mentioned above. In the LIZ catch-
ment, the ground vegetation varied significantly at the hydric 
stands and at the oligotrophic stands. There are moss spe-
cies and graminoid species at both stand types, but the exact 
species were not determined. Moreover, some moss species 
(e.g., Leucobryum glaucum) occurring at the oligotrophic 
stands would have low water capacity. Therefore, the moss 
cover shows only slightly increased forest floor and topsoil 
thicknesses in the LIZ catchment (Table 3).

Forest floor cover is tightly related to tree species at a 
stand. Density of tree canopy is an important factor (Valtera 
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et al. 2013; Anschlag et al. 2017; Bastianelli et al. 2017), but 
the role of tree litter recalcitrance is at the first place. Bens 
et al. (2006) reported significantly higher average forest floor 
thickness for a forest stand with pins (age 84) that reached 
7.9 cm compared to a beech stand (age 91) with a 3.6 cm 
thick forest floor. Similarly, Labaz et al. (2014) found the lit-
ter layer three times thinner at a pure beech stand than that at 
a spruce stand, and Rothe et al. (2002) observed an average 
thickness of the forest floor at beech stands from 0.5 to 3 cm, 
whereas at spruce stands it was from 4 to 6.5 cm. Cremer 
et al. (2016) observed a decreasing forest floor in sequence: 
spruce, douglas fir, and beech. However, according to our 
results, the role of tree species composition in forest floor 
and topsoil thicknesses is negligible (0–1% of explained 
data variability) and the differences between the stands are 
very small. Forest floor cover which partially includes the 
tree species composition characterizes better conditions of 
a stand.

The stand age showed no influence to forest floor and 
topsoil thicknesses in our study. It could result from the dis-
tribution of the young stages which are situated mainly at 
the hydric sites and the effects of the increased moisture and 
the decreased litter of young trees are then contradictory.

Conclusion

In a managed submontaneous forest in Central Europe, 
the forest floor and topsoil thicknesses were found to be 
spatially autocorrelated up to 300 m but with the ratio of 
the nugget semivariance to the sill semivariance not get-
ting below 58.7%. By means of geographically weighted 
regression, 17.1% of the forest floor plus topsoil thickness 

variability was explained. According to the model, 7.5% of 
the explained variability is attributable to spatial autocorre-
lation; the other factors are soil moisture, forest floor cover, 
and slope.
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Annex 2: Soil type distribution in LIZ catchment

Map of soil types based on 30 randomly distributed sam-
pling cores down to 70 cm and refined by 300 sampling 
pits down to 25 cm.

Annex 3: Soil density and particle size distribution

Soil 
type

Horizon 
com-
plex

Num-
ber of 
sam-
ples

Bulk 
den-
sity 
(g/
cm3)

Par-
ticle 
den-
sity 
(g/
cm3)

Sand 
(%)

Silt 
(%)

Clay 
(%)

Tex-
tural 
class

Oi + Oe 3 0.12 – – – –
CMha Oa + A 3 0.63 2.48 57 37 5 Sandy 

loam
Mineral 3 1.22 2.51 53 40 8 Sandy 

loam
Oi + Oe 3 0.14 – – – –

CMdy Oa + A 3 0.46 2.03 57 36 7 Sandy 
loam

Mineral 3 1.17 2.45 56 37 7 Sandy 
loam

Oi + Oe 3 0.09 – – – –
PZet Oa + A 3 0.62 2.17 56 38 9 Sandy 

loam
Mineral 3 1.10 2.49 64 30 6 Sandy 

loam
Oi + Oe 3 0.10 – – – –

Soil 
type

Horizon 
com-
plex

Num-
ber of 
sam-
ples

Bulk 
den-
sity 
(g/
cm3)

Par-
ticle 
den-
sity 
(g/
cm3)

Sand 
(%)

Silt 
(%)

Clay 
(%)

Tex-
tural 
class

CMgl Oa + A 3 0.43 2.3 56 40 3 Sandy 
loam

Mineral 3 1.81 2.5 53 40 8 Sandy 
loam

Oi + Oe 2 0.14 – – – –
ST Oa + A 2 0.11 1.52 49 33 18 Loam

Mineral 2 1.02 2.5 59 33 8 Sandy 
loam

Oi + Oe 2 0.04 – – – –
GL Oa + A 2 0.50 2.45 53 38 9 Sandy 

loam
Mineral 2 2.13 2.61 70 22 8 Sandy 

loam

CMha—Haplic Cambisol, CMdy—Dystric Cambisol, CMgl—Gleyic 
Cambisol, PZet—Entic Podzol, GL—Gleysol, ST—Stagnosol

Annex 4: Soil edaphic categories in LIZ catchment

Retrieved from maps produced by ÚHUL at scale 1:10,000 
and based on the forest site classification described by 
Viewegh (2003).
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Annex 5: Stand age in LIZ catchment

Retrieved from maps produced by ÚHUL at scale 
1:10,000.

Annex 6 Geographically weighted regression 
computation details

In GWR 4.09, the fixed distance of Gaussian Kernel was 
left to find out by Golden selection search with the crite-
rion of minimum AICc (AIC with a correction for small 
sample sizes). The categories of the categorical explanatory 
variables (forest floor cover, dominant tree species and for-
est stand age) were recoded as dummy variables. From the 
dummy variables representing the same categorical explana-
tory variable one was always omitted from the analysis due 
to multicollinearity (see Fotheringham et al. 2002). How-
ever, all of the dummy variables representing a particular 
categorical explanatory variable were analyzed and inter-
preted as one phenomenon.

The data were supposed spatially variable. On the other 
hand, no justification was found for the spatial variability 
of explanatory variables. For instance, slope or dominant 
tree species should influence the forest floor and topsoil 
thicknesses in the same way over the whole area. Fur-
thermore, this assumption was verified by a geographi-
cal variability test embodied in GWR 4.09. No significant 
geographical variability was found for most explanatory 

variables with an exception of the forest floor cover. How-
ever, the data of explanatory variables was assumed to 
be geographically invariable as a whole. The explanatory 
variables were then classified to those with local influence 
(Intercept) and those with global influence (all the others) 
(see Fotheringham et al. 2002).

Local variables are computed locally from neighbor val-
ues within the bandwidth and weighted by their distance. 
As a result, there is not an exact estimation of their value 
in the model, the estimation could be slightly different at 
every location (Fotheringham et al. 2002). Locally com-
puted intercept works similarly as an interpolation in this 
case, and substitutes a role of an autoregressive param-
eter which deals with the spatial autocorrelation. The 
spatial independency of the model residuum was verified 
by Moran’s I. The advantage of using the local intercept 
instead of the model without intercept but employing an 
autoregressive parameter is at first that it can be computed 
by Ordinary least squares method compared to the latter 
model which should be performed by Maximum likelihood 
computation and the second advantage is the interpreta-
tion which is more intuitive for the models with the inter-
cept. The use of the local intercept and the autoregressive 
parameter at the same model is not possible due to their 
multicollinearity and a model combining a global intercept 
with an autoregressive parameter was less flexible.

The two above mentioned models which were run sepa-
rately for Oi + Oe, Oa + A, and OA horizons can be written 
as follows:

where FLTHi = the thickness of a modeled horizon complex 
at location i, COV = forest floor cover, TREE = dominant 
tree species; AGE = forest stand age, ELEV = elevation, 
WETIN = wetness index, MOIST = moisture in the mineral 
soil measured in the field, SLOPE = slope, CURV = relief 
curvature, α1–α7 are model estimates, α0 is intercept estimate 
computed locally.

FLTH
i
= �0

(

u
i
, v

i

)

+ �1WETIN + �2COV

+ �3AGE + �4TREE + �5ELEV

+ �6MOIST + �
i

FLTH
i
= �0

(

u
i
, v

i

)

+ �1SLOPE + �2CURV

+ �3TREE + �5MOIST

+ �6AGE + �7ELEV + �
i
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Annex 7: OA thickness variability

Annex 8: Variability of the thickness of Oi + Oe 
horizons’ complex

Annex 9: Variability of the thickness of Oa + A 
horizon’s complex

Annex 10: OA thickness variability at stands 
of oligotrophic edaphic category

Annex 11: The variability of the thickness of Oi + Oe 
horizon’s complex at stands of oligotrophic edaphic 
category

Annex 12: The variability of the thickness of Oa + A 
horizon’s complex at stands of oligotrophic edaphic 
category
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A B S T R A C T

Applications of ground penetrating radar (GPR) in soil surveys promise cost and time benefits together with the
possibility of repeating surveys at the same locations due to the method's non-destructiveness to the ground
surface. After its successful application to earth sciences surveying of the deep subsurface, GPR was used in soil
surveys; however, its application in soil surveys has been difficult. This paper aims to provide an overview of the
application of GPR in soil surveys. This paper focuses on methods to estimate the soil water content by various
approaches, such as determining the electromagnetic signal velocity in a soil by analyses of reflections, ground
wave or guided wave approaches, and the full-waveform inversion method; to characterize soil and peat stra-
tigraphy, with an emphasis on organic horizons; and to detect tree roots. GPRs have been relatively successfully
applied in a wide spectrum of surveys, but under favourable conditions. More complex techniques using nu-
merical modelling that have emerged in recent years might have the potential to be more successful.

1. Introduction

Geophysical methods are appreciated for their cost and time effec-
tiveness and their ability to be repeated at exact locations because they
are non-destructive to the ground surface. For these reasons, they have
become popular in belowground surveys in various disciplines of earth
science. Although most of these methods were primarily developed for
deep below ground surveying, several of them, especially electro-
magnetic methods, can also be used for shallow depths, such as in soils.
Of the geophysical methods available, ground penetrating radar (GPR)
and electromagnetic induction (EMI) have been the most widely ap-
plied in soil surveys. These two methods differ in the physical proper-
ties they measure. While GPR measures the soil dielectric permittivity,
EMI detects changes in soil electrical conductivity. Applications of the
electromagnetic induction method were reviewed recently by Doolittle
and Brevik (2014) and will not be further discussed in this paper. A
review of a broad spectrum of GPR applications to agriculture soils was
provided by Liu et al. (2016). However, an evaluation of the different
GPR measurement approaches and data treatments employed in soil
surveys for agricultural, forestry, or environmental purposes and of the
strengths and weaknesses of these methods are lacking. Therefore, in
this article, we review>100 articles published on WoS and SCOPUS in
the period 1995–2018 that use GPR for soil surveying.

Among the reviewed studies, applications related to soil water
content are by far the most frequent (Table 1). The next most frequent

application was for soil and peatland stratigraphy. Non-pedological
applications focus predominantly on tree roots.

Because the intent of this paper is mainly to show different GPR
approaches, their principles and to review their strengths and weak-
nesses in various soil science applications, it begins with an introduc-
tion to the general principles of the GPR method and describes the
electromagnetic properties of soils that strongly influence the results of
GPR soil surveys. Yet the paper's focus is not in technical details, but in
the potential of GPR methods for use in soil surveys by the soil science
community.

1.1. General principles of the GPR method

Ground penetrating radar emits electromagnetic waves via an an-
tenna-transmitter and receives them by an antenna-receiver. In general,
there are two main types of GPR units and antennas: ground-coupled
shielded antennas, which are in direct contact with or up to several
centimetres above the studied surface during data acquisition, and air-
coupled horn antennas, which are designed to acquire data from a
distance of a few tens of centimetres to> 1m above the surface. GPR
units also can be divided into those with a separable antenna-trans-
mitter and antenna-receiver and those in which the antennas are tied
together at an unchangeable distance called a “fixed” or “common-
offset.”

Traditional surveys employ reflections of electromagnetic waves
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from boundaries between environments of different electromagnetic
properties (Annan, 2009). Other approaches, designed for borehole
GPR, were briefly presented elsewhere (e.g., Slob et al., 2010). The
borehole methods miss one of the main advantages of the GPR survey
method, the non-destructiveness to the ground surface. Thus, this paper
does not focus on the borehole methods. GPR has been more broadly
applied in soil surveys using antennas with frequencies that exceed
500MHz, which enable higher resolution results and more transient
boundaries to be distinguished. The resolution depends on the antenna
frequency, i.e., on the electromagnetic wave length. It is assumed to be
approximately one-fourth the electromagnetic wave length and higher
in less permeable media (Bristow and Jol, 2003). The layer boundaries
should be detectable by electromagnetic wave reflection if W/λ≤ 0.3
(van Dam et al., 2003) (Eq. (1)), where W is the boundary width and λ
is the electromagnetic wave length.

A common output of a GPR measurement consists of the two-way
travel times and the magnitudes of the received reflected electro-
magnetic waves (Bristow and Jol, 2003). These outputs are most fre-
quently displayed in 2D radargrams (Fig. 1) and are edited using image
processing algorithms, such as those implementing frequency filters. To
create an image corresponding to the subsurface at a realistic scale, the
electromagnetic wave spreading velocities or subsurface electro-
magnetic properties must be known. Numerical modelling and simu-
lations have enhanced the development of GPR applications in soil
surveys in recent years because they enable better expressions of the-
oretical electromagnetic signal response and, inversely, gain inter-
pretations of GPR outputs. The data treatment has therefore transi-
tioned from image processing to more objective numerical methods.
Most numerical modelling approaches use data obtained using multi-
offset antenna settings, commonly with antenna-transmitters and an-
tenna-receivers separated at diverse distances (e. g., Sena et al., 2008).

The implementation of broadband antennas that transmit over wide
frequency bands enables further development at this stage (e.g., Lambot
et al., 2004; Lavoué et al., 2014). An additional advantage of using
multi-offset data and inverse modelling is the simultaneous determi-
nation of all (sub)surface properties without the need to know at least
some of them in advance.

The full-wave inversion of broad-band frequencies introduced by
Lambot et al. (2004) and Lambot et al. (2006), tested for very wide
spectrum of soil survey types, is one of the most advanced approaches
of GPR signal numerical modelling. In its original form, it uses an off-
ground GPR with an air-coupled antenna. This approach considers only
surface reflections because the effect of the subsurface is not important.
The radar – antenna – subsurface system is modelled using the linear
system transfer functions of 3D Maxwell's equations. By a Green's
function inversion, the air-subsurface function is computed, and the
electromagnetic properties of the (sub)surface—dielectric permittivity,
permeability, and electrical conductivity—are determined (Lambot
et al., 2004). The latter two properties are often neglected due to their
low influence. For on-ground GPR systems in which the subsurface also
affects the measurement, the subsurface was added in the model by
Lambot and André (2014).

The full-wave inversion method has been applied to broad spectrum
of soil surveys: soil description (Mourmeaux et al., 2014), soil moisture
estimation (Ardekani, 2013; Lambot et al., 2008; Minet et al., 2012,
2011), organic matter thickness and its description (André et al., 2014;
André et al., 2016, 2015; Jonard et al., 2014) and the description of
ground vegetation, which enables the vegetation layer to be added to
the measuring model (Ardekani et al., 2014b). Other numerical mod-
elling methods are rather scarce or focus on specific applications and
will be discussed later in broader detail.

In addition to 2D GPR imaging, 3D image models are sometimes

Table 1
A summary the soil studies that employed GPR methods, organised by their specific application.

Application Method Studies

Soil water content Velocity analysis from the two-way travel time
of a wave reflected by a known reflector

Ercoli et al., 2018; van Overmeeren et al., 1997

Velocity analysis by “Common-midpoint” Greaves et al., 1996; Koyama et al., 2017; Lu et al., 2017; Steelman and Endres, 2012; van
Overmeeren et al., 1997

Ground wave velocity Ardekani, 2013; Galagedara et al., 2005a, 2005b, 2003; Grote et al., 2003; Huisman et al.,
2001; Lu et al., 2017; Pallavi et al., 2010; van Overmeeren et al., 1997

Guided wave velocity and scattering Arcone et al., 2003; Mangel et al., 2015; Rege and Godio, 2012; Strobbia and Cassiani,
2007; van der Kruk et al., 2010, 2006

Reflection coefficient al Hagrey and Müller, 2000; Ardekani, 2013; Reppert et al., 2000
Early-time signal analysis Algeo et al., 2016; Benedetto, 2010; Comite et al., 2016, 2014; Di Matteo et al., 2013;

Ferrara et al., 2013; Pettinelli et al., 2014, 2007
Full-wave inversion Ardekani et al., 2014a; Ardekani, 2013; Lambot et al., 2008, 2006, 2004, Minet et al.,

2012, 2011; Mourmeaux et al., 2014; Tran et al., 2015; Weihermüller et al., 2007
Other wave-form inversion modelling
approaches

Busch et al., 2014; Lavoué et al., 2014; Oden et al., 2008

Soil salinity Reflection coefficient al Hagrey and Müller, 2000
Soil texture Early-time signal analysis Benedetto and Tosti, 2013; Meadows et al., 2006; Tosti et al., 2013

Wave-form inversion modelling approaches Busch et al., 2014
Soil profile stratigraphy Reflection Imaging André et al., 2012; Nováková et al., 2013; Simeoni et al., 2009; Zhang et al., 2014

Wave-form inversion modelling approaches Buchner et al., 2012
Organic horizons thicknesses

estimation
Reflection Imaging Li et al., 2015; Winkelbauer et al., 2011
Full-wave inversion André et al., 2016, 2015, 2014

Peatlands stratigraphy Reflection Imaging Comas et al., 2017, 2015; Fyfe et al., 2014; Karuss and Berzins, 2015; Kettridge et al.,
2012, 2008; Laamrani et al., 2013; Parry et al., 2014; Parsekian et al., 2012a; Parsekian
et al., 2012b; Plado et al., 2011; Proulx-McInnis et al., 2013; Rosa et al., 2009; Sass et al.,
2010; Slater and Reeve, 2002; Walter et al., 2016

Biogenic gases in peatlands Reflection Imaging Comas et al., 2008, 2005; William and Comas, 2016
Signal velocity analysis Chen and Slater, 2015; Parsekian et al., 2012a; Strack and Mierau, 2010
Signal frequency spectra analysis Terry and Slater, 2017

Roots and root system Reflection Imaging Borden et al., 2016; Freeland, 2015; Guo et al., 2013b; Hirano et al., 2009; Li et al., 2016;
Q. Liu et al., 2018; Raz-Yaseef et al., 2013; Rodríguez-Robles et al., 2017; Tanikawa et al.,
2013; Tardío et al., 2016; Wu et al., 2014; Yeung et al., 2016

Root diameters and biomass Indexes extracted from signal strength or
waveform

Barton and Montagu, 2004; Borden et al., 2014; Cui et al., 2011; Hirano et al., 2009; Q. Liu
et al., 2018; X. Liu et al., 2018; Rodríguez-Robles et al., 2017; Simms et al., 2017; Stover
et al., 2016; Zhu et al., 2014

K. Zajícová and T. Chuman Geoderma 343 (2019) 116–129

117



employed to provide more detailed interpretations of the profile stra-
tigraphy, including determinations of thicknesses and volume calcula-
tions. The data are collected along closely spaced parallel lines or on a
grid and then converted into a 3D block model (Bristow and Jol, 2003).
A disadvantage of these models is the more demanding data acquisition
and treatment required. Three dimensional surveys are rarely applied in
soil science with the exception of tree root detection. Apart from this
application, the most frequent visualizations using 3D models are sur-
veys of soil wedges, relict polygonal patterns and other cryogenic
structures, which can be much easily distinguished in 3D (e.g., Doolittle

and Nelson, 2009; Watanabe et al., 2013). A soil profile was visualized
in 3D by André et al. (2012) (Fig. 1).

1.2. Electromagnetic waves velocity

The velocity of electromagnetic waves emitted by antenna-trans-
mitter, entering the soil and coming back after a reflection, is defined
according to Reppert et al. (2000) as:

Fig. 1. a) Example of a 2D radargram along a transect verified by soil profiles. The reflections in the zone between 20 and 30 ns show a boundary between layers with
differing electromagnetic properties. The depth of the boundary is determined from the electromagnetic waves velocity.
b) Example of a 3D radargram (block model) showing reflections on a boundary interpolated to a xy space.
From André et al., 2012.
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where v is the electromagnetic wave velocity; ɛ is the dielectric per-
mittivity; μ is the magnetic permeability, σ is the electric conductivity
and ω is the angular frequency. Since the magnetic permeability of most
rocks is close to 1, then if the frequency of the electromagnetic signal
exceeds 100MHz or the electrical conductivity of the environment is
low (below 100 mS/m), the Eq. (1) can be simplified to =v με1/ (Eq.
(3)) (al Hagrey and Müller, 2000; Reppert et al., 2000).

Several methods are used to determine the electromagnetic wave
velocity. The most common approaches using multi-offset measure-
ments, e.g., “Wide-Angle-Reflection-and-Refraction” (WARR) and
“Common midpoint” (CMP) or its enhancement using Brewster angles,
which allow the velocity below the deepest reflector to be determined
(Reppert et al., 2000), were adopted from refraction seismology. Thus,
they require a GPR unit with separated transmitter and receiver an-
tennas, which are then used to undertake measurements at diverse
distances (Fig. 2) to derive the function of electromagnetic signal travel
time in relation to the antenna separation distance. This function is then
used to determine the GPR signal velocity along the centre point (i.e.,
the midpoint) (Greaves et al., 1996). However, the standard errors in
such determined depths are as large as 10–20 cm (Bristow and Jol,
2003), and therefore these methods are not recommendable for most
soil surveys.

A simple approach works with the two-way travel time of the wave
reflected from a reflector at a known depth. The reflector can be either a
natural object or an artefact introduced at a known depth. This ap-
proach is more accurate and it appears simple, but realization in the
field can be difficult because it requires the object to be buried without
disturbing the surrounding ground or excavating the natural object
(Ercoli et al., 2018; Goodman et al., 2009; van Overmeeren et al.,
1997). The ground water table can also be used as the reflecting object
but it is not fixed as it fluctuates with time (van Overmeeren et al.,
1997).

By contrast, the velocity determination from a GPR output radar-
gram has been considered a reliable method, but too demanding for
many studies. This method is performed by matching the shape of hy-
perbolas originating in a reflection (e.g. Elkarmoty et al., 2017;
Goodman et al., 2009; Olhoeft, 2000). A wider hyperbola indicates a
higher velocity of the reflected wave; however, the size and orientation
of the detected object also plays a role. The algorithm of hyperbola

picking is still being improved, for example, by including an automatic
mode as tested by, e.g., Mertens et al. (2016).

Measuring the dielectric permittivity of the soil and computing the
velocity according to the formulas (Eq. (2)) or its simplified form (Eq.
(3)) have been found to be reasonable methods even for soil surveys
that require high accuracy (e.g., van Dam et al., 2003, 2002; van Dam
and Schlager, 2000). The dielectric permittivity of the soil should be
measured in the field because its properties can be changed during
extraction and transport (Goodman et al., 2009; Jonard et al., 2014).
Commonly, devices using the time-domain reflectivity (TDR) principle
are employed for this purpose and a GPR survey is then combined with
the resulting measurements (e.g., Ardekani et al., 2014a; Benedetto,
2010; van Dam et al., 2003, 2002; van Dam and Schlager, 2000). The
TDR method also uses electromagnetic waves, but its frequency range is
broader. The device commonly is comprised of probes, along which the
velocity of electromagnetic waves is measured (Robinson et al., 2008).
Commonly, an average signal velocity is used for the radargram inter-
pretation; however, soils are highly heterogeneous and the velocity
often changes. Therefore, it would be more accurate to divide the ra-
dargram into homogenous parts, which would be interpreted separately
using a specific velocity (Elkarmoty et al., 2017). This task is so la-
borious that an average signal velocity was used in almost all studies.

1.3. Electromagnetic properties of soils

Because ground penetrating radar depends on the principle of the
penetration of electromagnetic waves in a medium, the output of a GPR
measurement reflects the electromagnetic properties of a medium and
indicates boundaries that have considerable changes in properties on
either side. In more detail, the reflectivity on a boundary is defined as

= − +RC ε ε ε ε( ) /( )r2 r1 r2 r1 (Eq. (4)) (al Hagrey and Müller,
2000; Huisman et al., 2003; van Dam et al., 2003), where RC is the
reflectivity and εr2,1 is the relative dielectric permittivity of medium 2
and 1.

In general, the electromagnetic properties of substances/materials
are summarized by their electromagnetic impedance, which consists of
the dielectric permittivity and the magnetic permeability. The magnetic
permeability is considered only in materials that contain ferromagnetic
minerals (magnetite and haematite). In these materials, a higher per-
meability reduces the electromagnetic signal penetration. In other
substances, its influence is negligible (Cassidy, 2009). The dielectric
permittivity of a material is the dominant property that controls the
spread of electromagnetic waves and is usually expressed relative to the

Fig. 2. Conceptual scheme showing the differences be-
tween the Common midpoint (CMP) method (on top) and
the Wide-Angle-Reflection-and-Refraction (WARR)
method (on bottom). While the CMP changes the position
of both the transmitter and receiver in each step and the
point of reflection is the same, in the WARR method, the
position of the transmitter is constant and only the po-
sition of the receiver is changed. Thus, the point of re-
flection changes as well. (T - transmitter; R – receiver).
Modified according to Bristow and Jol (2003);
Galagedara et al. (2003); Huisman et al. (2003).
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dielectric permittivity of a vacuum.
The relative dielectric permittivity of rocks varies significantly, from

3 to 8, depending on the rock type (e.g., igneous, sedimentary) and
mineral composition (Cassidy, 2009). The relative permittivity of air is
close to that of a vacuum, i.e., 1, and the highest permittivity of sub-
stances commonly found during a ground survey is that of water, which
reaches 78–88 for temperatures of 25 °C–0 °C (Cassidy, 2009). The re-
lative dielectric permittivity of water abruptly changes after freezing;
therefore, ice is characterized by values between 3 and 4 (Cassidy,
2009).

Because soil consists of different phases (solid, liquid and gaseous),
the dielectric permittivity of a soil is determined by the characteristics
and proportions of each of these phases. Salat and Junge (2010) showed
a linear correlation between the dielectric permittivity and the dry mass
density of a soil, indicating that the permittivity of dry soils depends
strongly on their porosity and compaction. Because soil compaction
decreases the porosity and thus the proportion of gas, the dielectric
permittivity increases (Salat and Junge, 2010). Layers compacted by
agricultural machines have been detected using GPR outputs, for ex-
ample by André et al. (2012) for a vineyard. Because dielectric per-
mittivity varies significantly with mineral composition (Cassidy, 2009),
the higher content of specific minerals, e.g., calcite vs. quartz, the
higher its value (Salat and Junge, 2010). On the other hand, the soil
dielectric permittivity decreases as the soil organic matter content in-
creases due to the resulting decrease in the soil's bulk density (Jonard
et al., 2014; Lauer et al., 2010). The dielectric permittivity of dry un-
decomposed biomass was found to be close to 1 and it increases as
biomass decomposition increases (André et al., 2015; Ardekani et al.,
2014b; Jonard et al., 2014). Higher temperatures reduce the permit-
tivity by enhancing the polarization (Cassidy, 2009; Doolittle and
Butnor, 2009).

However, because the substance commonly found in the ground
with the highest permittivity is water, it is obvious that the water
content has a dominant influence on the dielectric permittivity of ma-
terials (Annan, 2009). Therefore, there are many models of the re-
lationship between the water content and the material's dielectric
permittivity, including Archie's law (Archie, 1942), the complex re-
fractive index method (Birchak et al., 1974), the Topp model (Topp
et al., 1980), and the Bruggeman-Hanai-Sen (BHS) effective medium
model (Sen et al., 1981). All of these models are the most valid for the
material they were intended for, which generally, is sand, because for
fine-grained materials, other factors, such as the structure or pore dis-
tribution, play a role, and these factors need to be included in models as
well (van Dam et al., 2003). Thus, Conyers (2012) found that adding
the same amount of water to dried samples of similar permittivity

caused their permittivity to differ. Geophysical electromagnetic
methods such as GPR detect dielectric permittivity, but soil character-
istics such as moisture, porosity or bulk density have to be determined
according to these previously mentioned models.

Saarenketo (1998) noticed that the permittivity of soil water differs
among capillary, adsorption (hygroscopic) or free (gravitational) water
types. For free water, the permittivity reaches 78–88, whereas for hy-
groscopic water, the permittivity can be below 4 (Saarenketo, 1998).
The permittivity of capillary water is somewhere between these values.
This effect is caused by particles with large specific surface areas (clays
or humus) which have a higher potential to fix water molecules;
therefore, the water molecules are not able to react to the electro-
magnetic fields and decrease the soil dielectric permittivity (Lauer
et al., 2010). The soil water content-permittivity changes significantly
as the proportion of soil water types changes (Saarenketo, 1998). Si-
milarly, the dielectric permittivity is influenced by the soil Cation Ex-
change Capacity (CEC) and it increases as the CEC increases (with in-
creasing cation concentration, the hydrated cations disrupt the
structure the water molecules arrangement around the soil particles)
(Saarenketo, 1998).

In addition to the properties of a material, the dielectric permittivity
depends on the electromagnetic signal frequency (Cassidy, 2009), but
only for materials that contain water (Fig. 3). The dielectric permittivity
of a dried material is frequency independent, dependence on the elec-
tromagnetic signal frequency increases as water content increases. The
dielectric permittivity of the material decreases non-linearly as the
frequency increases; however, importantly, this is only true for fre-
quencies over 1 GHz, as a result of the dipolar polarization process
(Cassidy, 2009; Huisman et al., 2001; Lauer et al., 2010; Salat and
Junge, 2010).

Another physical property that influences the GPR measurements is
the soil electrical conductivity. This property reduces the depth of pe-
netration of GPR measurements because it attenuates the emitted
electromagnetic signal. The electrical conductivity is driven primarily
by water content and salinity, and secondly by clay content, especially
the dominant clay mineral types (Arcone et al., 2008; al Hagrey and
Müller, 2000; Doolittle and Butnor, 2009; Saarenketo, 1998). For ex-
ample, montmorillonite causes an increase in permittivity as frequency
decreases, but an increase in kaolinite results in a much smaller in-
crease in permittivity. Illite is characterized by values between these
types (Arcone et al., 2008). High electromagnetic signal attenuations in
clayey soils have been noted in many studies. For example, in soils with
a 35% and above clay content, the penetration depth of the GPR
measurements do not reach> 0.5m (Doolittle and Butnor, 2009). For
this reason, clayey soils are often not recommended for GPR surveys,
but for many soil science applications, the reduced penetration depth
suffices. Generally, grain size does not play a major role because the
dominant factor influencing clay electrical conductivity is soil cation
exchange capacity (Arcone et al., 2008; Lauer et al., 2010; Mourmeaux
et al., 2014; Saarenketo, 1998).

2. GPR applications in soil surveys

2.1. Soil water content

Soil moisture estimation is the most frequent application of GPR in
soil surveys as water content influences electromagnetic signal propa-
gation. Several approaches have been suggested for this purpose, all of
which measure soil dielectric permittivity. To define soil moisture,
these methods use the water content models that are based on the di-
electric permittivity relationship mentioned above. Reviews of soil
moisture determination using GPR have been provided by Huisman
et al. (2003), Slater and Comas (2009) and recently by Klotzsche et al.
(2018), who updated the review by Huisman et al. (2003) by presenting
the latest principles of soil moisture estimation using GPR. In this paper
we present the key principles, the progress achieved by every approach

Fig. 3. Illustration of permittivity-frequency dependence.
Outlined according to Cassidy (2009); Lauer et al. (2010).
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and their applications.

2.1.1. Approaches based on signal velocity analysis
Traditional approaches are most often based on the electromagnetic

signal reflectivity from a distinct soil layer. Soil dielectric permittivity is
then calculated from the electromagnetic wave velocity determined
using antenna-reflection travel time and layer depth. The reflection
boundary is often the groundwater table. For example, this approach
has been successfully applied by van Overmeeren et al. (1997) when
mapping the soil moisture of podzols. However, this method requires a
material penetrable by electromagnetic waves and a reflecting
boundary at a known depth. If the known reflecting boundary is
missing, the CMP method can be used to determine the electromagnetic
signal velocity and to estimate the soil water content. If there are sev-
eral reflectors, the soil water content in a vertical profile can be esti-
mated (Fig. 4); currently, the approaches based on this principle allow
the estimation of soil water content for each layer detected by GPR
(Greaves et al., 1996; Koyama et al., 2017; Lu et al., 2017; Steelman and
Endres, 2012; van Overmeeren et al., 1997).

2.1.1.1. Ground wave approach. The ground wave velocity (Huisman
et al., 2001; van Overmeeren et al., 1997) from a direct wave spreading
from a transmitter to a separated receiver through the upper
centimetres of soil can be employed to determine the soil water
content. The ground wave can be recognized, for instance, using the
CMP measurement (Fig. 5) or using the Wide Angle Reflection and
Refraction (WARR) measurement. The electromagnetic signal velocity
in the soil is calculated from the ground wave travel time and the

antenna separation distances (Grote et al., 2003; Huisman et al., 2001;
van Overmeeren et al., 1997). This approach was adapted from
seismology and the approximation for GPR was defined by van
Overmeeren et al. (1997) as
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where z is the depth of influence of the ground wave; v is the
electromagnetic wave velocity in the soil; S is the separation distance
between the transmitting and receiving antennas; and f is the frequency
of the GPR signal. The ground wave is the first to arrive at the receiver
after the air wave, which spreads directly from the transmitter to the
receiver through the air.

The multi-offset survey approach is costly and time-consuming.
Furthermore, the spatial resolution is low because a single parameter
value results from multiple measurements with an increasing distance
of antennas (Grote et al., 2003). For this reason, the common-offset
approach was suggested instead (Galagedara et al., 2003; Grote et al.,
2003). The travel time of the ground wave is calculated relative to the
arrival time of the air wave. However, under dry conditions, it is dif-
ficult to differentiate the ground and air waves (Ardekani, 2013; Grote
et al., 2003).

The ground wave penetration and therefore the sampling depths of
GPR ground waves depend on antenna frequency. This depth was
suggested to be 10 cm by Huisman et al. (2001) and Lu et al. (2017)
who used 225–450MHz antenna frequencies; Grote et al. (2003) sug-
gested the depth was 17–25 cm, using 450MHz and 900MHz antennas.
According to numerical modelling conducted by Galagedara et al.

Fig. 4. CMP approach using reflectors (d1,2,3) at different depths to estimate the soil water content in a vertical profile; V1,2,3 - signal velocities.
Modified from van Overmeeren et al., 1997.

Fig. 5. Air-wave and ground wave delineated by a CMP measurement.
From van Overmeeren et al. (1997).
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(2005b), the penetration depth is 0.85m for 100MHz, 0.38m for
200MHz, 0.26m for 450MHz and 0.13m for 900MHz in dry soils. In
wet soils, the depths decrease (Galagedara et al., 2005b; Lu et al.,
2017). The penetration depth is also influenced by the antenna se-
paration distance. The depth increases as the antenna distance increases
(Galagedara et al., 2005a; Grote et al., 2003).

Based on the publications reviewed above, the ground wave ap-
proach could be considered relatively reliable. This approach has been
applied, for example, to monitor seasonal variations in soil water con-
tent (Pallavi et al., 2010). However, the method is problematic under
specific conditions, e.g., if there are very contrasting environments
within the soil profile and if the thickness of the soil is less than the
wavelength of the GPR signal, as well as if there is a strongly reflecting
layer, with a higher signal velocity, underneath the soil profile or un-
derneath the surveyed soil profile. These cases occur when there is a
shallow soil over a low-porosity bedrock or when the studied upper part
of the soil profile is wet and lies over dry sand or gravel. In other cases,
these conditions occur when a permafrost layer is present at depth, or
precipitation forms a wet infiltration front in relatively homogenous
soils (Strobbia and Cassiani, 2007; van der Kruk et al., 2010, 2006; Lu
et al., 2017). Under such conditions, the ground waves are hardly
identifiable due to the generation of guided waves and the critically
refracted electromagnetic waves (Fig. 6) (Arcone et al., 2003; van der
Kruk et al., 2006). In these cases, the low-velocity layer catches part of
the GPR signal and acts as a waveguide. The captured signals are the
electromagnetic waves that achieve the lower boundary of the low-
velocity layer with angles exceeding the Snell critical angle, and in
consequence, these waves are entirely reflected (Fig. 6). Subsequently,
they reach the upper boundary of this layer at the same angle and are
entirely reflected again. As a final result, they spread horizontally in the
low-velocity layer (Fig. 6) (Strobbia and Cassiani, 2007; van der Kruk
et al., 2006).

The guided waves have a dispersive character. As the dispersion
characteristics are determined by the dielectric permittivity, the
thickness of the waveguide layer and the permittivity of the underlying
layer (van der Kruk et al., 2006), the guided wave dispersion char-
acteristics can be used for soil moisture estimation under specific con-
ditions in significantly differentiated soil profiles. To accomplish this,
van der Kruk et al. (2006) introduced a scheme analogous to the ana-
lysis of dispersed Rayleigh waves recorded on multi-channel seismic
data. The original single-layer approach was later extended to multiple
layers and applied to a soil wetted by precipitation in its upper layer
(van der Kruk et al., 2010) as well as to a layered sandy soil in another
field experiment (Rege and Godio, 2012). Another multi-layer GPR
waveguide model was suggested by Strobbia and Cassiani (2007) to
solve the underestimation of soil thickness caused by the dominant
influence of the lowest velocity layer. In this model, the soil water
content of the wettest layer is measured quite precisely (the uncertainty
is within a few percent), but the moisture of the adjacent layers might
be erroneous (Strobbia and Cassiani, 2007). Instead of a multi-layer
model, Mangel et al. (2015) suggested using a piece-wise linear func-
tion model, which better represents the gradational nature of the water
distribution in the waveguide. However, this approach has not yet been
tested in the field.

2.1.2. Approaches based on reflection amplitude analysis
The reflection coefficient method determines the electromagnetic

properties of a medium by analysing the amplitude of an electro-
magnetic wave reflected from a distinct layer (al Hagrey and Müller,
2000; Reppert et al., 2000) according to the Eq. (4). The soil surface can
also be used as the reflection layer for the amplitude analysis, and this
approach is the most common. The relative permittivity of the air is
used as a permittivity of one of the mediums and the permittivity of the
soil is defined from the reflection amplitude (al Hagrey and Müller,
2000; Huisman et al., 2003) according to Eq. (6),
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where ɛr is the relative permittivity of soil; Ar is the amplitude of the
detected reflection and Am is the amplitude of a perfect reflector,
commonly a metal plate.

The surface reflection coefficient method was tested and found to be
relatively accurate (RMSE=0.04 cm3/cm3) by, for example, Ardekani
(2013), who demonstrated relatively good results for soil surface
moisture (0–10 cm uppermost layer) in sandy soil using 900MHz an-
tennas in a laboratory setting (RMSE=0.006 cm3/cm3); however, the
method was less reliable for silty soil (RMSE=0.04 cm3/cm3) mea-
sured in the field.

2.1.3. Early Time Signal analysis
To circumvent the problem of separating the ground and air waves,

which can occur using common-offset antennas (e.g., Ardekani, 2013;
Grote et al., 2003), Early Time Signal analysis was suggested by
Pettinelli et al. (2007) and Pettinelli et al. (2014). Early Time Signal
analysis is based on analysing the envelope amplitude of the radar
traces in several time windows. This analysis works on the early-time
part of a GPR signal that contains air and ground wave wavelets.
Pettinelli et al. (2007) showed that the waveforms differ in terms of
amplitude and time-stretching and that the variations are related to the
soil electrical parameters, i.e., dielectric permittivity and conductivity;
for example, higher amplitudes and shorter wavelengths correspond to
lower soil permittivity values (Fig. 7). The approach mainly examines
the relationships between the waveform attributes and the soil elec-
tromagnetic properties measured by TDR, but a mathematical model
using Green functions and comprising the principles of the ground wave
and the reflection coefficient approaches was also added by Di Matteo
et al. (2013). In addition, they suggest using the first positive half cycle
of the early-time radar signal to minimize the effect of the shallow re-
flectors or local heterogeneities and to prevent interference between the
reflected and direct waves. In addition, they show that the early-time
signal is influenced by the soil dielectric permittivity variations much
more significantly than by soil conductivity. The soil electrical con-
ductivity affects the peak value of the GPR waveform, but it does not
significantly influence the correlation between the early-time ampli-
tudes and the dielectric permittivity. Ferrara et al. (2013) applied this
method to measure soil water content in the field and found good
agreement between the ground wave approach and a multi-offset CMP
approach. Algeo et al. (2016) tested the approach to monitor changes in

Fig. 6. a) Scheme for a guided wave; T - transmitter;
R – receiver; ɛ1,2,3-dielectric permittivity of medium;
ɛ1 < ɛ2 < ɛ3.
b) Electromagnetic wave refraction and reflection on
an interface.
1 - direct wave; 2 - refracted wave; 3 - snell critical
angle; 4 - reflected wave, ɛ1,3-dielectric permittivity
of medium; ɛ1 < ɛ3.
Modified according to van der Kruk et al. (2006);
Strobbia and Cassiani (2007) (a) and outlined ac-

cording to Lekner (2016) (b).
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the soil water content after irrigation in a clay-rich soil in which the
ground-wave method fails. The mathematical model has continued to
be improved, and better parameters, such as the distance between the
transmitter and the receiver or the antenna position above the surface,
have been explored (e.g., Comite et al., 2016, 2014).

Benedetto (2010) related the theories and principles to an early-
time signal analysis based on Fresnel theory and Rayleigh scattering, in
which the frequency spectrum dependence on soil moisture is analysed.
The frequency spectrum is extracted employing the fast Fourier trans-
form and shows a shift in the peak towards lower frequencies as soil
water content increases.

2.1.4. Full-waveform inversion
Lambot et al. (2004) proposed a new method based on numerical

modelling of signal response operating in the frequency domain and
inverting the full waveform of the radar signal. They replaced the multi-
offset antenna approach using a broad frequency spectrum employing
wideband frequency antennas. The method originally works only with
surface reflections and they used an off-ground GPR device with air-
coupled antenna located above the ground to accentuate the surface
reflection and suppress the deeper reflections. The height of the an-
tenna position above the ground determines the influence of deeper
layers (Ardekani et al., 2014a).

The method was tested to determine the moisture in the soil surface
layer (ca 10 cm) by Weihermüller et al. (2007) and Ardekani (2013)
using 0.8–1.8 GHz and 0.2–2 GHz wideband antennas in silty soils but
without satisfactory results, which could have been caused by the
higher electrical conductivity that very often characterizes loamy and
clayey soils that is generally neglected in the approach. Lambot et al.
(2008) showed that this method performs well (good agreement with
volumetric and TDR measurements) in sandy soils, except for those
with soil moistures close to water saturation, which is also explained by
higher electrical conductivity. The electrical conductivity depends, in
addition to clay content and salinity, on the water content (Mourmeaux
et al., 2014). Similar findings were presented by Minet et al. (2012) for
silty loam soil when using an off-ground antenna at 1.1 m height and a
frequency spectrum of only 200–800MHz. At higher frequencies the
measurement is also influenced by soil roughness (Minet et al., 2011).
According to Rayleigh's criterion a surface is considered to be rough if
the protuberances heights are over λ/8 (Lambot et al., 2006). Tran
et al. (2015) tested the full-wave inversion approach using an on-
ground GPR system proposed by Lambot and André (2014) to estimate
soil moisture in the field and reported satisfactory results
(RMSE=0.05 cm3/cm3). The full-waveform inversion scheme in its on-
ground version was also adapted to the ground wave approach and
subsequently tested in silt loam soil using a 200MHz antenna and the
WARR method (Busch et al., 2014). The ground wave method was
improved to measure the soil electrical conductivity in addition to the

dielectric permittivity and Busch et al. (2014) suggested applying the
method to determine the soil texture.

2.2. Soil stratigraphy

Based on the known factors controlling the successful employment
of the GPR method, several authors used GPR to study soil stratigraphy
(e.g. André et al., 2012; Nováková et al., 2013; Simeoni et al., 2009; van
Dam et al., 2003; van Dam and Schlager, 2000). The research was based
on the prerequisite that soil horizons differ in the properties that control
the soil water content, e.g., soil texture or soil organic matter content,
which should be able to be distinguished by GPR. Van Dam and
Schlager (2000), who detected horizons of fossil soils buried in aeolian
sediments, suggested that texture differences can possibly be detected
when volumetric water content exceeds 0.055.

2.2.1. Soil profile survey
Complex soil stratigraphy surveys have been performed since the

late 1970s to the early 1990s with 100–500MHz antennas, especially in
the USA, or later, for example, in Australia (Simeoni et al., 2009), and a
good overview of these surveys was provided by Doolittle and Butnor
(2009). The surveys were based on visualizations of signal reflections.
Generally, sandy soils with contrasting horizons were considered to be
favourable for GPR soil surveys. The depths of argillic, spodic, and
placic horizons; cemented, indurated or frozen horizons; and R or C
horizons in coarse-textured soils were detected with a horizon depth
measurement error between 2 and 40%. However, surveys of fine-tex-
tured soils were often unsuccessful because the higher electrical con-
ductivity of clays reduced the penetration of the electromagnetic signal,
and therefore, the signal response was disguised and inferred by strong
reflections near the soil surface (e.g., Doolittle and Collins, 1998;
Meadows et al., 2006; Stroh et al., 2001). For finer-textured soils, the Bg
horizon in gleyic Cambisols and the R horizon in a haplic Cambisol
were identified by Nováková et al. (2013) in Central Europe using a
250MHz antenna. Similarly, Zhang et al. (2014) detected the Bw-BC
horizon boundary and the R horizon upper boundary in ochric Cam-
bisol and lithic Cambisol in Pennsylvania in reflections using a 400MHz
antenna.

Furthermore, Zhang et al. (2014) observed profiles under different
moisture conditions. The horizons were more distinct under wet con-
ditions if one of the horizons was wetter than the other or if a water-
restricted lower horizon caused the water to accumulate at the
boundary. However, the clear reflections representing horizon bound-
aries under wet conditions were disrupted by tree roots, which formed a
preferential path for water infiltration. André et al. (2012) showed the
stratigraphy in a gravelly sandy soil and in Planosols and Stagnosols in
a vineyard using 2D and 3D visualizations of electromagnetic signal
reflections. An anthropogenic compacted layer was especially apparent
in this location.

A different approach to studying soil stratigraphy was suggested by
Buchner et al. (2012). The approach is based on a signal inversion. The
signal response was first numerically modelled, simulating probable
scenarios, and then the parameters such as soil water content and the
layers' geometry (shape, thickness) were inversely estimated by mini-
mizing the squared differences in the travel times and amplitudes of
reflections between the acquired and modelled data. The method thus
requires clear reflections that can be processed. Numerical modelling
approaches usually need multi-offset antenna settings data or multi-
frequency data. However, Buchner et al. (2012) used data acquired by a
common-offset antenna in multiple positions and demonstrated that the
subsurface stratigraphy can be determined with an accuracy of 5 cm
using this approach, and the water content of the layers can be si-
multaneously estimated with a 2% deviation.

2.2.2. Organic horizon thicknesses
For several years, the GPR method has been tested to determine

Fig. 7. Influence of soil permittivity on the amplitude of the early-time signal,
showing a decrease in the reflection amplitude as the dielectric permittivity of a
material increases.
ɛ - relative soil dielectric permittivity.
Modified from Pettinelli et al. (2007).
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organic horizon thicknesses for carbon stock estimation and environ-
mental modelling. A GPR survey to assess the thickness of an organo-
mineral horizon over limestone bedrock based on radargram image
processing was performed by Li et al. (2015) in a karst area. Li et al.
(2015) used a 500MHz antenna and achieved a maximum measure-
ment error of only 3.8%; they proposed measuring the horizon thick-
ness under the driest conditions possible to reduce radar signal at-
tenuation. Similarly, Winkelbauer et al. (2011) used an 800MHz
antenna and a conventional 2D visualization of the electromagnetic
signal response in the altimontane zone in the Bavarian Alps to dis-
tinguish organic horizons from mineral horizons and to distinguish
individual organic horizons. The authors were able to distinguish the
organic horizon-mineral subsoil boundary with an average 15% mea-
surement error in its depth but found that the individual organic hor-
izons (Oi, Oe, Oa) and Ah could not be separated. Winkelbauer et al.
(2011) argued that this resulted from the insufficient thicknesses of the
individual organic horizons relative to the antenna resolution, as well
as insignificant differences in the dielectric permittivity. The dielectric
permittivity of organic horizons was studied by André et al. (2014) and
André et al. (2015). In the laboratory they determined the following
relative dielectric permittivity of nearly dry (1.4% moisture) organic
and organo-mineral horizons as follows: horizon Oi (almost un-
decomposed organic matter) ε=1.19, horizon Oe (slightly decom-
posed organic matter) ε=3.95, and Ah (organo-mineral horizon)
ε=10.3. In the field under more natural conditions of higher moisture
(volumetric water content 4.4% for Oi and 13.5–22.8% for Oe), they
detected values of ε=2.9 for Oi and ε=6.3 for Oe (André et al.,
2016). However, Winkelbauer et al. (2011) considered soil organic
horizon dielectric permittivity to be 40–60 in a natural state with
common soil moisture contents, suggesting that the soil moisture con-
ditions during GPR measurements are of enormous importance, as
proven, for example, by Zhang et al. (2014) and van Dam et al. (2002).
The latter study suggested that more measurements under different
moisture conditions can be compared to distinguish and characterize
individual horizons. Van Dam et al. (2002) observed a higher time
variability of the electromagnetic signal response in buried soil hor-
izons with higher organic matter contents compared to that for an
aeolian sandy material, which is consistent with the findings of Conyers
(2012), who was unable to detect a dry wooden object with a GPR, but
could detect the object when wetted. However, the boundaries of soil
layers with different water contents do not have to be identical with
those of diagnostic organic horizons boundaries (Winkelbauer et al.,
2011).

2.2.2.1. Full-waveform inversion. Apart from several previously
mentioned studies, there is an overall lack of studies that determine
the thicknesses of organic horizons using image processing approaches.
Recently, an organic horizons survey was performed using the full-wave
inversion method suggested by Lambot et al. (2004). André et al.
(2014) carried out a controlled experiment on a beech forest floor to
design various thicknesses of artificial Oi and Oe horizons. Using a
0.8–4 GHz wide-band off-ground antenna, they modelled the thickness
of organic horizons with an accuracy of 1 cm, which represented a 6%
relative measurement error in the Oi horizon thickness and an 11%
relative error in the Oe horizon thickness (André et al., 2014; André
et al., 2015). Application under natural conditions confirmed most of
their findings. However, the separation of Oi and Oe horizons was
difficult due to a small difference in dielectric permittivity (André et al.,
2016). The authors suggest performing the measurement after a rainy
period, when the less decomposed litter in the upper layer should be
drier compared to the slightly decomposed organic matter below.
Furthermore, they suggest estimating carbon storage in litter biomass
according to the soil organic matter bulk density determined from GPR
measurements using a correlation between the dielectric permittivity
and the bulk density. In addition, forest litter, especially leaf litter,
causes strong signal scattering, resulting in reduced clarity and higher

attenuation in the lower layers (André et al., 2015; Tanikawa et al.,
2016).

2.2.3. Survey of peatlands
The ability of soil organic matter to bind to water has been widely

used in GPR surveys of peats for several decades to estimate the depths
of peat bogs or, less successfully, to determine horizons that differ by
various levels of decomposition (e.g., Kettridge et al., 2008; Plado et al.,
2011; Sass et al., 2010). Surveys of peats are often complicated because
fieldwork in peats is difficult and sometimes has to be performed when
the peatland is frozen. The interpretation of results is made even more
difficult when there is snow cover (e.g., Plado et al., 2011; Proulx-
McInnis et al., 2013). Most studies have focused on high latitude
peatlands, and only a reduced number of studies have focused on
wetlands in warmer climates (e.g., Comas et al., 2015; William and
Comas, 2016).

The water content of a peat can reach 95% but depends on the
decomposition rate and plant species composition. As a result, the di-
electric permittivity of peats reaches 50–70. By contrast, the maximum
volumetric soil water content in mineral subsoils is commonly 30–40%,
creating a difference that makes the peat-mineral subsoil boundary
easily detectable (Slater and Reeve, 2002). However, the peat layer
stratigraphy remains a subject that requires additional research. In peat
strata, less decomposed peats are characterized by lower bulk densities
and higher porosities, and therefore, in a fully saturated peatland, a less
decomposed peat should have a higher moisture content and, conse-
quently, increased dielectric permittivity compared to that of a more
decomposed layer (Plado et al., 2011). However, peatlands are not al-
ways fully saturated; for example, Plado et al. (2011) detected a higher
electromagnetic signal intensity in a less decomposed peat layer but no
distinct boundary. Reflections correlating with peat horizons bound-
aries were detected by Kettridge et al. (2008) and Kettridge et al.
(2012), for example. However, they also observed reflections where no
horizon boundaries were present. Karuss and Berzins (2015) suggest
that only peat moisture content changes of at least 3% can cause re-
flections of GPR signals. Because reflections that did not correlate with
moisture changes were also detected by these authors, they argue that
all reflections cannot result from water content differences. However,
Laamrani et al. (2013) determined the thickness of a fibric horizon, and
Walter et al. (2016) identified the boundary between two types of peat
(Carex peat and brown-moss peat), which were characterized by dif-
ferent bulk densities and organic matter contents due to the existence of
different plant species.

Basic image processing is used to visualize peat – mineral soil
boundaries. Under favourable conditions, GPR signals can penetrate up
to 10m in a peat profile and provide stratigraphy data with an average
accuracy of 0.25m (Proulx-McInnis et al., 2013). The electromagnetic
wave propagation velocity is often determined via calibration using
manual probe data (Rosa et al., 2009) or the CMP method (Kettridge
et al., 2008; Sass et al., 2010; Comas et al., 2017), but rarely by re-
flection hyperbola analysis (Strack and Mierau, 2010). However, there
are uncertainties in the accuracies of both manual probe data and the
CMP method and hence in GPR measurements, as summarized by Parry
et al. (2014). Manual probes can hit artefacts in peat or penetrate to
underlying sediments, and the inaccuracy of the CMP method is caused
by the different dielectric permittivity values present in peat strata.
Most studies conclude that GPR measurements can aid peat surveys, but
they cannot be employed as an independent method and should be
combined with another geophysical method or manual probing (Proulx-
McInnis et al., 2013).

In view of the high signal attenuation rates in environments of high
dielectric permittivity and the significant depths of peats, 100–200MHz
antennas and, more rarely, higher frequency antennas of up to 400MHz
are commonly employed in surveys (Doolittle and Butnor, 2009;
Proulx-McInnis et al., 2013; Slater and Reeve, 2002; Völkel et al.,
2001). Similarly, as for dryland soils, GPR surveys are more successful
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in peats with sandy subsoils and are even more successful in acidic
peats lacking clays and exchangeable cations. The electrical con-
ductivity of clays can cause electromagnetic signal attenuation and can
be accentuated by a high cation content (Doolittle and Butnor, 2009;
Laamrani et al., 2013; Völkel et al., 2001).

2.2.3.1. Biogenic gases in peatlands. Studies have shown the potential
use of GPR to investigate biogenic gasses in peatlands, which can be
identified as areas from which electromagnetic waves scatter (e.g.,
Comas et al., 2005) or in which the electromagnetic wave velocity
changes (Strack and Mierau, 2010) and to monitor the seasonal
dynamics of biogenic gasses (Comas et al., 2008). An approach to
monitoring the release of gasses using the two-way travel time of the
electromagnetic signal reflected from the peat-subsoil boundary to
estimate the ratio of the solid, liquid and gas phases was also suggested
(Chen and Slater, 2015; Parsekian et al., 2012a). However, this method
requires the known dielectric permittivity for each phase and the peat
porosity (Chen and Slater, 2015). In addition, the size of the gas bubbles
can be estimated from the spectral analysis of received GPR signal, as
bubbles smaller than the wavelength cause scattering attenuation
(Terry and Slater, 2017).

2.3. Other applications in pedology

2.3.1. Soil salinity and soil texture
Soil salinity and clay content can be estimated by the same princi-

ples as underlying estimates of the soil moisture content. Soil salinity is,
in fact, determined by the salt content in pore water, which increases as
electrical conductivity increases. Thus, soil salinity can be estimated
using reflection coefficients and a reflection amplitude analysis. The
reflection amplitude is influenced by the electrical conductivity and
increases with salinity as well as the reflection coefficient (al Hagrey
and Müller, 2000). The different reflectivity of a soil with higher sali-
nity was observed during field measurements by Rejšek et al. (2015). In
addition, the authors used 3D modelling to estimate the depth of salt
percolation.

GPR was also used to estimate the clay content. Meadows et al.
(2006) used an early-time signal amplitude analysis in desert pave-
ments to estimate clay content based on the signal attenuation caused
by the electrical conductivity of clay. This approach was refined by
Benedetto and Tosti (2013) and Tosti et al. (2013). The reflection fre-
quency spectra were extracted using the Fourier transform. There is a
significant shift in the frequency peak towards lower frequencies with
an increased clay content (Fig. 8), as observed in a numerical study and
in an experiment performed under laboratory conditions (Benedetto
and Tosti, 2013).

2.3.2. Detection of tree roots
Studies have also shown the potential use of GPR to investigate tree

root biomass and tree roots architecture. These studies are mainly
conducted by forest ecologists and tree physiologists. The im-
plementation of root detection could improve surveys of soil strati-
graphy, where signal reflections by roots cause the soil horizons to be
less distinct. A below ground tree root system and its parameters, such
as the diameters of individual roots and root biomass, can be explored
using electromagnetic signal reflections analysis. Various techniques
and findings were briefly reviewed by Doolittle and Butnor (2009) and
in more detail by Guo et al. (2013a). The roots are identified by imaging
the radargram. The standard image processing techniques and filtering
mentioned in the previous sections are commonly supplemented by a
migration algorithm that is used to clarify roots' positions and para-
meters. Tree roots are commonly represented by hyperbolic reflections
on radargrams, and the migration used to facilitate their interpretation
tends to distort them. The locations of roots are then relatively evident,
but estimating their size, shape and volume is more complicated
(Doolittle and Butnor, 2009; Guo et al., 2013a). Cui et al. (2011) con-
cluded that an antenna operating at a frequency of 450MHz can detect
larger roots (over 2 cm in diameter), and by contrast, 1.5 GHz antennas
can detect roots that have diameters of 0.5 cm, but the feasible depth of
a measurement is only approximately 30 cm. Thinner roots are com-
monly not detectable even using 2 GHz antennas (Cui et al., 2011).
However, X. Liu et al. (2018) were able to detect fine roots of crops
using a 1.6 GHz antenna in agricultural land. Some studies state a rapid
change in detection accuracy between roots of< 1 cm in diameter and
those with diameters exceeding 1 cm (Borden et al., 2016; Hirano et al.,
2009). In general, the detectability of a root decreases as its diameter
decreases and its depth increases. Root surveys are hard or even im-
possible to perform in highly water-saturated or clayey soils, similar to
other GPR soil survey applications. In addition, identification of roots is
difficult in soils with many coarse fragments and in rough forest ter-
rains with herbaceous vegetation or fallen trees, which deteriorate the
antenna's contact with the surface (Doolittle and Butnor, 2009). Plant
litter also attenuates the signal (Tanikawa et al., 2016; Rodríguez-
Robles et al., 2017). Therefore, most studies have been carried out
under controlled experimental conditions in which sandy soils and fa-
vourable root orientations are used. The authors of these studies admit
that under field conditions in soils with many heterogeneities, the re-
sults would not be the same (Guo et al., 2013a).

2.3.2.1. Root system. Root systems are more evident when using 3D
image visualization, and surveys require detailed measurements on
small grids (Doolittle and Butnor, 2009). In the field, root distributions
have been reconstructed, for example, by Raz-Yaseef et al. (2013) in a
silt-loam textured soil in a Californian savannah with scattered trees; by
Freeland (2015) in an orange grove in Florida; by Borden et al. (2016),
who described the root system architecture of several tree species in a
sandy-loam textured Luvisol; by Tardío et al. (2016), who detected
coarse structural roots and finer root clusters using a 250MHz antenna
on a hill slope; and by Rodríguez-Robles et al. (2017) in a deciduous
forest employing GPR on simple transects instead of a 3D grid.

An automatic method to join root points in neighbouring transects
and to interpolate the 3D root system architecture using spline curve
smoothing was suggested and tested on a natural site by Wu et al.
(2014), and an algorithm for recognizing roots from reflection hy-
perbolas was developed by Li et al. (2016) using a randomized Hough
transform, with an accuracy of approximately 80%. The method en-
counters problems in when roots are oriented parallel to the GPR
measurements, when the distance between individual roots is too small,
or when there are soil heterogeneities that disturb reflection hyperbolas
and create clutter noise.

In general, the root orientation and distances between individual
roots significantly influence GPR measurements. Many studies have
found it difficult to detect roots oriented parallel to the measurements,
and it was shown by Tanikawa et al. (2013) that roots oriented at angles
between 45 and 135 degrees to the measurement direction were the

Fig. 8. Picture showing a shift in the frequency peak, with an increased clay
content, towards lower frequencies.
Modified from Benedetto and Tosti, 2013.
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best detected. If the distance between individual roots is too small, the
roots cannot be distinguished each from one another. For instance, it is
suggested that their distances should exceed 20 cm in the case of a
900MHz antenna (Hirano et al., 2009) or, more generally, for any
antenna 4.5 times the root diameter (Yeung et al., 2016). However, Zhu
et al. (2014) argue that clusters of fine roots are often indistinguishable
from clutter noise on radargrams because they are represented by si-
milar areas with a high signal reflection amplitude. Furthermore, if the
finer roots overly a coarse root, even the coarse root can hardly be
detected. In addition, the influence of the water content of roots cannot
be neglected since the detectability depends on the contrast in the di-
electric permittivity of the root and surrounding soil (Guo et al.,
2013b). Roots with less than a 20% water content cannot be detected by
GPR according to Hirano et al. (2009). The dielectric permittivity of
roots can increase from 4.5 for dry roots to over 22 in water saturated
roots (al Hagrey, 2007) and is a function of the root biomass density
and the water content. An empirical study of this relationship was
performed by Guo et al. (2013b).

2.3.2.2. Root biomass. The estimation of root diameter and biomass is
based on various indexes extracted from GPR data. A brief review of
most of these indexes was provided by Guo et al. (2013a). The
relationship of various indexes to root parameters was determined
using statistical regression. There are indexes based on the reflection
strength (e.g., pixels within threshold ranges), which are extracted from
GPR outputs after migration or application of Hilbert transformation
algorithms, and indexes based on the reflection waveform (e.g.,
amplitudes of reflected waves, high amplitude areas, time intervals
between two zero crossings) that is directly extracted from ordinarily
processed waveforms (Guo et al., 2013a; Rodríguez-Robles et al., 2017;
Simms et al., 2017). The disadvantage of reflection strength indexes is
that they are strongly influenced by signal attenuation and by the depth
of the measured object, which introduces confusion into the model
(Barton and Montagu, 2004). The waveform parameters, especially the
time interval between zero two crossings suggested by Barton and
Montagu (2004) and improved by Cui et al. (2011), are independent of
the signal attenuation. The relationship between the reflection
amplitude and the root diameter was explained by Hirano et al.
(2009) in a controlled experiment. The estimation of a root diameter,
based on the time interval between zero-crossings, was successfully
tested by Rodríguez-Robles et al. (2017) in the field with<15% error
in root diameter. Simms et al. (2017) and X. Liu et al. (2018) estimated
the root diameter based on the signal strength. X. Liu et al. (2018)
employed this approach to crops roots and, surprisingly, observed
better agreement between GPR measurements and core samples under
wet conditions and in clayey soils than in dry sandy soils. Most of the
indexes were tested by Zhu et al. (2014) at a natural study site, and they
suggested a new index – the magnitude width extracted from
waveforms. This new index reasonably characterizes the root
diameter, but is affected by the orientation of roots to the GPR
measurements - the angle of which is often unknown. However, Cui
et al. (2011) and Q. Liu et al. (2018) suggested a method to detect the
root orientation from the shape of the reflection hyperbola. Only one
index method - pixels within threshold range - is also applicable in 3D
GPR models (Zhu et al., 2014).

Root biomass can be determined from the GPR-estimated root vo-
lume in combination with the root bulk density determined from core
samples (e.g., Cui et al., 2011; Raz-Yaseef et al., 2013) or directly
through a GPR index-biomass relationship (e.g., Borden et al., 2014;
Stover et al., 2016). However, both approaches often neglect the bio-
mass of roots finer than 0.5 cm in diameter, which are hardly detectable
by GPR.

3. Conclusions

Under some conditions, a ground penetrating radar can successfully

aid soil surveys, provide a significant amount of data and allow soil
surfaces to remain undisturbed for future surveying. However, the
measurement and data treatment approaches and antenna frequencies
used in surveys must be chosen with respect to the exact survey purpose
and field conditions. Traditional approaches are based on image pro-
cessing of electromagnetic signals reflected at the boundaries of layers
with different electromagnetic properties. These approaches are tech-
nically relatively simple in terms of field measurements and data
treatments. However, the data processing and interpretations can be
quite subjective. These approaches have been applied relatively suc-
cessfully for a wide spectrum of tasks, but generally only under fa-
vourable conditions, which usually include sandy soils with a low CEC;
low numbers of other objects, such as stones or dead wood, in the soils;
and the absence of rough surfaces and hard overgrowing vegetation.
Under favourable conditions, GPRs can assist with estimates of soil
moisture, detecting soil stratigraphy in significantly layered soils, dis-
tinguishing organic and mineral horizons in peats, and detecting tree
root systems. Some specific approaches are more demanding in terms of
the data treatment required, but there have been some successes, even
under less ideal conditions, e.g., the ground wave approach or the wave
guide approach to soil moisture estimation. More complex techniques
using numerical modelling devised during recent years might have
more potential for success. However, there is still much work to be done
in this field. To date, the full-waveform inversion method (Lambot
et al., 2006, 2004) enables the detection of the widest spectrum of soil
parameters. This method has been successfully applied to estimate soil
moisture and detect and characterize soil organic horizons. However,
this method requires rather favourable conditions to deliver successful
results.
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Abstract 

The thicknesses of organic (O) and organomineral (A) horizons are essential parameters 

for estimating the soil organic carbon stock. They are usually measured at sampling 

points distributed randomly or regularly over a site, but due to high spatial variability of 

the soil horizons' thicknesses, the sampling should be dense enough to estimate the 

carbon stock precisely. Dense soil sampling is cost, time, and labour demanding. 

Therefore, some studies suggest that geophysical methods such as ground-penetrating 

radar (GPR) can assist with a more precise estimation of the organic and organomineral 

horizons thicknesses without digging soil pits. This study evaluates the accuracy of the 

organic and the organomineral horizons thicknesses repeatedly measured under 

different soil moisture conditions on two contrasting soil types: Dystric Cambisol and 

Arenic Podzosol, using GPR with 800 MHz antenna. The results proved this method to 

be promising; however, we could not distinguish the boundary between organic and 

organomineral horizons but only the O+A horizon/subsoil boundary. The thickness of 

O+A horizons was estimated with an error between 25 – 35% in the Dystric Cambisol 

site and 18 – 24% in the Arenic Podzol site. The results were more accurate under 

moister conditions for both soil types, but under drier conditions, deeper parts of 

irregular horizon boundaries were better distinguishable.  

Keywords: GPR, soil organic horizon thickness, soil stratigraphy, geophysical 

methods, soil moisture conditions  
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Introduction 

Soil organic matter is an important soil constituent because it controls vital 

functions of the soil, i. e., nutrients' supply (Hansson et al. 2013) or water retention 

capacity (Bens et al., 2007). Moreover, primarily thanks to the organic matter, soils 

provide vital ecosystem services (Adhikari and Hartemink, 2016), i.e. carbon 

sequestration, nutrient supply, water filtration and storage, and biomass production 

(Adhikari and Hartemink, 2016; Wiesmeier et al., 2019). The thicknesses of the organic 

and organomineral horizons are essential parameters for modelling of soil organic 

carbon stocks, especially in forest soils (e. g., Kristensen et al., 2015; Muukkonen et al., 

2009; Strand et al., 2016), because the models of soil organic carbon stock use the 

concept of equivalent soil mass (Ellert and Bettany, 1995): 

             

[1] 

where SOC is soil organic carbon stock [kg/m
2
], %C is organic carbon 

concentration in soil [kg/kg], BD is soil bulk density [kg/m
3
], and T is soil/soil horizon 

thickness [m]. 
 

The thickness of organic and organmineral horizons in temperate forest soils is 

more spatially variable than the carbon concentration and the bulk density, as follows 

from the data published by Chuman et al. (2021). Thus, it is worth sampling the 

thickness in more detail than the other two parameters. The thicknesses of the organic 

and organomineral horizons are usually measured at sampling points distributed 

randomly or in a regular grid and then spatially interpolated (e.g., Muukkonen et al. 

2009; Kristensen et al. 2015). However, due to the high spatial variability of the 

horizons' thicknesses  (e. g., Šamonil et al. 2011; Valtera et al. 2013; Zajícová and 

Chuman 2021), the precise estimation requires dense sampling, which is time, labour, 

and cost consuming. Several studies, e.g. Liu et al. (2016) or Zajícová and Chuman 

(2019), showed that ground-penetrating radar (GPR) could help with soil surveys to 

reduce the time costs of the fieldwork. The GPR has already been used for the organic 

and organomineral horizons' thicknesses determination, for example, by Winkelbauer et 

al. (2011), Li et al. (2015), Voronin and Savin (2018), and (Liu et al., 2021).  

GPR works on the principle of the penetration of electromagnetic waves and 

their reflections in a medium, soil, in the case of our study. The reflections emerge on 

boundaries with contrasting electromagnetic properties. The more significant difference 
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in electromagnetic properties on the boundary is, the more distinct is the reflection. The 

principle was explained in the review published by Zajícová and Chuman (2019) or 

Huisman et al. (2003). The dielectric permittivity is considered the dominant factor of 

electromagnetic waves propagation and it is usually expressed in values relative to the 

dielectric permittivity of a vacuum. The relative dielectric permittivity of most rocks is 

3 – 5, the relative dielectric permittivity of air is close to 1, which is the value in a 

vacuum, and the highest permittivity has water with values reaching 80-81 (Cassidy 

2009). This fact indicates that the water content directly impacts the dielectric 

permittivity of soils (Annan, 2009). However, Saarenketo (1998) found that soil water's 

permittivity differs according to the type of soil water, i.e. where it is stored in the soil. 

Dielectric permittivity of free water reaches the value of approximately 80, whereas 

permittivity of the hygroscopic water can be below 4 (Saarenketo, 1998). The 

permittivity of capillary water is somewhere between the value of the free water and the 

hygroscopic water  (Saarenketo, 1998). Nevertheless, the water content is supposed to 

influence the soil dielectric permittivity the most. Therefore, soil moisture estimation is 

the most frequent application of GPR in soil surveys (Zajícová and Chuman, 2019), 

applying a wide variety of approaches as reviewed, e.g., by Huisman et al. (2003), 

Slater and Comas (2009), Klotzsche et al. (2018), or Zajícová and Chuman (2019). 

Surveys of the soil stratigraphy using GPR assume that soil horizons differ in 

water content, thus in the dielectric permittivity. This fact should enable the detection of 

boundaries by GPR. Other factors determining soil dielectric permittivity also in its dry 

state are presence of calcite, dry mass density, related porosity, compaction (Salat and 

Junge, 2010), or soil organic matter content (Jonard et al., 2014; Lauer et al., 2010). The 

dielectric permittivity of dry undecomposed biomass was close to 1 and increased as 

biomass decomposition increased (André et al., 2015; Ardekani et al., 2014; Jonard et 

al., 2014).  

In general, to be distinguished by GPR, soil horizons should differ in the 

proportion of three phases (solid: mineral and organic material, liquid: soil water, and 

gaseous: soil air) with the soil water to be of particular importance during GPR surveys 

of soil stratigraphy. Van Dam et al. (2002), Zhang et al. (2014), and Curioni et al. 

(2017) concluded that the higher moistures induce more significant differences in the 

dielectric permittivity between soil horizons and in consequence, higher moistures allow 

better distinction of individual horizons. However,  Zhang et al. (2014) showed that the 

clear reflections representing horizon boundaries under wet conditions could be 



4 
 

disrupted by tree roots, which formed a preferential path for water infiltration along 

with the roots. Therefore, Van Dam et al. (2002) suggested that more measurements 

under different moisture conditions can help distinguish and characterise individual 

horizons better.  

Hence, this study aims to estimate the soil organic and organomineral horizons 

thicknesses using GPR with 800 MHz antenna at two study sites with contrasting soil 

types: Dystric Cambisol and Arenic Podzols, and to evaluate the effect of soil moisture 

on the accuracy of the horizons' thicknesses determination. The aim is also to find the 

optimum moisture conditions for GPR measurements. The same antenna frequency as 

Winkelbauer et al. (2011) used in their study of mountainous karst in central Europe 

was chosen for this study in the temperate forest of central Europe because we expected 

similar thicknesses of organic and organomineral horizons. 

Materials and Methods 

Data collection 

GPR data were collected using a shielded bistatic antenna system–type Ramac by 

MALÅ Geosciences (Sweden) with an 800 MHz antenna and equipped with a wheel-

odometer. Signal response (hereinafter in the text "trace") was recorded every 0.75 cm 

with a time resolution of 0.12 ns. GPR surveys were repeatedly run on the same 

transects on two study sites with contrasting soil types, Dystric Cambisol site and 

Arenic Podzosol site, under different moisture conditions. The transects were chosen 

short, with the length of several meters, which allowed us to study them in more detail. 

In order to performe the time-depth conversion of the GPR data, the dielectric 

permittivity of the soil was measured simultaneously within the GPR survey using GS3 

Soil moisture device by Decagon, which works on the capacitance principle. The 

dielectric permittivity was measured at each distinguished horizon separately at least 

every meter, along with the profile transects dug to validate the GPR measurements. If 

the individual soil horizons were not distinguished at the site, compound soil horizons 

were documented. Compound soil horizons were Oi+Oe and Oa+Ah in the Dystric 

Cambisol site and Oi+Oe+Oa in the Arenic Podzol site. The soil profile transects were 

not exactly overlapping with the GPR transects. However, these were dug parallel 

approximately 20-30 cm apart in order for the GPR transects to stay undisturbed for the 

following surveys. The actual horizon depth and stratigraphy along the dug transects of 
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each horizon or compound soil horizons were documented. Depth of soil horizons, the 

position of stones (with >5 cm in diameter) and tree roots (with >2cm in diameter) were 

recorded every 20 cm along the uncovered soil transect at the Dystric Cambisol site and 

every 10 cm at the Arenic Podzol site. Positions of the horizon depth measurements 

along the uncovered soil profile transects are referred to as checkpoints from now on in 

the text.  

Study sites 

Study site 1 – Cambisol on acid metamorphic rocks 

The Dystric Cambisol survey site was located in a managed Norway spruce 

forest where the ground vegetation was almost absent except for several small patches 

covered by mosses. The GPR transect was 5.6 m long, and parallel to it the verification 

soil profile was dug to a depth of 25 cm (Fig. 1). The bedrock of the area is formed by 

metamorphic rock (paragneiss) of low alkalinity (Chuman et al., 2014). The soil is 

sandy but with a substantial content of silt (Tab. 1), and it is classified as loam/sandy 

loam according to the USDA classification.  

The GPR data were collected during five surveys: twice in August 2015 (firstly 

under natural conditions and secondly after manual irrigation by using 10 litres of water 

added to the whole transect), in December 2015, in April 2016, and in August 2016. 

The survey in August 2015 was performed at the end of a dry summer when the sum of 

precipitation of the three months preceding the survey was about 140 mm, including 17 

mm that precipitated during two weeks before the survey. The average temperature of 

the summer season in 2015 was 15°C (CHMI, 2020). The survey in December 2015 

was performed at the beginning of a winter season after the first thin snow cover had 

melted. We expected the soil to be thoroughly wetted at this time. The sum of 

precipitation of the two weeks preceding the survey was 11 mm, the mean daily 

temperature was 2°C, and the evapotranspiration was low. The survey in April 2016 

was performed after snow melting. Again, the soil profile was expected to be 

thoroughly wetted. The snow cover lasted from the beginning of January till the end of 

March in that year, and it was slowly melting down. The survey was performed a day 

after the snow had melted down completely. The survey in August 2016 was performed 

at the end of summer with heavy episodic rains. During the two weeks preceding the 

survey, there were several heavy rain showers with almost 80 mm in total (CHMI, 

2020).  
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Fig. 1 Uncovered soil transect at the Dystric Cambisol site dug for verification 

Table 1 Average values of selected soil physical characteristics for horizons in the Dystric 

Cambisol site 

Horizon 

Soil texture 

dry soil bulk 
density [g/cm

3
] 

porosity 
[%] 

coarse sand     
2.0 – 0.25 mm 

[%] 

fine sand 
0.25 – 0.05   

mm [%] 

coarse silt 
0.05 – 0.01 

mm [%] 

fine silt  
0.01 – 

0.002 mm 
[%] 

clay 
under 0.002 mm 

[%] 

O - - - - - 0.15 90 

Ah 22 25 32 11 10 0.58 75 

Bv 36 24 21 11 8 0.93 63 

The soil texture was determined by the hydrometer method (ISO 11277, 2009). The bulk density 

was determined by weighting all soil excavated within a 10 x 10 cm reference frame by horizons 

(organic horizon O, organomineral horizon Ah, and the underlying horizon Bv separately). The 

thickness of each horizon within the reference frame was measured. The values represent the 

average values of 3 samples taken along the transect. 

Table 2 Water retention characteristics and relative dielectric permittivity for horizons in 

the Dystric Cambisol site 

  saturation field capacity 
permanent wilting 

point 
dried at 
105°C 

Horizon 
VWC 

[cm
3
/cm

3
] ɛr [-] 

VWC 
[cm

3
/cm

3
] ɛr [-] 

VWC 
[cm

3
/cm

3
] ɛr [-] ɛr [-] 

Oi+Oe+Oa+Ah 0.72  41.5 0.34 10.8 0.29 7 1.7 

Bv 0.64 28.3 0.25 7.8 0.16 4.9 2.4 

Soil samples were taken into cylinders of 16.5 cm in diameter and 5 cm high. The volumetric 

water content (VWC) was measured in the laboratory using the pressure plate extractor method 

(ISO 11274, 2009)  at full saturation (suction 0 kPa), field capacity (33 kPa) and below 

permanent wilting point (1550 kPa). Soil relative dielectric permittivity (ɛr) was measured 
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simultaneously using Decagon GS3 soil moisture device (Decagon Devices, Inc., 2014). The 

analysis was performed in cooperation with Research Institute for Soil and Water Conservation. 

The values represent the average values of 3 samples taken along the transect. 

Study site 2 – Arenic Podzol on sandstone 

The Arenic Podzol study site was surveyed next to a 2.5 m long already uncovered 

profile in an old sandpit in a pine forest with sparse grass and mosses in the understory 

(Fig. 2). This site was measured three times, in  May 2017, June 2018, and August 

2018. The soil is sandy (Table 3) with low retention capacity (Table 4), and according 

to its particle size distribution, it is classified as sand (USDA classification). Compared 

to the Dystric Cambisol site, the site's climate is arider. The first survey was performed 

in May 2017. It was in spring with occasional light precipitation. The sum of 

precipitation of the month preceding the survey was 50 mm, out of which 14 mm 

precipitated during two weeks and 2 mm during two days preceding the survey  (CHMI, 

2020). The mean monthly temperature of the spring in 2017 was 7.5 °C. The survey in 

June 2018 was performed at the end of a relatively hot and dry spring. The average 

temperature of the spring in 2018 was 15°C. During one month preceding the survey, 

the average daily temperature was 19°C, and during the last two weeks, it was 21°C. 

Precipitation was relatively scarce. During the month preceding the survey, there was 

no precipitation. The precipitation of 41 mm came three days before the survey. The 

survey in August 2018 was performed during an exceptionally dry and hot summer 

when the total amount of precipitation since the survey in June was only 34 mm. The 

average temperature for the period since the survey in June was 20°C and in the last 

month even 25°C (CHMI, 2020).  

 

Fig. 2 Uncovered soil profile in the Arenic Podzol site  
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Table 3 Average values of selected soil physical characteristics for horizons in the Arenic 

Podzol site 

Horizon 

Soil texture 

dry soil bulk 

density 

[g/cm3] 

porosity 

[%] 

coarse sand     

2.0 - 0.25 

mm [%] 

fine sand 

0.25 - 0.05   

mm [%] 

coarse silt 

0.05 - 0.01 

mm [%] 

fine silt 

0.01 - 

0.002 mm 

[%] 

clay 

under 0.002 

mm [%] 

Ah 51 39 4 6 0 1.1 56 

Ev 38 56 2 4 0 1.48 42 

Bs 49 45 0 6 0 1.43 45 

The soil texture was analysed by the hydrometer method (ISO 11277, 2009). The bulk density 

of the organomineral A, eluvial E and spodic Bs horizons was determined separately by 

weighing the oven-dry (105°C )  soil samples in metal cylinders (10cm3). The values represent 

the average values of 3 samples taken along the transect.  

Table 4 Water retention characteristics and relative dielectric permittivity for horizons in 

the Arenic Podzol site 

  saturation field capacity 
permanent wilting 

point 
dried at 
105°C 

Horizon 
VWC 

[cm3/cm3] ɛr [-] 
VWC 

[cm3/cm3] ɛr [-] 
VWC 

[cm3/cm3] ɛr [-] ɛr [-] 

Ah 0.43 18.1 0.11 5.3 0.08 4.2 3.0 

E 0.43 16.5 0.07 4.6 0.05 3.4 2.9 

B 0.34 14.1 0.07 4.4 0.05 3.4 3.0 

Soil samples were taken into cylinders of 16.5 cm in diameter and 5 cm high. The volumetric 

water content (VWC) was measured in the laboratory using the pressure plate extractor method 

(ISO 11274, 2009)  at full saturation  (suction 0 kPa), field capacity (33 kPa) and below 

permanent wilting point (1550 kPa). Soil relative dielectric permittivity (ɛr) was measured 

simultaneously using Decagon GS3 soil moisture device (Decagon Devices, Inc., 2014). The 

analysis was performed in cooperation with Research Institute for Soil and Water Conservation. 

The values represent the average values of 3 samples taken along the transect. 

GPR Data processing using one-dimensional analysis  

We decided to work with raw GPR data to recognise better individual reflections of the 

GPR signal (electromagnetic waves) and their oscillations in 1D analysis. The thickness 

of the organic and organomineral horizons was estimated from the measured GPR data 

using the two-way travel time of the GPR signal between the soil surface and the 
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horizon's lower boundary. We considered the first reflection peak of the signal, more 

specifically the maximum of the second positive amplitude of the trace, to be the soil 

surface (Fig. 3a), similarly as Bristow and Jol (2003) and Winkelbauer et al. (2011) did, 

and the next significant reflection of the signal response to be the lower boundary of the 

uppermost horizon. The time of the reflection was recorded as the arrival time of the 

maximum of the highest positive amplitude of the oscillations composing the individual 

reflection because the further oscillations are often less distinct due to increasing depth 

or because of the so-called composite reflections. The composite reflections arise from 

reflections from near objects. The peak of the highest positive amplitude of the surface 

reflection can also be a part of a composite reflection. Here, the composite reflections 

arise from accidental reflections from objects on the surface, antenna jumping, or from 

an underground object (stone, root) near the surface. In these cases, the highest 

amplitude was considered the desired part of the surface reflection (Fig. 3b, 3c). Even 

though, we could miss some information in the case of a subsurface object, we could 

not distinguish these cases at this stage. The first significant oscillation was considered 

as the surface reflection even in instances where this non-compound reflection was 

somewhat smaller (Fig. 3d).  

The other rules, how we interpreted the GPR data, included:  

 If the reflection of the lower boundary of the organic/organo-mineral horizon 

was a part of a composite reflection, the maximum of the highest oscillation was 

considered as the reflection on the boundary.  

 If the dielectric permittivity of the soil in the upper horizon was found to be 

lower than that in the lower horizon, the phase of the signal was probably 

inversed, and so the largest negative amplitude of the wavelet was used instead 

of the positive amplitude for characterisation of the boundary.  

The depth of the eluvial (Ev) horizon at the Arenic Podzol study site was 

estimated using the same method. However, the lower boundary of this horizon is often 

not right the following reflection after the determined organomineral Ah lower 

boundary, because there could be layers differing in physical characteristics in the upper 

horizon or there could also be reflections from the upper horizon lower boundary beside 

the GPR actual position. There were no stones at this site, and tree roots were also 

scarce. We distinguished the E horizon lower boundary by the most significant 
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amplitude of the part of a trace after the considered uppermost horizon lower boundary 

(Fig. 4).   

 
Fig. 3 Signal response from the soil in four practical situations: a clear reflection from the soil 

surface (3a), composite reflection from soil surface arising from accidental reflections from 

surface objects, antenna jumping, or an underground object near the surface (3b, 3c), and 

composite reflection from the soil surface and a distinct subsurface object (3d); red arrow 

indicates  the amplitudes considered as the soil surface. 

 

Fig. 4 Signal response from the soil with marked uppermost horizon lower boundary (dotted 

arrow) and E horizon lower boundary (black arrow) 
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The time-depth conversion was made for each trace using the velocity of 

electromagnetic waves calculated from the dielectric permittivity of the soil measured 

during the survey (Reppert et al., 2000),  

  
 

   
 

[2] 

where "v" is the velocity of electromagnetic waves of a horizon/compound horizons 

[m/s], "c" is the electromagnetic wave velocity in a vacuum [m/s], ɛr is soil relative 

dielectric permittivity of a horizon/compound horizons [-].    

An average value of the dielectric permittivities recorded during a particular 

survey was used for the velocity calculation. The average value is a mean of the 

measured dielectric permittivity in a horizon weighted by the horizon thickness in case 

of an estimation of the thickness of compound horizons, e. g. Oi+Oe+Of+Ah for Ah 

lower boundary at the Dystric Cambisol site and Ah+Ev for the Ev lower boundary at 

the Arenic Podzol site. The calculation of the average value of dielectric permittivity 

originates in the mathematical expression of average velocity equal to the total distance 

within total time. The second prerequisite is that the dielectric permittivity is a 

parameter controlling the velocity of electromagnetic waves. The final formula of the 

average dielectric permittivity is specified in Equation [3].  

    
      

 
   

   
   

 

 

 

[3] 

where ɛr is the average relative dielectric permittivity of soil in a horizon/compound 

horizons [-], "h" is a number of horizons in case of compound horizons, "m" is a mean 

value of the thickness of a horizon calculated using the values at checkpoints [m], ɛrm is 

a mean value of relative dielectric permittivity of soil horizon [-].   

The differences between the mean values of soil dielectric permittivity in the 

upper and lower horizons indicate the GPR signal phase. The thickness of a horizon or 

compound horizon was estimated at points of all recorded GPR traces along the transect 

(i.e., every 0.75 cm). The thickness of a horizon or compound horizons at a point of the 

trace was determined as a mean value of the thicknesses calculated from 15 
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neighbouring traces (the trace at the point and seven preceding and seven following 

traces at each side along the transect). This approach should eliminate accidental 

reflections, reflections from small objects, or local measurement' or processing' errors. 

The determined point thicknesses were used for a detailed reconstruction of the studied 

soil horizons thicknesses along the survey transect.     

Evaluation of errors in the estimated thickness/depth of a horizon  

Firstly, the horizon thicknesses recorded manually at checkpoints along the survey 

transect were compared with the estimation of the thicknesses determined from the GPR 

data. The error of the horizon or the compound horizons thickness was expressed at 

each checkpoint in percentage, and the mean error was calculated. For even better 

comparison, scatter plots with the coefficient of the determinations R
2
 were created. 

However, it was impossible to create a scatter plot for each horizon and each survey 

condition separately due to the low number of points. In addition, the range of values 

was not wide enough. For these reasons, the data from both study sites, both studied 

horizons, and from different survey conditions were processed together. The depths 

exceeding 50 cm that represented deep tongues of Ev horizon were excluded due to the 

low number of points. Finally, three plots were constructed: (i) all moisture conditions, 

(ii) wetter conditions, including Arenic Podzol site surveyed in May 2017 together with 

Dystric Cambisol site surveyed in April 2016 and August 2016, and (iii) drier 

conditions including Arenic Podzol site surveyed in June 2018 and August 2018 

together with Dystric Cambisol site surveyed in August 2015 and August 2015 after 

irrigation. The survey performed in December 2015 at the Dystric Cambisol site was 

included only in the scatter plot of all moisture conditions. It was excluded from the 

other two scatter plots because of medium soil moisture values.  

In addition, we estimated mean horizon thicknesses at the whole transects and 

their sections. The soil organic carbon stock model [Eq. 1] requires information on 

organic carbon concentration in soil and soil bulk density, apart from soil thickness. 

Since these two parameters are sampled in the field but then analysed in the laboratory, 

they cannot be measured at every point. As a consequence, the thickness could be the 

most detailed parameter used in the model. The thickness could be expressed as a mean 

value for each section/landscape unit with available carbon concentration and bulk 

density data. For illustration, we estimated mean thicknesses at the whole measured 

transects and at one-meter long sections of the transects. The sections were created from 
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the start of the transect, and the last part of the transect shorter than 1 m was excluded. 

We compared the estimated mean thicknesses to mean thicknesses calculated from the 

values measured manually at the checkpoints.     

Results 

The most remarkable difference between soil horizons (compound horizons 

Oi+Oe and Oa+Ah) in dielectric permittivity at the Dystric Cambisol site was found 

during the survey under the driest conditions in August 2015, and then under the moist 

conditions after the snow melted down in April 2016. For the other surveys, the 

permittivity of these soil horizons (compound horizons) was very similar. The 

difference in soil dielectric permittivity between the compound horizons Of+Ah and 

horizon Bv was relatively low, despite varying precipitation before the surveys.      

Table 5  Soil moisture conditions and corresponding relative dielectric permittivity of the 

horizons/compound horizons during the respective surveys in the Dystric Cambisol site  

 
Oi+Oe Oa+Ah Bv 

O+Ah weighted 
average 

mean horizon 
depth [cm] 9.9 2.9 not measured 

  

survey ɛr [-] VWC [%] ɛr [-] VWC [%] ɛr [-] VWC [%] ɛr [-] 

EM wave 
velocity 
[m/ns] 

August_15 6.0 19.5 8.5 25 9.5 21 6.6 0.117 

August_15i 8 25 8.5 25 9.5 21 8.1 0.105 

December_15 8.5 30 9.0 25 9.5 21 8.6 0.102 

April_16 9 26 11.5 30 12 25 9.6 0.097 

August_16 11.5 30 11.5 30 12.5 27 11.5 0.088 

ɛr is relative dielectric permittivity measured at the field, VWC is the volumetric water content 

of the soil shown here for completeness and illustration and calculated from ɛr using relations 

provided by Decagon Devices, Inc. (2014). VWC in O and Ah horizon is calculated according to 

ɛr –VWC relation designed for organic soils
1
, VWC in Bv according to ɛr –VWC relation for 

mineral soils
2
 (Decagon Devices, Inc., 2014). 

1                               

2                                                              

   At the Arenic Podzol site, the soil permittivity and its difference between the 

horizons/compound horizons were the highest in May 2017 (organic horizon "O" was 

not considered because its thickness did not exceed 1 cm) and decreased during dry 

summer in 2018. In August 2018, soil permittivities in the Ah and Ev horizons were 
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similar (Table 6). Due to the spodic Bhs horizon compactness, it was not possible to 

measure soil dielectric permittivity there using the Decagon GS3 soil moisture device. 

However, it was supposed to be the highest of all horizons because of the expected high 

concentration of the Fe-Al oxyhydroxides, which this diagnostic horizon commonly 

contains (IUSS Working Group WRB, 2015).   

 Table 6 Arenic Podzol Study site - Soil moisture conditions and corresponding relative 

dielectric permittivity of the horizons/compound horizons during the respective surveys in 

the Arenic Podzol site  

  O Ah Ev 
O+Ah weighted 

average 
O+Ah+Ev weighted 

average 
mean 

horizon 
depth [cm] 1 17.5 21     

survey ɛr [-] VWC [%] ɛr [-] 

VWC 
[%] ɛr [-] 

VWC 
[%] ɛr [-] 

EM wave 
velocity 
[m/ns] ɛr [-] 

EM wave 
velocity 
[m/ns] 

May _17 10 27.5 10 22 7 14.5 10 0.095 8.4 0.103 

June_18 2.5 10 4 6 3.5 4 3.9 0.152 3.7 0.156 
August_18 1.2 1 2.8 < 1 2.8 < 1 2.71 0.182 2.76 0.181 

ɛr is the relative dielectric permittivity measured at the field, VWC is the volumetric water 

content of the soil shown here just for completeness and illustration and calculated from ɛr using 

relations provided by Decagon Devices, Inc. (2014). VWC in O horizon is calculated according 

to ɛr –VWC relation designed for organic soils
1
, VWC in Ah and Ev according to ɛr –VWC 

relation for mineral soils
2
 (Decagon Devices, Inc., 2014). 

1                               

2                                                              

      

Fig. 5  Reconstruction of the soil horizons depths along the studied transect  in the Dystric 

Cambisol site based on the manual field measurements at the checkpoints 

At the end of the profile, many smaller tree roots are dispersed at a depth of between 5 and 15 cm. 
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Fig. 6 The estimation of the O+Ah horizons' depth at the Dystric Cambisol site based on the 

GPR measurements at different times: August 2015 and August 2015 with irrigation (a), 

December 2015, April 2016 and August 2016 (b) and the mean value of all surveys (c). 

At the Dystric Cambisol site, the boundary between compound Oi+Oe and 

Of+Ah horizons was not detected under either soil moisture conditions, probably due to 

the low thickness of the Ah horizon (Fig. 5). The first recorded reflection of the GPR 

signal mainly corresponded to Ah/Bv horizons boundary. The estimation error of the 

organic horizons thickness at the checkpoints was found to be the lowest under the 
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moistest conditions in August 2016 (Table 7). The organic horizons' thickness errors 

vary between 25% and 35% (Table 7). The estimation errors in the mean thicknesses 

were even lower between 8% and 23% (Table 8) at one-meter long sections and 

between 3% and 9% for the whole transect. However, the error was the lowest under the 

driest conditions in August 2015. This is opposite to the average error at the 

checkpoints. The thickness distribution constructed as a mean of all measurements 

(from now on in text "mean curve") visually corresponds better with the field 

verification, but the estimation errors are significantly lower (Table 7, 8). The 

interpretation of the measured data and field verification also shows that some objects in 

the soil profile are displayed next to their actual position. Next, some objects detected in 

the data were not observed in the field (Fig. 6). This causes an increase in the errors 

observed at the checkpoints. Especially irregular horizon boundary and deep penetration 

of horizon tongues cause some difficulties in the interpretation. This is because the 

signal is not emitted just below the GPR device, but it spreads rather like a cone, and the 

signal reflects not only from objects vertically right under the device but also from 

objects to the four sides.  

In most cases, tongues rich in soil organic matter or dead wood were indicated 

(Fig. 6a,b,c). There is an exception of a tongue at the end of the transect where some 

tree roots in Oi+Oe horizons were documented. They probably reflected the GPR signal 

and were interpreted as the first distinguished horizon boundary. However, an indication 

of the beginning of the tongue is noticeable. It is evident from comparing the mean 

curve from all measurements at the site and the thickness distribution based on the 

verification profile (Fig. 6c). In dry conditions (in August 2015), signal reflections were 

probably strongest from sides of the tongues filled with deadwood when the GPR was 

approaching or moving away. Consequently, the tongues appear wider at the GPR data-

based thickness distribution. These tongues were displayed the best in the moistest 

conditions (August 2016 and April 2016). Similarly, signal reflection from a side of a 

tongue not recorded in the verification transect can appear in the GPR data-based output 

(Fig. 6b).  
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Table 7 Descriptive statistics of the error of O+Ah thickness at the checkpoints at the 

Dystric Cambisol site under different soil moisture conditions 

  N mean median min. max. 

August_15 29 31.4% 25.4% 1.8% 137.7% 

August_15i 29 25.6% 21.9% 0.6% 83.8% 

December_15 29 34.6% 30.1% 2.1% 118.9% 

April_16 29 31.1% 21.5% 2.0% 91.4% 

August_16 29 27.6% 15.8% 0.4% 113.4% 

mean curve 29 28.6% 26.1% 2.2% 108.4% 

N is the number of the points 

Table 8 Average error of O+Ah mean thicknesses at the Dystric Cambisol site under 

different soil moisture conditions  

mean thickness 
errors [%]        

  length of transect sections 

  1 m whole transect 

  mean std   

August_15 8.5% 5.3% 3.1% 

August_15i 12.5% 12.3% 5.8% 

December_15 12.0% 6.7% 5.8% 

April_16 19.3% 14.6% 6.2% 

August_16 23.0% 12.6% 8.2% 

mean curve 17.4% 12.3% 3.5% 

number of points 
measured at a 
section       

verification 6 29 

GPR 133 743 

 

 

Fig. 7 Reconstruction of the studied soil profile at the Arenic Podzol site based on the 

verification at the checking points 
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Fig. 8 The estimation of the horizons' depth at the Arenic Podzol site based on the GPR 

measurements: Ah horizon (a), Ah horizon processed with the phase inversion in June 2018 

and August 2018 in a part of the line (b), E horizon (c) 

At the Arenic Podzol site, organic horizons were found to be less than 1 cm thick. 

Thus, we estimated the thickness of O+Ah horizons together. No stones or big tree roots 

were present in the uncovered verification profile at the locality (Fig. 7). The errors in 

estimating O+Ah horizons were lower at this locality than at the Cambisol site (Table 9), 
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and the GPR derived boundaries corresponded better to the reconstruction made from the 

checkpoints (Fig. 8). Generally, at the first 120 cm of the transect length, the Ah/Ev 

boundary is the most clearly displayed during the moistest conditions in May 2017 (Fig. 

8a), exhibiting the lowest thickness error (Table 9). The remaining length of the transect 

shows distinct reflections from uncovered objects or microsites with higher soil moisture 

(Fig. 8a).  

During the driest conditions (in August 2018), the Ah/Ev boundary at the first 120 

cm of the verification profile transect did not correspond with the GPR data (Fig. 8a). 

However, it was corrected when we supposed that the GPR signal phase was inversed 

during the reflection and applied this inversion to the signal (Fig. 8b). It indicates that 

the soil permittivity was higher in the Ah horizon than in the eluvial Ev horizon in this 

part of the soil profile transect. However, there was only a slight difference in the soil 

permittivity between the Ah and Ev horizons during the field measurements (Table 6). 

This phenomenon was observed in June 2018 as well. The GPR outputs of the surveys 

in June 2018 and August 2018, where we assumed that the signal phase was inversed at 

the part of the profile transect, show lower measurement errors, even lower than the 

output of May 2017 (Table 9). However, the ranges of measurements' errors are not 

large. The Ah horizon thickness differences (error) between soil profile transect and 

GPR data at checkpoints vary between 18% and 24%, but only up to 12% for estimating 

the mean thicknesses at all section lengths. The lowest error of the mean thickness was 

found under the driest conditions, similarly to at the Dystric Cambisol site. The mean 

curve improves the estimations but not substantially (Table 9, 10).  

The Ev horizon depth estimation is satisfying (Fig. 8c). The tongues are slightly 

shifted compared to the uncovered transect, and there appears to be a tongue 80 cm 

from the beginning of the transect, which was not uncovered (in June 2018 and August 

2018). In the driest conditions (in August 2018), the tongues of Ev horizons were 

probably detected from their outer side when the GPR device was approaching and 

when it was moving away. They are displayed wider at the output, similar to the 

Cambisol site's organic tongues. This phenomenon causes a big difference (error) in the 

Ev horizon's depth between soil profile transect and GPR data at the checkpoints and in 

estimating the O+Ah+Ev mean thickness in August 2018 (Table 11). The mean 

thicknesses estimation error was the highest during the moistest conditions in May 

2017, where the tongues were only weakly detectable (Table 12, Fig. 8a).   
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Table 9 Descriptive statistics of the error of O+Ah thickness at checkpoints at the Arenic 

Podzol site under different soil moisture conditions 

  N mean median min. max. 

May_17 25 18.2% 9.3% 0.2% 137.0% 

June_18 25 18.1% 15.1% 0.5% 52.2% 

August_18 25 23.5% 16.5% 3.2% 115.2% 

mean curve 25 16.8% 9.4% 1.4% 98.2% 

June_18b 25 16.0% 11.7% 0.5% 52.2% 

August_18b 25 16.4% 10.6% 0.3% 81.7% 

mean curve_b 25 14.8% 7.0% 0.1% 87.0% 

N is the number of the points; b- phase inversion is supposed to happen in a part of soil profile 

transect (the part interpreted during data processing)  

Table 10 Average error of O+Ah mean thicknesses at the Arenic Podzol site under 

different soil moisture conditions  

mean 
thickness 
errors [%]        
  length of transect sections 
  1 m whole transect 

  mean std   

May_17 6.2% 3.6% 7.5% 

June_18 12.8% 0.5% 0.2% 

August_18 7.6% 3.9% 3.1% 

mean curve 7.1% 6.2% 5.0% 

June_18b 7.0% 1.3% 2.6% 

August_18b 7.6% 1.5% 1.5% 

mean curve_b 7.3% 3.8% 3.6% 

number of 
points 
measured at a 
section       
verification 11 25 
GPR 133 317 

b- phase inversion is supposed to happen in a part of soil profile transect (the part interpreted 

during data processing) 

Table 11 Descriptive statistics of the error of E horizon thickness at checkpoints at the 

Arenic Podzol site under different soil moisture conditions 

  N mean median min. max. 

May_17 25 19.3% 15.9% 1.7% 55.3% 

June_18 25 32.5% 27.7% 1.7% 84.2% 

August_18 25 35.1% 26.6% 1.4% 84.7% 

mean curve 25 23.5% 16.5% 4.1% 55.7% 

N is the number of the points 
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Table 12 Average errors of O+Ah+Ev mean thicknesses at the Arenic Podzol site under 

different soil moisture conditions  

mean thickness errors [%]        
  length of transect sections 
  1 m whole transect 
  mean std mean 

May_17 13.1% 12.0% 10.3% 

June_18 5.7% 1.9% 1.7% 

August_18 8.6% 5.1% 5.9% 

mean curve 9.1% 2.9% 0.9% 

number of points 
measured at a section       

verification 11 25 
GPR 133 317 

 

 

Fig.  9  The comparison of the thickness values measured manually with the thickness values 

estimated by GPR under all moisture conditions (a), in moist conditions (b), in dry conditions (c)  
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The comparison of all thicknesses estimated using GPR with the thicknesses 

measured manually at checkpoints (Fig. 9.) showed similar trends as those described 

above for the estimation errors at the checkpoints. The coefficient of determination (R
2
) 

is about 0.6, with slightly better results under wetter conditions (Fig. 9b). The scatter 

plots (Fig. 9) show an offset at the depth of 0 m. It is because we were not able to 

identify the cases where organic and organomineral horizons were missing due to a 

stone near the surface. We considered the first big reflection as the surface and the 

following significant reflection as the organomineral horizon lower boundary at all 

times.   

Discussion 

Doolittle and Butnor (2009) reported in the review on soil stratigraphy using 

GPR that the mean measurement errors in estimated depths of argic, spodic, placic, R, 

or C horizon were between 2 and 40 %. Afshar et al. (2017) estimated the depth of 

cemented petrosalic horizon with an average error of 23%. In our study, the thickness of 

combined organic and organomineral horizons was estimated with 25 – 35% mean 

measurement error at the Cambisol site (for 50 % of the checkpoints the error was 

below 16 – 30 %), and with 16 – 24 % mean measurement error at the Arenic Podzol 

site (for 50 % of the checkpoints the error was below 10 – 17 %) (Table 7, 9). The fact 

that some edges and forms are slightly shifted on the GPR output relative to their 

documented position would be partly responsible for the measurement error. This 

occurs because the GPR signal is not emitted just below the GPR device but spreads 

rather like a cone and reflects from objects vertically right under the device and from 

objects to the sides in four directions. Therefore, the objects could be detected before or 

after the GPR passed over them as well as if these objects continue aside the transect. 

Moreover, during the survey, the GPR did not pass precisely over the excavated transect 

but adjacent to it. 

In addition, soil moisture and in consequence soil dielectric permittivity is 

highly spatially variable (e. g., Gallardo 2003). It could differ in such a level that it 

deforms reflection hyperbolas in the 2D GPR radargrams (e. g., Igel 2008). For 

calculating electromagnetic signal velocity, we used the average soil dielectric 

permittivity at the study site at the time of each survey. Therefore, it is likely that some 

inaccuracy in estimating the thicknesses is caused by the spatial variability of the soil 
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dielectric permittivity. Determination of the dielectric permittivity at every point of the 

transect using GPR directly is not possible without using a multi-channel GPR system. 

As an alternative, the permittivity of organic horizons could be measured more precisely 

over the transect by the GPR ground waves approach as these layers can act as guided 

waves under certain moisture conditions (Strobbia and Cassiani, 2007; van der Kruk et 

al., 2006). Another approach could encompass the analysis of the reflection hyperbolas 

in the GPR radargram (e. g., Elkarmoty et al. 2017). Nevertheless, the latter method 

requires enough reflection hyperbolas in the GPR output.  

There exist studies reporting higher accuracy of organic plus organmineral 

horizons thickness estimation using GPR, but there are no studies, to our knowledge, 

distinguishing individual organic horizons. In a similar study, Winkelbauer et al. (2011) 

estimated the thickness of organic plus organomineral horizons with a 15 % 

measurement error. Still, they could not distinguish individual organic horizons, similar 

to our study. The higher accuracy reported by Winkelbauer et al. (2011) is because they 

evaluated only the cases where the horizon boundary was detected, and they excluded 

transect segments with larger stones or tree roots. For the inability to distinguish organic 

horizons, Winkelbauer et al. (2011) argued that it resulted from the insufficient 

thicknesses of the respective organic horizons relative to the antenna resolution and 

insignificant differences in the dielectric permittivity. In our study, the differences in the 

dielectric permittivity between organic and organomineral horizons were even larger 

than those between organomineral and mineral horizons in some cases (Table 5, 6). The 

insufficient thickness of an organic horizon would be the main reason why its boundary 

was not detected in our study. The soil in Winkelbauer et al. (2011) study was 

predominantly of the A-C stratigraphy. The (A)B/C or soil/bedrock boundaries are the 

most often detected using GPR (e. g., Zhang et al. 2014; Ikazaki et al. 2018; Šamonil et 

al. 2020; Schaller et al. 2020; Schiavo et al. 2020). Ikazaki et al. (2018) estimate this 

boundary with a mean measurement error of  2.9 cm for soil shallower than 50 cm and 

of 5.7 cm for soil deeper than 50 cm. Schiavo et al. (2020) studied podzols as we did in 

our study at the Arenic Podzol study site and detected E/Bhs and Bhs/C boundaries, but 

they did not detect organomineral-mineral (Ah/E) horizon boundary. In our study at the 

Arenic Podzol site, the depth of the E/Bhs boundary was estimated with 19 – 35% mean 

measurement error (for 50 % of the checkpoints the error was below 16 – 29 %) (Table 

9, 11). This is because of the variable depth of the E/Bhs boundary with deep tongues 

slightly shifted on the GPR output. There were weaker reflections above or below the 
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E/Bhs boundary that did not correspond to any feature observed in the field. Possibly 

this could be caused by variations in water content not related to soil diagnostic 

horizons, as also argued by Winkelbauer et al. (2011). This can be caused by micro-

porosity and pores' distribution according to De Benedetto et al. (2019).  

In general, the horizon boundaries were detected despite low dielectric 

permittivity differences between the two horizons in some cases in our study. A 

boundary with a very small change of dielectric permittivity was also detected by 

Corradini et al. (2020), but they noticed that the peak of the reflection is weak. We 

recognised these boundaries using the 1D analysis of individual traces, but we were not 

able to distinguish them in the 2D radargrams.  

At the Cambisol site, surveys were performed under several different soil 

moisture conditions. However, the moisture finally differed less significantly than 

expected. The moisture conditions at field capacity, which is suggested advantageous by 

van Dam et al. (2002), was almost met in the Ah horizon in August 2016 and April 

2016. During most surveys, conditions in the Ah horizon corresponded to the permanent 

wilting point, or they were even below this point in August 2015. However, the Bv 

horizon was wetter during all of the surveys, suggesting that it drains much slower than 

the Ah horizon or that roots more explore the Ah horizon to uptake water. For this 

reason, the dielectric permittivity between the two horizons differed only moderately 

(Table 5) and the same holds between horizons at the Podzol study site (Table 6). The 

reason is probably that the texture of soil horizons of the studied Podzol does not show 

a significant difference (Table 3). Surveys were performed under conditions between 

full saturation and field capacity in May 2017, near the permanent wilting point in June 

2018 and almost dried out in August 2018.  

Results with a bit lower estimation error at the checkpoints were obtained 

under wetter conditions at both sites (but at the Podzol study site, it is very similar), 

which is in line with previous studies (Curioni et al., 2017; van Dam et al., 2002; Zhang 

et al., 2014). However, these studies argued that they found the most significant 

difference in soil dielectric permittivity between horizons and the most significant 

reflection under wet conditions. In our study, it was true for the Arenic Podzol study 

site, but at the Dystric Cambisol study site, the permittivity was very similar (Table 5, 

6).  

By contrast, under drier conditions, we can see better deeper parts of irregular 

horizon boundaries (Fig. 8c) because of the limited signal attenuation. For this reason, 
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surveying under dry conditions was also suggested by Li et al. (2015) based on their 

study in a karst environment. The errors of the mean thicknesses at the measured 

profiles and their sections were the lowest under the driest conditions. It showed, that 

estimating a soil horizon thickness for soil organic carbon modelling using the concept 

of soil equivalent mass (Ellert and Bettany, 1995) could be advantageous under very dry 

conditions.   It follows that both wet and dry conditions can have advantages and that 

their combination could bring more information, as was recommended by van Dam et 

al. (2002). However, our study showed that if we are not looking for particular objects 

and, as a result, we use the surveys under different conditions to make an average, the 

estimation improvement is relatively moderate and not very effective (Table 7 – 11).    

Another source of uncertainties could be the presence of tree roots and stones. 

Tree roots and stones can be obstacles to GPR surveying of soil horizon boundaries as 

found at the Cambisol study site. The tree roots are usually parts of organic horizons, so 

they should be filtered out during the GPR data processing not to disturb the horizon 

boundaries. We can not distinguish either these objects from horizons' boundaries or 

stones from tree roots at this stage. The stones and tree roots could be distinguished 

from horizons' boundaries at the 2D GPR radargram if they appeared as hyperbolas. 

However, the spatial resolution that we used (0.75 cm) wasn't probably high enough to 

show the stones and tree roots appearing at the studied transects in the form of reflection 

hyperbolas. Alternatively, tree roots and stones could be distinguished based on 

dielectric permittivity. The relative dielectric permittivity of roots is between 4.5 for dry 

roots and 22 for water-saturated roots (al Hagrey, 2007). The relative dielectric 

permittivity of stones is between 3 and 5 (Cassidy, 2009). It implies that stones should 

be detectable better under wetter conditions and the roots under drier conditions. 

According to Cui et al. (2011), an antenna of 450 MHz can detect roots larger 2 cm in 

diameter, while an antenna of 1.5 GHz can detect even roots smaller 0.5 cm but only to 

the depth of 30 cm. In our study, an antenna of 800 MHz was used, which means that 

the roots detected can be supposed to be larger 1 cm in diameter. The diameter of 1 cm 

is also considered to be the smallest object's diameter most GPR devices can detect with 

reasonable accuracy (Borden et al., 2016; Hirano et al., 2009). However, such small 

roots are filtered out by the data processing method used in our study as well as bigger 

roots and stones near the surface. Difficulties could cause smaller roots in a bunch that 

appears like a big root or even wider interface on the GPR output, suggesting a 

boundary between soil horizons. It was observed at the end of the survey line at the 
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Cambisol study site (Fig. 6). Root systems are more evident when using 3D image 

visualisation, but these surveys require detailed measurements on small grids (Doolittle 

and Butnor, 2009). 

 The primary purpose of this study was to facilitate the estimation of soil 

organic carbon stock. Mean horizon thickness can serve as a base for calculating soil 

organic mass. In this study, the mean horizon thickness estimation error was between 

8% and 23% at one-meter long sections and up to 9% at the entire transect for the 

Cambisol site and 6 - 13% at one-meter long sections and up to 8% at the entire transect 

for the Podzol site. The mean thickness seems the most accurate under the driest 

conditions. Therefore, it could be advantageous to survey the thickness under very dry 

soil conditions when targeting the average thickness. Still, to obtain a single value at a 

point, wet soil conditions are more suitable, as shown by a comparison of the thickness 

values at the checkpoints.   

Conclusion 

Our study showed that detecting organomineral/mineral horizon boundary is 

possible even if the soil dielectric permittivity of the horizons doesn't differ 

significantly. The mean measurement error is slightly higher than in previous studies. 

However, the studied Cambisol site was characterised by a highly variable 

organomineral/mineral horizon boundary with numerous tree roots and stones. The 

mean thickness estimation, which can serve as a base for mass calculation, is promising 

for assessing soil organic carbon stock. Results at individual points were slightly better 

under moister conditions, probably due to a more significant difference in the dielectric 

permittivity between the horizons. However, deeper forms (boundaries) were better 

detected under drier conditions, and the mean thickness estimation was the most 

accurate under the driest conditions. Both conditions can bring important information 

but averaging the measurements under different conditions didn't improve the results 

significantly. 
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