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Katedra: Katedra fyziky povrch̊u a plazmatu
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na vybrané plasmové procesy na tokamaku COMPASS. Pád pilové nestability
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1. Introduction
Humankind faces growing needs for electrical power and dwindling natural

resources. One of the possible solutions is a thermonuclear fusion, i.e. combina-
tion of atomic nuclei under high temperatures so that binding energy of nucleons
can release in the form of the kinetic energy of products. This process natu-
rally occurs in stars as a source of their energy and it also has the potential to
become a nearly inexhaustible, safe and environmentally friendly source of en-
ergy for humankind. Thermonuclear fusion requires high temperatures (tens of
million degrees) to overcome repulsive electrostatic force between nuclei so that
short-range strong nuclear force can take place and nuclei can fuse. At such tem-
peratures, the matter is in the form of ionised gas (plasma) which can be held by
the magnetic field. Currently, the most developed concept for the thermonuclear
power plant is a tokamak confining plasma in the toroidal vessel by the magnetic
field generated by external coils and toroidal current induced in plasma. High
temperatures are reached by ohmic heating of plasma current, injection of fast
particles and by microwaves.

Tokamaks are supposed to be operated close to their limits to provide the best
possible energy gain. Besides material limitations, there is a variety of plasma
instabilities causing degradation of plasma confinement or abrupt termination of
the plasma or even damage to the tokamak vessel. Such instabilities are typically
a consequence of high gradients of plasma parameters (e.g. electron temperature
can change from several keV in the plasma core to several eV at the plasma edge).
The study of instabilities in tokamak plasmas is therefore essential for the ability
to control plasma in order to achieve sustainable scenarios producing sufficient
fusion power to establish fusion as a new energy source.

1.1 Goals and thesis overview
The general motivation of the thesis is to study plasma instabilities by means

of electromagnetic emission, especially instabilities affecting total radiation losses
and SXR emission from plasma core as they have a significant impact on plasma
performance which is important for future fusion power plants. Moreover, the the-
sis also focuses on optimisation and tests of tools for analysis of electromagnetic
emission, mainly on methods of tomographic reconstruction applied at COM-
PASS and JET.

The following chapters 2 and 3 are dedicated to magnetohydrodynamic equi-
librium and instabilities and electromagnetic radiation in tokamak plasmas serv-
ing as a theoretical introduction for the rest of the thesis.

The chapter 4 presents simulations of plasma equilibrium at COMPASS and
COMPASS-U performed by the FIESTA code. The shape of plasma equilibrium is
important for tomographic reconstructions applied in the next chapter. Optimal
equilibrium is found by the FIESTA code using similar techniques (inbuilt in the
FIESTA) described in the following chapter about tomography. The chapter also
includes simulations important for the design of COMPASS-U tokamak.

The chapter 5 deals with tomographic algorithm specialised for the recon-
struction of tokamak plasmas properties as a tool for analysis of electromagnetic
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emission. One part of the chapter deals with reconstruction at COMPASS, in-
cluding fast methods with the potential to be used for real-time plasma control,
reconstruction of radiation losses distribution during ELMs and detachment stud-
ies and calculation of inversion radius of sawtooth instability, which is studied in
the next chapter. The following part presents several applications of tomography
at JET related to MHD instabilities and disruptions.

The last chapter 6 overviews the main experimental results. It begins with
the characterisation of sawtooth instability at COMPASS and its scalings since
sawtooth instability is observed to have a significant influence on other plasma
instabilities and processes at COMPASS. Effects of sawtooth on other phenomena
of plasmas at COMPASS such as L-H transition, H-L transition, transition to
ELMy H-mode and occurrence of ELMs are studied in the remaining part of the
chapter.

Attachments contains two articles in impacted journals. The first article A.2
expands topics in chapter 5 as it deals with optimisation of tomography. The
second article A.3 is partly related to chapter 5 and partly to chapter 6.
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2. Plasma stability in tokamaks
and magnetohydrodynamic
description

This chapter collects brief theoretical introduction into ideal MHD equilibria
and plasma stability in tokamaks followed by classification of plasma instabilities
and their measurable quantities.

2.1 Introduction
There are numerous published texts about plasma stability such as [1, 2, 3, 4].

Following theoretical introduction is focused on instabilities with well observable
impact on electromagnetic emission.

There are several models describing plasma mainly differing in a character of
applied simplifications according to the nature of studied phenomena. Basically,
they are all based on the Boltzmann equation (in combination with the Maxwell’s
equations) [5]:

∂fα
∂t

+ (vα · ∇x) fα + 1
mα

(Fα · ∇v) fα =
(∂fα
∂t

)
coll

(2.1)

where fα(x,v, t) is a distribution function of particles of species α (meaning that
fα(x,v, t)dx3dv3 gives a probability to find a particle at x with a velocity v) and
the term on the right side corresponds to the contribution due to the collisions.
Further simplifications of the Boltzmann equation are necessary for practical use
as the equation is too difficult to solve. According to the character of applied
simplifications, models can be classified as either kinetic or fluid models.

Kinetic models can use Boltzmann equation with different versions of simpli-
fied collisional contribution such as Fokker-Planck equation (where the collision
term is given by Coulomb collisions with particles in the Debye sphere with
scattering angle less then π/2 ), Vlasov equation (collisions are neglected), etc.
Gyro-kinetic models assume averaging over gyro-orbits around magnetic field
lines (assuming that time and space scales of interest are larger than cyclotron
frequency and Larmor radius) which makes the equations simpler to solve.

Fluid models derive their equations from moments of the Boltzmann (Focker-
Planck) equation, i.e. from multiplying the equation 2.1 by appropriate scalar or
function of v such as charge, mass, unity (conservation of particles), momentum
and energy of particles and field. Resulting equations describe plasma as two
fluids of electrons and ions under assumptions that:

• length-scales ≫ Larmor radius, mean free path

• time-scales ≫ cyclotron and collision times

• plasma is locally close to thermal equilibrium (i.e. Maxwellian distribution)
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Two-fluid model can be simplified under assumptions that Ti = Te and ni = ne
to single-fluid model for non-ideal magnetohydrodynamic (MHD) plasma. Ne-
glecting dissipation terms (i.e. resistivity, viscosity) leads to further simplification
called ideal MHD for single-fluid model described by the following basic set of
equations:

∂n

∂t
+ ∇ · (nv) = 0 (2.2)

n

[
∂v
∂t

+ v · ∇v
]

= J × B − ∇p (2.3)

∂p

∂t
+ v · ∇p = −γp∇ · v (2.4)

µ0J = ∇ × B (2.5)

∂B
∂t

= ∇ × (v × B) (2.6)

Despite the numerous assumptions, the ideal MHD is worthy to use in toka-
mak physics as its equations include essential physics of plasma equilibria and
instabilities in a relatively simple set of equations. Ideal MHD often gives useful
answers for plasma stability as instabilities following ideal MHD tend to be the
fastest and most violent. If a plasma is unstable according to the ideal MHD, it
will not be controllable. Moreover, many non-ideal instabilities can be treated as
variations of ideal instabilities.

2.2 MHD equilibrium
In a tokamak (see Fig. 2.1), magnetic field confining hot plasma can be divided

into toroidal and poloidal components. Toroidal field Bϕ (in the direction of
ϕ coordinate) is created predominantly by external coils and stabilises confined
plasma, whereas poloidal field Bp (combination of R and z components) is created
both by the toroidal current in plasma Ip and current in external coils. Plasma
current is driven mainly by the central solenoid, which acts as a primary winding
while the plasma forms secondary winding. The current dragged through the
plasma ohmically heats the plasma and creates a poloidal magnetic field helping
to confine the plasma. On the other hand, external coils contribute to the total
poloidal field by vertical component (otherwise higher magnetic field on the inner
side of plasma column would cause plasma expansion), shaping component (to
reach the required shape of plasma) and magnetising component varying so that
it drives plasma current. In contrast, the topology of the magnetic field remains
the same.

Typically, plasma discharge starts with circular cross-section touching a wall
and it is later shaped into D-shaped divertor configuration (shown in Fig. 2.2)
allowing separation of the confined plasma from the wall and consequently better
energy confinement.
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Figure 2.1: Schematic layout of a tokamak coil system in coordinates used to
derive the equilibrium [2].

MHD equilibrium is reached when the force in the momentum equation 2.3 is
balanced to zero:

∇p = j × B (2.7)

which also implies that there is no pressure gradient along magnetic field lines
and current lies on magnetic flux surfaces:

B · ∇p = j · ∇p = 0 (2.8)

Toroidal symmetry of a tokamak configuration allows to treat toroidal (az-
imuthal) angle as an ignorable coordinate and introduce flux of poloidal magnetic
field (in the following formulas normalised by a factor 2π) which is constant on
magnetic surfaces (also shown in Fig. 2.1).

Ψ(R, z) =
∫ R

0
Bz (R′, z)R′dR′ (2.9)

Vertical magnetic field can be then expressed as:

Bz(R, z) = 1
R

∂Ψ(R, z)
∂R

, (2.10)

radial magnetic field can be obtained from ∇ · B = 0 as:

BR(R, z) = − 1
R

∂Ψ(R, z)
∂z

. (2.11)
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Using the Amper’s law and neglecting poloidal component of plasma current leads
to:

Bϕ = µ0I

2πR (2.12)

where I is a current flowing in poloidal direction around a magnetic surface, e.g.
in toroidal field coils.

Inserting equations 2.10, 2.11 together with ∇ × B = µ0j into 2.7 and intro-
ducing partial derivative of pressure and current as ∂f(ψ)/∂r = df/dψ · ∂ψ/∂r,
where f is defined as f = BϕR, leads to the equation known as Grad-Shafranov
equation [6]:

∆∗ψ = − µ2
0

8π2 I
dI

dψ
− µ0R

2 dp

dψ
= −µ0Rjϕ, (2.13)

where ∆∗ is a Laplacian-like operator in cylindrical geometry (with reversed order
of the factors R and 1/R and without ∂2/∂ϕ2 due to the toroidal symmetry):

∆∗ = R
∂

∂R

(
1
R

∂

∂R

)
+ ∂2

∂z2 . (2.14)

The equation is often used in tokamaks to find magnetic field required for
equilibrium from assumed or measured p and I, i.e. from profiles of pressure
and poloidal current (or from toroidal magnetic field). Finding such equilibrium
magnetic field can also provide required currents in external coils which is crucial
for a tokamak design (as it also determines heat loads and forces acting on the
coils). Since the ψ is present on both sides of the Grad-Shafranov equation, the
solution is often found in iterative steps where ψ and jϕ are updated each step
while satisfying expected shapes of I(ψ), p(ψ) and boundary conditions.

Detailed derivation of the Grad-Shafranov equation including extension for
toroidal rotation Ω (which can appear as a result of external torque, e.g. during
NBI heating or spontaneously) where p enters the Grad-Shafranov equation as
a function p(ψ,R) satisfying ∂p

∂R

⏐⏐⏐
ψ

= ρRΩ2(ψ), numerical solutions, analytical
Solovjev solution and other insights can be found in [4]. Usually, equilibrium in
tokamaks is solved without extension for toroidal rotation as it results in minor
correction for subsonic velocities [7] (i.e. in most of the experiments) and it can
be non-trivial to measure. An example of reconstructed ψ is shown in Figure 2.2.
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Figure 2.2: Vertical cross-section of designed COMPASS-U tokamak showing an
example of own simulation of MHD equilibrium (magnetic field lines as colored
contours) by the Fiesta code (described more into detail in chapter 4). Magenta
line corresponds to the separatrix value defining geometry of confined plasma
inside plasma-facing components (black). Orange boxes represent poloidal field
coils and central solenoid (3D scheme is shown in the previous Fig. 2.1).

2.3 MHD stability
Once the MHD equilibrium is found, it is possible to predict its stability.

One of the well known approaches allowing prediction of system stability is the
energy principle. It is a variational technique determining stability of an equilib-
rium from a change of potential energy caused by any possible perturbation. In
such perturbated state, a system is shifted from its equilibrium to a state where
condition for balanced forces is not valid anymore (F = J × B − ∇p ̸= 0) and
the potential energy of a system is changed. If the change of potential energy is
negative (dW < 0) plasma can change to a new configuration. If the change is
positive (dW > 0), plasma is stable. Essential elements of MHD stability can be
derived from linearization of MHD equations where all quantities are expanded as
Q = Q0+Q1 where Q0 is equilibrium value and Q1 small perturbation. Linearized
ideal MHD equations can be then derived as:

∂ρ1

∂t
+ ρ0∇ · v1 = 0 (2.15)

ρ0
dv1

dt
= −∇p1 + J0 × B1 + J1 × B0 (2.16)
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∂p1

∂t
= −v1 · ∇p0 − γp0∇ · v1 (2.17)

∂B1

∂t
= ∇ × (v1 × B0) (2.18)

∇ × B1 = µ0J1 (2.19)

∇ × B0 = µ0J0. (2.20)

Introducing the perturbed displacement vector ξ as ∂ξ/∂t = v1 and inserting
p1, J1 and J0 from 2.17, 2.19 and 2.20 modifies momentum equation 2.16 into:

ρ
∂2ξ

∂t2
= f(ξ) (2.21)

where

f(ξ) = ∇ (ξ · ∇p0 + γp0∇ · ξ) + 1
µ0

(∇ × B1) × B0 + 1
µ0

(∇ × B0) × B1 (2.22)

is an operator representing force density. Application of the Fourier transfor-
mation to the perturbed quantities (Q1(r, t) = Q1(r) exp(−iωt)) leads to the
linearization of the momentum equation:

−ω2ρξ = f(ξ) (2.23)

Eigenvalues ω2 of the f operator have several important properties useful for
spectral analysis such as that ω can be purely real or purely imaginary (this is
only true for ideal MHD), continuum eigenvalues are permitted only in the stable
domain (ω2 > 0), etc. [8].

The change of the potential energy can be expressed as a negative of work
performed by force 2.23 linearly growing with ξ:

δW = −1
2

∫
ξ∗ · f(ξ)dV (2.24)

where ξ∗ is conjugate value of ξ. The equation 2.24 can be expressed as [8]:

δW (ξ) =1
2

∫
p

(
γp0|∇ · ξ|2 + (ξ · ∇p0) (∇ · ξ∗) − J0 · (B1 × ξ∗) + B2

1
µ0

)
dV

+ 1
2

∫
s

(
p1 + B0 · B1

µ0

)
ξ · dS + 1

2

∫
v

B2
1

µ0
dV

(2.25)
where integrals subscripted by p, s and v correspond to contributions from plasma
volume, plasma-vacuum interface and vacuum envelope respectively. The third
term for vacuum contribution is always positive and stabilising. The second term
integrating over plasma-vacuum surface (obtained via the Gauss’s theorem) is
zero for perturbations in tangential directions which suggests natural division of
MHD modes into free-boundary and fixed-boundary modes (without deforma-
tion of plasma-vacuum surface). The first term can be rewritten into so-called
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intuitive form as it allows to characterise different stabilising and destabilising
contributions by their nature [2]:

δWp(ξ) =1
2

∫
p
γp0|∇ · ξ|2 fluid compression (sonic wave)

+ B2
1⊥
µ0

field line bending (shear Alfvén wave)

+ B2
0

µ0
|∇ · ξ⊥ + 2ξ⊥ · κ|2 field line compression (compr. Afvén wave)

− 2 (ξ⊥ · ∇p0) (ξ∗
⊥ · κ) pressure driven mode

− J||0 · (B1⊥ × ξ∗
⊥) dV current driven (kink) mode

(2.26)
where ξ, B1 and J1 were separated into parallel and perpendicular compo-

nents with respect to the equilibrium field B0, several ξ|| were cancelled and κ is
the curvature of B0 :

κ = B
B

· ∇
(B
B

)
, with |κ| = 1

Rc

(2.27)

The first three terms in the equation 2.26 are always positive and stabilis-
ing, i.e. resulting in oscillations around equilibrium, whereas last two terms can
be either positive (stabilising) or negative (destabilising). Thus, there are two
sources of MHD instability: one proportional to the ∇p0 and other to the J||0.
The former is responsible for kink or sausage instability well known in plasma
columns carrying current. The latter term provides negative contribution when
∇p0 and κ have the same direction which typically happens in tokamaks on the
outer region of plasma torus and it is responsible for Rayleigh-Taylor or so-called
ballooning instabilities.

In the incompressible MHD model, the first term with ∇ · ξ is zero due to the
incompressibility

∇ · ξ = 0 (2.28)
which is a useful limit for the case when the growth time of the MHD instability
of interest is much longer than adiabatic transit time across one wavelength [3].
The sound of speed is infinite in this limit. Conditions of instability can be
further examined by introducing Fourier decomposition of perturbations ξ in
appropriate spatial coordinates (i.e. in contrast to the previous application of
Fourier decomposition of time domain in the motion equation 2.23, here reached
perturbations ξ will be decomposed into space coordinates). Expression of δWp

for a tokamak with general poloidal cross section is described e.g. in [2] with
decomposition according to ξ = ξ(ψ, χ)einϕ where ϕ is toroidal angle, χ poloidal
coordinate, n integer number and ψ poloidal flux taking a role of radial coordinate.
Resulting form of δWp is too complex for practical use but it can provide physical
insights in its two limiting cases. One limit is ”straight” tokamak approximation
[3] where toroidal curvature is neglected and it is useful for current driven modes
where curvature can be neglected (in contrast to the pressure driven source of
instabilities containing curvature κ as it is shown in 2.26). Second limit is local
expansion around so-called resonant magnetic surfaces and it is useful for high n
pressure driven modes. Both limiting cases are briefly introduced in next sections
2.4.1 and 2.4.2.
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2.4 Basic classification of MHD instabilities
As it was indicated in the previous sections, there are several ways how to clas-

sify MHD instabilities: according to the type of distortion (if plasma resistivity is
important), location of the instability (internal with fixed boundary or external
with free boundary) or according to the source of instability (current driven or
pressure driven). In this section, several MHD instabilities are briefly over-viewed
with respect to the latter classification. Even though instabilities are usually com-
bination of both pressure and current driven sources, it is still useful to classify
them as current driven or pressure driven instabilities according to the dominant
effect as physical description and behaviour is similar in both groups. However, in
several cases both effects are comparably important and such instabilities can be
referred as combined pressure and current driven modes [2]. Furthermore, there
are instabilities driven by the kinetic distribution of plasma particles in veloc-
ity space (particle driven MHD modes). Following parts of this section contain
known theoretical background important for understanding of MHD instabilities.
However, theoretical description is still incomplete and one of the motivation of
the thesis is to contribute to knowledge about plasma instabilites.

2.4.1 Current driven instabilities
The current driven modes, i.e. kink modes can be both external and internal.

External modes limit maximal current and can cause termination of discharge
whereas internal modes limit current density and steepness of current profile. As
it was outlined in the previous chapter, their behaviour can be predicted from
the ’straight’ tokamak approximation where toroidal curvature is neglected and
poloidal cross section is approximated as circular. This allows Fourier decompo-
sition of displacement ξ into cylindrical coordinates r, θ, z with periodicity in
poloidal direction f(θ) = f(θ +m2π) and wave number kz = n/R0 resembling a
toroidal system [2]:

ξ(r, θ, z) = ξ(r)ei
(
mθ− n

R0
z

)
(2.29)

where R0 is a major radius of the torus, m poloidal mode number and n
toroidal mode number. Resulting δW can be seen as special case of energy prin-
ciple 2.25 called general screw pinch and it is derived e.g. in [3]. The ”straight”
tokamak approximation is derived from the general screw pinch by assuming:

ϵ ≪ 1
Bθ/Bz ∼ ε

q ∼ 1
β = 2µ0p/B

2
z ∼ ε2

(2.30)

where
ε = a/R0 (2.31)

is the inverse aspect ratio. Resulting δW can be expressed as Taylor expansion
for low β ∼ ε2 in the form δW = δW0 + δW2 + δW4 + · · · , where each term scales
as δWn ∼ εnδW0 with δW0 ∼ B2

zR0ξ
2/µ0 [3]. Despite many simplifications, the

”straight” tokamak approximation describes surprisingly well basic behaviour of
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kink modes (especially external kink modes) and resulting practical limits of
tokamak operation. The first non-zero contribution to δW is of second order and
it was derived in [9]:

δW2

W0
=
∫ a

0

[
(rξ′)2 +

(
m2 − 1

)
ξ2
] ( n

m
− 1
q

)2

rdr

+ ξ2
aa

2

⎛⎝ 2
qa

(
n

m
− 1
qa

)
+ (1 +mλ)

(
n

m
− 1
qa

)2
⎞⎠ (2.32)

where W0 = 2π2R0B
2
0/µ0a

2, λ ≡ 1+(a/b)2m

1−(a/b)2m (derivation of precise expression can
be found in [3]) represents influence of the wall at radius r = b to the plasma
with boundary at r = a and the q safety factor defined as:

q ≡ dΦ
dψ ≃ rBz

R0Bθ

(2.33)

where Φ is toroidal magnetic flux and the approximated expression assumes cir-
cular cross section and R0/a ≫ 1. While deriving the δW2 relation from the
2.25, B1 was replaced via relation 2.18, ξ′ appears due to the ∇ · ξ⊥, ∇ · ξ dis-
appears due to incompressibility condition 2.28, J||0 became represented by q as
well as curvature κ (for the screw pinch, κ = −er

B2
θ

rB2 [3]). More details about
the derivation and proprieties of the 2.32 can also be found in [3]. The pressure
disappeared as a consequence of the assumption that plasma pressure is small
compared to pressure of toroidal magnetic field given by the last line in 2.30 (the
ratio is several percent in tokamaks). Thus, the equation 2.32 is related only to
the current driven mode (dependence on current is represented by q).

The first line of the expression 2.32 corresponds to the δWp plasma term
whereas the second line corresponds to the plasma-vacuum interface influencing
stability of external modes (with ξa ̸= 0).

The integral term can not be negative which implies that stability of external
modes is determined by balance between destabilising plasma-vacuum interface
term and stabilising plasma term. In the plasma-vacuum interface term, only the
first term can contribute to instability when:(

n

m
− 1
qa

)
< 0 (2.34)

implying that the necessary condition for external kink instability (under given
assumptions) is a presence of a resonant surface outside the plasma in vacuum
region (qa < m/n). It can be also shown [3, 2] that the lower m the higher the
negative contribution of the plasma-vacuum term, see also Fig 2.3.

For the most unstable m = 1 mode, the stability condition qa > 1 is known
as Kruskal-Shafranov limit [3]. Inserting the definition of the safety factor 2.33
allows to rewrite it as a condition for maximal achievable current in plasma:

Ip <
2πa2

µ0R0
Bz (2.35)

In reality, plasma becomes often unstable already for qa < 3 as higher modes
appear and operation for qa < 2 requires specific active feedback control to coun-
teract the mode m = 2 growth [10].
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Figure 2.3: Contribution of the boundary (plasma-vacuum interface) term δWb

for n = 1 as a function of qa for m = 2,3,4,5 [2].

Moreover, also internal kink modes are often observed that can not be derived
from the equation 2.32 as only the boundary term was contributing to the plasma
instability. In order to describe internal kink modes, the higher order of δW
expansion has to be taken into account. The δW4 contribution for m = 1 was
derived in [11] using trial function closing to the step function with ξ′ = 0 inside
q = 1 and ξedge = 0 outside q = 1:

δW4,cyl

W0
= ξ2

0n
2
∫ r1

0

(
rβ′ + r2

R2
0

(
n− 1

q

)(
3n+ 1

q

))
rdr (2.36)

where β′ is radial derivative of the plasma beta which is defined as ratio of kinetic
and magnetic pressure:

β = 2µ0p

B2 (2.37)

The δW2 for the m = 1 internal kink mode (from 2.32):

δW2

W0
=
∫ a

0

(
n

m
− 1
q

)2

r2ξ′2rdr (2.38)

vanishes for the chosen ξ(r) and the change of potential energy is given by the
relation 2.36, i.e. δWp ≃ δW4,cyl. The first term in the integration is usually
destabilising as β′ < 0 for pressure decreasing from the core to the edge and the
second term is destabilising if q(r) < 1 so the necessary stability condition (for
monotonically increasing q-profiles) is:

q(0) > 1 (2.39)

and can be rewritten as a condition for central current density as using ∇ × B =
µ0j (for r → 0) with the approximated definition of the safety factor 2.33 gives:

j(0) < 2Bz

µ0R0
(2.40)

From the physical point of view, the negativity of the second term in 2.36 (if
q(0) < 1) describes a situation when destabilising contribution of kink instability
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overcomes stabilising effect due to the energy required to bend field lines (fluid
compression vanished due to the incompresibility condition 2.28, field compression
by choice of ξ during approximation of δW4 and the pressure-driven source is
represented by the first term). The presence of the pressure in the equation
2.36 derived by assuming displacement of the central column (represented by
chosen ξ(r)) implies that the internal kink mode is not purely current-driven
instability. However, a current carrying column remains a necessary condition.
Toroidal geometry makes solution more complicated, but the basic result remains
the same, i.e. necessary condition q(0) < 1 [12].

An important consequence of the internal m = 1, n = 1 kink mode is so-called
sawtooth instability. The internal kink mode, sawtooth instability and its effect
on other plasma processes are studied in the chapter 6.

2.4.2 Pressure driven instabilities
Pressure driven instabilities originates from the term 2 (ξ⊥ · ∇p0) (κ · ξ⊥) in

2.26. It can be seen that a contribution of this term is destabilising (i.e. negative)
when κ and ∇p0 have the same sign and their vectors are parallel. In tokamaks,
this term is typically negative on the outer side of the torus as both the pressure
gradient and the curvature of magnetic field lines point towards the centre of the
torus whereas it is positive on the inner side of the torus where the pressure gra-
dient has an opposite direction. These regions are sometimes referred as regions
with a bad and good curvature, respectively.

In tokamaks, the effect of the bad curvature on LFS is compensated along
magnetic field lines (helically surrounding the plasma so that it travels between
the HFS and LFS regions) by the effect of the good curvature on HFS so that
larger modes with a perturbation of the plasma boundary aligned with the mag-
netic field lines (i.e. with the same phase along the magnetic field lines) are
typically stable according to the Mercier criterion [13, 14, 2] for q > 1 and an
internal kink mode dominates the stability of the plasma. However, the LFS
region is susceptible to localised instabilities called ballooning modes which act
as an elongation of a squeezed balloon and causes a sudden release of the energy.
Pressure driven ballooning modes limit the edge pressure gradient and achievable
β.

2.4.3 Pressure and current driven instabilities
The pressure or current driven instabilities described in the previous sections

are related only to one specific term in the equation for the plasma potential en-
ergy 2.26. In practise, both the effects often combine to drive a plasma instability.

One of the instabilities combining both the effects is the edge localised mode
(ELM) [15, 16, 17]. Basically, the ELM is a quasi-periodic relaxation of the steep
pressure gradient developed during a high-confinement mode (H-mode) which
results in high heat loads on tokamak vessel. H-mode is a regime with a better
energy confinement due formation of the edge transport barrier, see Fig. 2.4a.
Transition to the higher confinement mode [15] is observed to be connected with
formation of the shear flow layer (associated with the radial electric field) at the
plasma edge suppressing (”tearing”) turbulences and reducing transport [18]. It
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is observed to occur when the power crossing the separatrix exceeds a critical
threshold depending on ne, BT , area enclosed by the separatrix, X-point height,
ion species and others [8]. During the ELM cycle, the edge pressure gradient
gradually increases due to the edge transport barrier. Increase the of edge pressure
gradient can cause an increase of the edge current density due to a bootstrap
current. The bootstrap current is a self-generated current in the presence of the
pressure gradient due to collisions between passing and trapped particles (i.e.
particles reflected on the HFS due to the high magnetic field) [19, 20, 21]. Both
the edge pressure gradient and edge current density have their limits leading to
an instability, see Fig. 2.4b.

(a) (b)

Figure 2.4: (a) Schematic illustration of the pressure profiles during L-mode and
H-mode and the effect of ELM and (b) the stability diagram for ELM.

The pressure gradient is limited by the ballooning mode described in the
previous section and the edge current density is limited by the localised peeling
mode [16]. The nature of the localised peeling mode is similar to the internal
kink mode as its instability is driven by a high current density and results into
peeling of current filaments from the confined plasma. The ELMs are sometimes
divided into three groups [22, 16]:
Type-I : Large ELMs which are supposed to be caused by coupled peeling-

ballooning modes. The model describes the ELM cycle as a development
of the pressure gradient towards the balloning limit where it stops and the
edge current density limit increases towards the coupled peeling-ballooning
limit causing a sudden collapse of the edge pressure gradient resulting in an
expulsion of a high amount of the energy to the divertor plates. This type
of ELMs is typically observed in high confinement plases at a high plasma
heating. The frequency of ELMs increases with plasma heating.

Type-II : Appears in a narrow operational window, i.e. during strongly shaped
plasmas with a high elongation, triangularity and density. Their magni-
tude is smaller and the frequency is higher than in the case of the type-I
ELMs. According to the model, type-II ELMs are governed mainly by the
ballooning mode.

Type-III : The smallest and most frequent ELMs typically occurring at con-
ditions close to the transition between the L-mode and the H-mode when
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the edge temperature is rather low (and resistivity high). Their frequency
decreases with the plasma heating. An amount of the expelled energy is rel-
atively low compared to the type-I ELMs but their high frequency typically
leads to high energy losses causing a stronger degradation of the energy
confinement.

In summary, as the plasma heating increases it can cross the threshold for the
L-H transition and H-mode with the edge transport barrier and type-III ELM
take place. Even higher plasma heating leads to a decrease of the ELM frequency
up to the regime with no ELMs, i.e. ELM-free H-mode. Further increase of the
plasma heating leads to a regime with large type-I ELMs. Advantage of ELMs
is that they help to clean the confined plasma from impurities. The ELM-free
regime can eventually leads to a disruption due to a strong cooling related to
the significant radiation of accumulated impurities. The disadvantage of ELMs is
high sudden heat loads which can damage the divertor plates, in particular in the
case of type-I ELMs. Therefore, various techniques suppressing their destructive
effect were developed including vertical kicks (provoking the instability before
larger ELM occurs [23, 24, 25]), the detachment regime (described in section
3.3.1), pellet injection (increasing ELM frequency and decreasing their energy
[26, 27, 28]) or resonant magnetic perturbations (which can change the ELM
frequency and size or even completely suppress ELMs while preserving a good
energy confinement [17, 29, 30, 31]).

In tokamak plasmas, there are various instabilities and processes driven by
the pressure and current including e.g. external kink modes and ballooning-kink
modes which consequently lead to the so-called Troyon beta limit [32]:

βN = β
aBT

Ip
(2.41)

which has been calculated as 2.8%. In practise, the limit can vary as it depends
on the shape of the poloidal cross-section and current profile and due to external
conducting structures which can stabilise instabilities [33].

2.5 Operational limits and disruptions
A tokamak plasma is affected by various instabilities and processes beyond

the MHD description including radiative instabilities (mentioned in section 3.3.1),
vertical displacement events (regarded in section 4.3.3 and 4.3.5) and many oth-
ers. One group of instabilities typically only limits a plasma performance (e.g.
sawtooth instability or ELM) whereas the second group limits an operational
space of stable operation as they violate plasma stability conditions so that it
leads to a significant degradation of the plasma confinenemt or even to disrup-
tions, i.e. an uncontrolled termination of discharge and loss of the plasma current.
The main operational limits of tokamak can be illustrated by the Hugill diagram,
see 2.5. The Hugill diagram does not cover all the limitations for the tokamak
operation, but it provides a basic idea about achievable plasma parameters.
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Figure 2.5: The Hugill diagram showing main limits of the tokamak operation.
The favourable region of the tokamak operation is near the right corner with a
high density, i.e. with a high fusion reation rate.

The high current limit in the Hugill diagram is mainly given by the external
kink mode mentioned in section 2.4.1. The condition 2.35 (or qa < 3) shows that
the maximal plasma current increases with the toroidal (axial) magnetic field and
minor radius. In reality, the maximal current is often evaluated numerically as
it can be higher for non-circular, D-shaped plasmas and depends on current and
pressure profiles [33].

The high density limit represents an important constrain since the rate of
fusion reactions scales with the squared plasma density (see section 3.3). It was
determined empirically as the so-called Greenwald limit [34, 35]:

nG = Ip
πa2 (2.42)

where ng is the line averaged density in 1020 m−3, Ip the plasma current in MA
and a the minor radius in m. Exceeding the limit often triggers the multifaceted
asymmetric radiation from the edge (MARFE) which is an instability creating
poloidaly assymetric zones of a high radiation. It typically often leads to a plasma
edge cooling and shrinking of the current profile (the plasma becomes unstable to
kink and tearing modes). The basic idea is that when the radiation cooling due to
high densities and a line radiation of impurities exceeds the plasma heating, the
plasma cooling eventually leads to an instability. However, this understanding
is not complete as an auxiliary heating not always avoids the instability. The
processes behind the Greenwald limit are not yet completely understood, but
the main findings indicates that it is associated with edge physics and depends
mainly on edge temperature and density [36]. There are also indications that the
Greenwald limit can be caused by a formation of magnetic islands at the plasma
edge [37]. There are several ways how to overcome the Greenwald limit including
a better wall conditioning (e.g. boronisation described in section 3.2.2 which
subsequently leads to a lower amount of impurities in the plasma), scenarios with
a peaked plasma density profile achieved by the pellet fuelling [38] (as injecting
hydrogen isotopes into the plasma core leads to a more peaked profile than fuelling
by the gas puff at the edge) or plasma shapes with different triangularities (which
could influence the edge stability).
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The runaway limit takes place when an accelerating electric force on electrons
overcomes a friction by collisions. In this situation, the ohmic plasma heating is
reduced and electrons are accelerated until they can hit and damage the tokamak
vessel. Regions near the runaway limit are not interesting for tokamaks since a
low density leads to a low rate of the fusion reactions. However, runaway elec-
trons can appear as a side effect of disruptions, in particular during the mitigated
disruptions when gas puff of inert gas is used to slow down and suppress the im-
pact of disruption. Runaway electrons can appear when yhe plasma confinement
is lost and the toroidal electric field is present (due to a change of current in coils
and due to a rapid change or loss of plasma current).

2.6 Basic characteristics of MHD modes
Summarising the previous chapters, the MHD modes can be described by the

mode numbers m, n, the radial structure and the growth rate γ. The growth rate
γ represents an assumed exponential growth of the mode with the time eγt and it
is given by an imaginary part of eigenvalues of equation 2.23. The Mode numbers
m, n represent a mode structure as a number of the local maximal perturbation in
the poloidal and toroidal direction. As the mode numbers imply, the linear mode
can only live close to rational numbers of q = m/n due to a possible periodicity
of perturbations. The radial structure of the mode is not so trivial to measure,
but even information if it affects the boundary (external mode) or not (internal
mode) can provide useful information about its nature.

If the mode rotates in the laboratory frame, its perturbation is also described
by the measured frequency ωm,n that is a combination of the toroidal and poloidal
rotation [39]:

ωm,n = nωϕ +mωθ (2.43)

where signs of all components have to be taken into account, e.g. in the coordinate
system with θ in the clockwise direction the equation 2.43 changes to ωm,n =
nωϕ − mωθ. The plasma rotation can be intrinsic (natural) or driven by an
external torque. The intrinsic rotation can originate from pressure gradient and
electric field as can be seen from an application of ×B to the equation ∇pe,i =
ene,i (E + ve,i × B):

ve,i = E × B
B2 − 1

ene,i

∇pe,i × B
B2 (2.44)

and also from other effects still remaining in the active area of the research. The
external torque can appear e.g. as a result of the NBI heating. Since the second
diamagnetic term is much larger in the poloidal rotation than in the toroidal
rotation and non-diamagnetic effects are strongly damped in poloidal rotation
(as the varying magnetic field and collisions cause), the measured frequency of
the MHD mode 2.43 can be approximated as [33]:

ω(m,n) ≃ n (vϕ/R) +mvθ,dia/r (2.45)

where the diamagnetic second term in 2.44 gives the poloidal rotation vdia,θ/r
whereas it is neglected in the vϕ.
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Combining all the characteristics of the mode gives perturbation in the form
[33]:

ξ(r, θ, ϕ, t) = ξ̂(r) cos(mθ + nϕ− ωm,nt)eγt (2.46)

which can be consequently seen as a perturbation of e.g. the measured radiation
or electromagnetic field and characterised, if the measurement has a sufficient
resolution and coverage in time and space.
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3. Electromagnetic emission
This chapter overviews processes of electromagnetic emission in tokamak en-

vironment, their role in measurement of plasma parameters and impact on plasma
performance.

3.1 Introduction
Electromagnetic radiation in tokamak plasmas represents major source of

power losses as well as source of useful information about plasma parameters.
There are various processes (covering free-free, free-bound as well as bound-bound
emissions) generating radiation ranging from millimetre waves to hard X-ray ra-
diation.

Depending on studied process or plasma parameter, diagnostic can focus on
specific part of electromagnetic spectra (soft X-ray detectors, hard X-ray de-
tectors, measurements of D-alpha radiation, etc.), observe interaction of electro-
magnetic radiation with plasma (interferometry, radiometry, Thomson scattering,
etc.) or measure the whole spectrum (bolometers).

The main source of radiation losses is typically bremsstrahlung of hot plasma
and line radiation of impurities. Loss of plasma energy due to the radiation can
be unfavourable or beneficial depending on the region or situation. For example,
radiation cooling near divertor region in the detachment regime (regime with
formation of gas cloud in front of the divertor plates) can help to reduce large
heat loads to divertor plates whereas radiation cooling in plasma core reduces
rate of fusion reactions.

3.2 Types of electromagnetic emission

3.2.1 Bremsstrahlung
Bremsstrahlung (the English integrated German term for the ”braking radi-

ation”) is a free-free emission resulting from the deceleration of charged parti-
cle deflected by another charged particle. Lost kinetic energy and momentum
is transferred into radiation (photon) satisfying conservation laws. In the non-
relativistic limit (v/c ≪ 1), radiation fields from the like-particle collision exactly
cancel [40] and bremsstrahlung radiation is generated by the electron-ion colli-
sions. Spectral emission ϵν of thermal bremsstrahlung of plasma with Maxwellian
distribution can be derived from the Coulomb scattering as [41, 42]:

ϵbrem,ν = Zeffn
2
e

(
e2

4πε0

)3 32π2

3
√

3m2c3

(2m
πT

)1/2
e−hv/T ḡff (3.1)

or in the simplified form:

ϵbrem,ν = 6.3 · 10−54Zeffn
2
ee

−hν/Te/
√
Teḡff [Wm−3s−1] (3.2)

where:
Zeff = ΣiZ

2
i ni/Zini (3.3)
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is the effective charge, ne is electron density (m−3), Te electron temperature (eV),
hν energy of emitted radiation (eV) and ḡff the Maxwellian averaged free-free
Gaunt factor with quantum-mechanical corrections. The value of ¯gff is approxi-
mately one for hν/Te ∼ 1 (i.e. in the SXR region) and it is in the range from 1
to 5 for 10−4 < hν/Te < 1 (ranging from 2 to 5 in the visible region) [41]. Values
for hν/Te ≫ 1 are not important as bremsstrahlung emissivity is negligible for
these frequencies [43, 44].

Integration over frequency gives the formula for the total power flux of the
bremsstrahlung radiation:

Pbrem = 6.3 · 10−53Zeffn
2
eḡ
√
Te [Wm−3]. (3.4)

There is a low-frequency limit of the applicability of the relation 3.1 given by
combination of plasma frequency ωp =

√
ne2

ϵ0me
and cyclotron frequency ωc = eB

me

depending on mutual direction of magnetic field and electromagnetic wave. Dis-
persion relation and frequency limits can be found e.g. in [5]. Under these limits,
electromagnetic radiation undergoes strong reabsorption leading to thermal equi-
librium where emission starts to follow the black body radiation:

ϵν = 8πhν3

c2(e
hν
Te − 1)

. (3.5)

In tokamaks, these limits lay in the region of radio waves and have negligible
impact on the relation of total bremsstrahlung radiation 3.4.

Relativistic effects can be neglected as v/c ≪ 1 for most particles in toka-
maks which can be also seen from the approximated formula for the relativistic
bremsstrahlung derived in [45] (more details can be found in [44]):

Pbrem,rel ≃ Pbrem(1 + 5.1 · 10−6Te) (3.6)
where Te (eV) in tokamaks typically reaches several keV.

Diagnostic tool issues

In fusion plasma devices, bremsstrahlung emission covers broad continuous
range of spectrum from visible to soft X-ray (SXR) radiation and presents a source
of valuable information about plasma such as effective ion charge, MHD activity,
concentration of plasma impurities and their transport (however, contribution of
line radiation is often higher than contribution of Zeff in 3.1 or 3.4), an estimate
of plasma position, electron temperature, etc.

Effective ion charge can be estimated from equation 3.1 when electron temper-
ature, density and part of bremsstrahlung spectra is known. Region of measured
spectra is chosen so that it doesn’t contain any spectral lines. At most toka-
maks (JET, ASDEX, DIII-D and COMPASS) region with wavelength of cca 2nm
around 523.5nm is selected.

MHD activity can be detected from bremsstrahlung due to the related per-
turbation of electron temperature and density. Typically, core MHD activity is
detected via SXR detectors as bremsstrahlung is significant source of emission in
the SXR region (due to temperature reaching several keV) whereas lower ener-
gies are radiated mainly from plasma edge and are mixed with other radiation
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processes which makes plasma perturbations more difficult to recognise. It has
to be also taken into account that the SXR bremsstrahlung in the plasma core is
often mixed with line radiation of heavy impurities.

Bremsstrahlung can also serve to measure electron temperature when slope of
its spectrum (given by exp (−hν/Te)/

√
Te) is found [41] (at least the part which

is not disturbed by the recombination and line radiation) or from ratio of two or
more measurements with appropriately different spectral sensitivity (usually, the
lower limit of the measured energy spectrum is given by thickness of a beryllium
filter) as the ratio depends only on Te. However, bremsstrahlung spectrum is
usually mixed with other sources of radiation in tokamaks.

Non-thermal bremsstrahlung can also appear in tokamaks when fast (supra-
thermal) particles (e.g. runaway electrons) leave plasma and hit a wall. It is
usually detected by the hard X-ray detectors.

3.2.2 Line radiation
Despite high temperatures in the plasma core (in order of keV), plasma edge

contains non-negligible populations of neutral hydrogenic species due to relatively
low electron temperatures (tens of eV), plasma interaction with first wall and
transport phenomena. Ideally, such hydrogen isotopes would be the only source
of line radiation, but plasma impurities are unavoidable. Impurities with higher
atomic number Z can keep bound electrons up to high electron temperatures
present in the plasma core. Their ionization and subsequent emission of line
radiation can lead to significant cooling and degradation of plasma performance
or even termination of a plasma discharge. One of the main contributors to plasma
impurity density is interaction of plasma with a first wall. Therefore, material
of the first wall determines elements of significant part of impurity populations
in plasma. A choice of such material is restricted by its performance in harsh
conditions as exposure to high power fluxes (in order of 10MW/m2), neutron
fluxes or ionisation radiation damage. Another source of contamination of plasma
are residual particles from atmosphere such as oxygen and nitrogen after vacuum
vessel opening. There are several ways how to reduce influx of impurities from
vacuum vessel including so-called boronization, .i.e deposition of a thin layer
of carborane (C2B10H12) on the first wall during glow discharge. Measuring of
impurities provides useful information conditions of the first wall of a tokamak.
The intensity of plasma-wall interaction and edge plasme radiation can indicate
important plasma processes like transition to the high confinement mode (L-H
transition) or presence of edge localized mode (ELM).

Total radiation power per unit volume produced by line radiation can be
expressed as:

Pline = neΣiniLi, (3.7)

where Li [Wm3] is the line radiation cooling factor for ion population i. Un-
fortunately, due to the complexity of atomic processes, calculation of Li is very
complicated and therefore simplified assumptions are used in practice. One of
the simplifying applicable assumption is the average ion model [46] where ions of
high-Z elements are replaced by averaged ion to treat complicated and still not
fully described (in case of high-Z elements) atomic processes. In the plasma core
the radiation can be characterised with complicated CRSS models or under some
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circumstances by simpler CE. The constrains for the models are determined
by ratios of atomic collision rates [47]. The situation is more complicated in
the region of plasma edge where plasma transport of impurities dominates over
relaxation times of excited ion states (especially during ELMs) and therefore,
time-dependent models have to be applied, e.g. non-coronal model described in
[48] where Li depends also on neτi where τi represents effective impurity residence
time in plasma.

Diagnostic tool issues

Measurement of the Dα emission (line radiation produced by Balmer-alpha
transition from 3rd to 2nd lowest energy level in the deuterium atom) is the basic
and widely used diagnostic in tokamaks as it provides information on intensity of
plasma-wall interaction when deuteron escapes confined plasma and recombines
with electron to form a deuterium atom which subsequently falls to lower energy
state. Therefore, measurement of Dα emission can serve as good indicator of L-H
or H-L transition, ELM or other turbulent behaviour in the region of plasma edge.
ELMs are also well pronounced on measurements of spectral lines of impurities
present in the first wall such as Beryllium or Boron after boronization. Actually,
line radiation of elements from first wall components can be better than Dα as
they can exhibit higher contrast between the intensive plasma-wall interaction
during ELMs (caused e.g. by material sputtering) and the less intensive plasma-
wall interaction during the inter-ELM phase. Diagnostics measuring the line
radiation in tokamaks are usually based on photo-multipliers with an interference
filter.

Besides information about presence or concentration of particular impurities,
measuring spectral lines of impurities can also serve as measurement of plasma
rotation or ion temperatures due to the the Doppler effect. Regions of the mea-
surement are given by local temperatures (under assumption that thermalisation
overcomes transport of particles) determining distribution of ionisation states.
For example, at COMPASS, poloidal rotation and ion temperature in the plasma
edge can be derived from measurements of line radiation of two times ionised
carbon by diagnostic consisting of collecting optics, high resolution spectrometer
and CCD camera [49]).

Several diagnostics are based on intentional injection of impurities into plasma
to observe their line radiation. For example lithium-beam emission spectroscopy
(Li-BES) [50], [51], [52] measures line radiation of lithium. In the Li-BES di-
agnostic, lithium atoms are extracted from a thermionic ion source, accelerated
and neutralised (in sodium vapour) so that they can reach plasma without being
deflected by the tokamak magnetic field. Interaction of the beam with plasma
excites its lithium atoms to higher energetic states emitting photons during spon-
taneous emission. Since the intensity of this emission is proportional to local
electron density, it can provide electron density profile. Intensity of Li emission
is usually measured using an appropriate interference filter and detector system
e.g. the CCD camera, Photomultiplier or Photodiode or Avalanche Photo Diode.

24



3.2.3 Radiation from recombination processes
The term recombination covers several processes during which an electron is

captured by an ion like radiative recombination (free electron recombines with an
ion while a photon takes the extra energy and momentum), three-body recombi-
nation (two electrons and an ion interact so that one electron is captured and the
second remains free with extra energy), dielectronic recombination (free electron
captured providing its energy to excite another bound electron) and charge ex-
change recombination (electron jumps from one ion to another). Electromagnetic
emission is produced immediately only by the radiative recombination while oth-
ers can lead to excited electrons emitting line radiation (described in the previous
section 3.2.2) during subsequent spontaneous emission.

The radiative recombination contributes to a continuum spectrum with en-
ergies higher than electron binding energies (the limit can be slightly lower due
to the quantum lowering [47]) as it it can be seen form the energy-conservation
equation of the interaction (for hydrogen-like ions):

hν = 1
2mv

2
e + Z2Ry

n2 (3.8)

where Ry is Rydberg constant (13.6 eV), Z charge of an ion, n principal quantum
number and ve velocity of an electron. Spectral emissivity can be derived from 3.8
and Maxwellian distribution of electrons to the form similar to the Bremstrahlung
emissivity ϵν,brems given by 3.1 [41, 53]:

ϵν,rec ∝ eEi/Teϵν,brems for ϵν > ξi

ϵν,rec = 0 for ϵν < ξi
(3.9)

where Ei is ionisation potential of given ion. Total recombination radiation is
summation over ionisation states and types of ions (exact formula is rather com-
plex and it can be found e.g. in [41, 53]). As it is obvious from 3.9, the radiative
recombination becomes noticeable for lower temperatures or in the presence of
impurities with higher Z, i.e. for Te close to the binding energies.

Diagnostic tool issues

In tokamaks, favourable conditions for recombination processes typically oc-
cur in the divertor region, especially during the detachment regime, during plasma
wall interaction and in the scrape-of layer (region with magnetic field lines end-
ing on a material surface). During a detachment regime, recombination is a key
process for creation of cloud of neutral particles helping to shield divertor plates
and smoother redistribution of heat flux. In the case of plasma wall interaction,
neutralisation of hydrogen isotopes allows measurement of their characteristic
lines which can give information about the intensity of the plasma wall interac-
tion. Inverse ionization processes can subsequently return particles to a confined
plasma (plasma recycling). Mostly line radiation of bound electrons is useful for
diagnostic purposes as it was described in the chapter 3.2.2. Another example is
e.g. charge exchange recombination spectroscopy (CXRS) using charge exchange
recombination between particles of diagnostic beam injected into plasma and
plasma impurities for measurement of their temperature (from line broadening)
or rotation (from the Doppler shift of spectral lines).
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3.3 Role of electromagnetic emission in plasma
performance

Electromagnetic emission has an important role in a plasma performance as
it represents a considerable fraction (seferal tens of %) of its power losses. The
power balance in tokamaks can be written as:

PΩ + Pext + Pα = ∂

∂t
W + Ptransp + Prad (3.10)

where PΩ is the ohmic heating, Pext the heating of external power sources, Pα
the heating by alpha particles from thermonuclear reactions, W the plasma
thermal energy and Ptransp the transport power losses. The ohmic heating de-
pends mainly on temperature and effective ionic charge as POH = ηj2 where
η ∝ f(Zeff )Zeff lnΛ T−3/2 and f is a numerical factor between 1 (for Z = 1)
and 0.58 (for Z = ∞) [1]. The plasma resistivity can be also increased by drifts,
turbulences (anomalous resistivity) or effects caused by trapped particles. In con-
trast to the radiation losses, dependence of the plasma resistivity on its density
is negligible (logarithm of the square root inside the Coulomb logarithm) and for
higher plasma densities, the radiation losses could exceed the ohmic heating. As
the plasma temperature increases towards higher (fusion relevant) temperatures,
the ohmic heating becomes ineffective (for technically achievable plasma currents
and magnetic fields) and the plasma is usually heated predominantly by auxiliary
heating and by alpha particles which can be expressed as (for the D-T reaction,
i.e. reaction between deuterium and tritium) Pα = nDnT ⟨σv⟩Eα where ⟨σv⟩ is
the averaged D-T fusion fate coefficient and Eα the energy of the alpha particle
from the D-T reaction [1].

Power losses due to the electromagnetic emission can be expressed by sum-
marising all types of radiation in the previous chapter 3.2 in the form:

Prad = Pline + Pbrems + Precomb = n2
e(Rline +Rbrems +Rrecomb) = n2

eRrad (3.11)

where the R terms depends on Te , Zi and except Rbrems also on ionisation states
(and weakly on plasma density) [41].

Besides radiation, the plasma losses a significant amount of energy due to the
transport Ptranps = ∇ · J where J is the heat flow due to conduction and convec-
tion. These losses can be expressed via the energy confinement time, defined as:

τE = W

Pheat − dW/dt
(3.12)

where Pheat is the total heating power, i.e. the denominator represents the power
losses. For practical reasons, the radiation losses are sometimes excluded from the
energy confinement time as statistical studies have shown that it leads to a more
reliable empirical fit and it also allows for a better description and prediction of
Ptransp via scaling of τE [54].

The radiation losses can exceed the plasma heating when the plasma density or
the concentration of impurities increases above critical values (as it can be derived
from equation 3.10). It typically occurs locally but it can lead to instabilities
causing a termination of the whole plasma discharge. The global limit for the
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plasma density was found empirically as the Greenwald limit described in section
2.5 and it can be found below the limit given by the radiation [55].

At higher temperatures and with a low impurity contamination, the radiation
losses are caused mainly by bremsstrahlung which is exceeded by the alpha heat-
ing at 4.4 keV (ideal ignition) as the alpha heating increases much more rapidly,
see Fig 3.1 (otherwise, the tokamaks could not be considered as a potential source
of energy) and the effect of thebremsstrahlung losses on ignition decreases [3].

(a) (b)

Figure 3.1: (a) Heating by alpha particles (Sα) and bremsstrahlung radiation
losses (SB) normalised by pressure as a function of the temperature [3]. The
intersection point corresponds to the ideal ignition when the plasma can heat
itself by the fusion reactions. (b) Line radiation cooling factors for different
elements with respect to the plasma temperature [56].

The radiation losses represent an unavoidable significant part of the power
losses and can be only lowered by a reduction of plasma impurities, in particular
the ones with a higher atomic number, see Fig. 3.1b. On the other hand, the
density of the power losses caused by particles reaching the first wall or the
divertor can be reduced significantly which is important for the divertor region
as it will be described in the following part.

3.3.1 Detachment regime
Reduction of heat flux reaching plasma facing components is essential for pro-

longing lifetime of plasma facing components and improvement of plasma perfor-
mance. Normally, particles entering SOL are directed along magnetic field lines
to the divertor plates as it is illustrated in the Fig. 3.2. During the detachment
regime, a ”cloud” of neutrals is formed in front of the divertor plates which allows
volumetric power losses via radiation. The detachment regime can be achieved
under increased plasma densities when more impurities are released by plasma
facing components which increases radiation losses. As the temperature in the
divertor region decreases (< 5 eV), electrons and ions can recombine to form neu-
trals. These recycled neutrals help to shield the divertor plates from the heat flux
leaving the confined plasma via (volumetrical) radiation losses. The detachment
regime can be improved by a puff i.e. “seeding” of impurities into the divertor
region to increase radiationlosses and cooling in the divertor region. Another
advantage of the detachment regime is more efficient pumping of helium ash due
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to the higher neutral particle densities established in the divertor region in front
of the pumps [57]. Disadvantage is that neutral particles and impurities from
the divertor region can penetrate into the confined plasma which can increase
plasma radiation losses or even destabilise plasma by rapid asymmetric increase
of radiation and plasma cooling, i.e. by multifaceted asymmetric radiation from
the edge (MARFE) instability. Probability of MARFE can be reduced by partial
detachment when only inner part of divertor (inner strike point) is detached. Dis-
tribution of plasma radiation during experiments aimed at plasma detachment at
COMPASS are analysed in the section 5.2.5.

Figure 3.2: Localised (left) and volumetric (right) losses of plasma energy in the
divertor region (long black arrows illustrates plasma flux, blue arrows represent
neutral atoms and red arrows radiation losses) [57]

.
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4. Simulation of MHD equilibria
The chapter describes reconstructions of MHD equilibria performed with the

FIESTA code [58] and its contributions to COMPASS experimental campaigns
and impact on COMPASS-U design.

4.1 Introduction
Reconstruction of MHD equilibrium is important in many areas of fusion

research since plasma is confined by the magnetic field defining plasma shape, in-
fluencing its performance and affecting its stability. For this reason the knowledge
of MHD equilibrium is crucial for both experiment design and plasma control,
but also for physics studies of experimental results. One example is improvement
of accuracy of tomographic reconstructions in the next chapter 5.

In this chapter, reconstructions of MHD equilibria are performed by the Fi-
esta code [58], which was at first applied at COMPASS to design coil current
waveforms to achieve higher values of upper triangularity of upper triangular-
ity and subsequently compared with equilibrium reconstructions obtained with
EFIT, which is run routinely as a post-discharge analysis and uses signals mea-
sured by coils. The second part of the chapter describes application of the Fiesta
code as a main tool used in the process of design of equilibrium and coils for
the COMPASS-U tokamak. In order to find more optimal solution of coil cur-
rent combinations, Tikhonov regularisation (available in Fiesta) is applied and
described. Factor evaluating vertical stability of plasma is also presented.

Reconstructing MHD equilibria requires solving the Grad-Shafranov equation
2.13 (here repeated in convenient form):

∇∗ψ = −µ0jϕ = −µ0R
2p′(ψ) − µ2

0f(ψ)f ′(ψ) (4.1)

where
f = BϕR. (4.2)

The presence of Ψ on both sides of the equation makes the problem non-
linear and iterative methods have to be applied to find a solution, including
boundary conditions. Basically, Grad-Shafranov solvers can be classified as either
fixed boundary or free boundary solvers. Fixed boundary solvers have prescribed
solution or its derivative on the edge of the domain on the input (e.g. codes such
as Helena [59], Chease [60], Scene [61], etc.). Free boundary solvers are usually
used when there are known currents outside plasma, but plasma shape itself is
unknown except some definition where the boundary is (e.g. EFIT [62], Fiesta
[58], Freebie [63], Topeol [64], etc.).

In order to provide MHD equilibria, the Fiesta code (written in MATLAB) can
be applied both as a forward equilibrium solver and as a inverse (EFIT) solver.
The former method finds equilibrium iteratively by repeating the following steps
until satisfactory convergence is reached:

• proposing current density profile jϕ as a function of Ψ using given p′ and
ff ′ and set to zero outside plasma boundary
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• evaluation of updated ψ consisting of ψplasma due to the plasma and Ψext

due to the external coils

• determination of the plasma boundary (usually either a limiter or saddle
point, i.e. X-point)

whereas the latter (inverse) solver also finds current density profile in the form
proposed by [62]:

p′ =
n∑
i=1

αiΨi

ff ′ =
n∑
i=1

βiΨi

(4.3)

by means of the least squares fit (using SVD) of α and β parameters so that
the solution fits measured poloidal magnetic flux (or its derivations in form of
magnetic field measured by coils).

Basically, the main distinction for the user between both the methods is that
the forward (standard Fiesta) solver works with the proposed shape of the current
profile (i.e. proposed shape of p′ and ff ′ where amplitude of profile can change)
and finds coil currents to fit requirements whereas the inverse (EFIT) solver can
fit more parameters including parameters of plasma current profile, currents in
coils and conductors, pressure, etc. in order to find equilibrium.

4.2 Equilibria for the COMPASS tokamak
This section compares two different codes with different methods to recon-

struct equilibrium at the COMPASS tokamak: the Fiesta code applied as forward
predictive equilibrium solver and the EFIT code which is typically applied during
post-discharge analysis from measured data.

The COMPASS tokamak is a device with ITER-like shape, two Neutral Beam
Injection (NBI) heating systems and accesible H-mode [65, 66]. The main pa-
rameters of COMPASS are summarised in Tab. 4.1.

Toroidal mag. field BT = 0.9 − 1.7 T
Plasma current Ip ≤ 350 kA
Major radius R = 0.56 m
Minor radius a = 0.23 m
Plasma shape D, circular, elliptical
Elongation κ ≤ 1.8
Discharge duration ≤ 500 ms
Plasma volume V = 0.6 m3

Plasma surface S = 5.5 m2

NBI heating power PNBI = 2 × 0.4 MW

Table 4.1: Main engineering parameters of
the COMPASS tokamak [65].

Figure 4.1: Cut through the the
COMPASS tokamak.

At COMPASS, MHD equilibria are routinely reconstructed by the EFIT++
code (written in C++ with computational core in Fortran 95 [67]) from measure-
ments of 16 internal partial Rogowski coils (measuring poloidal magnetic field
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around the vessel, i.e. spatial derivative of reconstructed Ψ), currents in the
poloidal field coils circuits (shown in Fig. 4.2a), plasma current and toroidal
magnetic field [67]. Plasma current is fitted according to the relations 4.3 with
n = 1 and zero values at the plasma edge.

In this section, Fiesta is applied as forward equilibrium solver calculating
equilibrium for given currents in PF coils, toroidal magnetic field (currents in
TF coils), total plasma current and coefficients αi, βi in 4.3 defining plasma
current profile. Coefficients αi, βi are only normalised (by the same value) so that
the required total plasma current can be fitted inside the reconstructed plasma
boundary. In order to avoid problems with convergence, currents in selected
minority of PF coils (see Fig. 4.2a) are not only input, but they are also fitted
so that the equilibrium is reconstructed for requested position of magnetic axis.
The request for plasma position is introduced by constraining the reconstructed
equilibrium to the same ψ above and below the supposed magnetic axis.

An example of MHD reconstruction of the Fiesta code and EFIT++ code for
COMPASS is shown in Fig. 4.2a. In this case, proposed current profile adopted
coefficients from by EFIT (α1 = 1.93 × 106, β1 = 1.37) and the difference is
mainly in upper and lower parts of separatrix on the HFS side (where separatrix
from Fiesta is about 1 cm closer to the wall).

(a) (b)

Figure 4.2: Equilibrium reconstructed by Fiesta and EFIT (a) and current profiles
(b) for discharge #9778, time = 1100 ms. Fiesta equilibrium was reconstructed
for applied currents in the shown coils except cyan and black coils which were
fitted to find equilibrium at required position by means of fulfilling condition
of the same Ψ at the edges of dotted lines. Current profile from EFIT served
as input. Fiesta converged into slightly different coefficients (with amplitudes
decreased by 2%) of current profile (α1 = 1.83 × 106, β1 = 1.31).
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The result in Fig. 4.2b provides a comparative information about perfor-
mance of Fiesta and EFIT since Fiesta applies the same coefficients of plasma
current profile as EFIT. These coefficients were fitted by means of measurements
of poloidal magnetic field. The Fiesta code allows for a user friendly way how
to predict equilibria during experiments. At COMPASS, experiments with in-
creased upper triangularity were performed in order to study its effect on plasma
performance and instabilities. In order to extend range of achievable upper tri-
angularities, an additional power source was used to increase the current in the
upper PF coil circuit as it is shown in Fig 4.3a. The effect was simulated by
implementing additional virtual coil into Fiesta simulations taking inputs in the
form of currents in the PF coils during standard discharge (# 9778) and distri-
bution of plasma current. Resulting plasma shapes and upper triangularities are
shown in Fig. 4.2 where upper triangularity changed from 0.24 up to 0.14 or 0.34
(depending on applied current ±4 kA) for standard plasma current of 180 kA and
the difference from EFIT was about 0.04. There was also change in the radial
position and the position of x-point which was eventually slightly compensated
by the feedback control (from predicted up to ±1 cm to ±0.3 cm).

(a)

(b)

(c)

Figure 4.3: Effect of additional coil marked by blue dot (top left) on plasma
boundary predicted by Fiesta simulations (a) and scan of plasma triangularity
given by Fiesta and EFIT over current in the additional coil and plasma current
represented by dot color and size.

4.3 MHD equilibria for COMPASS-U
Experience with Fiesta gained during simulations performed for COMPASS

allowed to expand its application to the COMPASS-U project. Its aim is to study
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plasma performance with high parameters (see Tab. 4.2) and variable scenarios
such as negative triangularity or snowflake configurations.

Following sections describe predictive simulations of equilibria for COMPASS-
U and optimisation of coil geometry by means of the Fiesta code. Introduction
to the chapter includes description of the COMPASS-U tokamak and a method
of the MHD reconstruction. Following sections describe application of Tikhonov
regularisation as a method of optimisation of the PF coils, plasma scenarios and
calculation of vertical stability.

4.3.1 Introduction
The COMPASS-U tokamak is designed as a high magnetic field device (up

to BT = 5 T) aimed to support ITER operation and to address challenges of the
design of the DEMO reactor [68, 69]. Its main parameters are summarised in
Tab. 4.2. One of the important steps during a tokamak design is to perform
simulations of required MHD equilibria. It provides information about needed
coil currents which is a vital input for requirements on power sources, cooling,
exerted forces on machine structure, etc.

Toroidal mag. field BT ≤ 5T
Plasma current Ip ≤ 2 MA
Major radius R = 0.9 m
Minor radius a = 0.27 m
Triangularity δ ≤ 0.6
Elongation κ ≤ 1.8
Flat top length 1-10 s
Plasma volume V = 2.1 m3

Plasma surface S = 13 m2

NBI heating power PNBI = 8 MW
ECRH heating power PECRH = 10 MW
Vessel temperature 300◦C (goal 500◦C)

Table 4.2: Main engineering parameters of the
COMPASS-U tokamak design [69].

Figure 4.4: Cut through the
preliminary design of the
COMPASS-U tokamak.

To perform such simulations for COMPASS-U in the Fiesta code, it has to
be applied in the opposite way than in the previous chapter. The required equi-
librium is specified as the input of a simulation and coil currents are obtained as
results. Simulation inputs, see Fig. 4.5, included major plasma parameters, as
for example plasma shape, plasma current profile, toroidal magnetic field, etc..
To enhance the accuracy of Fiesta results, it is coupled with METIS [70], a fast
transport solver which combines 0D scaling-law normalising heat and particle
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transport with 1D current diffusion modelling and 2D equilibria. The Fiesta
code implements the current profile from METIS in the form of p′ and ff ′ pro-
files, i.e. coefficients for their spline interpolation. Since Fiesta and METIS use
different coordinate systems (see Fig. 4.6b) a special care has to be taken to
transfer information between the two codes correctly. The values of p′ have to
be multiplied by -1 due to the change of sign of dψ. The sign of ff ′ has to be
also changed due to the change of sign of dψ and BT . Moreover, METIS applies
normalisation of ψ by 2π whereas Fiesta considers whole poloidal flux. Therefore,
p′ and ff ′ have to be multiplied by 2π.

Figure 4.5: Simulations of equilibria in Fiesta with inputs from METIS

Under appropriate weighted constraints, optimal coil currents for required
equilibria can be calculated by Tikhonov regularisation technique [71, 72, 73, 74]
described in the next section 4.3.2. Plasma scenarios in the next sections were
found by introducing following constraints as it is illustrated in Fig. 4.6a:

plasma shape: Specified by several points lying on the separatrix.

null point: Is a point with zero value of poloidal magnetic field. A null
point is not neccessarily an x-point and can be positioned
outside of separatrix.

X-point: Is a null point which has to be lying on the separatrix.

regularisation par.: Is a parameter for Tikhonov regularisation described in
the sec 4.3.2.

poloidal flux ofset: Offset of the poloidal flux ψ.

The separatrix shape for the required plasma parameters was either calculated
or taken from METIS and the separatrix points determined with two different
approaches. In the section 4.3.4 (finding conservative solution) the points were
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evenly distributed along the contour. The second approach applied in 4.3.5 used
a reduced number of points placed at specific locations to reach specific require-
ments as clearance from the first wall or certain value of triangularity. An example
of the application is shown in Fig. 4.6a. The null point in top region was intro-
duced in order to avoid formation of upper X-point (as requiring zero poloidal
field under separatrix can lead to lower upper plasma boundary). Regularisation
parameter was adjusted manually together with constraints (shown in Fig. 4.6a)
and their weights. Offset of poloidal flux is set at plasma centre from METIS scal-
ings and reflects change in coil currents to drive current in plasma while keeping
the same plasma shape.

(a) (b)

Figure 4.6: Illustration of applied requirements (a): points at separatrix as black
crosses, position of null point by green cross, position of x-point by red cross
and position where poloidal flux offset from METIS is required by red cross and
convention of coordinates used in Fiesta (b).

4.3.2 Tikhonov regularisation
Regularisation methods are typically applied to avoid over-fitting or to solve

ill-posed problems during inversion. In the Fiesta code, an optimized solution can
be found by Tikhonov regularisation [71, 72, 73, 74] which is also key technique
for the tomographic reconstruction in the chapter 5 where it is described more in
detail. Fiesta implements Tikhonov regularisation as minimization of the form:

∥b − Ax∥2
2 + α2∥x∥2

2 (4.4)
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where A is the response matrix, b is the vector of expected signals, α is the
regularisation parameter and x is the solution. The response matrix can represent
green functions corresponding to the required poloidal flux at specified locations
and the given poloidal field coil configuration. The expected signals b can be for
example poloidal field at given locations. The nature of found solution, of coil
currents for example, is influenced by the regularisation parameter. The higher
the parameter α, the smaller the norms of x.

Decomposition A = UΣVT allows to find a solution as:

x =
N∑
i=1

ϕi
uTi b

σi
vi (4.5)

where uTi is i-th column of matrix UT , σi i-th element of diagonal matrix, vi
column of matrix V and

ϕi = σ2
i

σ2
i + α2 , i = 1, · · · , N (4.6)

i.e. higher α values suppress components associated with smaller singular values
of the response matrix A since ϕi closes to unity for σ2

i ≫ α2 and falls to zero
for σ2

i ≪ α2 (with α = 0 the regularisation acts as SVD pseudo-inverse).

4.3.3 Vertical stability parameter
There are several definitions of the stability parameters [75, 76, 77]. The

stability parameter applied in this chapter is defined according [75] as the ratio
of the stabilizing force gradient along vertical axis (due to the eddy currents in
the vessel and stabilising plates) F ′

s to the destabilizing force gradient acting on
the system (due to the currents in coils) F ′

d [75]:

fs = F ′
s

F ′
d

=
[Ip]T

[
M′

p,s

]
[Ms,s]−1

[
M′

s,p

]
[Ip]

[Ip]T
[
M′′

p,c

]
[Ic]

(4.7)

where Ip are current vectors, M inductance matrices and subscripts p, s, c rep-
resent plasma, stabilisation conductors, poloidal field coils respectively and ’ is
differentiation with respect to the vertical axis. Relations of fs values to stability
are summarised in Tab. 4.3. The condition fs < 0 represents the stable region
with the negative growth rate of vertical plasma movement. The unstable region
with fs < 1 is dominated by plasma inertia where plasma movement occurs on
Alfvén time-scale and stabilisation would require very fast active feedback. In
the region with fs > 1, the plasma displacement growth rate is mainly given by
L/R of passive structures. The condition fs > 1.5 is regarded as a value with
sufficient margin for design purposes [75]. Stability parameters for several MHD
equilibria are shown in Tab. 4.5.

condition stability
fs < 0 stable (negative growth rate)
0 < fs < 1 growth rate dominated by plasma inertia
fs > 1.0 growth rate dominated by L/R of passive structures
fs > 1.5 acceptable for design

Table 4.3: Relation of fs values to stability [75].
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4.3.4 Optimisation of coil geometry
Geometry of the PF coils is supposed to be designed so that it can efficiently

generate required MHD equilibria under engineering constraints (e.g. coil current
limits, heat loads, mechanical stresses). In this section, simulations of MHD
equilibria are used to asses several variants of the coil geometry with respect to
the required coil currents (which is connected to other engineering constraints
as coil currents cause mechanical stresses and heating of coils). There are two
principal positions a PF coil can have with respect to the TF coils. The first
being inside and the second being outside of the TF coils. In the first case, the
effect of the coil on a plasma is stronger, due to the closer proximity, than in
the second case. The result is that the engineering parameters of the first option
can be lower to achieve a comparable effect. The cost of the first option is an
increase of required engineering parameters of TF coils. The reason is the cross
section of TF coils needs to be enlarged to give space to PF coils and support
structure. One possitive effect is a more homogeneous toriodal field, because of
the increased distance of the TF coils to plasma.

Design of the coil geometry for COMPASS-U went through several steps in
order to meet the engineering (and budget) constraints described in the previous
paragraph. At first, the PF coils were supposed to be placed outside the TF coils
(as it is shown in blue in Fig. 4.7a). Its advantage is that it is easier to construct
and placing TF coils closer to plasma leads to a lower energy consumption. How-
ever, placing the PF coils outside the TF coils leads to higher currents for PF
coils, worse parameters of the required fast reaction of the PF coils and a lower
homogeneity of the toroidal magnetic field (toroidal ripple). Fiesta simulations
have shown that placing the PF coils outside the TF coils required unacceptably
high currents, especially in top and bottom PF3 coils as it was shown in col-
laboration with co-authors of the contribution [78]. These results contributed to
the decision to put the PF coils inside of the TF coils. Moreover, the CS coils
were enlarged in order to deal with required high currents and resulting excessive
ohmic power.

coil name current range turns total current limit
CS ± 50 kA 30 1.5 MAt
PF1 ± 25 kA 64 1.6 MAt
PF2 ± 25 kA 32 0.8 MAt
PF3 ± 25 kA 36 0.9 MAt
PF4 ± 25 kA 40 1.0 MAt

Table 4.4: PF Coils of the COMPASS-U tokamak and their current limits.
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(a) (b)

Figure 4.7: Initial design of the coil geometry with the PF coils placed outside of
the TF coils (blue) and later geometry (orange) with the PF coils inside the TF
coils (a) and latest design (b). Black blocks represent stabilising plates used to
calculate stability parameter for plasma scenarios. The coil geometry on the left
in orange was applied in simulations related to coil geometry optimisation shown
in Fig. 4.9a and 4.8 whereas the coil geometry shown on the right was used in
the rest of the chapter.

Shift of PF3U and PF3L coils

One of the optimisation parameters, in the design process of COMPASS-U
coils, was the radial position of the PF3 coil. The machine design allowed it to be
moved by up to 6 cm to LFS. Simulation of MHD equilibria for several scenarios
shows that the outward shift of the PF3L and PF3U coils is beneficial. The effect
is summarised in the Fig. 4.8. The current in the most stressed coils (PF2L and
PF3U) is decreased and it causes a slight current increase in the PF2U. In the
case of the baseline scenario with the maximal plasma current, the coil currents
changed from 19 kA to 18.5 kA for PF2L and 7.8 to 8.5 kA for PF2U. Changes
of the current in other (more distant) coils are negligible.
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(a) (b)

Figure 4.8: Requested currents (a) and their change (b) in the coils for different
radial positions of the PF3 coil and various plasma configurations: baseline, dou-
ble null, baseline shifted upwards, big plasma, small plasma, high triangularity
and high triangularity shifted upwards (baseline, double null and high triangu-
larity scenarios are described in the next section 4.3.5). The initial geometry is
shown in orange in Fig. 4.7a.

Divertor coils

Flexibility of the divertor legs was investigated for different geometries of
the divertor coils PF1La, PF1Lb and PFLa: separated coils, PF1La and PF1Lb
connected, PF1Lb and PFLa connected, PF1La and PF1Lb connected and PF2La
shifted by 2 cm towards LFS and PF1Lb and PF2La connected and shifted by
2 cm towards LFS, see Fig. 4.9a. All these cases allowed a similar range of the
strike point positions (about 15 degree range of the HFS leg) under current limits
as it is shown in Fig. 4.9. However, the cases with PF1Lb connected to PF1La
shows a slightly (by about 3◦) broader range of strike point angles for allowed
current limits than the geometry with PF1Lb connected to PF2La. Moreover,
simulations suggest that configuration with separated divertor coils does not offer
higher flexibility of strike point positions and one power source can be spared.
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(a) (b)

Figure 4.9: LCFS of the baseline scenario for different strike-point positions with
marked configurations (cinnections and shifts) of coils (a) and respective demands
on the most affected coils for different coil geometries with corresponding colours
(b).

Paired coils in central solenoid

In order to reduce a number of expensive power sources, the possibility to
connect the CS coils into pairs shown in Fig. 4.10a was investigated. As it is
shown in Fig. 4.10b, the baseline scenario for the paired CS coils with maximal
plasma current is still below limits for coil currents although the difference is
about 10 kA in CS2U, CS3U, CS4U. The resulting difference in plasma shape
was negligible (see Fig. 4.10a).

40



(a) (b)

Figure 4.10: Coil geometry and connection of the paired CS coils illustrated by
red connections (a) and polar plot of the coil currents (b) for the case with the
paired CS coils (orange lines) and the single CS coils (blue lines).

4.3.5 Plasma scenarios
Simulations of various MHD equilibria were performed in order to test flexibil-

ity and capability of the PF coils and to provide data for calculations of mechan-
ical and heat stresses, theoretical modelling and feedback algorithms. Simulated
scenarios span plasma currents ranging from 0.4 MA to 2 MA, toroidal field from
1.25 T to 5 T with pulse duration up to 4 s. The plasma shapes cover triangular-
ities 0, 0.33, 0.5 and 0.6 and elongation 0, 1.4 and 1.8. Simulations are performed
according to the setting shown in Fig. 4.11, i.e. with paired coils in the cen-
tral solenoid. Scenarios consist of three typical phases: ramp-up phase during
which the plasma current is driven (mostly by the CS coils) towards the required
value, steady state with the constant plasma current and ramp-down phase with
a gradual decrease of plasma current. In the ramp-up phase, plasma starts from
a circular shape limited by the HFS wall and it is shaped towards the required
shape.

The standard scenario (also referred to as #24300) with Ip = 1.4 MA, BT
= 4.4 T, ITER-like shape (triangularity 0.44, elongation 1.8), Te = 2.5 keV and
auxiliary heating (3 MW by NBI and 1 MW by ECRH) is shown in Fig. 4.11
together with a time evolution of its main parameters and currents in the CS
coils and the PF coils. The figure illustrates typical features of the COMPASS-U
scenarios, especially a dominant range of the CS coil currents consumed during
the ramp-up phase (it could be reduced by additional heating) and a high current
in the divertor coil PF1L during D-shaped plasma configurations.
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(a) (b)

Figure 4.11: Simulated equilibrium at 1.5 s (a) and time evolution of the main
parameters, the CS coils and the PF coils for the standard scenario (#24300).

Equilibria of the selected scenarios with a high triangularity (0.6), double null
configuration and snowflake are shown in Fig. 4.12 and their main parameters
in Tab. 4.5. These scenarios are topic of interest in fusion research due to the
following reasons. Plasma with high triangularity leads to improved pedestal
pressure (due to the stabilisation of ballooning modes by moving plasma to HFS)
[79, 80, 81]. Double null configuration offers splitting of the heat flux into two
divertor regions and it is also observed to offer better fuelling efficiency and overall
confinement [82, 83]. On the other hand, it requires precise control of PF coils as
a small disbalance can direct most of the heat flux towards upper or lower divertor
[83]. Snowflake configuration was proposed in [84, 85] and it was shown to reduce
local heat loads to divertor plates [86, 87, 88]. Disadvantage is higher demands
on PF coil currents and their precise control. Shown scenarios with maximal
plasma current (2 MA) and negative triangularity have q95 < 3 which implies
issues with MHD stability. However, these scenarios are suitable for mechanical
and heat analysis to provide a conservative tokamak design. All these scenarios
have fs > 1.5 implying vertical stability.
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(a) (b) (c)

Figure 4.12: Equilibria (contours of ψ) for the double null (a), high triangularity
(b) and snowflake (c) configurations indicating their envelopes (also published in
[69]). Red lines represent contour of ψ at separatrix.

Scenario Max. baseline
(1.5s)

Baseline
(1.5s)

High δ
(1.5s)

Double null
(1.5s)

Snowflake
(1s)

Negative δ
(1.5s)

IP [MA] 2.0 1.2 2.0 1.2 1.5 1.0
BT [T] 5.0 4.3 5.25 4.24 5.4 5.1
κ [-] 1.8 1.8 1.8 1.85 1.84 1.4
δupper [-] 0.4 0.39 0.56 0.53 0.46 -0.24
δlower [-] 0.55 0.53 0.60 0.53 0.46 -0.28
q95 [-] 2.64 3.88 2.54 3.72 3.3 2.65
βN [%] 1.2 1.2 0.6 1.3 1.0 1.6
Te0 [keV] 4.5 3.0 3.5 3.3 3.1 3.3
ne0 [1020/m3] 2.3 2.5 2.3 2.5 2.3 2.3
fs [-] 2.3 2.6 2.0 2.6 2.0 1.86

Table 4.5: Main plasma parameters of selected scenarios. Equilibrium of the
baseline (ITER-like) scenario is shown in Fig 4.11, High delta, double null and
snowflake in Fig. 4.12 and negative triangularity in Fig. 4.13.

Negative triangularity

Experiments in the DIII-D tokamak indicated that plasma with negative tri-
angularity can reach the confinement similar to H-mode despite the absence of an
edge pressure pedestal [89, 90, 91, 92] which leads to a favourable regime with-
out ELM (or with small edge activity). Furthermore, a low impurity retention
compared to H-mode plasmas with a similar energy confinement was observed.

In the case of COMPASS-U, negative triangularity δ > −0.3 (compared to
-0.4 at DIII-D) for plasma currents up to 1 MA is achievable in Fiesta simulations
(under coil current limits from the Tab. 4.4). Higher negative triangularity would
require to change the geometry of plasma facing components. The most stressed
coil is the PF3 coil taking the role of the divertor coils PF1 and PF2. Higher
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negative triangularity is also difficult to achieve because of the gap in the coil
distribution on the LFS. An additional coil carrying the current 300 kA between
PF4u and PF4L could decrease upper negative triangularity by -0.2 and lower
negative triangularity by -0.1 as it is shown in Fig. 4.14.

(a) (b)

Figure 4.13: Equilibria (contours of ψ) with negative triangularity for (a)
Ip = 500 kA, a = 0.27 m, κ = 1.46, δupper = −0.27, δlower = −0.35 and (b)
Ip = 1 MA, a = 0.27, κ = 1.47, δupper = −0.24, δlower = −0.28. Red line repre-
sents separatrix.
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Figure 4.14: Scan over radial positions of the additional coil and its current
showing plasma shapes, i.e. separatrix (a) and achieved negative triangularity
(b) for the scenario with IP = 1 MA (other main parameters of the scenario are
show in Tab. 4.5).

Sweeping strike points

The COMPASS-U tokamak is focused on DEMO-relevant conditions with
high heat fluxes to the divertor plates which can reach about 90 MW/m2 accord-
ing to the internal report [93]. It is based on scalings from [94, 95], power fluxes
from METIS simulations and magnetic equilibria simulated by Fiesta. One of the
methods how to reduce the effect of high heat fluxes is a periodical changing, i.e.
sweeping of strike point position (e.g. simulations for DEMO in [96] have shown
that 20 cm/1 Hz sweeping, with an incident heat flux of 15 MW/m2 avoided
reaching the critical heat flux (boiling) of the coolant in the cooling pipes).

Simulations of the strike points sweeping by Fiesta for COMPASS-U is shown
in Fig. 4.15 and 4.16 for frequency 7 Hz and amplitude 3.3 cm. Such sweeping
could reduce the heat fluxes towards acceptable values (less than 20 MW/m2).
Simulated sweeping of the strike points requires periodic changes in the coil cur-
rents (as shown in 4.15a) which are achievable by the designed power sources
as it is shown in Tab. 4.6 where times to reach amplitudes of required current
changes are sufficiently small. Faster strike point sweeping could be required e.g.
during ELMs. However, frequency of the strike point sweeping is also limited by
the vessel self-frequency (9 Hz according to [97]) and it requires placing the coils
inside the tokamak vessel and closer to plasma [97].
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R [Ω] L [mH] UPS [V] ∆I [A] treach [ms]
CS1U+CS1L 1.63 2.10 1000 3,6 8
CS2U+CS2L 1.63 2.10 1000 14 30
CS3U+CS4U 1.63 2.10 1000 6 13
CS3L+CS4L 1.63 2.10 1000 9 19
PF1U 4.54 7.20 660 3 33
PF1L 4.54 7.20 1000 2.2 16
PF2U 2.76 2.65 660 0 -
PF2L 2.76 2.65 660 5,7 23.5
PF3U 4.84 5.27 660 4,7 38.5
PF3L 4.84 5.27 1000 4 21.5
PF4U 6.62 9.59 1000 2 19.5
PF4L 6.62 9.59 1000 0 -

Table 4.6: Main parameters of the coils and times required to reach currents
(treach) to move the strike points by 3.3 cm along the divertor plates for the
baseline with IP = 2 MA. Required times are derived from the formula: I =
Vb/R

(
1 − e−tR/L

)
. Values of resistance R, inductance L and voltage of the power

sources UPS for coils correspond to the geometry shown in Fig. 4.7a represented
by orange rectangles.

(a) (b)

Figure 4.15: Plasma boundaries (a) and evolution of the coil currents and main
plasma parameters (b) for the scenario with sweeping strike points.
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(a) (b)

Figure 4.16: Radial (a) and vertical (b) movement of the strike points and X-
point.

4.4 Summary
The chapter overviews the tests of the MHD equilibria reconstruction by the

Fiesta code at COMPASS and its application to preliminary equilibria for the
COMPASS-U tokamak contributing to its design.

Application of the Fiesta code as a predictive solver finding equilibria for given
currents in the PF coils of the COMPASS tokamak is described in the section
4.2, especially for simulations of equilibria during experiments with increased
triangularity. Despite differencies between Fiesta and EFIT++ algorithms, the
reconstructions of equilibria by Fiesta were shown to be in a good agreement with
EFIT++ (e.g. difference in location of separatrix up to 1 cm in upper and lower
HFS regions and difference of 0.04 in upper triangularity). Although the proper
comparison of both the algorithms would require a more detailed analysis, the
tests of Fiesta at COMPASS demonstrated its usability.

The section 4.3 was focused on simulations of equilibria for COMPASS-U
associated with the design process of the PF coils. Design of COMPASS-U started
with the PF coils placed outside the TF coils since it is easier to construct and it
leads to a lower energy consumption. However, Fiesta simulations carried out in
the collaboration with co-authors of the contribution [78] have shown that such
geometry leads to an unacceptably high current demand in the PF coils which
contributed to the decision to put the PF coils inside of the TF coils. Moreover,
the CS coils required high currents resulting in excessive ohmic power which led
to their enlargement. Furthermore, the section 4.3.4 deals with several cases
of a possible optimisation of the coil geometry: connection of the CS coils to
pairs to reduce the number of expensive power sources, shifting of the PF3 coil
and connection of the divertor coils. Simulations have shown that connection of
coils into pairs could still allow to reach MHD equilibria for the baseline scenario
with maximal current (2 MA), shifting the PF3 coil towards LFS could lower
the current in one of the most stressed divertor coil PF2L and the connection of
PF1a and PF1b does not decrease flexibility of strike points.

The last section 4.3.5 shows reconstructed equilibria for the selected plasma
scenarios planned at COMPASS-U. It covers the ITER-like scenario, the baseline
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scenario with maximal plasma current 2 MA, double null configuration, snowflake
configuration, negative triangularity and the scenario with sweeping strike points.
All the scenarios meet the condition for vertical stability fs > 1.5 presented in
section 4.3.3. Scenarios with maximal plasma current 2 MA have q95 < 3 which
implies susceptibility to MHD instabilities. Simulations with negative triangu-
larity δ < −0.3 were achieved for plasma current up to 1 MA although q95 < 3
implies that lower plasma currents could be more suitable to achieve the MHD
stability. The scenario with a slow sweeping of the strike points (7 Hz with am-
plitude 3.3 over divertor surface) by means of the PF coils could be achieved as
required changes in their currents are achievable. However, proper calculation
requires to include a model of the vacuum vessel and other passive structures.
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5. Tomographic reconstruction of
electromagnetic emission and its
post-processing

This chapter introduces tomographic reconstruction as a valuable tool for study-
ing instabilities and other plasma processes. The main method used for tomo-
graphic reconstructions is described in the introductory section. Following sec-
tions provide tomographic reconstructions and their analysis for chosen processes
at the COMPASS and JET tokamaks

5.1 Introduction
Tomography allows reconstruction of a local property (e.g. electromagnetic

emission) from line integrated measurements in a non-destructive way. The to-
mography problem can be set as finding an inversion to the following equation
(in 2D):

fi =
∫
g(r)Ti(r)dr (5.1)

where fi are the line integrated measurements, g(r) the reconstructed property
and Ti(r) the geometric function (kernel of the integral representing a contri-
bution of g(r) to the measurement fi). There are many different tomographic
methods. They can be divided into two basic groups: analytical (or transform)
methods and numerical (or series expansion) methods. Analytical methods, like
the filtered back-projection method [98, 99], are more suitable for situations,
where the object can be scanned by many measurements with a regular coverage
(however, there are also transform methods reducing problems with an irregular
coverage [100]) and they are often used e.g. in medical tomography. Series ex-
pansion methods are usually more flexible and more suitable for plasma devices.
They find approximated1 solution as an expansion of g into a suitable set of basis
functions bj with expansion coefficients gj:

g(r) ≈
N∑
j

gjbj(r). (5.2)

transforming the tomography problem into the matrix inversion:

fi =
∑
j

Tijgj = Tg (5.3)

where Tij =
∫
Ti(r)bj(r)dr are elements of the transform matrix. Basis functions

can be global (e.g. circular harmonics and Zernike polynomials), natural (in a
shape of the area measured by a detector) or local like rectangular shaped pix-
els which are the most common basis functions and also the ones used in this
thesis. Since the inversion is typically an ill-posed (solution is not unique) and

1A solution could be described precisely only for infinite number of basis functions, but
truncation to finite number N makes it approximated.
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ill-conditioned (a small change of input results in a big change of output) problem,
regularisation methods are often applied to find a unique solution. Conditioning
of the problem can be improved by implementation of appropriate regularisa-
tion functional introducing a priori information (e.g. expected smoothness of g).
Then, the solution can be found e.g. by the Tikhonov regularisation [71], [72],
[74], i.e. by minimisation of:

Λ(g) = ∥f − Tg∥2
2 + λO(g) (5.4)

where λ is the regularisation parameter and O(g) is the regularization functional
which can take the form O(g) = ∥Γg∥2

2 = gTHg where Γ is the Tikhonov matrix
and H = ΓTΓ symmetric and positive semi-definite operator. Minimisation of
5.4, i.e. ∂Λ(g)/∂g = 0 leads to:

g =
(
TTT + λH

)−1
TT f (5.5)

Basically, the regularisation functional improves conditioning of the problem
by increasing eigenvalues of the matrix of inversion [43] and guides the inversion
to prefer smooth and physically meaningful solution from an infinite number of
possibilities. Essentially, regularisation reduces over-fitting by introducing sanc-
tions of complexity. In order to compensate a noise, the first term in the formula
5.4 can be normalised by expected error bars σi into the form of the Pearson χ2

test [101]:

χ2 = 1
L

L∑
i

(
fi −∑

j Tijgj
σi

)2

(5.6)

representing goodness of fit with the optimal value close to 1 (typically χ2 −
1 = ±0.05 is accepted). The lower values indicates over-fitting while higher
values indicates under-fitting. The tomography inversion is carried out by both
minimization of 5.4 and optimisation of χ2 by finding optimal λ (e.g. by the
Newton method).

Taking into account geometry of diagnostics, where the view of a detector is
given by a cone through a pinhole and g as isotropic emissivity, the integrated
property fi (also referred as a chord brightness [101]) can be expressed as:

fi ≈ Pi
4π
AiΩi

(5.7)

where Pi is a power flux (W/m2) measured by a detector, Ai its effective area
(perpendicular to its line of sight) and Ωi solid angle observed by the detector.

In experimental fusion devices, where tomographic algorithms have to deal
with sparse, often irregular and noisy measurements, the Tikhonov regularisation
constrained by regularisation functional in the form of the Fisher information is
often applied as it was proven to provide robust and reliable solutions [101], [102],
[103]. The Fisher information is defined as:

IF =
∫

(∇g)2/g · dS (5.8)

which leads to its numerical form:

IF = gTBTWBg = gTHg (5.9)

50



where the matrix B is an operator for derivatives of g and W is a weight matrix
representing 1/g. Since W depends on g, the solution has to be found iteratively.
The method is also often referred as Minimum Fisher Regularisation (MFR) [104].
In statistics, the Fisher information is a way to measure amount of information
that a variable carries about parameters that define its distribution, i.e. its min-
imization leads to a simple and smooth solution, in particular in regions with
low additional information and less data (acting like Occam’s razor principle).
In order to improve performance of the MFR, derivatives of g are carried out
in direction perpendicular and parallel to the reconstructed magnetic field with
different weights so that the solution with higher smoothness along magnetic
field lines is preferred (in accordance with physical expectation). The MFR is
described in more detail in the attached article A.3 with several implemented
optimisations like adjustments of border conditions (for SXR and AXUV tomog-
raphy at COMPASS) or symmetrisation of the Fisher information.

Faster versions of the MFR

Non-linearity of the Fisher information requires an iterative approach in its
evaluation (otherwise, the solution could use iterations just to find optimal λ) and
demands more computational time. The computational time depends mainly on
the number of pixels, e.g. the MFR algorithm used in this thesis takes hundreds
of ms for several thousands of pixels and grows roughly linearly with their number
(growth of the computational time is not so rapid due to the sparse matrix calcu-
lation). However, several modifications of the algorithm were proposed allowing
a faster inversion, which are suitable for mass data processing. As an example
it can serve the Fast MFR allowing calculation of more time slices at once [105]
or, for the real-time application suitable, the rolling iteration that uses the pre-
vious result as a starting point for the iteration [106]. Application of the rolling
iteration on model data is described in the attached article A.2 and applied at
COMPASS in the chapter 5.2.3.

Linear methods

The linear methods present another way how to reduce computational time.
They are based on matrix decomposition techniques like SVD [107], generalised
eigen values (GEV) [108] or QR decomposition [109] aiming at finding the inver-
sion with the linearised regularisation functional (Tikhonov matrix), e.g. in the
form of smoothness of the solution and the regularisation parameter λ as median
of eigenvalues. Besides fast and direct solution (g), these linear methods also
allow fast calculation of the distribution moments like centre of mass, variance
and skewness as a scalar multiplication of measured signals and basis vectors in
tens of microseconds and without necessity to calculate a solution. Calculation
of basis vectors can take tens of milliseconds, but they can be precalculated as
they depend on the geometry of the problem, see flowchart in Fig. 5.1. Moments
of the radiation distribution provides information about plasma radiation in a
compressed form which is more suitable for purposes of the real-time control or
mass data processing.
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Figure 5.1: Flowchart of calculation of ”centre of mass” of the radiation distribu-
tion with their computational times. Direct calculation of the ”centre of mass”
from data (without tomographic reconstruction) is stressed by the red colour.
Computational times are only illustrative as they depend mostly on the resolu-
tion and CPU (in this case performed for 6300 pixels at Intel Core i7-3630QM).

Disadvantage of the linear methods is a lower precision and robustness than
in the case of the MFR. Moreover, magnetic field lines can not be included into
fast calculations of the radiation moments as they change in time that requires
recalculation of the basis vectors.

The linear methods used in this thesis apply the regularisation functional
in the form of smoothness of the solution, i.e. F (g) = ∥Cg∥2 where C is the
numerical differentiation matrix. By adopting decomposition TC−1 = UΣVT ,
the solution 5.5 can be (after several steps) transformed into the form [107]:

g(α) =
∑
j

wj(α)f · uj

σj
C−1vj (5.10)

where uj and vj are columns of U and V, σj diagonal elements of the singular val-
ues Σ, and wj(α) = (1 + α/σ2

i )
−1 acts as a low-pass filter suppressing components

with higher j as σj decreases. This allows to express the radiation centre (”centre
of mass”) as a scalar combination of the measured signals and basis vectors:

µx =
∑
k,l xkgkl∑
k,l gk,l

= f · bx

f · b0
(5.11)

where the basis vectors are:

bxj = wj(α)(uj)
σj

∑
k,l

xkv
k,l
j (5.12)

b0j = wj(α)(uj)
σj

∑
k,l

vk,lj (5.13)

Higher distribution moments can be calculated in a similar way. Fast estimation
of the optimal value of regularisation factor α can be chosen as median of singular
values (med(Σ)).

Application of the linear methods to SXR data at COMPASS and a compar-
ison with the MFR are described in the attached article and chapter 5.2.2.
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5.2 Tomographic reconstructions at COMPASS
In the following sections of this chapter, tomography and its analysis is carried

out for SXR and AXUV measurements at COMPASS introduced in the chapter
5.2.1. SXR emissivity is generated mainly by bremsstrahlung and line radiation of
heavy impurities. At COMPASS, it is often observed to be poloidally symmetric
and localised in the plasma core with monotonic increase towards the plasma cen-
tre (as can be seen in Fig. 5.2a). Tomographic reconstructions based on of AXUV
measurements often exhibit hollow profiles for diverted (D-shaped) plasmas as it
is shown in Fig. 5.2b caused by line radiation of not fully ionised impurities near
the plasma edge. Circular (limited) plasmas radiate strongly near limiter with
strong plasma-wall interaction [104]. Corresponding intensity is about one order
of magnitude higher than radiation measured by the SXR detectors. In several
cases, tomography seems to have a tendency to underestimate radiation in di-
vertor region and a bit overestimate radiation inside the confined plasma along
detectors observing the divertor (i.e. reconstructing radiation from the divertor
inside the confined plasma) due to a sparse coverage. In order to compensate
these artefacts, the AXUV-C camera (see Fig. 5.3a) was slightly tilted lower
towards the divertor (after discharge #14885).

(a) (b)

Figure 5.2: Example of emissivities reconstructed from the measurements of the
SXR (a) and AXUV (b) detectors. The red contour represents separatrix whereas
the dashed yellow lines the magnetic field lines inside the confined plasma. In
this case, the AXUV reconstruction in the divertor region is underestimated due
to a sparse coverage.
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5.2.1 Multi-array diagnostics of electromagnetic emission
at COMPASS

The tokamak plasma is a volume radiator of electromagnetic emission ranging
from visible to SXR spectra (with negligible absorption). Assuming a strong
toroidal symmetry (along the torus), complexity of the problem can be simplified
into the 2D poloidal cross-section of the tokamak plasma. Typically, a pinhole
camera concept, i.e. the array of detectors looking through pinhole, is used,
and measured signals represent integrated radiation from the whole solid angle
of the detection. In order to provide local radiation, the tomographic algorithm
(introduced in section 5.1) has to be applied.

At COMPASS, measurement of electromagnetic emission is focused on obser-
vations of fast radiating events connected to plasma instabilities and impurity
transport. These measurements require a high temporal resolution, hence, pho-
todiodes providing time scales in the range of microseconds are used. The photo-
diodes are used in two ways described in more detail in the next sections: without
a filter as a sort of fast ”bolometers” (AXUV detectors) or with a beryllium filter
as SXR detectors.

AXUV detectors

Absolute extreme ultraviolet AXUV photodiodes are often used in tokamaks
[110, 111, 112, 113] for a fast measurement of electromagnetic emission (in the or-
der of µs) as they are vacuum compatible [114] and they can sustain temperatures
up to 200 ◦C (with the operational temperature below 80 ◦C).

At COMPASS, six arrays of 20 silicon photodiodes each (of type AXUV20ELM
or AXUV20ELG made by International Radiation Detectors, Inc. which was later
acquainted by Opto Diode Corporation) cover one whole poloidal cross-section
of the tokamak vessel as it is shown in Fig. 5.3a. The lower limit of detected
photon energies is given by the band gap energy (the lowest energy to overcome
the forbidden gap between the valence and conduction bands where an electron
can participate in conductor) for silicon which is 1.12 eV whereas the upper limit
is due to thickness of the diode active layer (30-40 µm [111]) about 6 keV. Re-
sponsivity of the photodiodes, i.e. current produced per incident power, is rather
close to its theoretical limit given by the ionization energy of silicon 3.65 eV (i.e.
energy required to completely remove an electron from the ion to infinity) as
1/3.65 = 0.275 A/W and roughly constant for photon energies above 200 eV as
can be seen in Fig. 5.3b. The drop of sensitivity in the UV region is caused by a
layer of SiO2 acting as an anti-reflection and passivation layer providing protection
from the effects of the surrounding environment like oxidation. Extremely small
thickness of the passivation layer in the case of AXUV20ELM or AXUV20ELG
(3-7 nm of SiO2 [114]) keeps the absorption of photons in the passivation layer
at minimal values. Nevertheless, lower spectral sensitivity in UV region makes
application of the AXUV photodiodes as calibrated bolometers problematic. The
advantage of AXUV photodiodes is the low response time about 200 ns which
allows measurement up to fraction of µs. Basic parameters of the photodiode are
summarised in the table 5.1.
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Active area (single diode) 0.75 mm x 4.05 mm
Distance between diodes 0.2 mm
Response time 200 ns

Operational temperature -20 ◦C to 80◦C in vacuum or nitrogen
-10◦C to 40◦C in atmosphere (to avoid oxidation)

Baking in vacuum up to 200◦C
Range of photon energies 1.1 eV to 6 keV

Table 5.1: Basic parameters of the AXUV20ELG photodiode array.

The photodiodes are connected in a conducting direction (with the positive
voltage offset 0.3 V on its anode) as a source of current which is amplified and
converted into voltage (with transimpedance gain 4.5 ·105V/A) as the COMPASS
data acquisition system requires. Signals are sampled with frequency 2 MHz while
the amplifier suppress frequencies above 300 kHz in order to avoid aliasing and
to deal with a noise. The temporal resolution of the order of several µs allows
observation of radiation during fast events like ELMs, disruptions, MHD, etc.

(a)

(b)

(c)

Figure 5.3: Lines of sight of the AXUV photodiodes used as pinhole cameras (a),
responsivity with the blue dashed line at 0.27 A/W from manufacturer specifica-
tions [115] (b) and the picture of the photodiode array (c).

SXR detectors

The SXR diagnostic system at COMPASS consists of two pinhole cameras
placed in the angular ports (see Fig. 5.4a) and one vertical camera from the
AXUV system temporally adapted to measure SXR (for pulses #6697-#13213)
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in order to improve performance of SXR tomography. The two cameras located
in the angular ports contains photodiode arrays with 35 detectors (type LD35-
5T made by Optronics Inc.) whereas the vertical camera was equipped with the
AXUV detector AXUV20ELM due to spatial constraints. The spectral sensitivity
(shown in Fig. 5.4b) is given mainly by thickness of the beryllium foil dBe and
the diode active layer dactive which is about 200 µm thick [116]:

fdet(ν) = exp (−µBedBe − µSiddead − µSi3N4dSi3N4)·(1 − exp (−µSidactive)) (5.14)

where µBe, µSi, µSi3N4 are absorption coefficients [117] and ddead, dSi3N4 thick-
nesses of dead and passivation layers.

Temporal resolution is about 3 µs (constrained by the design of amplifier
and data acquisition) which allows investigation of fast MHD processes including
internal kink modes (with frequency of about 10-40 kHz) or sawtooth oscillations
(below 500 Hz). The spatial resolution of each camera (widths of field of views
of individual detectors in the region of main SXR emission) is 1–2 cm.

(a)

(b)

(c)

Figure 5.4: Lines of sight of the SXR detectors (a), spectral sensitivity predicted
by 5.14 (b) and dependence of generated bremsstrahlung (given by 3.4) and mea-
sured SXR on Te (c).
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Active area (single diode) 0.96 mm x 4.6 mm
Distance between diodes 0.03 mm
Operational temperature -25◦C to 75◦C
Soldering temperature (max 5 s) 200◦C

Table 5.2: Basic parameters of the LD35-5T photodiode array.

Calibration and etendue

Measured signals or the number of the detected photons are proportional to
etendue of the detector, i.e. the viewing cone (represented by solid angle Ω) of
the detector through the pinhole multiplied by the detecting area (S):

G =
∫

Ω

∫
S
n2 dS cos θdΩ (5.15)

which can be for the pinhole camera set-up rewritten into a more practical form:

G = SdetSslit cos(θ)4/d2 (5.16)

where d is the perpendicular distance between the slit and the detector, θ is the
angle to the normal vector of the detector surface Sdet and Sslit is surface of the
pinhole, see Fig. 5.5a. Lines of sights can be found by the spatial calibration as
it is illustrated in Fig. 5.5, i.e. by measuring detector response with respect to
the position of the light source. The spatial calibration has to be performed after
each replacement of the photodiode.

(a)
(b)

Figure 5.5: (a) Spatial calibration scheme and (b) response of individual channels
of the photodiode array with respect to the position of the movable light source
(orange) together with the Gaussian fit (blue) which was applied to find individual
centres of LOS.

The relative response of the AXUV diodes during the relative calibration has
shown a very small variation (about 1% as it was shown in [118]). The calibration
of the SXR detectors was performed at CEA Cadarache, see Fig. 5.6 showing
relative responses of detectors (with difference up to ±10%) with respect to the
voltage of SXR source (applied to accelerate electrons producing bremstrahlung
radiation).
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(a) (b)

Figure 5.6: Calibration of the LD35-5T photodiode (measuring SXR) at COM-
PASS using the SXR source at CEA Cadarache: the relative response of the
channels of the LD35-5T photodiode with respect to the voltage of the SXR
source and the spectrum of the SXR source under the accelerating voltage 24 kV
measured by the Si PIN diode (blue) compared to the spectrum recalculated for
photodiode LD35-5T (orange). Drop of energies below 6 keV is caused by 83 cm
distance in the air between the detector and the SXR source.

5.2.2 Comparison of the SXR emission distribution with
magnetic axis

Reconstruction of the SXR emission and calculation of its radiation centre
(its ”center of mass”) can provide supplementary information about the plasma
position, in particular when radiation distribution is less affected by asymmetries
caused by radiation of impurities, assymetries in auxiliary heating, MHD modes,
etc. Its comparison with the magnetic axis of the plasma configuration can also
reveal systematic errors in measurements of magnetic field (e.g. caused by drifts
of the integrqated signals of the diagnostic magnetic coils [105]). Moreover, the
radiation centre and higher moments of the radiation distribution have a potential
for the real-time plasma control as they carry information about the plasma
behaviour compressed into only few numbers.

At COMPASS, measurements of the SXR radiation are advantageous for com-
parison with the magnetic axis as its significant part is generated by bremsstrahlung
(depending on plasma density and temperature according to the formula 3.4) and
thus highly localised in the plasma core; as it is illustrated in Fig. 5.2a. This
assumption is acceptable for pure plasmas with low amount of impurities. At
COMPASS, SXR can be strongly affected by impuritiy radiation e.g. after impu-
rity puff as it is shown in Fig. 5.23 which also indicates low amount of impurities
before the puff. An example of comparison of SXR radiation centre from the
MFR with magnetic axis is shown in Fig. 5.7 where both the radial and vertical
coordinates of the SXR radiation centre exhibit a systematic shift with respect
to the reconstructed magnetic axis but follow the same trend. Besides system-
atic errors in both diagnostics, the difference in a radial position could be also
consequence of plasma shape (in the case of D-shaped plasmas) and of the Grad-
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Shafranov shift. These effects could be reduced by comparing centre of mass of
SXR radiation with centre of mass of plasma current (current centroid). Com-
parison of SXR radiation centre with magnetic axis or their trends is practical
as magnetic axis is commonly referred to as a plasma parameter and used for
real-time plasma control. A lower vertical coordinate of the magnetic axis could
be caused by systematic errors of diagnostics. For example, Photron camera in-
dicates that plasma separatrix is higher than the one reconstruced by EFIT in
the case shown in Fig. 5.9. AXUV radiation centre is also shown in Fig. 5.7
with a lower radial coordinate than SXR, which is a consequence of the higher
radiation near the limiter.

Furthermore, the response of the vertical coordinates of the magnetic axis
and the SXR radiation centre to fast vertical kicks (used to affect ELMs) is also
shown in Fig. 5.8 illustrating the response of the plasma to faster changes. The
vertical coordinate in both the cases reacts in the same way, i.e. with the same
trend and systematic difference up to 1 cm.

(a) (b)

Figure 5.7: Horizontal (a) and vertical (b) coordinates of the radiation centre
from the MFR for the SXR and AXUV measurements and the magnetic axis
during the circular pulse with a varying vertical position (published in [119]).
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(a) (b)

Figure 5.8: Vertical coordinates of the SXR radiation centre from the MFR and
of the magnetic axis during the pulse with vertical kicks at 1130ms, 1145ms,
1160ms and 1175ms (a) with the first kick in detail (b).

(a) (b)

Figure 5.9: (a) Example of the EFIT equilibrium and (b) view from the Photron
camera measuring the visible radiation. The camera indicates a strong plasma-
wall interaction (marked by the purple arrow) in the upper part of the vessel
whereas EFIT shows the gap of 2 cm between the wall and plasma separatrix.

Performance of linear methods

Linear methods (as described in the chapter 5.1 and in the attached article
A.3) allow for a fast tomography and a direct calculation of the distribution
moments from a scalar multiplication of data with precalculated basis vectors
(given by geometry of the problem) at the expense of a lower precision (compared
to the MFR).
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In this section, the linear methods based on SVD, QR and GEV decomposition
are compared to the MFR algorithm, especially differences of their reconstructed
radiation centres from the magnetic axis. All methods search for a smooth so-
lution via isotropic differentiation, i.e. along Cartesian’s coordinates instead of
anisotropic differentiation allowing to find a smooth solution with respect to the
magnetic field lines. This allows fast calculation of the radiation centre as the
precalculated basis vectors 5.13, 5.12, shown in Fig. 5.10, remain the same. This
leads mainly to higher poloidal asymmetries in SXR reconstructions as it is indi-
cated in Fig. 5.11, but the radiation centre still has a potential to carry a useful
information about the plasma position. Comparison of SXR radiation centres
calculated by linear methods with EFIT during the discharge #5737, shown in
Fig. 5.12 illustrates usual relation of the SXR radiation centre and magnetic axis
at COMPASS introduced in the previous section. The SXR radiation centre has
typically lower radial position which could be explained by the Shafranov shift
and D-shaped plasma configuration. The vertical position of the SXR is typically
higher than magnetic axis reconstructed by EFIT. It is also shown in Fig. 5.12
that removing extremes, i.e. lowest and highest values of the reconstructed emis-
sivity from calculation of the radiation centre can reduce a difference between the
magnetic axis and the radiation centres. However, this approach can not be used
for a direct calculation of the radiation centre from the basis vectors.

(a) (b) (c)

Figure 5.10: Basis vectors b0 (a), bx (b), by (c) for calculation of the radiation
centre from the SXR detectors at COMPASS by means of the linear methods
based on SVD, QR and GEV decomposition. Dotted line separates the detector
numbers for the camera A and B.
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(a) Reconstruction for SVD (b) Reconstruction for QR (c) Reconstruction for GEV

(d) Data and retrofit for
SVD

(e) Data and retrofit for QR (f) Data and retrofit for
GEV

Figure 5.11: Example of SXR reconstruction by means of SVD, QR and GEV
decomposition (top) and the measured data with retrofit (bottom).
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Figure 5.12: Comparison of the SXR radiation centres from different linear meth-
ods (SVD, QR and GEV from top to bottom respectively) with the magnetic axis
during the D-shaped pulse #5737. The lines labelled as trimmed correspond to
calculations including only emissivities ranging from 10% to 90% of the recon-
structed maximal value.

Systematic shifts between the SXR radiation centre and the magnetic axis
from EFIT shown in Fig. 5.12 are typical for D-shaped COMPASS discharges as
it is shown in the histograms in Fig. 5.13 and corresponding table 5.3 covering 90
various discharges (between #5735 and #6173). In these cases, the MFR method
exhibits the best stability, i.e. the lowest deviations of the SXR radiation centre
from the magnetic axis. Among the linear methods, the method based on GEV
decomposition shows results closest to the MFR and with the lowest deviation of
SXR radiation centre (1 cm in radial coordinate and 1.3 cm in vertical coordinate).
All methods were applied on square pixels with the size of 1 cm.
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(a) (b)

Figure 5.13: Histograms of radial (left) and vertical (right) differences between
the magnetic axis (reconstructed by EFIT) and the centre of mass of the SXR
radiation from the linear methods (SVD, QR, GEV) and from MFR. Data were
obtained from 90 various discharges (between #5735 and #6173) with a typical
D-shaped configuration.

Method µ(∆r) [m] σ(∆r) [m] µ(∆z) [m] σ(∆z) [m]
MFR 0.010 0.009 -0.004 0.009
SVD 0.018 0.015 -0.002 0.014
QR 0.016 0.013 0.004 0.013
GEV 0.016 0.010 -0.002 0.013

Table 5.3: First two moments corresponding to the histograms in Fig. 5.13 show-
ing differences between the magnetic axis (reconstructed by EFIT) and the centre
of mass of the SXR radiation. Radial and vertical differences are represented by
∆r = RMAG(EFIT ) −RSXR and by ∆z = zMAG(EFIT ) − zSXR respectively.

5.2.3 Radiation losses measured by AXUV
Total radiation losses represents an important element of tokamak power bal-

ance (as mentioned in section 3.3) depending on profiles of the plasma temper-
ature, density and ion species (as described by the formula 3.11) which can be
calculated from reconstructed pixel emissivities and pixel dimensions.

At COMPASS, radiation losses measured by AXUV can be described pre-
dominantly by averaged plasma density measured by the interferometer and by
plasma regime, see Fig. 5.14a and scaling in Fig. 5.15. The dependence of radi-
ation losses on temperature is partly projected into its dependence on density as
plasma temperature is related to plasma density (increasing plasma density often
leads to a redistribution of the available energy supplied by the plasma heating
into more particles and thus the plasma temperature decreases), as it is shown in
Fig. 5.14c. There are differences among trends of radiation losses with respect
to plasma density and temperature caused by different amount of impurities and
different plasma profiles. Accumulation of impurities is highest during ELM-free
H-mode as the transport from the plasma core is significantly reduced. During
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these pulses, plasma density is often uncontrollable and can rise even without any
gas puff into tokamak vessel due to an accumulation of particles released from
the tokamak wall. ELM-free H-modes often ends with a disruption or H-L tran-
sition. The plasma parameters are more ”stable” during ELMy H-mode (when
taking into account only inter-ELM parts) as the transport of particles causing
”self-cleaning” of the plasma core significantly rises during ELMs.

(a) (b) (c)

Figure 5.14: (a) Dependence of the radiation losses seen by AXUVs at COMPASS
on averaged density ⟨ne⟩, (b) on averaged electron temperature ⟨Te⟩ and (c)
dependence of ⟨Te⟩ on ⟨ne⟩ during L-mode (blue), H-mode (red) and ELM-free
H-mode (green). Radiation losses are normalised to plasma cross-section (poloidal
area).

Figure 5.15: (a) Scaling of the radiated power measured by AXUV with ⟨Te⟩ and
⟨ne⟩ during L-mode (blue), (b) ELMy H-mode (red) and (c) ELM-free H-mode
(green). Radiation losses are normalised to plasma cross-section.

5.2.4 Radiation during ELMs at COMPASS
ELM is edge localised mode is an instability causing the quasi-periodic relax-

ation of a pressure gradient at plasma edge leading to expulsion of particles and
energy from the confined plasma which increases plasma-wall and radiation, in
particular in the divertor region, see section 2.4.3. During ELMs at COMPASS,
the radiation losses (seen by the AXUV detectors) can increase by 50% in total
and several times in the divertor region due to radiation of released particles from
the walls during ELM. The radiation losses during ELMs seen by AXUV grow
approximately proportionally to the loss of energy indicated by EFIT, see Fig.
5.17. A possible nonlinear behaviour if observed could indicate a significant influx
of impurities from divertor plates during ELMs [120]. The measured radiation
losses represent a relatively low fraction of the energy loss seen by EFIT (28%
compared to 50% at JET [120]) which could be caused by a sparse coverage of
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the divertor region and a lower sensitivity of AXUV in the UV region (where the
line radiation of light impurities can be typically observed).

(a) (b) (c)

(d)

Figure 5.16: Tomography reconstruction before (a), during (b) and after (c) ELM
and evolution of Dα radiation, radiated power and plasma energy (d).
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Figure 5.17: Radiated energy seen by AXUVs detectors grow proportionally to
the loss of energy indicated by EFIT.

AXUV detectors can observe fast events including propagation of ELM and
its filamentary structure. At COMPASS, analysis of ELM filaments by means
of AXUV is complicated by background with high noise at higher frequencies
but AXUV detectors have potential to be used for observation of filaments as it
is demonstrated by Fig. 5.18a showing propagation of filaments with apparent
poloidal velocity 1320 m/s moving upwards.
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(a)

(b)

Figure 5.18: (a) Intensity of electromagnetic emission measured by AXUV de-
tectors illustrating propagation of ELM filaments as red stripes and (b) lines of
sights of used AXUV detectors. Filaments crosses poloidal distance 6.6 cm per
50 µs resulting in apparent poloidal component of velocity 1320 m/s which is in
agreement with velocities seen by the fast visible photron camera [121].

5.2.5 Radiation during impurity seeding at COMPASS
The detachment regime allow reduction of the heat flux reaching plasma facing

components by cooling of escaped particles via radiation and friction in the cloud
of neutrals formed in the divertor region as described in chapter 3.3.1. It can be
achieved naturally at higher plasma densities or induced by impurity seeding.

At COMPASS, the open divertor and a relatively short connection length
require high plasma densities (> 1020m−3) leading to unstable ELM-free regimes.
The detachment regime at lower densities with sustainable ELMy H-mode can be
achieved only by means of impurity seeding [122]. Impurity seeding with argon
or neon into the divertor region can significantly decrease heat flux reaching
the divertor at COMPASS [123, 122]. AXUV tomography during N2 seeding in
Fig. 5.19 shows a rapid increase of the plasma radiation near the X-point after
opening the valve with N2 in divertor region. Simultaneously, the temperature
and heat flux measured by the probes start to drop from 50 eV to 5 eV and
from 40 kW to 5 kW, respectively. The radiated power in the divertor region
increases approximately three times during the N2 seeding, its maximum moves
upwards and seems to be independent on the used N2 in flow. The decrease of
the heat flux reaching the divertor approximately corresponds to the increase of
the radiation losses near the divertor region (35 kW) as it is shown in Fig. 5.22.
On the other hand, radiation of the confined plasma increases with the N2 puff as
nitrogen penetrates to the plasma core (also visible on comparison of SXR with
the temperature and density profiles from Thomson scattering in Fig. 5.23) and
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it is compensated by the increased ohmic power due to the increased resistivity as
shown in Fig. 5.20. This behaviour indicates that there is an optimal value of the
N2 flow rate allowing a significant reduction of the power reaching the divertor
while keeping stable impurity radiation losses from the confined plasma and that
it lies between 2.0 · 1020 m-3s-1 and 3.7 · 1020 m-3s-1 (for the applied scenario with
Ip = 210 kA and ne = 4 ·1019 m-3). Accumulation of impurities in the plasma core
is also indicated in Fig. 5.23 as a ratio of the reconstructed SXR profile and pure
bremsstrahlung which can be measured by the SXR detectors according to their
spectral sensitivity and to the temperature and density profiles from Thomson
scattering:

f(Zeff) = Psxr

Pbrem(Zeff=1) = Zeff + Pline/Pbrem (5.17)

where Zeff is effective charge given by equation 3.3, Psxr is measured SXR emis-
sion, Pbrem(Zeff=1) = Σνϵbrem,νfdet(ν)h∆ν pure bremsstrahlung seen by the SXR
detectors, ϵbrem,ν bremsstrahlung emissivity given by 3.2 and f(ν)det detector
sensitivity given by 5.14. The ratio 5.17 represent upper limit of effective charge.
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Figure 5.19: Reconstructed radiation measured by AXUV (top), the temper-
ature profile at the divertor measured by the divertor probes (middle) and the
total power reaching the probes (bottom) during the experiment with N2 seeding.
AXUV reconstructions are shown at three moments: before N2 seeding (marked
by the green arrow), during formation of a region with an increased radiation
near the divertor region accompanied by a decrease of the temperature and total
power reaching the divertor (PDIV) and during a phase with the stabilised low
power reaching divertor (5 kW) and temperature (below 5 eV).
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Figure 5.20: Effect of N2 seeding on radiated power from the plasma core and
from SOL and the region near X-point. Top-left plot shows evolution of radiation
from the plasma core shown as the blue region in right figure. Bottom-left plot
shows radiated power from the magenta region. Legend on top-right shows N2
flow-rates during the discharges.

Figure 5.21: Total radiation losses seen
by AXUV (Prad), radiation losses near
the divertor and in the SOL (Prad
(div+SOL)), Power reaching the diver-
tor (Pdiv) and ohmic heating (Pohm).

Figure 5.22: Power reaching the diver-
tor during the discharges with differ-
ent N2 seedings: #13729 with 2.0·1020

m−3s−1, #13730 with 3.7·1020 m−3s−1

and #13731 with 4.5·1020 m−3s−1.
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(a) (b)

Figure 5.23: Profiles of upper limits of effective charge Zeff given by 5.17 rep-
resenting accumulation of impurities during #13730 and #13731. Blue lines
correspond to time before the N2 seeding whereas red lines correspond to time
after the N2 seeding.

5.3 Application of tomography at JET
The Joint European Torus (JET) is a large tokamak (with major radius 2.96

m) with NBI and ICRH heating which is capable to run experiments with tritium.
[1, 124, 57]. In order to focus experiments to the needs of the ITER tokamak,
the JET machine went through several upgrades, in particular plasma facing
components and the NBI heating. The ITER-like wall was installed in 2011 [125]
consisting of beryllium limiters and a carbon composite divertor tiles coated by
tungsten. The NBI heating system was increased from 20 MW up to 34 MW
[126]. The main parameters of the JET tokamak are summarised in Tab. 5.4.

Toroidal mag. field BT = 3.45 T
Plasma current Ip = 4.8 kA
Major radius R = 2.96 m
Minor radius a = 1.25 m
Elongation κ ≤ 1.8
Discharge duration 20-60 s
Plasma volume V = 100 m3

Plasma surface S = m2

NBI heating power PNBI ≤ 34 MW
ECRH heating power PICRH ≤ 7 MW

Table 5.4: Main engineering parameters of
the JET tokamak [124, 57].

Figure 5.24: Cutaway drawing of
the JET tokamak.

Application of SXR tomography at JET is challenging due to the geometry
of the SXR diagnostics as it is shown in section 5.3.1. Following subsections are
focused on reconstruction of m > 1 modes and reconstructions during mitigated
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disruptions.

5.3.1 Soft X-ray detectors at JET
The SXR radiation at JET is measured by three cameras H, V and T at

different toroidal positions, see Fig. 5.25. The cameras V and T contain the pho-
todiode array LD-35T, i.e. the same as at COMPASS. Their main parameters are
listed in Tab. 5.2 whereas the camera H accommodates OSD196-OG(CER) [127]
with the detection area 14×14 mm2 and 250 µm of the Si substrate. Moreover,
the cameras used to have different thickness of beryllium filters, see Tab. 5.5
causing a different spectral sensitivity, see Fig. 5.26.

Appropriate compensations have to be applied in order to perform tomo-
graphic reconstructions. For example, different beryllium filters can be compen-
sated by an appropriate normalisation. Normalisation constants can be calculated
by 1D tomography (abelisation) providing the total radiation seen by individual
cameras which can be applied to normalise signals from different cameras rela-
tively. However, this approach can lead to artefacts in reconstructed image as
measurements from cameras can differ not only in profile amplitudes but also
in their shape. Different toroidal locations of the SXR cameras can be compen-
sated by applying appropriate time delays. However, an appropriate time delay
does not have to be the same for the whole reconstructed region. Several other
techniques are discussed in the next sections.

(a) (b)

Figure 5.25: Geometry of the SXR detectors at JET in 3D (a) [128] and the lines
of sights projected to the poloidal cross-section.

Camera #88000 #92504
T 250 100 250
V 250 250 250
H 350 350 250

Table 5.5: Widths of the Beryllium filter (in µm) for the cameras V, T and H
at JET. Filters were changed after pulses #88000 and #92504.
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Figure 5.26: Theoretical spectral sensitivity of the SXR cameras at JET for the
Be filters at thicknesses and 250µm of the diode active layer (transmitivities were
taken from [117].

5.3.2 Techniques for reconstruction of MHD modes at
JET

SXR tomography can provide positions and sizes of MHD modes which are
among key parameters for comparison of their modelling with experiments. How-
ever, observation of MHD modes by means of SXR tomography at JET is com-
plicated by different toroidal positions of the cameras, their different spectral
sensitivity and in the case of higher mode numbers also by a sparse coverage of
the plasma by the detectors. Different spectral sensitivities can be partly com-
pensated by a relative calibration of the cameras which can be carried out by a
ratio of radiated powers calculated from tomography using individual cameras.
It can be done either by modified Abel transformation where pixels correspond
to a space between nested magnetic surfaces (and not to regular annulus) or by
MFR with a very high preference on smoothness along magnetic field lines, which
is typically a more robust approach. Different toroidal positions can be, in the
case of m = 1 modes, compensated by shifting a measurement of the cameras in
time to synchronise measurements with respect to the mode phase. However, the
reconstruction of the modes with higher numbers is limited by a sparse coverage
of the plasma by SXR detectors.

Rotational tomography

A sparse coverage of the plasma could be compensated by rotational tomog-
raphy which uses measurements from different phases (times) of MHD modes as
measurements from a different geometry by rotating lines of sights according to
the mode rotation. This brings more equations to the tomographic inversion and
could allow reconstruction of the modes with higher m numbers. The process
requires filtering out band-pass of frequencies close to the mode (and higher har-
monics) and rotating chords along magnetic field lines reconstructed by EFIT.
However, this approach turned out to have issues with convergence as it is sensi-
tive to the precision of EFIT and it is also affected by changes of the emissivity
during the mode rotation.
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Tomography in frequency domain

Nevertheless, in order to obtain mode position and size, it is not necessary
to fully reconstruct the MHD mode structure, but it can be sufficient to find a
range of the flux coordinates where the mode appears. One possibility is tomo-
graphic reconstruction of amplitudes of the observed frequencies with preference
of solutions with a very high smoothing along magnetic field lines (by applying
high weights for derivatives along the magnetic field lines in the MFR). This
approach also automatically solves the problem with observation of the modes at
different phases due to different toroidal positions of the cameras. However, differ-
ent higher harmonics for different channels (e.g. edge channel can see the m = 1
once per turn while a middle channel can see it twice) and the fact that the mode
is not represented by one exact frequency given by the discrete Fourier transfor-
mation but rather by a narrow band of frequencies often leads (also together with
a different sensitivity of the cameras) to artefacts in reconstructions and spatial
aliasing. Localisation of MHD activity by means of MFR reconstruction in the
frequency domain is demonstrated in Fig. 5.27 showing expected ”ring” corre-
sponding to an MHD mode with the frequency 25 kHz and also several artefacts
in the plasma centre and on the HFS.

(a)
(b)

Figure 5.27: 2D reconstruction (a) and vertical profile (b) at the frequency 25
kHz.

Superposition of band-pass filtered data

The MHD mode can be also localised by tomography of the band-pass filtered
data using just one camera in order to avoid issues with different toroidal positions
and different spectral sensitivities of the cameras and applying preference on
solution with a high smoothness along the magnetic field lines. In this approach,
it has to be taken into account that as the mode rotates, it affects different
channels with a different intensity (e.g. m = 2 mode can be seen at certain time
just by one channel). Resulting reconstructions for m > 1 modes typically leads
to ”rings” changing their radius in time (e.g. in the case of m = 2 mode, a ”ring”
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slowly grows until a collapse to a small ring when the mode is seen mainly by
one channel) as the mode rotates through lines of sights. The moment when the
”ring” has the largest radius could represent the position of the mode allowing
its localisation as it is shown in Fig. 5.28.

(a) (b)

Figure 5.28: SXR reconstruction of the band pass filtered data (a) and its 1D
averaged profile (b) at ψN .

Options and limitations

From the above mentioned methods, the last one using the band-pass filtered
data from one camera was observed to provide a reliable solution with a good
convergence in most of the cases. However, it has several limitations as a method
for finding the mode size. It strongly depends on the magnetic field and any mis-
alignment between the SXR camera and the reconstructed equilibrium broadens
the reconstructed ring. The plasma coverage is relatively sparse as a distance
between chords in the plasma core is ∼ 5 cm. Reconstruction can be affected in
the case the mode position exceeds coverage of plasma by camera (e.g. on LFS
in the case of camera V, see Fig. 5.25b) or in the case when a mode is localised
in a region with low SXR radiation due to a lower temperature.

However, localisation of the mode as a position with maximum SXR is more
straightforward and can supplement magnetic diagnostics, in particular in cases
when the profile of safety factor q is flat and the mode position from EFIT can
be affected by larger error. Moreover, it can also contribute to an estimation of
the mode width as its calculation from magnetic measurements also depends on
the mode position. Under several approximations (circular plasma, ideal wall,
neglecting plasma current in the plasma edge outside the mode), the mode width
can be expressed as [129]:

w ≈ 4
√

1
2
R

nBT

rc
sr

·
(
rc
rr

)m
Bθ1 (rc) (5.18)
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where m, n are mode poloidal and toroidal numbers, Bθ1 (rc) is poloidal magnetic
perturbation, rr is radial position of the mode (resonant surface corresponding
to rational number of q), sr magnetic shear at the mode position and rc radial
position of coil.

5.3.3 SXR tomography during mitigated disruptions
One among negative effects of disruptions, i.e. sudden terminations of plasma,

are high heat loads which can damage plasma facing components, in particular
in the case of larger machines like ITER with a higher ratio of the stored plasma
energy and the interacting surface of the plasma facing components. One possi-
bility how to mitigate these negative effects of the disruptions is to redistribute
the heat loads in time and space by puffing impurities into the plasma in an
early stage of the disruption, causing increased radiation losses and a plasma
cooling before its termination. Impurities, typically inert gasses (due to their
non-reactive properties) or their mixture with hydrogen, can be puffed by one
disruption mitigation valve (DMV) or by their combination (in order to deal with
radiation asymmetries). Behaviour of the plasma during the disruption depends
on amount of the puffed impurities (and on a position of the valve or valves).
Too weak impurity puff doesn’t cause any significant loss of the plasma energy
via radiation whereas too intense puff can cause a violent MARFE disruption.
SXR are suitable in providing information about the transport of impurities into
the plasma core and its cooling with a good temporal resolution as they are gen-
erated by the line radiation of impurities and by bremsstrahlung of hot particles
from the plasma core [130, 131]. In order to distinguish between the two processes
contributing to the SXR signal, additional information is required (e.g. plasma
temperature and density). Tomography provides a local emissivity from the line
integrated measurements which allow for an easier interpretation of the SXR sig-
nals and a distinction between the radiation from the hot core (contributed by
bremsstrahlung) and the radiation from the plasma edge where bremsstrahlung
is below detector’s sensitivity and the line radiation of impurities can play a dom-
inant role. It allows to see the plasma cooling as a drop of SXR in the plasma
core (even though a signal from the detector directed to the plasma core is still
increasing due to a line radiation of impurities puffed into plasma). Cooling of
the plasma core can be also measured by ECE providing fast measurements of the
temperature profile, but there can be present cutoff regions for ECE frequencies
due to high electron densities.

A complex analysis of the mitigated disruptions requires an evaluation of the
radiation losses, their asymmetry, heat loads of the plasma facing components,
induced forces in the coils, impurity transport, delays and durations of the thermal
and current quenches, etc. This section focuses on SXR tomography and its
performance as a tool which can provide information about the impurity transport
and the thermal quench during the mitigated disruptions with the Argon puff at
higher plasma parameters with Iplasma = 2.5MA, BT,0 = 2.5T, PNBI = 14MW. At
JET, the mitigated disruption can be performed by puffing impurities just before
disruptions initiated by the error field induced by the external coils (causing e.g.
n = 1 mode) or solely by the impurity puff into a stable plasma which is the case
of the disruptions in this section.
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Since the SXR cameras at JET have different spectral sensitivities which can
cause artefacts in reconstructions and a 1D profile of SXR has a potential to
provide satisfactory information about penetration of impurities into the plasma
core and its cooling, abelisation of one SXR camera (i.e. 1D reconstruction where
pixels forms nested surfaces between magnetic field lines) could be a good choice
for the reconstruction. However, this assumption of the total poloidal symmetry
can cause problems with convergence. Instead, 2D tomography from one SXR
camera with a restriction to search for solutions with a high smoothness along the
magnetic field lines can be also applied and provides an acceptable solution as it
can be seen in Fig. 5.29 showing hollow profiles of the SXR radiation correspond-
ing to the line radiation caused by the Argon puff. The hollow profile shrinks
as Argon penetrates into the plasma core as it is indicated by the reconstructed
SXR profile in the next Fig. 5.30.

(a) Camera V (b) Camera H (c) Camera T

Figure 5.29: Tomography reconstructions preferring solutions with high smooth-
ness along the magnetic field lines using data only from one camera. The hollow
profile of the SXR distribution corresponds to the line radiation of Argon pene-
trating into the plasma core from its edge after the Argon puff.

An example of the reconstructed SXR profiles after the puff of Argon into
plasma is shown in Fig. 5.30b where the penetration of impurities into the plasma
core is observable 3 ms after opening the valve tDMV just before the time of the
disruption (tD) and fast drop of core SXR indicating thermal quench starts 6
ms after tDMV. The time of the disruption is chosen as a time of the peak of
the plasma current corresponding to a collapse of the plasma current profile.
Comparison of the reconstructed SXR in the plasma core and near the plasma
edge with a different amount of the Argon puff in Fig. 5.31 shows increased delays
of the beginning of the thermal quench and a slower evolution of the edge SXR
emission until the disruption with the decreasing amount of the Argon puff. In
this case, the slowest disruption occurred for the puff with 1% of Argon (the rest
was deuterium) at a pressure of 0.3 bar whereas lower amounts of Argon did not
lead to a plasma termination.
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(a) (b)

Figure 5.30: SXR reconstruction (a) and evolution of the profiles (b) during the
mitigated disruption. tDMV represents the time of the opening of the disruption
mitigation valve releasing Argon into the plasma whereas tD represents the time
of the disruption.

(a) (b)

Figure 5.31: (a) SXR at the plasma centre (at ψn = 0) and (b) near the edge SXR
(averaged SXR at ψn = 0.75 contour). Times of the disruptions are marked by
the vertical dashed lines. ψn is poloidal flux (described in 2.2) which is normalised
so that it goes from 0 at magnetic axis towards 1 at separatrix.
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5.4 Summary
The chapter covers several cases of application of the Minimum Fisher Reg-

ularisation (MFR) tomographic algorithm and its modifications at COMPASS
and JET including description of the SXR and AXUV diagnostics at COMPASS
and its calibration and the SXR diagnostic at JET. The chapter is related to the
enclosed article A.2 dealing with optimisation of the SXR tomography.

The section about the SXR and AXUV detectors at COMPASS 5.2.1 also
includes description of their spatial calibration which represented a considerable
part of the work and also the relative calibration of SXR at CEA Cadarache
showing a relative difference up to 10% in the detectors response.

In section 5.2.2, the SXR and AXUV tomography was compared with EFIT
showing the same trend of the magnetic axis and the radiation centre during the
discharges. The radiation centre can provide supplementary information about
the plasma position which has a potential to be used for the real-time plasma
control and its comparison with the magnetic axis can reveal systematic errors.
As expected, there was a small difference in the vertical positions (about 1 cm)
whereas the radial positions have shown a greater difference possibly caused by an
increased radiation near the HFS limiter in the case of the circular discharges and
by the plasma shape and Shafranov shift in the case of the D-shaped discharges.
The difference between the positions of the magnetic axis and the reconstructed
radiation centre could be also caused by a systematic error of EFIT as it is indi-
cated in Fig 5.9 where the Photron camera indicates the plasma-wall interaction
despite a 2 cm gap between the wall and separatrix reconstructed by EFIT.

Section 5.2.2 continued with testing reliability of the calculation of the ra-
diation centre by the linear tomographic methods on the COMPASS SXR data
which extends the work in the attached article A.3. The linear methods allow
faster tomography than MFR and direct calculation of the distribution moments
(e.g. radiation centre) at the expense of a lower precision. The differences be-
tween the direct calculations of the vertical positions of the radiation centre and
the vertical positions of the magnetic axis reconstructed by EFIT were mostly
smaller than the pixel resolution (1 cm). The differences in the radial positions
exhibited a systematic shift towards LFS indicating the effect of plasma shape
and the Shafranov shift. The shift was higher in the case of the linear methods
than in the case of MFR. Among the tested linear methods, the method based
on GEV decomposition shows the closest results to the MFR and with the lowest
deviation of the SXR radiation centre (1 cm in the radial coordinate and 1.3 cm
in the vertical coordinate).

The subsequent sections presented several cases of application of tomography
at COMPASS. Section 5.2.3 dealt with the radiation losses seen by AXUV tomog-
raphy. It started with comparison of the radiation losses during L-mode, ELMy
H-mode and ELM-free H-mode showing a higher increase of measured radiation
during H-mode with respect to the plasma density. A higher density is related
to a lower plasma temperature due to dilution of the ohmic heating energy into
more particles and due to increased radiation losses. Section 5.2.4 regards the
radiation measured by AXUV during ELMs showing an expected (roughly) linear
dependence of the radiation losses on the loss of the plasma energy seen by EFIT.
Section 5.2.5 refered to the radiation losses measured by AXUV during the ex-
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periments focused on the detachment regime. The tomographic reconstructions
of SXR and AXUV show that there is an optimal nitrogen puff reducing the heat
flux reaching the divertor plates while keeping stable impurity radiation from the
plasma core and avoiding the MARFE instability.

Section 5.3 shows several cases of application of tomography at JET. The
SXR diagnostics are JET is not suitable for tomography of m > 1 modes due to
the sparse plasma coverage, different berylium filters (until pulse #95204) and
different toroidal positions of the SXR detectors. However, useful information
about the modes could still be provided by tomography. The techniques for
localisation of the m > 1 MHD modes are discussed indicating tomography of
the band-pass filtered data as a possible method. Furthermore, SXR tomgoraphy
during the mitigated disruptions demonstrates applicability of 2D tomography
from one camera finding a solution highly smoothed along the magnetic field
lines. Using only one camera allows to avoid issues with different berylium filters
and finding a solution highly smoothed along the magnetic field avoids issues
with missing the second camera for the 2D tomography. This approach is close
to 1D tomography (abelisation), but allows a poloidal asymmetry and it is less
constrained by the magnetic field which improves its convergence. It can be
applied in order to observe propagation of the impurities towards the plasma
core.
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6. Sawtooth instability and its
influence on selected plasma
processes at COMPASS

The chapter provides a brief introduction into physics of the sawtooth insta-
bility followed by its characterisation at COMPASS and a study of its effect on
selected plasma processes such as L-H transition, H-L transition, transition to
ELM-free H-mode and ELM itself.

6.1 Introduction
The sawtooth instability was first reported in [132] (1974) and it is currently

a common instability occurring in baseline tokamak scenarios 1. It is associated
with cyclic slow increases and fast drops of the core temperature which can be
consequently seen as a sawtooth pattern (giving the instability its name) on
several diagnostics such as measurement of the soft X-ray SXR radiation.

Although this instability affects a significant volume of the plasma, it hardly
ever leads to a termination of a discharge. One of its main direct consequences is
a limitation of the temperature and current density gradients in the plasma core.

Figure 6.1: Evolution of the temperature profile and typical soft X-ray signals
during the sawtooth instability.

The sawtooth instability is one of the most important topics in fusion physics
for several reasons. Fusion-born alpha particles are predicted to lead to a longer
sawtooth period. However, longer sawteeth were shown to trigger other insta-
bilities such as Neoclassical Tearing Mode below their threshold causing further
degradation of the plasma confinement [134, 135, 136, 137]. Nevertheless, the ef-
fect of the sawteeth instability is not purely negative as it can also help to remove

1Sawtooth oscillations were also observed in solar flare radio emission which suggests that
this instability can be universal for current carrying toroidal plasmas [133]
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a helium ash and impurities from the plasma core [138]. The sawtooth instabil-
ity can be avoided by application of an additional heating in some operational
scenarios, but it is still typically present in baseline plasma scenarios including
ITER. In these scenarios, the sawtooth period can be controlled so that it does
not trigger NTM. On the other hand, it is favourable to have the sawtooth period
longer than the slowing down time of alpha particles [139]. Optimally controlled
sawtooth instability can provide sawtooth period short enough to avoid seeding
other instabilities and still longer than the slowing down time of alpha particles
[139]. Otherwise, a significant part of their energy is lost before they can heat
the core plasma. The sawtooth period can be controlled via several actuators
including 2.4.1 electron cyclotron current drive (ECCD), ion cyclotron resonant
heating (ICRH), Neutral Beam Injection (NBI) [139] affecting stability of internal
kink mode which limits sawtooth cycle (as it will be described in next sections).
The effect of NBI, which is installed at COMPASS. is studied in 6.4.1.

It is also observed that the sawtooth instability can help trigger a transition
to a state with a better plasma confinement (H-mode) [140, 141, 142, 143, 144].
Overall, the sawtooth instability strongly affects the magnetic topology and pro-
files (in particular temperature and current profiles) of the plasma and has an
impact on many plasma processes. The effect of the sawtooth instability on
selected plasma processes at the COMPASS tokamak is the main focus of this
chapter.

6.2 Theoretical background
The sawtooth instability has a periodic behaviour with a cycle which can be

divided into four phases: ramp-up phase, precursor phase, fast collapse and post-
cursor phase as shown in Fig. 6.1. Each phase has its own physical background
and models.

6.2.1 Sawtooth ramp-up phase
The ramp-up phase represents the longest part of the sawtooth cycle. During

this phase, the temperature profile gradually steepens (temperature rises in the
plasma core and can decrease at its edge as it shown in Fig. 6.8) and the plasma
current diffuses into the hotter and more conductive plasma core (σ ∝ T 3/2) which
leads to further steepening of temperature and current profiles. This process
continues up to the point when the plasma becomes unstable and an internal
kink mode (m = 1, n = 1) develops. Basically, duration of the ramp-up is
constrained by a time required to reach conditions for an internal kink mode and
a subsequent sawtooth crash to take place. These conditions are specified in the
next section.

6.2.2 Pre-cursor phase
The pre-cursor phase represents the development of the internal kink mode

(described in 2.4.1) and a growing displacement of the plasma core column as
shown in Fig 6.2 (typically seen in signals of the magnetic or SXR diagnostics
as oscillations with several tens of kHz as indicated in Fig. 6.1). A necessary
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condition for the internal kink mode instability is q < 1 (i.e. when an average
inverse pitch of the magnetic field lines goes below one, see (2.33). It can be also
seen as a point when a destabilising effect of the poloidal magnetic field overcomes
a stabilising effect of the toroidal (axial) magnetic field (it takes energy to bend
the magnetic field lines). Furthermore, the ideal internal kink mode becomes
unstable when βp1 defined by formula 6.3 exceeds a critical value which can be
derived from 6.2. The growing displacement of the hot core subsequently triggers
the next phase called the sawtooth crash.

Figure 6.2: Displacement of the hot core during the internal kink mode [40].

Energy principle based on ideal MHD

Stability of the internal kink mode can be determined by the energy prin-
ciple via change in the potential energy δW as a result of an arbitrary plasma
displacement as it is shown in section 2.4.1 (i.e. expressing stability via sign of
δW = −1

2
∫
ξ⃗ · F⃗ dV , where ξ⃗ is the displacement and F⃗ the force). In the cylin-

drical approximation shown in the chapter 2.4.1, δWMHD was expressed via the
4th order of expansion as lesser orders vanished. Taking into account the toroidal
geometry modifies δWp into:

δWMHD =
(

1 − 1
n2

)
δW4,cyl + 1

n2 δW4,tor (6.1)

where

δW4,tor ∼ 3 (1 − q0)
[

13
48(ν + 4) − β2

p1

∫ r2

r1

dr

r1

(
r

r1

)ν−5
]

(6.2)

as it was derived in [12] under assumption of the current profiles j = [1 − (r/a)ν ]
with q(0) ≪ 1. Here, r1 and r2 represent the radial positions at q = 1 and q = 1
and ν is a coefficient of the current profile.

βp1 =
(

2µ0

∫ r1

0

(
r

r1

)2
(

−dp
dr

)
dr
)
/B2

θ1 (6.3)

For n = 1, the cylindrical contribution vanishes and δWp = δW4,tor (note that
for n ≫ 1, the toroidal contribution vanishes and δWp = δW4,cyl). The form of
δW4,tor implies that there is a critical pressure leading to the instability of the
internal kink mode (if also q(0) < 1). However, the fact that δW for the internal
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kink mode is characterised by higher orders of δW expansion indicates that also
other subtle effects such as sheared flows, collisionless kinetic effects related to
high energy particles and thermal particles, non-ideal effects localized around
q = 1, plasma shape, etc. may play a role. In practise, the Porcelli heuristic
sawtooth crash trigger model is often used.

Porcelli model

Porcelli proposed a heuristic sawtooth crash trigger model [145] for different
instability regimes which turned out to give reliable predictions [146, 147, 148,
149]. The model is based on the energy principle of the kink mode introduced
in chapter 2.4.1 and includes other effects like resistivity, high energy ions and
diamagnetic drifts. The model takes into account the potential energy of the
internal kink mode in the form:

δŴ = δŴcore + δŴfast = δŴMHD + δŴtr + δWfast (6.4)

where δŴMHD can be described by equation 6.2, δŴtr is contribution of collision-
less thermal trapped ions (also known as the Kruskal–Oberman term [150]) and
δWfast represents fast non-thermal particles. The Porcelli model predicts that the
sawtooth instability is triggered when one of three following criteria (addressing
different instability regimes) is met [145]:

− δŴcore > chωdhτA effect of hot trapped ions

− δŴ >
1
2ω∗iτA ideal internal kink

− cρρ̂i < −δŴ <
1
2ω∗iτA and ω∗i < c∗γρ resistive effects

(6.5)

where ω∗i = 1
ni1r1eB

dpi

dr
is the ion diamagnetic frequency at q = 1, ωdh = Ti

eB1nir1
dni
dr

the magnetic drift frequency of hot ions, γρ the resistive growth rate of internal
kink, cρ, c∗, ch numerical factors depending on plasma profiles (details in [145])
of order of unity, ρ̂ the normalised ion Larmor radius ρ̂i = ρi/r1 and the potential
energies are normalised so that δŴ = δWR3

0µ0/(6π2B2
0 |ξ|2r4

1) [151].
The first inequality in 6.5 relates to the effect of high-energetic trapped par-

ticles as a consequence of conservation of the third adiabatic invariant (i.e. the
magnetic flux through their precessional drift orbits). It becomes relevant when
the high-energy trapped particles complete many orbits within a characteristic
perturbation time

⏐⏐⏐δŴ−1
core

⏐⏐⏐ τA.
The second inequality in 6.5 reflects a regime when a negative change of the

potential energy is sufficiently high to rely on the ideal internal kink mode model
and other effects can be neglected.

The last two criteria in 6.5 describe a regime with δŴ small enough so that
subtle resistive effects in a narrow layer near q = 1 become important. In this
regime, the internal kink mode can be stabilised by diamagnetic frequency effects
as it is expressed by the last criteria (ω∗i < c∗γρ) when the diamagnetic frequency
ω∗i is larger than the growth rate of the mode γρ evaluated at ω∗i = 0 [145]. The
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last condition can be transformed into a condition for the magnetic shear at q = 1
[145] (since the growth rate depends on s1):

s1 = r1

q1

dq

dr
> scrit ≈ β

7/12
i1

r1

Ln

(
r1

Lp

)1/6

S1/6ρ
1/2
∗i (6.6)

where S = τR/τA is the Reynolds (Lundquist) number, βi1 is the ion toroidal beta
at the q = 1 surface, Ln = n/|dn/dr| the density decay length and Lp = p/|dp/dr|
the pressure decay length.

The relation of the change of kink mode potential energy to the sawtooth crash
trigger according to the last two conditions of the Porcelli model is summarised
in Fig. 6.3.

Figure 6.3: Criteria for the sawtooth crash trigger according to the Porcelli model.

Duration of sawtooth period

Duration of the sawtooth period is determined by a time required to reach the
criteria for the sawtooth crash. If the current diffusion is a dominant mechanism,
i.e. reach́ıng the condition q(0) < 1 by itself, the sawtooth period scales with the
resistive time:

Tsaw ∼ τR = µσr2
1 (6.7)

which is indeed (roughly) observed, especially in experiments with a significant
population of energetic particles prolonging the sawtooth period to a time closer
to the ressistive time [16, 145].

However, the behaviour of the sawtooth period is often more complex as it is
indicated by the second bracket in equation 6.2 where steepness of the current
profile (ν) can compete with the pressure gradient (βp) and as it is illustrated by
the Porcelli model taking into account various subtle effects. In the cases when
stability of the internal kink mode is associated with the critical pressure gradient
or critical β (below which is the kink mode stable), the sawtooth period can be
also linked with the plasma pressure, energy and energy confinement time [145]:
Tsaw ∼ τE.

6.2.3 Sawtooth crash
During the sawtooth crash, the heat is expelled from the plasma core to the

edge, the central temperature drops rapidly, the temperature profile flattens (as
shown in Fig. 6.1) and the heat pulse travels outward. There are several models
describing a subsequent sawtooth crash.

Kadomtsev model

The first model was proposed by Kadomtsev [152] and it can still serve as
an introduction into the mechanism behind the sawtooth crash. The Kadomt-
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sev model [1] relies on resistive MHD allowing formation of magnetic X-point on
the side with crowding magnetic field lines. Magnetic reconnection results in a
creation and growth of a magnetic island. The hot core partially surrounded by
this cooler island is then expelled to the edge and a new cylindrically symmet-
ric magnetic field structure is established as it is illustrated in Fig. 6.4. In the
Kadomtsev model, the reconnection process is concerned with the helical mag-
netic flux ψh with respect to the q = 1 surface. The field of ψh can be (for a large
aspect approximation with a/R ≪ 1) expressed as [1]:

Bh = dψh
dr

= Bθ − (r/R)Bϕ = Bθ(1 − q) (6.8)

Redistribution of ψh during the re-connection in the Kadomtsev model is
shown in Fig. 6.5. The initial helical magnetic flux ψh,i starts with an extremum
at r1 (q = 1 surface) as it results from equation 6.8 and reconstructs into the final
helical magnetic flux ψh,f so that the fluxes with the same values at the opposite
sides of r1 connects to form the final helical flux with the same value at the radius
rf . The final helical flux is formed through the rule for conservation of helical
flux [2]:

dψh,i
dr

⏐⏐⏐⏐⏐
r−

i

dr = dψh,i
dr

⏐⏐⏐⏐⏐
r+

i

dr = dψh,f
dr

⏐⏐⏐⏐⏐
rf

dr (6.9)

and via condition that the poloidal area of the plasma elements are conserved
(under assumption that only the helical magnetic flux is changing and the toroidal
magnetic field remains constant):

r+
i dr + r−

i dr = rfdr (6.10)

Integration of the equation 6.10 for circular plasma:∫ r

0
rdr =

∫ r1

r−
r−dr− +

∫ r+

r1
r+dr+ (6.11)

can result in:
r2
f = r2

+(ψ) − r2
−(ψ) (6.12)

showing that q = 1 surface moves to r = 0 and all surfaces starting with q < 1 are
expelled outside the q = 1 surface. There are no changes outside the mixing radius
rmix which determines the end of the reconnection region and can be defined from
the condition ψh,i (rmix) = ψh,i(0) = ψh,f (rmix).

Figure 6.4: Development of magnetic field lines during the sawtooth crash ac-
cording to the Kadomtsev model.
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Figure 6.5: Helical magnetic flux and q profiles before and after magnetic recon-
nection with respect to the radial profile normalised by minor radius a according
to the Kadomtsev model for discharge #7690. The initial profiles given by the
METIS simulation were transformed into the final profiles according to equations
6.8, 6.9 and 6.10.

Duration of the sawtooth crash phase is in the Kadomtsev model given by
the reconnection time from the Sweet-Parker reconnection model as a geometric
mean of the resistive diffusion time τR and the Alfvénic time τA:

τC = √
τAτR =

√µ
3/2
0 r3

1
√
ne

ηBP

(6.13)

where η is plasma resistivity.
However, the Kadomtsev model has several problems such as shorter observed

collapse times than predicted and sometimes observed q(0) < 1 even after the
sawtooth crash. Alternative sawtooth crash trigger models, including quasi-
interchange model [1, 153], the ballooning mode model and others (see [139]
and references therein) were proposed, but they turned to be in a contradiction
with measurements of the electron temperature by the electron cyclotron emis-
sion imaging system with high spatial and temporal resolutions on the TEXTOR
tokamak [154, 155], where the sawtooth crash was observed to occur in a non-
chaotic way and the hot plasma flowed through X-point of the instability, which
was localized in the region of a good curvature (X-point on the inner side of torus
with a good curvature is in contradiction with the ballooning theory).

Partial reconnection model

Currently, the widely accepted sawtooth crash trigger model is the partial
reconnection model [145], which is not in conflict with electron temperature mea-
surements on TEXTOR and observed q(0) < 1 after the sawtooth collapse. In
the partial reconnection model, the sawtooth crash begins by a magnetic recon-
nection as in the Kadomtsev model, but the magnetic island grows only until
it reaches its critical width. Inner core and magnetic island regions than un-
dergo two different relaxation processes [139]. The core relaxes according to [153]

88



(reaches a state with the minimum energy while conserving the magnetic helicity,
i.e. ∇ × B⃗ = λB⃗) whereas the island vanishes during the next ramp phase by
means of diffusion of current sheets [146].

A posssible explanation for the incomplete reconnection was proposed in [156]
and further examined for sawtooth in tokamaks in [157] as a result of the diamag-
netic effect halting the reconnection when vd,i−e = |vd,i − vd,e| > vA∗ where vA is
the outflow velocity from the reconnection region and v∗i,e the radial diamagnetic
velocities v∗i,e = − (∇P∗i,e × B) / (Zi,eeni,eB2).

6.2.4 Post-cursor phase
After a sawtooth crash, a post-cursor phase can also appear which seems to

be a sign of the incomplete magnetic reconnection during the sawtooth crash.
The remaining magnetic island can be seen in signals of the magnetic and SXR
diagnostics as in the case of the pre-cursor phase and vanishes during relaxation
processes as it was described in the previous section about the partial reconnection
model.

Figure 6.6: Horizontal profile of the SXR emission published in the attached
article A.3. The oscillations show a kink mode before and after the sawtooth
crash (#6071) illustrating partial magnetic reconnection at COMPASS.

6.2.5 Effect of NBI
Besides plasma heating, NBI also affects stability of an internal kink by chang-

ing a plasma rotation (gyroscopic stabilization) and a distribution of fast particles
[139]. Fast particles can be trapped in banana orbits (represented by the first
criterion in equations 6.5) or passing (completing full orbits). In the co-current
regime, (i.e. NBI directed in the same direction as plasma current) passing par-
ticles can be stabilising, if they are inside the q = 1 region, and destabilising, if
they are outside the q = 1 region, whereas in the case of counter-current regime
(i.e. NBI directed in the opposite direction to the plasma current) the effect of
passing particles is opposite [139].

The sawtooth period can exhibit a minimum in the counter-current regime
as it is observed at JET [158] or MAST [159] or in the co-current regime as
seen in TEXTOR [160]. Numerical modelling of the kink mode potential energy
revealed that the minimum of sawtooth period is caused by energetic particles
in the case of JET [139], flow effects in the case of MAST (relatively high NBI
power applying a big torque to a relatively small plasma resulted in a high toroidal

89



rotation) [159] and a competition of these effects in the case of TEXTOR [160]
where the minimum occurred when the plasma toroidal rotation stopped. The
effect of the NBI heating on the sawtooth instability at COMPASS is described
in chapter 6.4.1.

6.3 Used signals and data processing
For a simple detection of a sawtooth instability, a single detector measuring

the core SXR emission (e.g. 24th detector of the camera A shown in Fig. 5.4a) is
usually the most suitable whereas the tomography reconstruction of the 2D SXR
profile (described in section 5.1) from all SXR signals can provide more details
about dynamics of the instability.

In the following sections, sawtooth parameters (in particular the period of the
sawtooth cycle) is compared with the following plasma quantities: averaged elec-
tron density ne, central electron temperature Te,0 (from Thomson scattering), βp
(from EFIT), plasma thermal energy W (from EFIT), NBI power PNBI , resistive
time τR and confinement time τE.

The resistive time (representing a speed of redistribution of the plasma current
during a sawtooth) is represented by its global (averaged) value and it was esti-
mated by substituting the averaged resistivity η = Uloop

Iplasma

S
2πR0

into the equation
for the resistive time 6.7:

τR = µa2 Ip
Uloop

l

S
(6.14)

The energy confinement time τE is calculated with the ssumption of dW/dt = 0
during the steady state phases from 3.12:

τE = W

Pohm + cnbiP
inj
NBI

(6.15)

where cnbi is a rough estimation of absorption for NBI depending on injected NBI
power (due to the divergence and consequent flipping of NBI beam) and plasma
density [161]:

cnbi = (1 − e−PNBI/Pc)(1 − e−ne) (6.16)
where Pc = 230 kW.

Most of the selected plasma parameters are global (averaged). Although local
quantities (e.g. βp1 instead of βp) could be more appropriate for characterisation
of the sawtooth behaviour, the global quantities are more easily measured and
they can still serve for characterisation of the sawtooth behaviour (as it will
be shown in the next sections). The values correspond to the middle of the
sawtooth phase, but no significant change in the fitted trends was observed for
different phases of sawteeth. One exception is the central temperature Te0, which
is measured with a higher frequency (60 Hz) than the frequency of sawteeth at
random sawtooth phases and can change significantly during one sawtooth period
as it can be seen in Fig. 6.8. Nevertheless, the measured central temperature Te0
shows dependencies on the sawtooth period under appropriate statistics shown
in the next sections.

Fitting in the following chapters was performed by the Trust region reflective
method [162] using so-called Robust least square regression by means of bisquare
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weights (included in a toolbox of MATLAB 2020a). The root mean square error
(RMSE) was chosen to represent the goodness of fit.

Analysed events were detected semi-automatically (checked manually after
automatic detection) as follows: sawtooth crashes as peaks in the derivative of
the core SXR signals smoothed by a triangular function, ELMs were detected as
peaks in the Dα signals and L-H transitions or H-L transitions as a steep rise or
fall in Dα by means of the algorithm described in [163].

6.4 Characterisation of the sawtooth instability
at COMPASS

At the COMPASS tokamak, the sawtooth instability is present in the vast
majority of the D-shaped scenarios and vanishes only in rare cases, e.g. when a
sufficiently high counter-current NBI heating is applied and other MHD modes
infuencing the current density profile are present. The most suitable diagnos-
tic for detection of the sawtooth instability are SXR detectors, described in the
chapter 5.2.1. An example of evolution of the SXR radiation and its tomographic
reconstructions during the sawteeth are shown in Fig. 6.7. Typically, the saw-
tooth period is about 2 ms during the L-mode, but it can increase up to 10 ms
during the NBI heating in H-mode. The inversion radius ranges from 0.06 m to
0.1m. The sawtooth crash typically lasts less than 0.1 ms, which is of the same
order as it is estimated by the Kadomtsev model (substituting 6.14 into equa-
tion 6.13), but also the observed post-crash oscillations indicating an incomplete
reconnection are often observed on the SXR signals, especially during the NBI
heating.

Even though the sawtooth instability originates in the plasma core, it is ob-
served that at COMPASS, a small device where the core and edge plasmas are
coupled, it strongly affects numerous plasma processes even at the plasma edge
including the L-H or H-L transitions or occurrence of ELMs. Behaviour of the
sawtooth instability at COMPASS is described in the following subsections, 6.4.1,
6.4.1, whereas its influence on selected plasma processes is shown in section 6.5.
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Figure 6.7: Examples of the reconstructed SXR emissivity profiles (from discharge
#5751). Peaked SXR emissivity profile before sawtooth crash (top-left), broader
SXR emissivity profile after the sawtooth crash (top-middle), their difference
indicating inversion radius (black ring in the plasma core) and evolution of the
SXR signals from the plasma core and edge showing a typical sawtooth pattern
with precursor and postcursor oscillations (top-right bottom). In this case, the
maximal estimated reconstructed emissivity dropped from 18 kW/m3 to 4 kW/m3

and the inversion radius was about 6 cm (in the radial direction).

(a) (b)

Figure 6.8: Demonstration of the electron temperature (a) and density (b) pro-
files measured by the Thomson scattering diagnostics during different phases of
the sawteeth at COMPASS (#7690). The dashed line shows a position of the
inversion radius.
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Internal kink mode growth rate

At COMPASS, an applicability of theoretical models has its limitations due
to uncertainties in measurements of core profiles. The internal kink mode is often
observed during the NBI heating by SXR detectors as oscillations in distribution
of SXR profile indicating exponentially growing displacement of the plasma core:

ξ = ξ0e
−γt (6.17)

where ξ0 in an initial displacement and γ observed growth rate. An example
shown in Fig. 6.4 shows a displacement growing up to 3 cm before the sawooth
crash and growth rate γ = 4.6 · 103 s −1 which is comparable to the growth rates
at ASDEX-U ranging from 103 s −1 to 104 s −1 in [164]. On rare occasions and
during the NBI heating, continuous internal kink (also called Long lived mode)
without sawteeth can be also observed (e.g. in #6358, #6071).

(a)
(b)

Figure 6.9: (a) Reconstructed SXR vertical and horizontal profiles indicating the
growth rate of internal kink mode and (b) 2D SXR reconstruction.

Porcelli criteria

At COMPASS, verifying Porcelli criteria is problematic as it requires deter-
mining core plasma parameters including ion pressure profile which is not mea-
sured. Moreover, the terms for the potential energy of the kink mode represents
theoretical approximation. Nevertheless, results from METIS simulations indi-
cate a consistency with the resisitve regime, see Tab. 6.1 and Fig. 6.10. The
contribution of fast particles Ŵfast is not included in Tab. 6.1 and requires sim-
ulations of their profile distribution. However, the Ŵfast term is supposed to be
negligible without the NBI heating. During the NBI heating, the sawtooth period
changes significantly but it keeps similar tendencies as it will be shown in section
6.4.1. Moreover, ion Larmor radius is comparable to the resistive layer width
δη = s

−1/3
1 (S)−1/3r1 [145] which is a width of current layer where reconnection

can take place. This implies a possible importance of subtle effects of finite Lar-
mor radius and collisional resistivity associated with the resistive regime during
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the sawtooth crash [145]. The resistive regime is often observed e.g. at JET [165]
or TEXTOR [166] which is a device of similar size and similar length of sawtooth
period as in the case of COMPASS [167]. The term ŴMHD is given by the right
side of formula 6.2 and the contribution of trapped particles −δŴtr in Tab. 6.1
is approximated according to the formula derived in [151, 145]:

δŴtr = 1.5
6π

(
r1

R0

)−3/2
βi0c̃p with c̃P =

∫ 1

0
x3/2 pi

pi,0
dx and x = r

r1
. (6.18)

discharge 5751 6071 6358 7677 7690 18200
time [ms] 1060 1100 1160 1120 1120 1120
Ip [kA] 241 178 236 342 212 223
ne,0 [1019m-3] 11.2 11.1 12.5 3.5 4.6 9.4
PNBI [kW] 0 684 307 0 0 742
−δŴMHD [10-3] -7.8 -8.5 -14.4 -12.8 -7.2 -1.8
−δŴtr [10-3] -12.2 -21.6 -11.0 -0.7 -1.9 -32.2
1/2ω∗iτA [10-3] 9.1 2.8 2.7 0.3 2.3 11.4
δη [mm] 1.9 1.7 2.6 1.7 1.6 1.5
ρi,1 [mm] 2.0 2.2 2.2 1.2 1.3 2.3
ν [-] 1.9 0.8 2.7 2.4 1.2 0.6
s1 [-] 0.47 0.15 0.20 0.26 0.34 0.24
r1 [m] 0.11 0.05 0.10 0.12 0.09 0.04
r2 [m] 0.18 0.15 0.18 0.21 0.17 0.12

Table 6.1: Main plasma parameters, results from METIS simulations and vari-
ables relevant to the Porcelli model for various discharges.

Figure 6.10: The Porcelli criteria and the change of potental energy approximated
as dW = δŴtr + δŴMHD for various discharges.

6.4.1 Sawtooth period
Scan over the electron density

Scan over electron density is a good candidate for characterisation of the
sawteeth as a controllable change in the plasma density also affects other (not
directly controllable) plasma parameters important for the sawtooth behaviour
like plasma pressure, temperature, poloidal beta and plasma resistivity (as it can
be seen e.g. from formulas 6.2 and 6.5).

The effect of changing plasma density while other controllable plasma param-
eters like plasma position, shape, current and toroidal field remain fixed is sum-
marised in Fig. 6.11 and table 6.2. The electron density ranged from 2 · 1019m−3

to 13 · 1019m−3 while the position of the magnetic axis, the plasma shape, the
plasma current and the toroidal field were fixed to standard values: R0 = 0.565
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m, z0 = 0.025 m, a = 0.17 m, κ = 1.8, δupper = 0.25, δlower = 0.5, Iplasma = 180
kA, BT = 1.15 T.

These experiments show that the sawtooth period doesn’t increase with the
global resistive diffusion time and the core temperature (in contrast to [168] where
the sawtooth period at JET increased with the temperature), i.e. it does not fol-
low relation 6.7 when the sawtooth behaviour is dominated by current diffusion
into the plasma core. The sawtooth period increases with the energy confinement
time, plasma pressure (indicated by βp and neTe values) and density. These trends
are consistent with the Porcelli criteria s1 > scrit during the resistive regime since
scrit increases mainly with plasma density decay length which increases with den-
sity as its profile is typically flat near the q = 1 region. However, the sawteeth can
also affect the plasma kinetic energy as a less frequent redistribution of pressure
profile could lead to lower energy losses and a better energy confinement time.

Figure 6.11: Relation of the sawtooth period to the density, central tempera-
ture and loop voltage during the density scan (with Ip = 180kA, BT = 1.15T ).
Different colors represent different densities.
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plasma parameter p1 p2 p3 RMSE
Te0 [keV] -2.44e+02 1.08e-02 2.45e+02 3.19e-01
τE [ms] 1.87e-02 1.64e+00 5.05e-01 4.65e-01
τR [ms] -8.87e+00 1.27e-01 1.86e+01 5.02e-01

ne [10 19/m3] 1.55e+00 3.14e-01 -4.89e-01 3.51e-01
βp [-] 2.34e+02 1.22e-02 -2.29e+02 2.79e-01
W [J] 1.11e+00 2.78e-01 -8.22e+00 2.76e-01

Table 6.2: Coefficients p1,2,3 of the fit function for the sawtooth period during
the density scan in the form τsaw = p1 · xp2 + p3 and RMSE as an indicator of
goodness of fit. The fit corresponds to the first row in the Fig. 6.11 where it is
shown as the red curve. RMSE is low especially for βp and W

Effect of Neutral Beam Injection at COMPASS

Sawtooth instability is strongly influenced by NBI at COMPASS and its pe-
riod can increase from 2 ms up to 10 ms. Dependence of sawtooth period on
applied NBI power shown in Fig. 6.12 indicates minimum for PNBI = −300 kW
in counter-current regime. For higher counter-current NBI power, sawtooth in-
stability usually vanished due to other MHD modes. The observed kink frequency
increases with applied NBI power. It indicates a possible significant increase of
toroidal rotation which is supposed to represent significant part of the measured-
kink frequency according to the formula 2.45.

(a) (b)

Figure 6.12: Effect of the applied NBI power on sawtooth period (a) and on
observed kink frequency (b) at COMPASS.

Scan over both the NBI power and electron density ne while other controllable
plasma parameters remained fixed to the same values as in section 6.4.1 during
the density scan is summarised in Fig. 6.13 showing that the sawtooth period
increases with ne, PNBI, τE and βp.

Dependence of the sawtooth period on PNBI and ne, βp or τR is also shown in
Fig. 6.14 where the fits for PNBI and βp show the lowest dependence on PNBI. In
principle, this scan over ne and PNBI shows similar basic behaviour of sawtooth
period as in the case of the density scan in chapter 6.4.1, i.e. scaling of the
sawtooth period with βp (or plasma thermal energy as the plasma current is
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fixed) indicating that stability of the internal kink mode is associated with the
increased density and pressure gradient during the NBI heating as well.

Figure 6.13: Sawtooth period and selected plasma parameters during scan over
density and NBI power (with Ip = 180kA, BT = 1.15T). The density is repre-
sented by different colors whereas NBI is represented by different marks.

(a) (b) (c)

Figure 6.14: 2D fitting of the sawtooth period during the scan over NBI heating
and selected plasma parameter: (a) electron density ne, (b) βp and (c) global
resistive time τR.

Enlarging statistics over various experiments with H-mode performed at COM-
PASS between discharges #18248 and #20200 (almost 300 discharges) shows sim-
ilar tendencies to those indicated for the density scan in section 6.4.1 and NBI
scan in chapter 6.4.1, i.e. an increase of the sawtooth period with the density,
NBI and βp (or plasma kinetic energy W) is shown in Fig. 6.15. These trends are
clear despite a higher diversity in plasma parameters and different plasma modes
as both L-mode and H-mode plasmas during a steady state phase (i.e. stable
plasma current and plasma shape) are included. Increasing trends with the den-
sity and the plasma kinetic energy are also shown in Fig. 6.16c where selecting
plasma kinetic energy and NBI heating for fitting of the sawtooth period leads to
a dominant dependence of the sawtooth period on the plasma kinetic energy and
a negligible dependence on the NBI heating. It could indicate that stability of the
internal kink mode at COMPASS is more related to the thermal plasma energy
and pressure than to the toroidal rotation induced by NBI. However, NBI power
and plasma kinetic energy are dependent variables in the fit of sawtooth period
and there are missing data near the boundary regions. Nevertheless, plasma ki-
netic energy can be considered as a plasma parameter which is well connected
with sawtooth period.

97



Figure 6.15: Relation of the sawtooth period to the selected plasma parameters
(between the discharges #18248-20200). Different NBI power is distinguished by
different colours.

(a) (b)

(c) (d)

Figure 6.16: Visualisation of fitting the sawtooth period over the NBI heating
P ∗
NBI = cnbiPNBI and ne (top) and over the P ∗

NBI and W (EFIT ) during H-mode
(left column) and L-mode (right column).

The effect of NBI has a delay several tens of ms due to the time required to
transfer energy from NBI to plasma. An example in Fig. 6.17 shows that after
application of the co-current NBI the sawtooth period gradually increases for
about 50 ms until it saturates and frequency of the internal kink mode follows. It
indicates that the plasma requires roughly 50 ms to equilibriate after an applica-
tion of the NBI). The delayed effect of the NBI is affected by slowing down time
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of injected deuterium ions. At COMPASS, with beam energy 40 keV and electron
temperature about 1 keV, the slowing down time of NBI ions ranges from 10 ms
to 50 ms for densities ranging from 2 · 1019 m −3 to 10 · 1019 m−3 (with inverse
proportion to the electron density) [169]. Response function of sawtooth period
to the applied NBI power in Fig. 6.17 (from deconvolution of the NBI power
and sawtooth period) shows maximum at about 20 ms which is comparable to
the estimated slowing down time about 25 ms for electron density ne = 4 · 10−3

m−3 in this discharge. The inversion radius remained roughly at 7 cm during the
discharge #4415 (as shown in Fig. 6.17).

Figure 6.17: Effect of NBI on the sawtooth period at COMPASS during the
discharge (# 4415). The left column shows evolution of the core SXR (top),
the applied NBI power with the observed period (middle) and the spectrogram
with traced frequency of the kink mode (red line) and plasma energy from EFIT
(bottom). The right column contains the response function of the sawtooth period
to the NBI power (top), kink frequency with respect to the sawtooth period
(middle) and inversion radius with respect to the sawtooth period (bottom).
Convolution of the response function and NBI power is also shown as a dotted
orange line in the left middle plot.

Difference between L-mode and H-mode

The sawtooth period also depends on the plasma regime as it is shown in
Fig. 6.18 where the sawtooth period with respect to the averaged plasma density
ne and plasma energy W seems to be prolonged by cca 0.3 ms. However, this
diffeence can be also affected by a different systematic error of the plasma kinetic
energy calculated by EFIT in the L-mode and H-mode due to the changes of the
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plasma profiles.
For higher densities (ne > 8 · 1019/m3), the sawtooth period seems to change

its trend and starts decreasing. It typically takes place under a higher radiative
cooling, i.e. lower plasma temperatures. If these cases are excluded from the
statistics, dependence of the sawtooth period on the plasma energy becomes
more evident as it is also shown in Fig. 6.18a.

(a) (b)

Figure 6.18: Dependence of the awtooth period on the plasma energy W for
plasma densities lower than 7 · 1019/m3 (a) and dependence of the sawtooth
period on the plasma density without NBI in L-mode and H-mode (b).

Plasma shape

The plasma shape can affect the kink mode stability [145] and the sawtooth
period [167]. At COMPASS, experiments with D-shaped plasmas have typically
similar plasma shape parameters (minor radius ranging from 0.16 to 0.175 and
elongation at 1.8). One of the campaigns investigating wider ranges of plasma
parameters was the one with experiments using an additional coil to enable a
wider range of triangularities as it is described in section 4.2). The sawtooth
period did not change during the triangularity scan as it is shown in Fig. 6.19
suggesting no effect on stability of the internal kink mode. However, the change
of upper triangularity was approximately five times smaller than in the case of
TCV where the sawtooth period changed from 1.5 ms to 3 ms for triangulaties
ranging from -0.2 to 0.4.
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(a) (b)

Figure 6.19: Scan of the sawtooth period over the upper triangularity (a) and
an example of evolution of triangularity (reconstructed by the Fiesta code) and
sawtooth period in time (b).

Ion mass

The sawtooth period can change with the ion mass as it is indicated by the
third criteria in 6.5 or by equation 6.6 (due to a change of the normalised Larmor
radius ρ̂) which is the most relevant criteria for the auxiliary heated plasmas
[139]. At COMPASS, no clear evidence for any change of the sawtooth period
during NBI heating between the helium and deuterium plasmas was observed as
it is shown in Fig. 6.20. However, presence of other impurities could overcome
effect of helium on the sawtooth period. No change of the sawtooth period was
also observed in other helium pulses without NBI.

(a) (b)

Figure 6.20: Sawtooth period with respect to the plasma energy in the discharges
in deuterium and helium for L-mode (a) and H-mode (b) with the applied NBI
heating of 280 kW.

6.4.2 Inversion radius of sawtooth instability
The inversion radius (i.e. radius where q = 1) is supposed to be close to

a location where the electron temperature and the electromagnetic emission, in
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particular the bremsstrahlung radiation, does not change during the sawtooth
crash. This location can be found by means of the tomographic reconstruction
of the SXR profile. A useful tool for visualisation of the process of the sawtooth
crash seen by the SXR diagnostic is the singular value decomposition (SVD). The
SVD can be applied to decompose matrix M into a weighted and ordered sum of
separable matrices Ai:

M =
∑

Ai =
∑

σiUi ⊗ Vi (6.19)

where σi are the ordered singular values, Ui and Vi the i-th columns of the
corresponding SVD matrices.

Applying the SVD to a matrix representing time series of the tomographic
reconstructions, i.e. matrix where each column contains a tomographic recon-
struction at a specific time allows the decomposition of the evolution of the re-
constructed SXR profile into modes as it is shown in Fig. 6.21. The top plots
represent the shapes of the first four dominant components of the SXR profile (the
”topos”) given by Vi. These components contribute to the reconstructed SXR
profile evolution by weights given by σiUi shown in the bottom plots (”chronos
u1”). The second mode illustrates a redistribution of the SXR emission during
the sawtooth crash. The SVD can be applied to visualise processes during the
sawteeth and to separate poloidally symmetrical components of the SXR emission
for better localisation of the inversion radius which can be found as a location
with the lowest variation of the SXR profile, see Fig. 6.22. The resulting in-
version radii are shown in Fig. 6.23 with respect to the plasma density before
and after the NBI heating. The inversion radius is typically about 45% (which
is often observed in tokamaks [139]) of the minor radius, i.e. about 7 cm and at
about ψn = 0.3 (which is consistent with inversion radius seen by the Thomson
scattering in Fig. 6.8). The inversion radius is sometimes observed to change
with the applied NBI and the plasma pressure [168]. However, at COMPASS
there is no clear dependence of the inversion radius on the plasma density and on
the applied NBI heating suggesting that a possible change of the location of the
q = 1 surface at the moment of sawtooth crash is in this particular case below
the resolution of this method.
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Figure 6.21: Example of SVD applied on the reconstructed SXR profiles duringthe
sawtooth crash neighbourhood in the discharge #5751. The top row shows the
shapes of the dominant components whereas the bottom row shows temporal evo-
lution of their weights. The first column corresponds to the basic mode showing
an increase in the core radiation followed by a fast drop during the sawtooth
crash. The second column illustrates redistribution of the radiation near the in-
version radius. The third and fourth columns correspond to oscillations caused
by the internal mode.

Figure 6.22: Reconstructed SXR profiles (top-left), Variance of the profiles
(bottom-left), signals and retrofit (top-right) and its variation (bottom-right).
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(a) (b)

Figure 6.23: Inversion radius normalised to the minor radius (a) and as a value of
the normalised poloidal flux ψn (b) before and after the applied NBI heating power
400-480 kW with respect to the electron density. Values of ψn are consistent with
the inversion radius seen by the Thomson scattering in Fig. 6.8. The errorbars
represent a spatial resolution of the detectors ±1 cm.

6.5 Effect of sawtooth instability on edge plasma
processes

The sawtooth instability changes the temperature profile and magnetic topol-
ogy in a significant volume of the plasma, and therefore affects various plasma
processes. Although major changes happen in the plasma core, the sawteeth can
also affect processes occurring in the plasma edge due to a heat wave propagat-
ing from the plasma core to the edge during the sawtooth crash. This coupling
between the plasma core and edge is remarkable mainly for smaller tokamaks. In
the following sections, the effect of sawtooth on edge plasma processes like L-H
transition, H-L transition, transition to ELM-free H-mode and ELMs is described.
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(a)

(b) (c)

Figure 6.24: Illustration of the effect of the sawtooth crash at the plasma edge
at COMPASS: (a) Electron temperature (Te), density (ne) and plasma potential
(Φ) measured by the horizontal reciprocating probe near the separatrix during
the discharge #6878 [66]. Te starts to rise almost immediately with the sawtooth
crash. Maximum of Te is delayed by 0.2 ms, whereas Φ is delayed by 0.4 ms.
b) Visible radiation measured by the Photron camera. (c) Cross correlations
of the central SXR with the visible radiation coming from the inner strike point
(indicated by the green circle in picture (b) ) and the outer strike point (indicated
by the purple circle in picture (b) ) shows a delay about 0.5 ms.

6.5.1 L-H transition
At the COMPASS tokamak the transition to H-mode, i.e. L-H transition,

is usually easily recognisable by a drop of the Dα signal and its fluctuations
corresponding to a decreased intensity of the plasma-wall interaction as shown in
Fig. 6.25.

The sawtooth crash can trigger a transition to H-mode as it is sometimes
observed e.g. on ASDEX [140, 18], JFT-2M [141] TCV, [142], EAST [143]. It is
supposed that the hot plasma expelled from the central region to the edge after the
sawtooth crash can supply enough free energy for the formation of the edge shear
flows and the transport barrier. At the COMPASS tokamak, synchronization
of the L-H transition with the sawtooth crash is very clear as it can be seen in
Fig. 6.26. The edge plasma is supplied by sufficiently frequent heat pulses from
sawtooth crashes with such an intensity so that the L-H transition is triggered by
sawteeth as soon as the plasma is near the conditions for the L-H transition. As
it can be seen in the Fig. 6.26, a significant drop in the Dα signal representing the
L-H transition mostly appears within 10% and 30% of the sawtooth period and
about 0.4 ms after the sawtooth crash. No clear dependence of the L-H transition
delay on BT , X-point height, ne, plasma thermal energy and PSEP was found.
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Figure 6.25: Example of L-H transitions represented by a drop of Dα synchronised
with sawtooth crashes. The peaks after 1070 ms correspond to ELMs. The lower
plot shows a corresponding rise of PSEP and βN .

(a) (b)

Figure 6.26: (a) Occurrence of the delay of the L-H transition in ms and (b) with
respect to the sawtooth phase at COMPASS. Observations of the synchronisations
of L-H transition with the sawtooth crash at COMPASS was published in the
enclosed article A.3 and in [66]. This figure significantly improves statistics to
325 discharges and 1482 detected L-H transitions.

6.5.2 H-L transition
At the COMPASS tokamak, it is also observed that the sawteeth can also

affect the H-L transition from H-mode back to the regime with a lower energy
confinement as it can be seen in Fig 6.26 (in contrast to the enclosed article A.3
where the effect of the sawtooth crash was probably hidden in the insufficient
available statistics). It is observed that the H-L transition is mostly avoided
within the first 30% of the sawtooth phase and 0.4 ms after the sawtooth crash.
These delays correspond to the previous section dealing with the sawtooth crash
triggering the L-H transition. The heat pulse from the sawtooth crash apparently
delays an occurrence of the conditions for the H-L transition so that it takes place
mostly within the middle of the sawtooth phase. The occurrence of the H-L
transition then decreases towards the end of the sawtooth phase and remains low
also in the early phase (within the first 10% before the arrival of the heat pulse
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to the plasma edge) which could be a consequence of previously occurred H-L
transitions in the middle of the sawtooth phase when the conditions for the H-L
transition already appeared.

(a) (b)

Figure 6.27: The delay of the H-L transition after the sawtooth crash in time (a)
and with respect to the phase of sawtooth cycle (b). The histograms show that
the H-L transition is less likely to happen within the first 30% of the sawtooth
phase and 0.4 ms after the sawtooth crash. The histograms contain 246 discharges
and 1374 H-L transitions improving .

There are transitions between regimes with changed intensity of plasma-wall
interactions (indicated by Dα signal) with rather short duration, i.e. shorter than
sawtooth period and than the energy confinement time. These short transitions
typically occurs when plasma is close to the thresholds for the H-mode. Fast
fluctuations of Dα signals between intensities coresponding to L-mode or H-mode
are often called dithering oscillations [170, 171]. In this section, regimes with
short (< 3 ms) but clearly decreased plasma-wall interaction regime are called
short ”H-modes”. These regimes do not represent fully developed H-mode, but
they indicate clear decrease of plasma-wall interaction and development of the
edge transport barrier. The H-L transitions from short and full H-modes are
compared in Fig. 6.28b with respect to the sawtooth phase. Shorter ”H-modes”
with the duration comparable to the sawtooth period (less than 3 ms) have a
more peaked probability of the occurrence than longer H-modes with maximum
at about 1. ms after the sawtooth crash or at about 0.6 of the sawtooth phase.
These short ”H-modes” are strongly modulated by sawteeth, triggered shortly
after the sawtooth crash and ending usually at cca 0.4 sawtooth phase or cca 1.3
ms after the sawtooth crash when the effect of the heat pulse from the sawtooth
crash vanishes and the conditions at the plasma edge (mainly edge Te decreasing
during the sawtooth phase) are not sustainable for H-mode. The occurrence of
the H-L transition from full H-modes (more than 3 ms) shows the maximum with
shifted (or slightly higher) timer delays.
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(a) (b)

Figure 6.28: Occurrences of the H-L transitions after the sawtooth crash (a) and
with respect to the sawtooth phase (b) for shorter (less than 3 ms) ”H-modes”
and for longer (more than 3 ms) H-modes.

6.5.3 Transition from ELMy to ELM-free H-mode
The sawtooth crashes seem to be correlated with the transition from ELMy

H-mode to ELM-free H-mode as it is indicated in Fig. 6.29 and 6.30 showing an
example of ELM-free H-mode starting after the sawtooth crash and histogram of
the occurrence of last ELM before the ELM-free phase. A similar behaviour was
described for TCV in [142]. The effect is not so statistically dominant as in the
case of the L-H transition, but still clearly visible. Moreover, there is a group
of last ELMs before ELM-free H-mode occurring in the middle of the sawtooth
phase. This similarity with the H-L transition (shown in the previous section)
indicates a decrease of plasma edge stability towards the middle of the sawtooth
phase. This behaviour could be a consequence of a decrease of the edge pressure
gradient (as shown in Fig. 6.8) while the edge current density does not change fast
enough (rather slow diffusion of plasma current into the plasma core compared
to the sawtooth cycle is indicated in the section 6.4.1) so that the plasma crosses
the peeling boundary stability condition for type-III ELMs as illustrated in Fig.
2.4b.
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Figure 6.29: Transitions to H-mode and ELM-free H-mode coinciding with saw-
tooth crashes (top) and applied NBI power with βN (bottom) from EFIT during
discharge #5889.

(a) (b)

Figure 6.30: (a) Occurrence of last ELMs before ELM-free H-mode phases with
respect to the sawtooth phase and (b) with respect to the time delay after the
sawtooth crash.

6.5.4 Edge localised mode
The sawtooth instability can affect the edge plasma parameters so that it can

influence ELMs as it was indicated in [16] for type III ELMs at JET or at TCV
[144]. Occasionally, it can be directly observed that ELMs are modulated by the
sawtooth instability at COMPASS, see Fig. 6.31b. However, these cases are rare
as it is shown in Fig. 6.31a and the sawtooth period is typically longer than the
ELM ”period”, in particular during the NBI heating.
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(a) (b)

Figure 6.31: (a) sawtooth period with respect to the ELM ”period” where colors
represent a different NBI applied power (from dark blue representing zero to 800
kW represented by yellow) and (b) transitions to ”H-mode” (represented by the
drops in the red Dα signal) triggered by the sawteeth (represented by the core
SXR in blue) smoothly changes to ELMs synchronised with the sawteeth. The
lower plot shows an evolution of βN .

The effect of the sawtooth instability on ELMs is clearly visible at COMPASS
under larger statistics as it is shown in Fig. 6.32a where the ELMs distribution
has the lowest values at about 0.4 ms after the sawtooth crash (corresponding
to cca 0.2 of the sawtooth phase) and the values increase towards the middle
of the sawtooth cycle and remain roughly constant in the second half of the
sawtooh period. The delay after the sawtooth crash with the minimum in the
ELM distribution corresponds to the delay of the L-H transition occurring due
to arrival of the heat pulse to the plasma edge from the plasma core. This heat
pulse can increase the edge pressure gradient so that it shifts the edge plasma
into the stable region for type-III ELMs as shown in Fig. 2.4b.

(a) (b)

Figure 6.32: Histogram of the delays between edge localised mode and the saw-
tooth crash (statistics covers 286 discharges improving results shown in the at-
tached article A.3).

The sawtooth period and ELM ”period” (related to histograms in Fig. 6.32)
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with respect to the selected parameters are shown in Fig. 6.33. The sawtooth
period follows tendencies shown in the previous sections, in particular a well
pronounced increase with the plasma kinetic energy. The dependence of the
ELM ”period” indicates increasing trends with βp, τE, the sawtooth period and
the plasma energy for different PNBI distinguished by different colours.

Figure 6.33: Sawtooth period and ELM period with respect to the selected plasma
parameters.

6.6 Summary
At COMPASS, the sawtooth instability is observed to affect numerous plasma

processes. The chapter started with characterisation of the sawtooth instability
at COMPASS, in particular with the dependence of its period on various plasma
parameters. It is shown that the sawtooth period increases with the plasma den-
sity, pressure (or βp) and energy confinement time while it decreases with the
electron temperature and plasma resistivity. These dependencies indicate that
the diffusion of the plasma current into the plasma core is not a dominant pro-
cess governing the sawtooth period at COMPASS (as it contradicts formula 6.7)
and it is rather associated with more processes at once, e.g. with the competition
of the pressure gradient with the steepness of the current profile (as indicated by
the second bracket in 6.2) and others. A similar behaviour is sometimes observed
in other tokamaks, in particular during ”small” sawteeth [145, 139]. Increase of
sawtooth period with plasma density is also consistent with the Porcelli crite-
ria during resistive regime for the sawtooth crash trigger (s1 > scrit) since the
cricial shear scrit mainly increases with plasma density. However, the sawtooth
instability itself can also affect the plasma kinetic energy since a less frequent re-
distribution of the pressure profile could lead to lower energy losses and a better
energy confinement time.

At COMPASS, the NBI heating on the sawtooth instability has a stabilis-
ing effect in the co-current regime (i.e. leading to longer sawtooth period) and
destabilising in counter-current regime where it is observed to decrease sawtooth
period. Similar behaviour was observed e.g. at JET [158]. In the case of the
counter-current NBI heating power above 400 kW, other MHD modes are often
present and disturb the sawtooth instability and can lead to disruptions. Saw-
tooth period is observed to be closely related to the plasma kinetic energy during
NBI which could indicate importance of the pressure gradient for the stability of
the internal kink mode at COMPASS. The effect of the NBI heating and plasma
density on the inversion radius is not observed implying that a possible change
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of q = 1 at the moment of the sawtooth crash is below the resolution of SXR
tomgoraphy at COMPASS.

Section 6.5 describes the effect of the sawtooth instability on the selected
plasma phenomena at COMPASS: occurrence of ELMs, L-H transition, H-L tran-
sition and transition from ELMy H-mode to ELM-free H-mode. The statistics
covers about 300 experiments which were processed semi-automatically (with
manual corrections in case of errors). It is shown that the L-H transition is
strongly correlated with the sawtooth crash at COMPASS and occurs about 0.4
ms after the sawtooth crash which is comparable to the observed delay between
the sawtooth crash and the heat pulse reaching the plasma edge. The sawtooth
crash also affects the H-L transition which is less likely to happen within the first
30% of the sawtooth phase and 0.4 ms after the sawtooth crash. The heat pulse
from the sawtooth crash apparently delays an occurrence of the conditions for
the H-L transition so that it takes place mostly within the middle of the saw-
tooth phase. The occurrence of the H-L transition then decreases towards the
end of the sawtooth phase and remains low also in the early phase (within the
first 10% before the arrival of the heat pulse to the plasma edge) which could be
a consequence of the previously occurred H-L transitions. The sawtooth crashes
are also correlated with the transition from ELM-free H-mode to ELMy H-mode.
Moreover, there is grouping of last ELMs before ELM-free H-mode occurring in
the middle of the sawtooth phase. This similarity with the H-L transition in-
dicates a lower plasma edge stability in the middle of the sawtooth phase. The
sawtooth instability affects an occurrence of ELMs since the ELMs distribution
has its minimum value at about 0.4 ms after the sawtooth crash (corresponding
to cca 20% of the sawtooth phase).
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Conclusion
The results section of the thesis begins with simulations of the MHD equi-

libria since the magnetic field configuration plays an important role in plasma
stability and the used tomographic reconstructions. At COMPASS, the simula-
tions successfully predicted the achieved plasma triangularities. In the case of
COMPASS-U, the simulations were also applied to optimise the design of the PF
coils, including positioning the PF coils outside TF coils (in a co-authored work
also presented in [78]) and verified a possibility to reduce the number of the ex-
pensive power sources via an appropriate pairing of the CS coils. The simulated
plasma scenarios cover various configurations, including a D-shaped plasma, dou-
ble null configuration, plasma with negative triangularity, snowflake configuration
and scenario with sweeping the strike points. The D-shaped plasmas with the
planned plasma current 2 MA are typically achievable within the current limits of
the PF coils and vertically stabilisable (according to the condition for the vertical
stability parameter fs > 1.5). However, they are susceptible to MHD instabilities
due to q95 > 3. Thus, lower plasma currents (e.g. 1.5 MA or 1.2 MA) are more
stable according to the simulations. Various unconventional plasma shapes are
achievable, but for lower plasma currents, e.g. snowflake configuration for plasma
currents up to 1.5 MA and negative triangularity up to 1 MA.

The thesis continues with a tomographic reconstruction based on Minimum
Fisher Regularisation, its optimisation and shows examples of its application to
the AXUV and SXR measurements during instabilities at COMPASS and JET.
Distribution of the radiation losses measured by the AXUV was reconstructed
during ELMs at COMPASS, indicating its proportionality to the kinetic plasma
energy losses (calculated by EFIT). The reconstructions of the distribution of the
radiation losses during the experiments aimed at the detachment regime via the
impurity seeding helped to determine an optimal puff of nitrogen to reduce the
heat flux reaching the divertor while avoiding a strong accumulation of plasma
impurities in the plasma core, which can subsequently cause a disruption. The
SXR tomography was also applied at JET. The tomography of the band-pass
filtered data was indicated as a possible candidate to locate m > 1 MHD modes
even though the reconstruction of the mode structure fails. A potential of the
SXR tomography for real-time plasma control purposes and as a tool providing
information about the plasma position in the case of pure tokamak plasmas was
also studied. The centre of mass of the SXR radiation calculated by the fast linear
methods was compared with the plasma position represented by its magnetic axis
from EFIT showing the same trends with systematic differences (with a variance
of about 1.5 cm) which were affected by the plasma shape and the systematic
errors of the diagnostics. The 2D tomography according to one camera with a high
preferential smoothing along the magnetic field was applied to avoid issues with
the different spectral sensitivity of the cameras and to observe the propagation
of impurities into the plasma core during a mitigated disruption, i.e. helping to
identify the amount of the impurity seeding to optimally mitigate a disruption.

The main physical outcome of the thesis is a characterisation of the effect of
the sawteeth on edge plasma processes and of the sawtooth instability itself at
the COMPASS tokamak and its comparison with current physic models and with
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observations from other tokamaks.
The sawtooth period is shown to increase with the plasma density, kinetic

energy, NBI heating, energy confinement time and to decrease with the core elec-
tron temperature (e.g. in contrast to [168] scaling sawtooth period at JET) and
plasma resistivity. The decreasing trend with the central electron temperature
could be a consequence of a negligible effect of the diffusion of the plasma current
in the plasma core (as it contradicts formula 6.14) in comparison with other ef-
fects, e.g. competition of the pressure gradient with the steepness of the current
profile. The METIS simulations indicate a resistive regime of the internal kink
mode, i.e. possible fulfilment of the third condition in the Porcelli model for the
sawtooth crash. The resistive regime is often observed in current tokamaks e.g.
at JET [146] or TEXTOR [166] which is a device of similar to COMPASS in
size and in the length of sawtooth period). Moreover, increasing the sawtooth
period with the plasma density is consistent with the s1 > scrit criterion for the
sawtooth crash trigger in the resistive regime since scrit strongly increases with
the plasma density (resp. density decay length). The sawtooth period is also ob-
served to strongly increase with the applied co-current NBI heating. This could
be a consequence of stabilisation of the kink mode by the toroidal plasma rotation
(gyroscopic stabilisation) since an increase of the apparent kink mode frequency
(of which significant component is supposed to be given by the toroidal rotation)
is also observed. Overall, the sawtooth period is observed to be closely related to
the plasma kinetic energy (from EFIT) and energy confinement time (as expected
from theory [145]). The increasing trend of the sawtooth period with the plasma
kinetic energy and energy confinement time could also be a consequence of the
lower losses of plasma energy under less frequent sawtooth crashes (flattening of
the plasma pressure profile). The sawtooth inversion radius was not observed to
depend on the plasma density and NBI heating, implying that a possible change
of the location of the q = 1 surface at the moment of the sawtooth crash is below
the resolution of the applied method, resp. the SXR tomography.

The sawtooth crash is shown to trigger a vast majority of the detected L-H
transitions. It is indicated that whenever the plasma parameters are close to the
threshold for the L-H transition (e.g. high heating power, X-point height, etc.),
the heat pulse from the plasma core induced by the sawtooth crash triggers a
formation of the edge transport barrier. The sawtooth crashes are also observed
to coincide with a transition from ELMy to ELM-free H-mode. This effect is
less statically dominant than in the case of the L-H transition but still clearly
visible. It is also observed that ELMs are less likely to happen after the sawtooth
crash. This could be a consequence of improved edge stability (with respect to
the peeling mode shown in Fig. 2.4b) as a heat pulse from the sawtooth crash
can significantly increase the edge pressure gradient compared to the edge current
density. Similar effects are observed at other tokamak devices (e.g. at TCV [144]
or JET [16]), but they are very clear at COMPASS due to its smaller dimensions
and interconnectedness of the plasma core and edge. In addition, the effect of the
sawtooth instability on the H-L transition is observed. It is shown that the H-L
transition is most probable in the middle of the sawtooth cycle. Decreasing the
plasma edge stability towards the middle of the sawtooth cycle is also indicated
in the statistics of last ELM in H-mode showing a group of detected ELMs in the
middle of the sawtooth cycle.
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A. Bécoulet, C. Bourdelle, Y. Buravand, J. Decker, and et al. Metis: a
fast integrated tokamak modelling tool for scenario design. Nuclear Fusion,
58(10):105001, 2018.

[71] Tikhonov A. N. On the stability of inverse problems. Doklady Akademii
Nauk SSSR, 39:195–198, 1943.

[72] Tikhonov A. N. Solution of incorrectly formulated problems and the regu-
larization method. Doklady Akademii Nauk SSSR, 151:501–504, 1963.

[73] Tikhonov A. N. and Arsenin V. Y. Solutions of ill posed problems. VH
Winston, 1977.

[74] David L. Phillips. A technique for the numerical solution of certain integral
equations of the first kind. Journal of the ACM (JACM), 9(1):84–97, 1962.

[75] J. A. Leuer. Passive vertical stability in the next generation tokamaks.
Fusion Technology, 15(2P2A):489–494, 1989.

[76] Alfredo Portone. The stability margin of elongated plasmas. Nuclear fusion,
45(8):926, 2005.

[77] F Hofmann, S Coda, P Lavanchy, X Llobet, Ph Marmillod, Y Martin,
A Martynov, J Mlynar, J-M Moret, A Pochelon, et al. Extension of the tcv
operating space towards higher elongation and higher normalized current.
Nuclear fusion, 42(6):743, 2002.

[78] L Kripner, M Peterka, M Imrı̌sek, T Markovic, J Urban, J Havlıcek,
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[155] H. K. Park, A. J. H. Donné, N. C. Luhmann, I. G. J. Classen, C. W. Domier,
E. Mazzucato, T. Munsat, M. J. Van De Pol, and Z. Xia. Comparison study
of 2d images of temperature fluctuations during sawtooth oscillation with
theoretical models. Physical Review Letters, 96(19), 2006.

126



[156] M. Swisdak, B. N. Rogers, J. F. Drake, and M. A. Shay. Diamagnetic sup-
pression of component magnetic reconnection at the magnetopause. Journal
of Geophysical Research: Space Physics, 108(A5), 2003.

[157] M. T. Beidler and P. A. Cassak. Model for incomplete reconnection in
sawtooth crashes. Physical Review Letters, 107(25), 2011.

[158] M. F. F. Nave, H. R. Koslowski, S. Coda, J. Graves, M. Brix, R. Buttery,
C. Challis, C. Giroud, M. Stamp, P. De Vries, and et al. Exploring a
small sawtooth regime in joint european torus plasmas with counterinjected
neutral beams. Physics of Plasmas, 13(1):014503, 2006.

[159] I. T. Chapman, T.c Hender, S Saarelma, S.e Sharapov, R.j Akers, N.j
Conway, and The Mast Team. The effect of toroidal plasma rotation on
sawteeth in mast. Nuclear Fusion, 46(12):1009–1016, 2006.

[160] I. T. Chapman, S.d. Pinches, H.r. Koslowski, Y. Liang, A. Krämer-Flecken,
and M. De Bock. Sawtooth stability in neutral beam heated plasmas in
textor. Nuclear Fusion, 48(3):035004, 2008.

[161] Global energy confinement time of NBI-heated plasma on the COMPASS
tokamak, volume 41F. European Physical Society, 2017.

[162] Andrew R. Conn, Nicholas I. M. Gould, and Philippe L. Toint. Trust-region
methods. SIAM, 2000.

[163] O. Grover. L-H transition and H-mode in tokamak plasma. Bachelor’s
thesis, Czech Technical University in Prague, 2015.
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