
PHYSICAL REVIEW B 97, 064512 (2018)

Vorticity enhancement in thermal counterflow of superfluid helium
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The dynamics of relatively small particles in steady-state thermal counterflow of superfluid 4He (He II) is
experimentally investigated by using the particle tracking velocimetry technique. We find that, close to the heat
source, the mean distance between quantized vortices, representing the quantum length scale of the flow, is
apparently about one order of magnitude smaller than that expected in the bulk, at the same temperature and
heat flux. Possible physical mechanisms leading to this significant vorticity enhancement in the heater proximity
are discussed and strongly support the view that the geometry of the channel where thermal counterflow occurs
has a relevant influence on the observed flow features. Boundary and entrance effects, which have received little
attention to date, should therefore be included in a comprehensive description of He II turbulent flows.
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I. INTRODUCTION

Wall-bounded turbulent flows of viscous fluids, such as
water or air, have been studied for many years [1–3] mainly
because it was recognized early that the influence of solid
boundaries on the development of turbulent flows cannot
be neglected if one aims at understanding relevant physical
mechanisms, e.g., those leading to the generation of vorticity,
whose dynamics plays a crucial role in defining the properties
of classical turbulence [4].

Similarly, features of turbulent flows of superfluid 4He (He
II) can be said to be determined by the corresponding vorticity
dynamics, which, above 1 K, as in the present study, results
from the interactions between the quantized vortex tangle
and the two-component fluid [5–7]. On the phenomenological
level, this quantum liquid can be viewed as consisting of two
fluids. The gas of thermal excitations—the viscous normal
component—carries the entire entropy content of the liquid,
while the superfluid component is assumed inviscid and its
circulation is quantized in units of the quantum of circulation
κ = 9.97 × 10−8 m2/s [8]. Singly quantized vortices may
therefore exist in superfluid 4He and their dynamics not only
defines the properties of quantum turbulence in He II but also
highlights striking similarities as well as distinct differences
with turbulent flows of viscous fluids (see, e.g., Švančara and
La Mantia [9] and references therein).

However, the effect of solid boundaries on the development
of quantum flows has received little attention to date, as pointed
out in Ref. [10], and only recently a number of studies have
addressed this open problem, see, among others, Stagg et al.
[11] and La Mantia [12]. In the latter experimental work it
has been specifically reported that, in steady-state thermal
counterflow of superfluid 4He, quantized vortices are not
homogenously distributed in the channel where the quantum
flow occurs and that they preferentially concentrate close to
its walls, in agreement with previous numerical [13–20] and
experimental [21–23] investigations on various types of He II
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flows. In short, it was found that boundary layers may also exist
in quantum flows, although, due to the presence of quantized
vortices, some of their features appear to be significantly
different from those attributed to wall-bounded flows of
viscous fluids, i.e., our understanding of turbulent flows of
superfluid 4He is currently being reshaped by this emerging
line of scientific enquiry.

The present study addresses the same problem—the bound-
ary influence on the development of He II turbulent flows—
from a different perspective. We wanted to clarify if the
distance from the flow source has any effect on the observed
flow properties because, to the best of our knowledge, this had
yet to be thoroughly investigated in the case of quantum flows.
Indeed, as pointed out in Ref. [10], results obtained at different
distances from the quantum flow source have been often com-
pared assuming implicitly that the latter distances do not play
any role in the flow development, although it is well known that
channel flows of viscous fluids can be considered to be fully
developed solely at a certain distance from the flow source,
called entrance length, which depends not only on the fluid ve-
locity but also the channel geometry (e.g., on its cross-section
shape) and is of the order of 25 diameters for pipe flows [21].

We choose for these investigations the most common type
of He II quantum flow, i.e., thermal counterflow, and we use
the same channel, of square cross section, that we employed in
previous experiments (see, e.g., La Mantia et al. [24] and refer-
ences therein). On the basis of the large-scale two-fluid model
mentioned above, it is possible to say that, once the heater (the
flow source) is switched on, the normal component flows away
from the heater, while the superfluid component moves in the
opposite direction, toward the heat source, in order to conserve
the null mass flow rate. Note in passing that, in mechanically
driven flows of He II, the fluid components are expected to
be locked together, i.e., to flow in the same direction, at large
enough length scales, as discussed, e.g., in Ref. [9].

We visualize the motions of relatively small particles sus-
pended in the liquid, by using the particle tracking velocimetry
technique [25], in the heater proximity, about 5 times closer
to the flow source than in previous studies, and compare the
obtained statistical distributions of the particle velocities with
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those calculated in the bulk, that is, as far away as possible
from solid boundaries [12,24]. We take advantage of the fact
that the velocity distribution shape depends on the length scale
probed by the particles, as clearly shown experimentally by La
Mantia and Skrbek [26].

If the probed scale is smaller than the mean distance sq

between quantized vortices, representing the quantum length
scale of the flow, the distributions are characterized by power-
law tails, which gradually disappear as the length scale is in-
creased, until, at scales of the order of sq , the distribution form
becomes nearly Gaussian and remains approximately unch-
anged at larger scales, similarly to what is observed in turbulent
flow of viscous fluids, in the inertial range, see, e.g., Ref. [27].

It follows therefore that, by looking at the distribution shape
(i.e., at its flatness) as a function of the probed scale, it is
possible to find the smallest scale corresponding to a classical-
like distribution form and, consequently, to say that the latter
scale is of the same order of the mean distance sq between
quantized vortices. This approach has been already applied to
study thermal counterflow in the wall region [12] and it is here
employed to investigate another boundary of the same flow,
that is, the heat source.

In summary, from the obtained experimental results, pre-
sented below, it can be argued that the quantum length scale in
the heater proximity is approximately one order of magnitude
smaller than that expected in the bulk, i.e., at about two
hydraulic diameters away from the heater, at the same tem-
perature and applied heat flux. Possible physical explanations
of this significant vorticity enhancement are then discussed
and reinforce the view that the geometry of the channel where
quantum flows occur have an appreciable influence on the flow
development.

II. METHODS

We employ the Prague low-temperature flow visualization
setup, described in detail in our previous publications, see
Ref. [9] and references therein. Its main part is a low-loss liquid
4He cryostat and its optical tail constitutes our experimental
volume, of square cross section (50 mm sides) and 300 mm
high. A 25 mm diameter window is located on the middle of
each tail side, 10 cm above the experimental volume bottom.

The particles suspended in the liquid are made of solid
deuterium (or hydrogen) and their mean size is of few microm-
eters, see Refs. [9,26] for typical particle size distributions.
They are generated by mixing helium and deuterium (or
hydrogen) gasses at room temperature, in a volume ratio of
approximately 100 to 1, and by injecting the mixture into the
helium bath (gaseous deuterium, or hydrogen, solidifies during
the injection). The imposed flow induces the particles to move
and we illuminate them by a laser sheet, approximately 1 mm
thick and 10 mm high. The particle time-dependent positions
are captured by a digital camera, situated perpendicularly to
the laser sheet and sharply focused on the illuminated plane
(the camera and laser are outside the experimental volume, at
room temperature; two optical ports are used for the laser sheet
and one for the camera).

Experiments are performed in a vertical glass channel, of
square cross section (25 mm sides) and 100 mm high, inserted
inside the tail, as far away as possible from the volume vertical

walls, i.e., in the tail middle; a flat heater is placed on the
channel bottom to generate the flow; see Ref. [10] for a picture
of the channel.

The 1 Mpx CMOS camera field of view (13 mm wide and
8 mm high) is situated in the middle of the channel and its
vertical sides are about 6 mm away from the channel vertical
walls (the laser sheet goes through the tail middle part). For the
experiments in the heater proximity, discussed here, the field
of view is placed approximately 1 mm above the flow source,
while, in the case of the bulk experiments [26,28], employed
as a term of comparison, the field of view is located about 5 cm
away from the heater, that is, in the channel middle region, two
hydraulic diameters above the flow source [10].

Bulk (heater proximity) movies are collected at constant
bath temperature, at 400 fps (500 fps), approximately 1 min
(few seconds) after the fluid is set into motion, and are subse-
quently processed. We detect particle positions and link them
into trajectories by using an open-source software [29]. We
obtain, in each experimental condition, about 106 particle po-
sitions (which are also linearly smoothed) and keep for further
processing solely tracks with at least five points (on each image
we find typically 100 particles; trajectories with up to few
hundred points are computed). The time-resolved positions are
then linearly differentiated to obtain the corresponding veloc-
ities, following a procedure similar to that outlined in Ref. [9].

The liquid temperature T and the applied heat flux q, which
characterize each experimental run, see Table I, are used to
calculate the thermal counterflow velocity

vns = vn − vs = q

ρST

(
1 + ρn

ρs

)
= q

ρsST
, (1)

where vn and vs indicate the normal fluid and superfluid
velocities, respectively (we assume here that vn > 0 and vs <

0). The total density ρ of the fluid, defined as the sum of the
densities of its normal (ρn) and superfluid (ρs) components,
depends weakly on temperature, while the densities ρn and ρs

display much stronger temperature dependencies (He II can
be often considered entirely superfluid at temperatures below
1 K); S denotes the entropy per unit mass, tabulated, together
with other fluid properties, in Ref. [8] (note in passing that
liquid 4He becomes superfluid below the transition temperature

TABLE I. Experimental conditions. D1 to D4: thermal coun-
terflow in the heater proximity, with deuterium particles; BH: bulk
thermal counterflow, with hydrogen particles; BD: bulk thermal coun-
terflow, with deuterium particles. Temperature T (K); applied heat
flux q (W/m2); thermal counterflow velocity vns (mm/s) [Eq. (1)];
Reynolds number Re [Eq. (2)]; mean particle velocity V (mm/s), at
the smallest time t between particle positions; quantum length scale
sq (μm) [Eq. (3)]; quantum time tq (ms) [Eq. (5)].

Case T q vns Re/103 V sq tq

D1 1.24 23 2.2 4.0 2.2 674 305
D2 1.40 54 2.2 5.2 2.4 409 168
D3 1.75 235 2.7 7.6 2.3 177 76
D4 1.95 234 1.9 5.1 1.6 183 113
BH 1.77 612 6.8 19.0 2.4 70 29
BD 1.77 608 6.7 18.8 3.9 70 18
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Tλ ≈ 2.17 K, at the saturated vapor pressure; above Tλ it is a
classical viscous fluid, known as He I).

Additionally, following Refs. [10,21], our measurements
can be characterized by the Reynolds number

Re = ρvnsD

μ
, (2)

where D = 25 mm denotes the channel hydraulic diameter
and μ indicates the dynamic viscosity of the He II normal
component, also tabulated in Ref. [8], see again Table I.

III. LENGTH AND TIME SCALES

The mean particle size, which, as mentioned above, is of
few micrometers, can be considered to be the smallest length
scale that we are able to access experimentally. However, a
particle may travel a distance larger than its size between
two consecutive positions. The length scale sp probed by the
particles can therefore be larger than the mean particle size, and
it is estimated here as the mean particle velocity V times the
time t between two consecutive positions. Note that the mean
particle velocity V has been obtained at the smallest t , which
is 2.5 ms (2 ms) for bulk (heater proximity) cases, and that
it is possible to increase sp artificially by removing particle
positions from the trajectories obtained at the smallest t , in
order to access larger flow scales [26].

The physical scales of the studied flow have then to be
compared with the scales probed by the particles. The size
of the quantized vortex core, which is of the order of 10−10 m,
i.e., much smaller than typical particle sizes, cannot currently
be resolved by visualization methods. The mean distance sq

between quantized vortices, representing the quantum length
scale of the flow, is instead of the order of 100 μm, in the range
of investigated parameters, see below. In other words, the used
particles can probe scales smaller than sq , if the movies are
taken fast enough.

Following previous studies [12,24,26], we also introduce
here the scale ratio R = sp/sq , between the experimental and
quantum scales, and, as detailed below, we obtain values of sp

straddling about two orders of magnitude across sq .
The quantum length scale sq is set equal to 1/

√
L, where

L indicates the vortex line density, which is the total length
of quantized vortices per unit volume and is often used to
characterize quantum flows. As it is generally assumed that
L is proportional to the square of the counterflow velocity vns ,
we can write

sq = 1/(γ vns), (3)

where the temperature-dependent parameter γ is known from
experiments and numerical simulations with an accuracy of
about 30%; see, for example, Ref. [30] and references therein.
For the sake of consistency with our previous works, the γ

values reported in Ref. [31], which were obtained numerically
in the bulk, are employed here, following Ref. [24].

As apparent from Table I, the smallest values of sp (obtained
as V times the minimum time between particle positions) range
from 3 to 10 μm, i.e., they are appreciably smaller than the
estimated values of quantum length scale, which, as mentioned
above, are of the order of 100 μm.

R can also be seen as the ratio between two characteristic
times of the investigated flow [26]. The time tq needed to a
particle to travel, with a velocity V , a distance equal to sq can
be calculated as sq/V , and we can then write

R = sp

sq

= V t

sq

= t

tq
= (γ vnsV )t, (4)

where t denotes the time between consecutive particle posi-
tions and the quantum time

tq = 1/(γ vnsV ). (5)

Corresponding quantum times are listed in Table I and are
significantly larger than the smallest time between particle
positions, equal to 2.5 ms (2 ms) for bulk (heater proximity)
runs. We can therefore say that, in the present case, flow scales
smaller than relevant quantum scales can be accessed.

Another relevant scale is the diffusion time td , which is a
measure of the system thermal relaxation and can be said to
be proportional to the time needed to reach the steady state, at
a distance H from the heat source [32]. It can be estimated,
to a first approximation, following Ref. [32], as H 2/D, where
D denotes the fluid thermal diffusivity, equal to k/(ρC); the
corresponding thermal conductivity k, which, in general, is a
function of temperature and pressure, can also be said to be
inversely proportional to the square of the applied heat flux,
while the liquid heat capacity C can be estimated from the
temperature dependence of the fluid enthalpy, at the saturated
vapor pressure; we have used here relevant values tabulated in
Ref. [32]. We find that, for an applied heat flux of 1 kW/m2 and
a diffusion length of 10 cm, the maximum value of td is about
3 ms, in the range of investigated temperatures (note that the
diffusion time is proportional to the square of the heat flux and
that the fluid thermal conductivity has a peak at approximately
1.92 K).

It follows consequently that, as movies were collected
at least few seconds after the heater was switched on, the
investigated flows can be said to have reached the steady state.
Similarly, the diffusion time estimate justifies the use of the tail
cross section area for the calculation of q, from the measured
dissipated power.

Additionally, it was shown by La Mantia [10] that, in the
same channel, the turbulence onset occurs at vns ≈ 1 mm,
corresponding to Re ≈ 2300, which is a value consistent with
critical Reynolds numbers observed in pipe flows of viscous
fluids [2]. As the lowest Re probed in the present experiments is
about 4000, see Table I, the studied flows can also be considered
turbulent ones.

IV. VELOCITY FLATNESS

In order to access scales larger than the smallest one,
corresponding to the minimum time between particle positions,
we follow the procedure outlined by La Mantia and Skrbek
[26] and employed in subsequent studies, see, e.g., Ref. [12].
We remove particle positions from the trajectories obtained at
the smallest time, i.e., we increase t in Eq. (4), and calculate
the corresponding particle velocities. We then compute the
velocity statistical distributions, at increasing values of R,
and observe the gradual disappearance of the distribution
power-law tails, which, as discussed, e.g., in Ref. [24], can
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FIG. 1. Flatness of the (u − um)/usd distribution as a function of the scale ratio R, Eq. (4), where um and usd indicate the mean value and
the standard deviation of the instantaneous dimensional velocity u in the horizontal direction, respectively (u is positive if directed from the
left to the right of the field of view); at least 105 velocities. Circles and squares denote counterflow data obtained in the proximity of the heater
and in the bulk, respectively, see also Table I. Magenta line: Flatness of the Gaussian distribution.

be explained by taking into account the interactions between
particles and quantized vortices.

We already reported [26,28] that, in the case of bulk coun-
terflow, for R � 1, the velocity distributions display nearly
Gaussian forms, similarly to what is observed in turbulent
flows of viscous fluids, see, e.g., [27], and that the outcome
is especially evident if we plot the distribution flatness (i.e., its
fourth moment) as a function of the scale ratio R (the flatness
of the standard Gaussian distribution is equal to 3). In other
words, at scales larger than sq , the velocity distribution form is
classical-like, while, at the smallest scales, it is characterized
by power-law tails, which result in significantly larger flatness
values, up to 30.

We then apply this approach to the movies obtained in
the heater proximity and the rather surprising outcome is
displayed in Fig. 1, for the particle velocities in the horizontal
direction, perpendicular to the imposed counterflow (note that,
as in previous studies, see, e.g., Ref. [12], we focus here
on the horizontal velocities mainly because their small-scale
statistical distributions display clearer power-law tails, due to
the fact that the mean flow is in the vertical direction).

It is apparent that the distribution flatness reaches the
Gaussian value at R ≈ 1 for the bulk case with hydrogen
particles (BH). It follows that the corresponding quantum
length scale sq , which we used in our R estimate, is indeed
of the same order of the actual one and we therefore employ in
the following the bulk hydrogen case as a term of comparison.

The most striking outcome of Fig. 1 is that the flatness
values obtained close to the heater reach the Gaussian one
at R values about one order of magnitude smaller than that

expected. As the length scale probed by the particles does
not change appreciably in the present conditions, at constant
R, the outcome can solely be explained by saying that the
quantum length scale estimated on the basis of bulk numerical
simulations [31] is not the correct one in the heater proximity.
The result then apparently indicates that, close to the heater,
quantized vortices are, on average, approximately 10 times
closer to each other than in the bulk, i.e., we argue that, in the
heater proximity, the vortex tangle is appreciably denser than
in the bulk, at the same temperature and applied heat flux.

In order to appreciate the outcome in a more quantitative
way, we introduce the effective scale ratio

R1 = cR = c(γ vnsV )t, (6)

where the parameter c can be seen as a first-order measure of
the observed vorticity enhancement in the heater proximity,
and we plot in Fig. 2 the flatness of the velocity distribution as
a function of this effective ratio. It is evident that the values of
c close to the heater are about one order of magnitude larger
than those found in the bulk.

We can also note in Fig. 2 that the c value obtained in the
bulk with deuterium particles (BD) is smaller than that of the
reference case (BH). As pointed out by La Mantia [12], this
can be explained by taking into account the fact that deuterium
particles are expected to accelerate about two times less then
hydrogen ones, due to inertia and added mass effects [28]. In
other words, the steady-state properties of the vortex tangle
probed by deuterium and hydrogen particles are the same but
deuterium particles effectively experience a less dense tangle.
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FIG. 2. Flatness of the (u − um)/usd distribution as a function of the effective scale ratio R1 = cR, Eq. (6). The obtained c values are shown
in the figure. Symbols as in Fig. 1, see also Table I.

It then follows that the c values shown in Fig. 2 for the heater
proximity cases should be regarded as a conservative estimate
of the corresponding quantum scale decrease because, close to
the heat source, we used only deuterium particles.

The observed decrease of the parameter c as the temperature
is increased, at approximately constant counterflow velocity,
can be related to the fact that γ increases with T [30,31], that
is, at constant R1, the increase of γ could be compensated by
the corresponding decrease of c, see Eq. 6.

Additionally, it is shown in Table I that, for the heater
proximity cases, vns ≈ V , while, in the bulk, i.e., at two
hydraulic diameters away from the flow source, the mean
particle velocity is appreciably smaller than the counterflow
velocity. The outcome can be explained after noting that, as
reported by La Mantia [10], also in the bulk, vns ≈ V for
counterflow velocities up to about 2 mm/s. It is indeed known
that particles are less likely to be trapped onto quantized
vortices, i.e., to move at a relatively constant velocity, at large
enough vns [10,33].

This also means that, at constant temperature, the parameter
c should decrease as the counterflow velocity is increased,
because, at constant R1, the increase of vnsV could be balanced
by the corresponding decrease of c, see Eq. (6). As apparent
from Table I, the present data sets do not allow us to verify this
argument, that is, movies at counterflow velocities larger than
those reported here should be collected. However, it should
be kept in mind that, if vns is increased, the corresponding
quantum scale decreases, see Eq. (3), i.e., it could not be
possible to access scales smaller than sq—and to estimate
c—by employing the same particles of micrometer size.

Additionally, we can notice in Fig. 2 that, for R1 < 1, the
flatness slope in the bulk is steeper than that close to the heater.

As already suggested in Ref. [12], this could be due to the
occurrence of wall-bounded vortical flows, that is, the outcome
might indicate a more pronounced classical-like behavior of the
quantum flow in boundary regions, resulting from the finite size
of the particles and the denser vortex tangle. As in the case of
the temperature and heat flux dependence of the parameter c,
further experiments are required to clarify the issue, which,
however, is not the focus of the present work.

Indeed, our aim here is to report on the apparent decrease
of the quantum length scale in the heater proximity and in the
following we speculate on the possible physical origins of the
observed vorticity enhancement and on their implications.

V. DISCUSSION

We start from Eq. (3), which relates the vortex line density
L to the counterflow velocity. The latter is calculated from
Eq. (1), that is, it solely depends on the bath temperature and on
the applied heat flux. The counterflow velocity vns is therefore
a global quantity, used to characterize the studied flow, and
Eq. (3) is, in general, not expected to hold locally. In other
words, if we take a region of the (steady-state) flow field and
measure in that volume the total length of vortex lines, we
will find that, by using the γ values reported in the literature,
Eq. (3) is strictly satisfied only if we are far enough from the
flow boundaries.

Indeed, our experimental results demonstrate the previous
statement on the global validity of Eq. (3) and support its
inapplicability in boundary regions. It also follows that the
reason why γ values are known with an accuracy of about
30% [30] could be related to the fact that they were obtained at
different distances from the channel walls and the flow source,
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that is, the values of the temperature-dependent parameter γ

reported in the literature might be affected by the position
within the channel where γ was actually measured.

Note in passing that
√

L is usually set equal to γ (vns − vc),
where the velocity vc, indicating the onset of the turbulent state,
is, as mentioned above, about 1 mm/s for the present channel.
We, nevertheless, decided not to account for the effect here
because this would have resulted in even larger values of c, see
Eq. (6), i.e., the observed decrease of the quantum scale in the
heater proximity can definitely be regarded as a conservative
estimate.

It is now time to propose a physical explanation of our
experimental findings, strongly suggesting that in the heater
proximity the quantized vortex tangle is appreciably denser
than in the bulk. The outcome could be partly justified by
taking into account the roughness of our flat heater surface,
following, for example, the numerical work by Stagg et al. [11].
Due to the atomic size of the quantized vortex core, any surface
can indeed be regarded as full of pinning/nucleation sites for
the vortices. Additionally, in the case of steady-state thermal
counterflow, quantized vortices tend to concentrate close to the
channel boundaries, due to the classical behavior of the He II
normal component, as discussed, e.g., in Ref. [12].

In the latter experimental study it was found that close to
the channel glass wall, at two hydraulic diameters away from
the heat source, the vortex tangle appears to be about 1.5 times
denser than in the bulk (at the same distance from the heater
but further away from the wall, in the middle of the channel).
The larger quantum scale decrease we report here could then
be partly due to the larger roughness of the heater surface
compared to that of the channel vertical wall.

On the other hand, we can say that, far enough from the
heat source, the flow of the inviscid superfluid component does
not depend on its distance from the wall, while the viscous
normal component flows faster in the bulk than in the boundary
proximity, due to the influence of the channel walls, as in
turbulent flows of viscous fluids, see, for example, Ref. [34].
In other words, we assume here that the normal fluid velocity
can vary locally, across the channel width, in regions larger
than the mean distance between quantized vortices, while the
counterflow velocity vns remains unchanged. It then follows
that quantized vortices tend to concentrate in flow regions
characterized by smaller values of local fluid velocity, that is,
in the wall proximity.

This argument could also be applied to the steady-state flow
occurring in the proximity of the heater, which is a boundary
perpendicular to the mean flow direction and not parallel to it,
as the vertical glass wall. Note in passing that here we consider
the particle horizontal velocities which, in general, are not null,
as testified by the corresponding statistical distributions, that
is, the flow-induced particle motions suggest that the studied
flows of He II might locally be also parallel to the heater and,
consequently, promote vortex nucleation [11,35].

We can now assume that, close to the flow source, the
boundary layer on the vertical channels walls is less thick than
in the bulk region, similarly as in classical flows, where the
boundary layer thickness increases with the distance from the
channel entrance; see, e.g., Ref. [12] for a simple estimate of
the boundary layer thickness based on the Blasius formula.
It then follows that, in the heater proximity, the local value of

fluid velocity should also be smaller than in the bulk. We could
therefore say that quantized vortices would accumulate not
only in wall regions but also in the vicinity of the closed end of
the channel, where the heater is placed, considering especially
that these vortices are carried by the superfluid component,
which moves toward the heater.

The temperature difference between the bulk and the heater
proximity could also contribute to explain the experimental
findings because, if the counterflow velocity is set, the vor-
tex line density should increase with temperature, see again
Eq. (3). However, on the basis of the extremely small diffusion
times estimated above, we believe that this effect should not
play a significant role in the range of investigated parameters,
that is, we have assumed here that the fluid temperature does
not vary appreciably in the bath. Future experiments should
then be devoted to measure the temperature gradient along the
channel, as a function of bath temperature and applied heat flux.

We can now conclude our discussion by saying that further
studies are needed to verify the proposed physical arguments,
for example, to estimate the boundary layer thickness as a
function of the distance from the flow source. Additionally,
the present experimental findings demonstrate the significant
role played by the channel geometry in the development of
quantum flows, that is, comparisons between results obtained
in different channels, at different distances from the walls and
the flow source, should be performed after having assessed
quantitatively how the channel geometry influences the inves-
tigated flows.

VI. CONCLUSIONS

We have visualized the flow-induced dynamics of relatively
small particles suspended in superfluid 4He. We have specif-
ically probed the most common type of He II flow—thermal
counterflow—in the heat source proximity, about 5 times closer
than in previous studies [10,12,26,28], our aim being to assess
the relevance of the distance from the heater in the development
of this quantum flow.

We have found that the quantum length scale of the flow—
the mean distance between quantized vortices—is apparently
one order of magnitude smaller than that expected in the bulk,
at the same temperature and applied heat flux, in the range of
investigated parameters, i.e., at counterflow velocities of about
2 mm/s—two times larger than the channel turbulence onset
velocity [10]—and at temperatures ranging between 1.24 and
1.95 K.

Following Refs. [11,12], we have argued that the observed
vorticity enhancement could be due to the heater surface
roughness (providing pinning/nucleation sites for the vortices)
and to the classical behavior of the He II normal component
(which can account for the tendency of quantized vortices to
preferentially concentrate away from the flow bulk).

Comparisons with data obtained in the bulk [26,28] have
shown that, for the used channel, of square cross section
(25 mm sides) and 100 mm high, the entrance length, indicating
the distance from the flow source at which the flow can be
considered to be fully developed, is smaller than 50 mm,
corresponding to two hydraulic diameters, which is a value
appreciably smaller than that obtained for pipe flows of viscous
fluids [21].
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Future studies should then be devoted to address in more
detail the specific features of He II wall-bounded flows, in order
to clarify possible similarities and differences with turbulent
flows of viscous fluids [1–3]. On the one hand, we can indeed
say that boundary layers also exist in quantum flows but,
on the other hand, we can claim that their origin is more
related to the quantized vortex dynamics than to the fluid
viscosity.

An associated research route could be to compare thermal
counterflow with heat transport mechanisms in classical flows,
such as in turbulent Rayleigh-Bénard convection (RBC), see,
e.g., the review by Chillà and Schumacher [36]. It is, for
example, well known how to estimate the thickness δ of the
thermal boundary layer in RBC and, following Ref. [37], we
can write

δ = k�T

2Q
, (7)

where k is the fluid thermal conductivity, �T indicates the
temperature difference between the parallel bottom and top
plates of the convection cell (the fluid is heated from below),
and Q denotes the convective heat flux.

For the sake of argument, we can now use Eq. (7) for the
present counterflow experiments. If we set k = 106 W/(m K)
and Q = q = 1 kW/m2, following our above estimate of the
diffusion time [32], we find that, in order to get δ = 10 mm,
comparable to our field of view height, �T should be equal
to 20 μK. It is then possible to say that, due to the extremely
small temperature difference, we should appreciably increase
the heat flux in order to access experimentally the thermal
boundary layer, if the latter actually exists.

The proposed line of scientific enquiry can then be seen an
as additional proof that the investigation of quantum flows is
not only interesting in its own right but may also contribute
to our general understating of turbulent flows. In other words,
as testified by the present work on boundary effects in thermal
counterflow, classical fluid mechanics tools may also be useful
for the analysis of quantum flows.
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Visualization study of thermal counterflow of superfluid helium in the
proximity of the heat source by using solid deuterium hydride particles
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Steady-state thermal counterflow of superfluid 4He (He II) is experimentally investigated
in a channel of square cross section, with a planar heater placed at its bottom. We focus
on the flow region close to the heat source, which has received little attention to date.
Relatively small particles of solid deuterium hydride, having a density comparable to
that of He II, are suspended in the liquid and their flow-induced dynamics is studied by
using the particle tracking velocimetry technique. The comparison with results obtained
in similar conditions with solid deuterium particles, which are about 1.4 times denser than
He II, confirms that, in the heater proximity, the mean distance between quantized vortices,
representing the characteristic length scale of the flow, appears to be about one order of
magnitude smaller than that expected in the bulk, at the same temperature and applied heat
flux. Additionally, we find that the lighter particles seem to experience a slightly denser
vortex tangle, supporting therefore the view that heavy particles tend to stay trapped on
quantized vortices for longer times than light ones. In the range of investigated parameters,
the heavier particles consequently appear to be more suitable to probe the occurrence of
vortex reconnections, deemed to be crucial in explaining energy dissipation mechanisms
in quantum flows.

DOI: 10.1103/PhysRevFluids.3.114701

I. INTRODUCTION

The study of superfluid 4He (He II) belongs to the active and challenging research field focusing
on the investigation of quantum turbulence [1–4] and combines classical fluid mechanics with
quantum physics. This unique liquid can be described, on the phenomenological level, as a mixture
of two fluids. The viscous (normal) component is viewed as the carrier of the liquid entropy,
while the superfluid component is assumed inviscid and the circulation of its velocity is quantized,
allowing thus the existence of tiny quantum vortices, of angstrom size, usually arranged in a tangle.

Above 1 K, as in the present study, the density ratio of the two components depends steeply on
temperature, i.e., in close proximity to the superfluid transition temperature (2.17 K, at the saturated
vapor pressure) the fluid is modeled solely by the normal component, while below 1 K the liquid can
be said to be entirely superfluid. Additionally, the interaction between the components is ensured
by the presence of the quantized vortex tangle. Turbulent flows of He II may therefore display
features that are absent in classical turbulent flows of viscous fluids but, at the same time, are also
characterized by classical-like properties (see, e.g., Ref. [5] and references therein).

Indeed, similarities and differences between quantum and classical flows have yet to be entirely
understood, and in recent years they have been the focus of several studies, stimulated by the
application of classical visualization techniques to flows of He II [6]. It has been shown clearly
that the motions of relatively small particles in turbulent flows of superfluid 4He display quantum
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features at scales smaller than the mean distance � between quantized vortices [7], while at larger
scales a classical-like picture emerges, at least if one considers the Lagrangian measurements
performed to date [5].

In the Eulerian case the situation is instead less clear because some numerical simulations (see,
e.g., Ref. [8]) suggest that, at scales larger than �, the fluid velocity structure functions should
display features not observed in classical turbulence and due consequently to the quantum nature
of the studied flows. However, this is yet to be neatly observed experimentally as, for example,
Rusaouen et al. [9] reported recently that, for a mechanically driven turbulent flow of He II, the
scaling exponents of the Eulerian structure functions behave classically at scales appreciably larger
than �.

The present experimental study addresses, from the Lagrangian viewpoint, two other unresolved
problems in quantum turbulence research, related, nevertheless, to the current quest for classical-like
features of turbulent flows of superfluid 4He. One concerns the influence of solid boundaries on
the development of quantum flows, which is yet to be clarified [10–12], and the other focuses on
the flow-induced behavior of small particles suspended in He II, which similarly has been mostly
investigated by numerical means [13,14].

In our recent experiments [11] we suspended small deuterium particles in the liquid and studied
by visualization the corresponding flow-induced dynamics in proximity to the flow source. Here we
investigate the same quantum flow, in similar conditions, but we use lighter particles, made of solid
deuterium hydride, and perform relevant comparison with our previous results in order to understand
how particle inertia may influence the observed behavior, that is, the statistical distributions of the
particle velocities.

The investigated flow, thermal counterflow, can be regarded as the most studied type of superfluid
4He flow (see, e.g., Ref. [4]) and is here generated by a planar heater placed at the bottom of a
vertical channel of square cross section. It can be said that, once the heater (the flow source) is
switched on, the fluid components move on average in opposite directions, i.e., the normal fluid
upward and the superfluid towards the heat source.

The flow-induced particle motions are captured by employing the particle tracking velocimetry
technique [6] and we can then compute the corresponding velocity statistical distributions, which
are characterized by power-law tails at scales smaller than � [15]. These quantum tails gradually
disappear as the scale probed by the particles increases until the distribution form becomes nearly
Gaussian, i.e., classical-like [16], at scales larger than the mean distance between quantized vortices.
It is consequently possible to estimate the flow characteristic scale � by looking at the distribution
shape (i.e., at its flatness) as a function of the probed scale [11,17].

As mentioned above, only recently, a number of studies have been dedicated to the effect of
solid boundaries on the development of quantum flows (see, for example, Ref. [11] and references
therein) and the main result, which applies to various types of He II flows, is that boundary layers
may also exist in quantum flows, although their origin seems to be related more to the quantized
vortex dynamics than to the fluid viscosity. Additionally, Hrubcová et al. [11] have investigated by
visualization the thermal counterflow behavior in close proximity to the heater, the solid boundary
perpendicular to the mean flow direction, and the main outcome (obtained by using solid deuterium
particles) is that the vortex tangle appears to be significantly denser close to the heater than in the
bulk, at least in the range of investigated parameters.

We then decided to perform another series of experiments, in similar conditions, by using
different particles. We wanted to observe again the significant decrease of the characteristic scale
� close to the heater by using other probes (in order to confirm our previous finding) and, at the
same time, we wanted to investigate the effect of the particle inertia on the studied flow-induced
dynamics. The latter topic, as mentioned above, is yet to be extensively addressed in quantum
turbulence research, while the study of particle dynamics in classical turbulent flows has a long
history [18,19]. By investigating how particles behave in quantum flows and by performing relevant
comparisons with what has been observed in particle-laden flows of viscous fluids, it is indeed
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possible to take part in the current quest for large-scale quantum features of turbulent flows of He II
[5,7].

The present work belongs to this scientific line of enquiry. On the one hand, from experimental
data, including those presented below, it can be argued that, in the range of investigated parameters,
the mean distance between quantized vortices is, close to the heater, approximately one order of
magnitude smaller than that expected in the bulk, at the same temperature and applied heat flux. On
the other hand, the precise value of the observed � decrease appears to depend on the particle inertia,
which nevertheless seems to have a less significant influence on the corresponding flow-induced
dynamics than the boundary proximity.

The reader should however keep in mind that the present study focuses more on the dynamics
of different particles in the same quantum flow than on the fact that thermal counterflow is being
investigated close to the heater, which was instead the main focus of our recent publication [11].
Indeed, as detailed below, we specifically discuss here how our visualization results can be explained
on the basis of the particle inertia and how the experimental conditions, i.e., temperature and
applied heat flux, may affect the flow-induced particle motions and therefore justify the obtained
experimental findings.

II. METHODS

The experimental setup and data processing procedure have already been described in Ref. [11].
We therefore highlight in the following solely the methods relevant to the present work.

In previous experiments the particles suspended in the liquid were made of solid deuterium D (or
hydrogen H) and their mean size was a few micrometers (see Refs. [5,15] for typical particle-size
distributions). Here we instead employ solid deuterium hydride HD, which has a density comparable
to that of the liquid, i.e., ρHD ≈ 145 kg/m3, while ρH ≈ 88 kg/m3 and ρD ≈ 200 kg/m3; estimates
are made starting from the crystal structure parameters reported in Ref. [20].

It follows that, in the same quantum flow, solid deuterium particles ought to accelerate less than
He II, while the opposite applies to hydrogen particles [14]. In the case of deuterium hydride it is
instead expected that the solid particle acceleration is almost equal to that of the liquid. For this
reason we did not estimate the mean size of HD particles from corresponding free-fall velocities
[21], but we looked at the apparent particle size in movies taken in similar experimental conditions.
We found that HD and D particles have on average the same brightness on the images and we
therefore assume that deuterium hydride particles have dimensions comparable to those of the
others.

We generated the particles by using the same procedure employed in the past, i.e., we suitably
mixed helium and HD gases at room temperature and we then injected the mixture into the
helium bath. It is therefore useful to remark that HD gas contains significant amounts of hydrogen
and deuterium molecules and that the equilibrium ratio between the three substances depends on
temperature [22]. For example, it can be estimated that, at room temperature, approximately half of
the volume consists of H and D molecules. It follows that any HD gas volume is actually a mixture
of H, D, and HD molecules (this explains why, in the absence of any flow, we could see, in the
helium bath, particles moving upward and downward).

Note also that reports of the use of HD particles for the visualization of He II flows are lacking
(see, for example, Ref. [6] and references therein). This might appear surprising if one considers
that the density of solid deuterium hydride is almost equal to that of He II and that consequently
small enough HD particles could in principle be perfect tracers for liquid helium flows. However,
as shown above, it is not possible in the current setup to obtain a volume of HD gas that does not
include hydrogen and deuterium molecules.

Other experimental details, such as the employed particle tracking algorithm [23], are reported
in Ref. [11]. For the sake of clarity, we recall here that images are collected approximately 1 mm
above the planar heater (the square channel has 25 mm sides and is 10 cm high) and that our camera
field of view (13 mm wide and 8 mm high) is situated in the middle of the channel, as far away as
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possible from its vertical walls. Note, additionally, that, in the case of the bulk experiments [7], also
employed in the following as a term of comparison, the field of view is located about 5 cm (two
hydraulic diameters [24]) above the flow source.

In order to understand the obtained results it is now useful to recall the definitions of some
relevant quantities. We start from the scale sp probed by the particles, estimated as the mean particle
velocity V multiplied by the time t between two consecutive positions, where V has been obtained
at the smallest t , which is 2.5 ms (2 ms) for bulk (heater proximity) cases. We find that its smallest
values range from 3 to 10 μm, that is, they are of the same order as the mean particle size. Note also
that sp can be increased by removing particle positions from the trajectories obtained at the smallest
time [15].

The scales probed by the particles then have to be compared to the characteristic scale of the
flow, i.e., the mean distance � between quantum vortices, which, for He II flows, is often set equal
to 1/

√
L, where the vortex line density L denotes the total length of quantized vortices per unit

volume. The latter quantity depends on the flow type and, in the case of thermal counterflow, it is
generally assumed that, in the bulk, L is proportional to the square of the counterflow velocity vns ,
which characterizes each experimental run. This velocity is defined as

vns = vn − vs = q

ρST

(
1 + ρn

ρs

)
= q

ρsST
, (1)

where vn and vs indicate the mean normal fluid and superfluid velocities, respectively (we assume
that vn > 0 and vs < 0), and q denotes the applied heat flux; the total density ρ of the fluid, which
depends weakly on the liquid temperature T , is equal to the sum of the T -dependent densities of its
normal (ρn) and superfluid (ρs) components, and S denotes the entropy per unit mass, tabulated,
together with other fluid properties, in Ref. [25]. By using vns it is also possible to define the
Reynolds number

Re = ρvnsD

μ
, (2)

where D = 25 mm indicates the channel hydraulic diameter and μ denotes the dynamic viscosity of
the He II normal component, which is also tabulated in Ref. [25]. Note that for the present channel
the turbulence onset occurs at Re ≈ 2300, corresponding to vns ≈ 1 mm/s [24].

We can now return to the definition of the characteristic length scale of the flow and, following
the previous reasoning, we can write

� = 1/γ vns, (3)

where the parameter γ depends on T (see, for example, Ref. [26] for a discussion on this quantity).
For the sake of consistency with Ref. [11], we also employ here the γ values reported in Ref. [27];
these values were taken (and interpolated) from a table in Ref. [28] and they were computed by
using the numerical results obtained by Schwarz [29] for homogenous turbulence, i.e., in the bulk
(see also Ref. [30]).

As mentioned above, we calculate, for each experimental condition, the statistical distribution of
the particle velocities and in order to further characterize our observations we use the scale ratio

R = sp

�
= V t

�
= t

τ
= (γ vnsV )t, (4)

where t indicates the time between consecutive particle positions and the characteristic time

τ = 1/γ vnsV . (5)

The free parameter in Eq. (4) is the time, once T , q, and particle type are given. It then follows that,
by removing particle positions from the tracks computed at the smallest time, i.e., by increasing t

in Eq. (4), it is possible to access larger flow scales. As shown below, in the range of investigated
parameters, we can probe scales straddling about two orders of magnitude across �.
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TABLE I. Experimental conditions for BH, bulk thermal counterflow, with hydrogen particles; BD, bulk
thermal counterflow, with deuterium particles; D1–D4, thermal counterflow in the heater proximity, with
deuterium particles; and HD1–HD4H, thermal counterflow in the heater proximity, with deuterium hydride
particles. The parameters are temperature T , applied heat flux q, thermal counterflow velocity vns [Eq. (1)],
Reynolds number Re [Eq. (2)], mean particle velocity V at the smallest time t between particle positions,
characteristic length scale � [Eq. (3)], and characteristic time τ [Eq. (5)].

T q vns V � τ

Case (K) (W/m2) (mm/s) Re/103 (mm/s) (μm) (ms)

BH 1.77 612 6.8 19.0 2.4 70 29
BD 1.77 608 6.7 18.8 3.9 70 18

D1 1.24 23 2.2 4.0 2.2 674 305
D2 1.40 54 2.2 5.2 2.4 409 168
D3L 1.75 235 2.7 7.6 2.3 177 76
D3H 1.75 417 4.9 13.5 3.5 100 29
D4 1.95 234 1.9 5.1 1.6 183 113

HD1 1.24 20 1.9 3.5 1.7 770 459
HD2L 1.40 25 1.0 2.5 1.5 868 598
HD2M 1.40 48 2.0 4.7 1.8 455 256
HD2H 1.40 65 2.6 6.3 2.3 338 148
HD4L 1.95 200 1.7 4.3 1.6 214 135
HD4H 1.95 779 6.5 16.9 5.4 55 10

In Table I the experimental conditions are summarized. It is apparent that the calculated
characteristic length scales are appreciably larger than the minimum values of sp, which, as reported
above, range between 3 and 10 μm. Additionally, the computed characteristic times are larger than
the smallest times between frames, equal to 2.5 ms (2 ms) for bulk (heater proximity) cases. Note
that the data sets BH, BD, D1, D2, D3L, and D4 have already been employed in Ref. [11] and
that here they are solely used as terms of comparison, i.e., to highlight the findings we obtained by
probing thermal counterflow with HD particles.

Finally, we assume that the studied flows have reached the steady state because the movies were
collected at least a few seconds after the heater was switched on and, as discussed in Ref. [11],
relevant diffusion times can be estimated (to a first approximation, following Ref. [31]) to be orders
of magnitude smaller than the time we waited before taking the movies, at least in the range of
investigated temperatures and applied heat fluxes. The assumption is also supported if we calculate,
in the present conditions, the kinetic time, introduced in Ref. [32] and defined as the time it takes for
the fluid to gain the kinetic energy supplied by the heater. Indeed, corresponding values are found
to be of the same order as the problem diffusion times.

III. RESULTS AND DISCUSSION

For the sake of comparison, we present our results in the same fashion as in Ref. [11]. We plot
in Fig. 1 the normalized fourth moment of the particle velocity distribution, i.e., its flatness, as a
function of the scale ratio R (the flatness of the standard Gaussian distribution is equal to 3).

As discussed in Ref. [7], the relatively large flatness values observed at the smallest scales are due
to the distribution power-law tails, which can be explained by taking into account the interactions
between particles and quantized vortices. Additionally, for the bulk cases, it has been reported
several times that, at scales larger than �, for R � 1, the distribution shape is classical-like, i.e.,
it has a nearly Gaussian form [16].

It is evident from Fig. 1 that the flatness trends obtained with HD particles broadly confirm the
significant enhancement of vortex line density observed in the heater proximity by using deuterium
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FIG. 1. Flatness of the (u − um)/us.d. distribution as a function of the scale ratio R [Eq. (4)], where um

and us.d. indicate the mean value and the standard deviation of the instantaneous dimensional velocity u in the
horizontal direction, respectively (u is positive if directed from the left to the right of the field of view); at
least 105 velocities are taken into account for each R. Circles denote counterflow data obtained in the bulk;
closed and open symbols indicate data obtained in the heater proximity with deuterium and deuterium hydride
particles, respectively; see Table I for the experimental conditions (the data sets are labeled accordingly in the
figure; the temperature of the heater proximity cases is specified in each panel; the bulk data were obtained at
1.77 K). The magenta line shows the flatness of the Gaussian distribution.

probes [11], that is, they also indicate that the characteristic length scales estimated by using Eq. (3)
might not be the correct ones close to the flow source. In the following we discuss (i) how particle
inertia can be employed to explain the obtained results and (ii) how the apparent increase of vortex
line density in the heater proximity may depend on temperature and applied heat flux.

Indeed, as shown in Fig. 2, the calculated flatness values are appreciably influenced by the
experimental conditions, i.e., temperature, applied heat flux, and particle type, although it is difficult
to deny that particles appear to experience in the heater proximity vortex tangles denser than in the
bulk.

A. Particle inertia

We also use here, as in Ref. [11], the effective scale ratio

R1 = cR = c(γ vnsV )t, (6)

where the parameter c can be regarded as a first-order estimate of the observed � decrease and,
following Ref. [11], we take the BH data set (corresponding to bulk thermal counterflow with
hydrogen particles) as the reference case because its flatness reaches the Gaussian value at R ≈ 1.
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FIG. 2. Flatness of the (u − um)/us.d. distribution as a function of the scale ratio R [Eq. (4)]. The symbols
have the same meaning as in Fig. 1 (see also Table I). Note that, compared to Fig. 1, different scales are used
here to highlight the data obtained in the heater proximity.

We display in Fig. 3 the velocity distribution flatness as a function of R1 and show the same data
in Fig. 4 by using different scales in order to highlight the particle behavior close to the heater. It
is apparent that the c bulk values are about one order of magnitude smaller than those found in the
heater proximity (the reason why we set c = 1 for the HD4H case is addressed below).

We can also notice in Fig. 3 that the c value obtained in the bulk with deuterium particles (BD)
is half of that with hydrogen particles. As already pointed out in Ref. [17], this can be explained by
taking into account the fact that hydrogen particles ought to accelerate about two times more than
deuterium ones [14]. Indeed, following Ref. [14], we can write

dup

dt
= 1 + C

ρp/ρf + C

Duf

Dt
= Kp

Duf

Dt
, (7)

where up indicates the instantaneous velocity vector of a (small enough) particle p in a fluid f ,
characterized by the instantaneous velocity vector uf , and C is known as the added mass coefficient,
equal to 1/2 for a spherical particle; ρp and ρf denote the particle and fluid density, respectively,
Duf /Dt indicates the Lagrangian derivative of the fluid velocity, and Kp can be seen as the ratio
between particle and fluid accelerations.

We consequently obtain that, for spherical particles accelerating in He II, KH/KD ≈ 1.70 and
KHD/KD ≈ 1.25, where the subscript indicates the particle type. The finding is consistent with the
flatness trends shown in Fig. 3 if one compares flows having similar temperature and applied heat
flux but probed by using different particles, i.e., BH with BD, HD1 with D1, HD2M with D2, and
HD4L with D4. We specifically find that in the heater proximity cHD/cD ≈ 2, similarly to what is
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FIG. 3. Flatness of the (u − um)/us.d. distribution as a function of the effective scale ratio R1 = cR

[Eq. (6)]. Relevant c values are shown in parentheses following the data set symbols, which are as in Fig. 1
(see also Table I).

observed in the bulk when one compares BH with BD [17], which also means that light particles
tend to accelerate more than heavy ones regardless of the flow region being investigated.

Considering that our particles are generally not spheres [21] and that, as mentioned above,
a room-temperature volume of HD gas contains significant amounts of hydrogen and deuterium
molecules [22], the agreement between the results of the proposed model [14] and the experimental
data is more than satisfactory. Additionally, if one takes into account the extremely small volume
occupied by the particles injected in the helium bath [21], it can be safely assumed that the
steady-state properties of the vortex tangle probed by different particles are the same, that is,
our experimental results show that deuterium particles effectively experience a less dense tangle,
compared to hydrogen and deuterium hydride probes, i.e., the c values shown in Fig. 3 for the
D cases close to the heater should be regarded as conservative estimates of the corresponding �

decrease.
The phenomenon can be intuitively explained by saying that, in the same quantum flow, light

particles should accelerate on average more than heavy ones [14], that is, the former should be
trapped on quantized vortices for shorter times than the latter and consequently probe fewer vortex
reconnection events, which would result in less apparent power-law tails of the corresponding
velocity distributions [7]. This can indeed justify the fact that the HD flatness trends are less steep
than the D ones, in the proximity of the heater, for R1 < 1, that is, D velocity distributions are
characterized by wider quantum tails than HD ones, at constant R1. However, for the bulk cases, H
and D flatness trends have similar slopes, that is, our argument apparently suggests that, close to the
heater, the distance between quantized vortices deviates from its mean more than in the bulk, which
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FIG. 4. Flatness of the (u − um)/us.d. distribution as a function of the effective scale ratio R1 = cR

[Eq. (6)]. Relevant c values are shown in parentheses following the data set symbols, which are as in Fig. 1
(see also Table I). Note that, compared to Fig. 3, different scales are used here to highlight the data obtained in
the heater proximity.

is another way of saying that the vortex tangle appears to have in the bulk a more regular structure
than close to the boundaries.

B. Heat flux and temperature dependences

We now consider the influence on the observed particle dynamics of the applied heat flux. It is
evident from Fig. 2 that, at constant temperature, the flatness trends of same-type particles depend
on the counterflow velocity and, following the previous reasoning, we can say that these particles,
probing flows with increasing vns , appear to experience less dense vortex tangles. It is indeed known
that particles are less likely to be trapped on quantized vortices, i.e., to move at a relatively constant
velocity, at large enough heat fluxes [24,33].

It was shown in Ref. [33] that the ratio between the viscous drag force, acting on a particle, and
the pressure gradient force, attracting the particle to a quantum vortex core, increases if the heat flux
increases (and the temperature decreases), similarly to the experimentally obtained amplitude of the
particle accelerations. Consequently, particles probing faster (colder) quantum flows are expected
to accelerate on average more than those in slower (warmer) flows and the present velocity results
are consistent with this physical picture.

Additionally, it was reported in Ref. [24], that for data obtained in the same channel, at two
hydraulic diameters away from the heater, i.e., in the bulk, vns ≈ V for counterflow velocities
up to about 2 mm/s, while at larger vns values the mean particle velocity is lower than the
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counterflow velocity, and here, in the flow source proximity, we observe the same behavior, which
once again can be explained by taking into account the larger accelerations of particles probing
faster (colder) quantum flows. Consequently, as suggested in Ref. [11], the parameter c should, at
constant temperature, decrease as the counterflow velocity is increased because at constant R1 the
increase of vnsV could be balanced by the corresponding decrease of c [see Eq. (6)] and this is
indeed apparent from the results obtained at 1.40 K (cases HD2L, HD2M, and HD2H) and 1.75 K
(D3L and D3H).

At this point it should be easier to understand the reason why we decided to set c = 1 for HD4H,
which, as shown, e.g., in Fig. 2, is characterized by classical-like flatness values within the entire
range of probed scales, i.e., it is evident that in this case it is not possible to access scales smaller than
the characteristic length scale of the flow and consequently to estimate directly the corresponding
c, as in other cases. However, following the previous argument, it is possible to say that this value
should be smaller than the one we obtained for HD4L and larger than 1.

As mentioned in Ref. [11], the observed decrease of the parameter c as the temperature is
increased, at approximately constant counterflow velocity, can be related to the fact that γ increases
with temperature [26] [see Eq. (6)]. Moreover, we noted above that the ratio between the Stokes
drag and the pressure gradient force also decreases if the temperature increases, at constant heat
flux [33]. It then follows that same-type particles should be less likely trapped on quantized vortices
(and should accelerate more) at lower temperatures if q does not change and, indeed, if we compare
the D3L and D4 velocity flatness trends, we obtain for the latter a smaller c value than for the former.

C. Heater proximity

We have just discussed how our experimental results can be explained by taking into account
various physical mechanisms, which, in most cases, can actually occur in any type of particle-laden
quantum flow, i.e., it is now time to propose possible reasons for the observed vortex line density
enhancement in the heater proximity, following Ref. [11]. We first recall that Eq. (3) relates the
vortex line density L to the counterflow velocity, which solely depends on temperature and applied
heat flux [see Eq. (1)]. The counterflow velocity vns can then be said to be a global quantity and
Eq. (3) is not expected to hold locally. If we take a region of the flow field and measure there the
total length of vortex lines, we find that by using the γ values reported in the literature, Eq. (3) is
strictly satisfied only if we are far enough from the flow boundaries, as our experimental results
neatly demonstrate.

Additionally, it is apparent from Eq. (3) that the vortex line density should increase with
temperature, at constant vns , and consequently our results could be explained by saying that the
temperature in the heater proximity is actually larger than the bulk temperature we measure.
However, as mentioned above, the characteristic times of the investigated flows are extremely small
and we therefore assume here that the fluid temperature does not vary appreciably in the bath.
This is also supported by the fact that recent counterflow measurements [34] show that temperature
gradients along a square channel of 7-mm sides are solely observed at heat fluxes larger than those
considered in the present study, i.e., for q values up to about 1 kW/m2 the temperature does not
seem to change appreciably away from the heater, in the normal fluid flow direction.

However, it has to be kept in mind that the transition to the turbulent state occurs at smaller
velocities in larger channels (see, for example, Ref. [24]), i.e., the same heat flux generates,
in different-size channels, flows that are not generally expected to share the same features.
Consequently, in order to make a more meaningful comparison, we should look at the temperature
gradients observed in the smaller channel at larger-q values.

As Varga et al. [34] reported that, for q ≈ 2 kW/m2, the temperature increase at about four hy-
draulic diameters away from the heater is a few mK, the assumption that the liquid temperature
in the proximity of our heater does not differ significantly from the one in the bulk still holds.
Nevertheless, future experiments should be devoted to measure the temperature gradient along the
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channel, as a function of bath temperature and applied heat flux, especially because the effect of the
channel geometry on the development of quantum flows is yet to be assessed in detail [24].

Moreover, as pointed out in Ref. [11], heat transport mechanisms in thermal counterflow could
be related to phenomena occurring in similar flows of viscous fluids, such as in turbulent Rayleigh-
Bénard convection [35], but this should solely become apparent at values of applied heat flux larger
than those investigated here, at least in the case of our relatively wide channel.

In summary, the above arguments strongly support the view that, in the range of investigated
parameters, the vortex line density should be, in the heater proximity, about two orders of magnitude
larger than the one in the bulk, at the same temperature and applied heat flux. As detailed in
Ref. [11], this experimental finding can be explained following Refs. [17,36], i.e., the observed
� decrease could be due to the classical behavior of the He II normal component, which can account
for the tendency of quantum vortices to preferentially concentrate in regions of low fluid velocity,
and to the heater surface roughness, which may provide pinning and nucleation sites for the vortices.

IV. CONCLUSION

The behavior of relatively small particles suspended in superfluid 4He has been studied exper-
imentally in the case of thermal counterflow, the most common type of He II flow. We showed
that the observed flow-induced particle dynamics depends not only on the experimental conditions,
temperature and applied heat flux, but also on the type of particles used to probe the flow.

We specifically found that our results can be explained by taking into account the interactions
between particles and quantized vortices. On the one hand, when particles are trapped on vortices,
they can probe the occurrence of vortex reconnections, which can justify the small-scale power-law
tails of the particle velocity distributions [7] and are deemed to be crucial in explaining energy
dissipation mechanisms in quantum flows [37–39]. On the other hand, particles are also influenced
by the tangle dynamics when they are not trapped, because the velocity field due to quantized
vortices can cause particle accelerations [14,33].

It follows that our experimental findings are consistent with the view that particles subjected to
frequent changes of velocity are not likely to be trapped on quantized vortices for long times, i.e.,
they are less suitable to probe the occurrence of vortex reconnections. The outcome is especially
evident for thermal counterflow close to the flow source, when the velocity distributions of solid
deuterium hydride particles are compared to those of heavier deuterium particles.

Particle dynamics in thermal counterflow appears then to be influenced not only by the tangle
properties, determined by the applied heat flux, bath temperature, and boundary proximity of the
studied flow region, but also by the particle inertia, which seems to significantly affect the way
in which the used probes interact with the vortices. The latter can be considered to be the main
result of the work and consequently our experimental study can also be viewed as an invitation to
develop adequate theoretical (and/or numerical) models in view of testing the proposed intuitive
explanations of the observed particle dynamics.

We also demonstrated that deuterium hydride particles can be successfully employed for the
investigation of He II flows, although in the current setup they are generated together with hydrogen
and deuterium probes. It would indeed be interesting to produce small enough particles having
the same density as the liquid, in order to minimize inertia effects on the particle dynamics, and
the present work can also be regarded as a step in this direction. Additionally, we confirmed that,
in the heater proximity, quantized vortices appear to be appreciably closer to each other than in the
bulk [11] and more importantly we showed that the result is not significantly influenced by the type
of particles used, at least in the range of investigated parameters.

The dependence of the observed vortex line density enhancement on the channel geometry is
yet to be clarified and, for example, experiments using different-size channels could be performed
to address the issue. The flow behavior at higher heat fluxes could also be studied, following, for
example, Ref. [32], especially in order to address possible similarities to heat transport mechanisms
in turbulent flows of viscous fluids [35].
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Our study also demonstrates that the scale-dependent statistical distributions of particle velocities
in He II flows can be employed to estimate the mean distance between quantized vortices, once
particle inertia effects are suitably taken into account. Indeed, the present method can probe flow
regions that are not accessible to the traditional second-sound attenuation technique (see, e.g.,
Ref. [40] and reference therein).

In summary, we showed that the study of particle dynamics in turbulent flows of He II not only
is interesting in its own right, but can also contribute to our understanding of quantum turbulence,
especially in view of clarifying its close similarities to and striking differences from turbulent flows
of viscous fluids.
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Flight-crash events in superfluid turbulence
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We show experimentally that the mechanisms of energy transport in turbulent flows
of superfluid 4He are strikingly different from those occurring in turbulent flows of
viscous fluids. We argue that the result can be related to the role played by quantized
vortices in this unique type of turbulence. The flow-induced motions of relatively
small particles suspended in the liquid reveal that, for scales of the order of the
mean distance between the vortices, the particles do not tend on average to decelerate
faster than they accelerate, whereas, at larger scales, a classical-like asymmetry is
recovered. It follows that, in the range of investigated parameters, flight-crash events
are less apparent than in classical turbulence. We specifically link the outcome to the
time symmetry of quantized vortex reconnections observed at scales comparable to
the typical particle size.

Key words: particle/fluid flows, quantum fluids, turbulent flows

1. Introduction

Particles probing turbulent flows of viscous fluids tend to gain energy less quickly
than they lose it, at all probed scales (Xu et al. 2014). The outcome has been related
to the occurrence of flight-crash events, meaning that particles decelerate on average
faster than they accelerate, and provides clear evidence, from a Lagrangian viewpoint,
that classical turbulent flows are time irreversible – that is, it shows that the energy
put into the system is eventually dissipated by the action of the fluid viscosity (Pumir
et al. 2016).

We report here our experimental investigations on the occurrence of flight-crash
events in turbulent flows of superfluid 4He (He II), which is a quantum liquid
characterized by unique properties, such as an extremely small kinematic viscosity
(Barenghi, Skrbek & Sreenivasan 2014; Mongiovì, Jou & Sciacca 2018). Above
1 K, as in the present study, He II can be adequately modelled by assuming that it
is made of two fluids, the viscous (normal) component and the inviscid superfluid,
with the density ratio between the components being strongly temperature-dependent.

† Email address for correspondence: lamantia@mbox.troja.mff.cuni.cz

c© Cambridge University Press 2019 876 R2-1

D
ow

nl
oa

de
d 

fr
om

 h
tt

ps
://

w
w

w
.c

am
br

id
ge

.o
rg

/c
or

e.
 IP

 a
dd

re
ss

: 9
5.

10
2.

85
.1

44
, o

n 
01

 A
ug

 2
01

9 
at

 1
6:

27
:2

3,
 s

ub
je

ct
 to

 th
e 

Ca
m

br
id

ge
 C

or
e 

te
rm

s 
of

 u
se

, a
va

ila
bl

e 
at

 h
tt

ps
://

w
w

w
.c

am
br

id
ge

.o
rg

/c
or

e/
te

rm
s.

 h
tt

ps
://

do
i.o

rg
/1

0.
10

17
/jf

m
.2

01
9.

58
6



P. Švančara and M. La Mantia

Additionally, turbulent flows of He II are defined by the presence of tangles of
quantized vortices, which are line singularities within the fluid and can be viewed
as the carriers of the flow vorticity. Indeed, it has been shown that, in the range of
investigated parameters, quantum features are apparent at scales smaller than the mean
distance between the vortices, regardless of the type of investigated flow, whereas, at
larger scales, a classical-like behaviour is observed, within the Lagrangian framework
(La Mantia et al. 2016; Švančara & La Mantia 2017).

Due to the presence of quantized vortices, energy transport mechanisms in turbulent
flows of He II are therefore expected to be different from those occurring in similar
flows of viscous fluids – as discussed, for example, by Clark di Leoni, Mininni
& Brachet (2017). There is specifically numerical evidence that, when the normal
component is absent (that is, when the fluid viscosity is null), the energy put into the
system is dissipated by sound emission, following vortex reconnections and excitation
of Kelvin waves. However, above 1 K, in the two-fluid regime of He II, the liquid
viscosity, carried by the normal component, cannot be neglected and it should then
play a role in the mechanisms of energy dissipation, although its relevance has yet
to be clarified.

We consequently decided to verify this long-held expectation by experimentally
looking for signatures of flight-crash events. Relatively small solid particles are
suspended in the liquid and illuminated by a planar laser sheet. The flow-induced
particle motions are then collected by a digital camera and processed by using
the Particle Tracking Velocimetry technique (see, for example, Guo et al. 2014).
We specifically calculate the velocity increments along the particle trajectories,
introduced by Lévêque & Naso (2014), and the skewness of the corresponding
statistical distributions, which, in homogeneous and isotropic turbulence, was found
to be negative at all probed scales, indicating that particle deceleration is on average
more abrupt than acceleration.

The obtained results strongly suggest that, in turbulent flows of superfluid 4He,
flight-crash events are less apparent than in classical turbulence, at least for scales
of the order of the mean distance ` between quantized vortices, whereas, at larger
scales, the flow behaviour is classical-like; that is, the skewness of the particle
velocity increment distributions is neatly negative only in the latter case. The outcome
therefore indicates that the action of the fluid viscosity (that is, of the fluid normal
component) is mostly relevant at scales appreciably larger than `, whereas at smaller
scales, energy transport is instead ruled by the dynamics of the quantized vortex
tangle.

2. Methods

Both thermally and mechanically driven flows of He II are investigated. The latter
is generated by two square grids oscillating vertically in phase (Švančara & La Mantia
2017) and the former by a flat heater placed at the bottom of a vertical channel
of square cross-section, resulting in the so-called thermal counterflow of superfluid
helium (Mongiovì et al. 2018). Once the heater is switched on or the grids are set into
motion, the particles suspended in the bath move on average in the vertical direction
and their dynamics is appreciably affected by the quantized vortex tangle, especially
at scales smaller than ` (La Mantia et al. 2016).

For the thermal counterflow experiments reported here we use solid deuterium
hydride particles, which have sizes of a few micrometres. Their flow-induced motions
are visualized in a region approximately 1 mm thick, 13 mm wide and 8 mm
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high, situated sufficiently away from the flow source, in the middle of our glass
channel, of 25 mm sides and 10 cm high. Considering that the flow mean direction
is perpendicular to our flat heater, it is not expected that significant flows occur
in planes parallel to the heat source (that is, perpendicular to the field of view),
especially away from the channel walls, as in the present case; see Švančara et al.
(2018) for further details on the counterflow setup.

Additionally, it is important to highlight that the present counterflow data are
obtained in the turbulent state – that is, at fluid velocities appreciably larger than
the turbulence onset velocity, equal to approximately 1 mm s−1 for our channel (La
Mantia 2016). In this regime the particles move on average upward, away from
the heater, and their trajectories do not follow straight lines, indicating that particle
motions are affected by the presence of quantized vortices; see, for example, La
Mantia (2016) for a discussion on the particle behaviour in different counterflow
conditions.

Deuterium particles of similar sizes are employed for the oscillating grid experiments
(Švančara & La Mantia 2017) and the studied flow region has dimensions comparable
to the counterflow one. It is located between the grids, as far away as possible
from the solid boundaries of the experimental volume, of 50 mm sides (the fixed
distance between the grids is 70 mm). It follows that, also in this case, significant
flows perpendicular to the field of view (that is, parallel to the horizontal flow
generator) are not expected to occur. Thermal counterflow (oscillating grid) movies
are collected at 500 (400) fps. Once particle positions are obtained from the movies,
the corresponding particle velocities and velocity increments are computed as in
previous studies (see, for example, Švančara et al. 2018).

Following Lévêque & Naso (2014) we focus our attention here on the longitudinal
velocity increments, computed along the particle trajectories. Each increment dv(τ) is
computed as the scalar product of two vectors, the Cartesian velocity increment and
the corresponding position increment; τ indicates the time lag between the considered
velocities and positions. The normalized skewness Sk of the dv statistical distribution
is obtained as

Sk(τ )=
〈[dv(τ)− dvm(τ )]

3
〉

dvsd(τ )3
=

Skd(τ )

dvsd(τ )3
, (2.1)

where the symbols with subscripts m and sd denote the mean and standard deviation
of the velocity increment ensemble 〈dv(τ)〉 at time lag τ , respectively.

3. Results

In figure 1 we plot Sk as a function of the time ratio tR = τ/τf , where τf indicates
a relevant flow time scale, equal to the Kolmogorov time scale τη for the classical
data (Lévêque & Naso 2014). In the case of the He II turbulent flows we follow La
Mantia & Skrbek (2014), and set τf = τ`, the time needed to travel a distance equal
to ` with the mean particle velocity V , obtained at the smallest time τmin between
particle positions (that is, the time between consecutive images).

For the thermal counterflow data we estimate the mean distance between quantized
vortices following the procedure outlined by Švančara et al. (2018) – that is, from
the flatness of the particle velocity distributions. The obtained ` values are listed in
table 1 together with other relevant quantities. For the oscillating grid data we employ
the ` values estimated by Švančara & La Mantia (2017) (see also table 2).
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0.1

0

-0.1
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HDa
HDb
HDc

OGa
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OGcClassical data

102

tR
10-1

FIGURE 1. Normalized skewness Sk of the longitudinal velocity increment distribution
as a function of the time ratio tR, see (2.1). Filled and open circles indicate thermal
counterflow and oscillating grid data, respectively; relevant experimental parameters
are listed in tables 1 and 2; at least 105 velocity increments are employed for
each experimental point. The open diamonds denote the classical data, obtained at a
Taylor-based Reynolds number Rλ equal to 280 (Lévêque & Naso 2014); note that, for
the oscillating grid experiments, Rλ ≈ 300 (Švančara & La Mantia 2017).

Data set T q V ` τ`

HDa 1.50 193 3.1 35 11.2
HDb 1.50 349 4.6 31 6.8
HDc 1.76 616 3.0 27 9.1

TABLE 1. Thermal counterflow experimental conditions: temperature T , in K; applied heat
flux q, in W m−2; mean particle velocity V , in mm s−1, at the smallest time τmin between
particle positions; mean distance ` between quantized vortices, in µm, estimated following
the procedure outlined by Švančara et al. (2018); time τ`, in ms, needed to travel a
distance equal to ` with a velocity V .

It is apparent from figure 1 that the results obtained in He II are strikingly different
from the classical one, especially at the smallest scales, of the order of τ`. At larger
scales, for tR > 10, the trend observed for the oscillating grid data appears instead to
be consistent with the classical behaviour.

In order to appreciate the latter outcome we employ the dimensional value of Sk
– that is, the numerator of (2.1) – and we plot in figure 2(a) the magnitude of Skd,
in mm3 s−3, as a function of tR; note that for the classical data the investigated flow
has zero mean velocity and that the corresponding root mean square (r.m.s.) velocity
is equal to 145 mm s−1.
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10-2
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10-3

10-5

10-7

(a) (b)

FIGURE 2. (a) Absolute value of the dimensional skewness Skd, in mm3 s−3, as a function
of tR, see (2.1). (b) Absolute value of Skd, normalized by using the root mean square value
urms of the fluid velocity, as a function of tR; urms is equal to 145 mm s−1 in the classical
case and is set to 1001/3 mm s−1 for the grid experiments. Symbols as in figure 1 in both
panels.

Data set T V ` τ`

OGa 1.95 22.4 5 0.2
OGb 1.75 20.0 5 0.3
OGc 1.50 20.9 5 0.2

TABLE 2. Oscillating grid experimental conditions: symbols as in table 1; ` was estimated
by Švančara & La Mantia (2017), where further experimental details can be found. For
all cases the oscillation frequency is 3 Hz and its amplitude 10 mm.

We clearly observe in figure 2 that our oscillating grid results and the classical data
behave in a similar fashion; that is, they both follow, at large enough times, the scaling
|Skd|∝ tR reported by Lévêque & Naso (2014). Additionally, taking into account that a
Kolmogorov-like time scale suitable for the description of He II turbulent flows should
be of the same order of the scale τ` employed here (as discussed, for example, by La
Mantia (2017)), we can estimate the r.m.s. value of the fluid velocity for our grid
experiments. If we set the latter to 1001/3 mm s−1, the data neatly collapse, as shown
in figure 2(b), where the chosen value is approximately four times smaller than the
r.m.s. value of the particle velocity in the horizontal direction, which should be less
affected by the imposed vertical motion. Considering the assumptions involved in the
estimate, the displayed outcome is remarkable.

On the other hand, it is hard to deny that a striking difference between the
counterflow results and the oscillating grid data is seen in figures 1 and 2. In order
to highlight it we plot in figure 3 the dimensional skewness Skd as a function of tR.
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FIGURE 3. Dimensional skewness Skd, in mm3 s−3, as a function of tR, see (2.1). The
inset has different vertical axis extrema in order to highlight the thermal counterflow data.
Symbols as in figure 1.

The outcome is also apparent if, following Xu et al. (2014) and Bhatnagar et al.
(2018), we calculate the particle energy increments from their velocities. Indeed, for
the skewness of the energy increments distribution, the obtained behaviour is very
similar to that shown in figure 3 for Skd, if it is displayed in a similar fashion.

4. Discussion

It is now time to address the physical implications of the reported results. We
start by noting that the numerical data discussed by Lévêque & Naso (2014) were
obtained in three-dimensional homogeneous and isotropic turbulence, while the studied
He II flows have a preferential direction of motion and are investigated in a planar
region, parallel to the mean flow direction, placed as far away as possible from the
experimental volume vertical walls. The obtained particle trajectories therefore occur
in a plane; but, as mentioned above, we do not expect that the observed particle
dynamics would be significantly affected if three-dimensional tracks were considered,
due to the symmetry of the imposed flow geometries. Additionally, it has been recently
reported that, for classical channel flows, the statistical distributions of particle
longitudinal accelerations are characterized by negative skewness values at various
distances from the wall (Stelzenmuller 2018). It then follows that the inhomogeneity
and anisotropy of the He II flows studied here are likely not sufficient to explain the
reported disagreement with respect to the classical numerical results. Similarly, we
may also disregard the influence of the particle inertia because numerical evidence
of flight-crash events has been found, in homogeneous and isotropic turbulence, not
only for tracers (Lévêque & Naso 2014), but also for large buoyant bubbles (Loisy
& Naso 2017) and inertial particles (Bhatnagar et al. 2018).

The present experimental results consequently suggest that particles probing
turbulent flows of superfluid 4He do not tend on average to accelerate less quickly
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Flight-crash events in superfluid turbulence

that they decelerate, if one consider scales of the order of the mean distance between
quantized vortices (that is, for tR < 10), whereas, at larger scales, we obtain a
classical-like picture. The outcome could possibly be explained by taking into account
that particles can probe individual reconnections of quantized vortices solely at
sufficiently small scales (La Mantia et al. 2016). It then follows that, at larger scales,
the particles not only sense the fluid viscosity but also probe the tangle collective
behaviour, which have been both found to result in features similar to those observed
in classical turbulent flows, at least within the Lagrangian framework.

To substantiate the claim we may proceed as follows. It has been reported a few
times (see, for example, Zuccher et al. (2012) and Villois, Proment & Krstulovic
(2017)), that, during reconnection, the quantized vortices approach is slower than
the separation following the event. For viscous vortex reconnection the behaviour
is qualitatively similar (Hussain & Duraisamy 2011), but the exponents of the
corresponding time scalings are larger than in the quantum case. This could mean
that viscous reconnections are faster, more powerful events than quantum ones.

The just-mentioned time asymmetry during reconnection implies that the initial
energy carried by the vortices is not solely employed to drive the vortex motions
after the event, but that it is also distributed to other processes, which, in the quantum
case, can be identified with sound emission and excitation of Kelvin waves, whereas,
in the classical case, these processes can be mostly related to the generation of
vortical structures smaller than the original ones (see also McKeown et al. 2018).

However, in the quantum case, the asymmetry is solely apparent at scales larger
than the vortex core size – approximately 10−10 m (Mongiovì et al. 2018) – but
still significantly smaller than the typical dimension of our flow-probing particles,
approximately 10−6 m. Indeed, it was reported, in both numerical simulations
(Zuccher et al. 2012) and experiments (Paoletti, Fisher & Lathrop 2010), that,
at the particle scale, the asymmetry is absent because the particles cannot sense
phenomena happening at scales smaller than their size. The fact that, from the
present experimental results, particles do not appear to decelerate faster than they
accelerate could then be related to the time symmetry of quantum vortex reconnections
at sufficiently large scales, but further investigations are required to verify the
interpretation.

Additionally, as noted above, the thermal counterflow behaviour is different from
that observed for the oscillating grid experiments. On the basis of, for example,
figure 1, it could be argued that the two trends appear to join for 10< tR < 100, but
this should solely be regarded as a possibility needing further support. For example,
one could start from the consideration that, in steady-state thermal counterflow,
the vortex tangle is expected to be polarized in planes perpendicular to the mean
flow direction (Mongiovì et al. 2018), while this should not be the case for the
mechanically driven flow considered here (Švančara & La Mantia 2017).

5. Conclusions

Our experimental results clearly indicate that energy transport mechanisms in
turbulent flows of superfluid 4He are appreciably different from those occurring
in similar flows of viscous fluids. We argued that the outcome may be related to
the scale-dependent interactions between our flow-probing particles and quantized
vortices. It can be said that, at large enough scales, the vortex tangle collective
behaviour resembles the action of the classical viscosity, whereas, at smaller scales,
we found experimental evidence that, for He II turbulent flows, the energy put into
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P. Švančara and M. La Mantia

the system is not dissipated as in classical turbulent flows, but by other processes,
likely related to the occurrence of quantized vortex reconnections, probed by our
particles.
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P. Švančara1, D. Duda1,‡, P. Hrubcová1,§, M. Rotter1, L. Skrbek1,
M. La Mantia1,†, E. Durozoy2, P. Diribarne3, B. Rousset3,
M. Bourgoin4 and M. Gibert2

1Faculty of Mathematics and Physics, Charles University, Ke Karlovu 3, 121 16 Prague, Czech Republic
2Univ. Grenoble Alpes, CNRS, Grenoble INP, Institut Néel, 38000 Grenoble, France
3Univ. Grenoble Alpes, CEA IRIG-DSBT, 38000 Grenoble, France
4Laboratoire de Physique, Université Lyon, ENS de Lyon, Université Lyon 1,
CNRS, 69342 Lyon, France

(Received 16 April 2020; revised 14 October 2020; accepted 9 November 2020)

Thermal counterflow of superfluid 4He is investigated experimentally, by employing
the particle tracking velocimetry technique. A flat heater, located at the bottom of a
vertical channel of square cross-section, is used to generate this unique type of thermally
driven flow. Micronic solid particles, made in situ, probe this quantum flow and their
time-dependent positions are collected by a digital camera, in a plane perpendicular to the
heat source, away from the channel walls. The experiments are performed at relatively
large heating powers, resulting in fluid velocities exceeding 10 mm s−1, to ensure the
existence of sufficiently dense tangles of quantized vortices. Within the investigated
parameter range, we observe that the particles intermittently switch between two distinct
motion regimes, along their trajectories, that is, a single particle can experience both
regimes while travelling upward. The regimes can be loosely associated with fast particles,
which are moving away from the heat source along almost straight tracks, and to slow
particles, whose erratic upward motion can be said to be significantly influenced by
quantized vortices. We propose a separation scheme to study the properties of these
regimes and of the corresponding transients between them. We find that particles in both
regimes display non-classical, broad distributions of velocity, which indicate the relevance
of particle–vortex interactions in both cases. At the same time, we observe that the fast
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P. Švančara and others

particles move along straighter trajectories than the slow ones, suggesting that the strength
of particle–vortex interactions in the two regimes is notably different.

Key words: quantum fluids, particle/fluid flow, turbulent flows

1. Introduction

The superfluid phase of liquid 4He is often called He II and can be regarded as an easily
accessible quantum fluid, compared with other systems, such as superfluid 3He (see,
for example, Barenghi, Skrbek & Sreenivasan 2014; Mongiovì, Jou & Sciacca 2018).
He II is usually obtained from the normal liquid phase, known as He I, by evaporative
cooling below the transition temperature Tλ, equal to 2.17 K at the saturated vapour
pressure, and its extraordinary physical properties, such as the extremely small kinematic
viscosity, allow the study of highly turbulent flows in relatively compact set-ups (Skrbek
& Sreenivasan 2012).

The most popular phenomenological description of the large-scale hydrodynamics of
He II postulates that the liquid consists of two components, with temperature-dependent
relative densities (Barenghi et al. 2014). In the close proximity of Tλ, He II is made
solely of the normal component, which behaves similarly to a classical fluid possessing
finite viscosity. As the temperature decreases, the corresponding relative density decreases
and the superfluid component – inviscid and of zero entropy – becomes more abundant.
Eventually, below 1 K, He II can be, for many practical purposes, regarded as a pure
superfluid.

Additionally, it follows from the quantum mechanical description of He II that the flow
of the superfluid component is potential. Yet vortical flows may occur in this unique system
due to the presence of quantized vortices, which are one-dimensional topological defects –
holes – within the superfluid component. The core size of these vortex lines is of the order
of 0.1 nm and their circulation quantum κ is equal to h/m4 ≈ 10−7 m2 s−1, where h is the
Planck constant and m4 denotes the mass of the 4He atom. Typically, these vortices arrange
themselves in a dynamic tangle, interacting with the fluid flow via the mutual friction force,
and represent the main ingredient of what is usually called quantum turbulence. A relevant
intensity measure of quantum turbulence then becomes the vortex line density L, defined
as the total length of quantized vortex lines per unit volume.

When heat is dissipated in He II, the fluid is set into motion and, in the standard
semiclosed channel geometry, with the heat source located at the closed end, the normal
component flows away from the heater. In the steady state, the normal component will
flow, on average, at a constant velocity, whose magnitude vn can be written as

vn = q
ρST

, (1.1)

where q denotes the applied heat flux, ρ is the He II density, S indicates the fluid specific
entropy and T is the liquid temperature. The superfluid component flows in the opposite
direction, i.e. toward the heater, with the average velocity magnitude vs, in such a way
that the net mass flow equals zero, that is, ρnvn + ρsvs = 0, where the subscripts n and
s denote the normal and superfluid components, respectively. This flow, called thermal
counterflow, has no direct classical analogue, especially if one considers that the liquid is
characterized by an extremely large thermal conductivity, which actually depends on the
heat flux (Mongiovì et al. 2018). The magnitude of the flow characteristic velocity, which
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Particle–vortex interactions in turbulent counterflow

is called the counterflow velocity vns, is defined as

vns = |vn − vs| = q
ρsST

. (1.2)

Channel counterflow represents the hallmark of both experimental and numerical
studies of quantum turbulence (Skrbek & Sreenivasan 2012). Here, we investigate its
properties experimentally, by flow visualization. Specifically, we observe the motions of
relatively small solid particles dispersed in the liquid, which proved their usefulness as
probes of both classical and quantum features of He II flows (Guo et al. 2014). Indeed,
the interactions between flow-probing particles and quantized vortices can be observed as
events of extremely large particle velocity and it has been shown that the corresponding
statistical distributions display power-law tails at sufficiently small scales (La Mantia et al.
2016).

In order to appreciate the latter remark, two principal scales are introduced. The
smallest, experimentally resolved scale, which we call here the scale sp probed by the
particles, is defined as the mean particle displacement between two consecutive positions
and can be written as

sp = 〈v〉 tp, (1.3)

where 〈v〉 is the mean particle velocity, obtained at the corresponding time scale tp (the
typical particle size is usually smaller than or of the same order of sp). The characteristic
scale of the flow, which we call here the quantum scale sq, is the mean distance between
quantized vortices. The latter can be obtained from the flow vortex line density – as
discussed, for example, by Sergeev, Barenghi & Kivotides (2006) – because, at large
enough vns, in the steady state, one can write

sq = 1√
L

= 1
γ vns

, (1.4)

where γ is an empirical scaling constant depending not only on the liquid temperature
(Babuin et al. 2012) but also on the channel geometry (Hrubcová, Švančara & La Mantia
2018), that is, on how close the channel boundaries are to the investigated flow region.

If the experimental resolution falls significantly behind the quantum scale, that is, if
the probed scale sp is appreciably smaller than the mean distance sq between quantized
vortices, the tails of the particle velocity statistical distribution are clearly visible, with
distinctive power-law scaling (La Mantia et al. 2016). As the probed scale increases, the
tails become less visible, but are still noticeable, and, when sp > sq, the tails disappear
and we observe that the particle velocity distribution shape is almost Gaussian, resembling
therefore classical turbulence (Švančara & La Mantia 2017) and indicating the averaged
result of multiple interactions between particles and quantized vortices (Švančara & La
Mantia 2019).

To date, distinctive motion features have been observed in experiments involving
particles probing thermal counterflow in vertical channels, with the heat source located at
the channel bottom. At relatively small heat fluxes, a significant number of particles move,
on average, toward the heater (Paoletti et al. 2008; La Mantia 2016), that is, downward, in
the direction of the superfluid component. As q increases, the portion of particles moving
upward, away from the heater, in the normal fluid direction, increases, indicating that,
at relatively large heat fluxes, the particles tend to follow, on average, the normal fluid
flow, although the corresponding tracks become less straight than at smaller q values (La
Mantia 2016). Additionally, it was found that the mean particle velocity in the counterflow
direction is approximately equal to vn (Paoletti et al. 2008; Chagovets & Van Sciver 2011)
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P. Švančara and others

or to vn/2 (Zhang & Van Sciver 2005; Chagovets & Van Sciver 2011), with the latter
occurring at larger heat fluxes – a similar decrease of the mean particle velocity was
obtained in numerical simulations and attributed to the stronger interactions between
particles and quantized vortices at larger L values (Kivotides 2008a).

Recently, Mastracci & Guo (2018) further investigated the occurrence of these particle
motion features, by using a square channel of 16 mm sides, and confirmed the
above-mentioned experimental findings. Additionally, they found that, at the largest q
values probed in their experiments, the statistical distributions of the particle velocity
in the vertical direction (i.e. the normal fluid direction) are characterized by a single
peak centred near vn/2. As the applied heat flux decreases, another peak, centred near
vn, appears in these velocity distributions and, for even smaller q values, the peak at the
smaller velocity is centred near vs, which is taken with the negative sign, as the superfluid
and normal fluid components move in opposite directions. The outcome indicates that, at
small heat fluxes, particles can be trapped onto quantized vortices for relatively long times
and move therefore downward, in the superflow direction, with the vortex tangle – see, e.g.
Sergeev & Barenghi (2009) for a discussion on particle trapping. For larger vns values, the
Stokes drag of the normal component forces instead most particles to move upward, away
from the heater, that is, the probes tend to stay trapped onto vortices for shorter times.

In this work, we focus on the intermediate range of counterflow velocity, occurring
when the vast majority of particles move upward, in the normal fluid direction, away
from the heat source, with the corresponding streamwise (vertical) velocity distributions
characterized by two peaks centred near vn/2 and vn. We specifically observe frequent
velocity changes along individual particle trajectories and, as detailed below, we propose
a separation scheme that allows us to neatly identify two motion regimes. Our results
clearly show that the flow-induced motion of single particles can be associated with the
low velocity peak of the velocity distribution, when it can be said that the particle motion is
significantly influenced by quantized vortices (slow regime), or to the high velocity peak,
when it appears that the particle motion is greatly affected by the imposed normal fluid
velocity (fast regime).

However, before proceeding, it is important to remark that a direct, quantitative
comparison between our results and those reported by Mastracci & Guo (2018) is currently
not possible because our square channel is larger (it has 25 mm sides) and, as discussed,
for example, by Babuin et al. (2012), the transition to the turbulent state occurs at smaller
fluid velocities in larger channels – see also La Mantia (2016). It follows that in our
channel a single-peaked velocity distribution can be obtained at q values corresponding to
double-peaked distributions in the channel used by Mastracci & Guo (2018). Additionally,
in the latter case, the investigated flow region included the channel walls, where quantized
vortices tend to preferentially concentrate, as discussed, for example, by Baggaley & Laizet
(2013) and La Mantia (2017), while the present results are obtained away from the walls,
in the channel bulk region, but also at a distance from the heat source smaller than in
the case reported by Mastracci & Guo (2018) – see, e.g. Bertolaccini, Lévêque & Roche
(2017) and Švančara et al. (2018b) for discussions on the role of the entrance length
in thermal counterflow. Consequently, at the same heat flux, the actual L values of the
regions experimentally probed are not expected to be equal. On the other hand, the features
of particle motion introduced above have been identified in both channels, although at
different q values, indicating therefore that their occurrence is not qualitatively influenced
by the flow geometry.

More importantly, we show here that the interactions between quantized vortices and
flow-probing particles appear to be relevant not only for the slow particles, as claimed in
the past, for example, by Mastracci & Guo (2018), but also for the fast ones, at least in the
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Particle–vortex interactions in turbulent counterflow

range of investigated parameters, that is, for sufficiently dense vortex tangles, in turbulent
counterflow. Specifically, we find that both slow and fast particles display non-classical,
broad distributions of velocity, which are characterized by heavy tails and indicate the
occurrence of particle–vortex interactions in both regimes. This can be regarded as the
work’s main scientific result, obtained by applying the just mentioned separation scheme.

The paper is organized as follows. In § 2 we describe our visualization set-up and in
§ 3.1 we use the statistical distributions of the streamwise particle velocity to estimate the
normal fluid velocity for our experiments. We then show how the different velocity regimes
of particle motion can be separated (§ 3.2) and investigate their properties (§§ 3.3–3.6),
before concluding in § 4.

2. Methods

The Prague cryogenic visualization set-up was employed for data acquisition – see, e.g.
Švančara et al. (2018b) and references therein for detailed descriptions. In brief, it consists
of a low-loss helium cryostat with the experimental volume located at its bottom; the latter
has a square cross-section, of 51 mm sides, and is 300 mm high. The optical access to the
volume is provided by multilayered windows, of 25 mm diameter, located 100 mm above
the volume bottom, in the middle of each side. Two windows are used for the laser sheet
(approximately 10 mm high and 1 mm thick) and one for the camera.

Thermal counterflow is investigated in a semiclosed glass channel of square
cross-section, see figure 1, vertically mounted inside the experimental volume. The flow
source is a planar resistive heater located at the bottom of the channel. As mentioned
above, when the heater is switched on, the normal component flows upward, i.e. in the
positive vertical direction, while the superfluid component flows toward the heater.

We seed liquid helium with solid deuterium particles in order to visualize its flow. The
particles are made in situ by abrupt solidification from the gaseous phase (approximately
2 % of deuterium gas diluted into helium gas is introduced into the bath by several short
pulses). We capture the particle motions by using a CMOS camera, sharply focused on the
plane illuminated by the laser sheet. The camera field of view (FOV) is 13 mm × 8 mm,
with 1 megapixel spatial resolution.

Each acquired movie is characterized by the temperature T of the He II bath, the heat
flux q supplied by the heater and the camera frame rate f , and consists of hundreds of
frames (up to a few thousands). In order to obtain large data sets, we collected between
five and 105 movies for each experimental condition. Individual camera frames were
processed by employing a custom-made tracking algorithm, providing sets of particle
positions linked to the respective trajectories. Raw tracks were smoothed and differentiated
to obtain time-dependent velocities and accelerations.

Following Mordant, Crawford & Bodenschatz (2004), we estimated the particle
velocities and accelerations by convolving their positions with Gaussian kernels, denoted
below as G1 and G2, which are obtained as time derivatives of the Gaussian filter
G0, employed to smooth the trajectories. From G0(t) ∼ exp[−(t/ατ)2] we obtain,
for the particle velocities, G1(t) ∼ −(t/ατ)G0(t) and, for their accelerations, G2(t) ∼
[2(t/ατ)2 − 1]G0(t), where t indicates the time and τ = 1/f (the relations are only
proportional because the kernels have to be adequately normalized).

The non-dimensional parameter α controls the level of smoothing and here we use 1.7
for G0 and G1, and 5.0 for G2. We specifically studied the influence of this parameter on
the standard deviations of the particle velocity and acceleration, and chose the α values
resulting in relatively small standard deviation changes, following a procedure analogous
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Figure 1. Schematic view of the channel, see La Mantia (2016) for a relevant picture; dimensions are in
millimetres. The glass channel (light blue) has a square cross-section and its top is open to the surrounding
helium bath. The channel glass walls are mounted on a frame and touch each other at the channel corners. The
frame bottom (shaded grey) is slightly smaller than the experimental volume cross-section and the heater is
located in its middle, inside the channel. The laser sheet (green) is approximately 1 mm thick (in the direction
perpendicular to the scheme). The magenta and cyan arrows indicate the directions of the normal fluid velocity
vn and of the superfluid velocity vs, respectively. The horizontal and vertical directions used in the text are
marked by black arrows.

to that outlined by Švančara, Hrubcová & La Mantia (2018a). Similarly, the convolution
with discretely sampled positions was carried out in a finite sliding time window of width
2βτ , that is

xi(t) =
t+βτ∑

t′=t−βτ

x(t′)Gi(t′ − t), (2.1)

where xi, with i ∈ {0, 1, 2}, indicates the position, velocity and acceleration, respectively,
and x denotes the raw position obtained from the tracking software; we set the parameter β

equal to 3 for particle positions and velocities, and to 10 for accelerations, that is, β > α.
The finite width of the kernels is linked to the loss of time resolution because

multiple raw positions are taken into account to obtain a smooth single position (velocity,
acceleration). We can estimate the effective time resolution of the kernels to be τ ′ ≈
2
√

2ατ , which is analogous to the 95% (two-sigma) confidence interval of the normal
distribution. For the velocity estimate we obtain τ ′

1 ≈ 5τ and, in the case of the particle
accelerations, τ ′

2 ≈ 14τ .
It then follows that the latter time resolutions can be used in (1.3) as the characteristic

time scale tp needed for the estimation of the scale sp probed by our particles, which
consequently can be influenced by the specific feature (velocity, acceleration) one is trying
to measure. Note also that the choice of the α and β parameters depends in general on the
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Figure 2. Mean horizontal (blue crosses) and vertical (red circles) particle velocities as a function of the
normal fluid velocity vn, computed from (1.1) by using the experimental volume cross-section (51 mm ×
51 mm). Solid black line, null velocity; dot-dashed black line, vn/2 scaling. The error bars correspond to
the measurement standard deviation on the vertical axis and, on the horizontal axis, to the variation of vn due
to the (relatively small) temperature changes occurring during each experimental run, associated with each
point; results obtained from 11 data sets, containing at least 0.5 million velocity points each, are displayed in
the figure.

experimental conditions and that here we chose values satisfying the standard deviation
criterion mentioned above (Mordant et al. 2004; Švančara et al. 2018a).

3. Results and discussion

Experiments were carried out at temperatures ranging from 1.3 to 1.7 K. The temperature
was kept constant by stabilizing the pressure of helium vapour (this was done by using a
PC-controlled butterfly valve mounted between the cryostat and the pumping unit). To
generate thermal counterflow, a power up to 2.5 W was applied to our planar heater.
Since the walls and frame of our experimental channel are pressed against each other,
we assume here, as in previous studies performed with the same set-up, that the applied
heat leaks out of the channel and thermal counterflow occurs also outside the channel,
within the experimental volume. Heat is therefore transported over an area larger than the
channel cross-section and, as a first step, we set this area equal to the cross-section of our
experimental volume (51 mm × 51 mm). It then follows from (1.1) that the corresponding
range of normal fluid velocities is from 10 to 45 mm s−1, which can therefore be regarded
as a conservative estimate of the actual vn values. Note in passing that for the present
channel the transition to the turbulent state was reported to occur for vns � 1 mm s−1 (La
Mantia 2016).

Figure 2 displays the systematic dependence of the mean particle velocity on vn
calculated from (1.1). We observe that the horizontal component (blue crosses) remains
around zero, while the mean vertical velocity scales as vn/2, up to approximately
25 mm s−1, and deviates from this scaling for larger vn values. The outcome confirms
therefore that the majority of our particles flow in the normal fluid direction, away from
the heat source (see the above discussion on the features of particle motion in thermal
counterflow).

The result also justifies, at least to a first approximation, our choice of assuming that
the applied heat is transported over an area equal to that of the experimental volume
cross-section because the mean particle velocity in the vertical direction scales as vn/2
which is the value one would expect in the range of investigated parameters, that is,

911 A8-7

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
0.

10
17

D
ow

nl
oa

de
d 

fr
om

 h
tt

ps
://

w
w

w
.c

am
br

id
ge

.o
rg

/c
or

e.
 F

ac
ul

ty
 o

f M
at

he
m

at
ic

s 
an

d 
Ph

ys
ic

s,
 o

n 
25

 Ja
n 

20
21

 a
t 1

3:
51

:0
8,

 s
ub

je
ct

 to
 th

e 
Ca

m
br

id
ge

 C
or

e 
te

rm
s 

of
 u

se
, a

va
ila

bl
e 

at
 h

tt
ps

://
w

w
w

.c
am

br
id

ge
.o

rg
/c

or
e/

te
rm

s.
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Figure 3. Uniformity of the particle velocity across the FOV. (a,c) Mean values of the horizontal (a, circles)
and vertical (c, squares) velocities of the particles, calculated by splitting the FOV into 15 vertical regions; grey
areas, corresponding velocity standard deviation. (b,d) Probability density functions (p.d.f.s) of the horizontal
(b) and vertical (d) velocities of the particles, calculated by splitting the FOV into five vertical regions, indicated
by the colour map. Data set collected at 1.36 K, with an applied heat power P = 0.61 W.

at sufficiently small values of heat flux – note in passing that the mean particle velocity
can also be significantly smaller than vn/2 in dense vortex tangles (Kivotides 2008a).
Additionally, as discussed below, in § 3.5, particle trajectories do not show any prominent
deviation from the vertical direction.

However, one cannot in principle exclude that inhomogeneous parasitic flows, due to the
heat leak from the channel, may affect the observed particle dynamics. These flows may
occur (i) in the close proximity of the heat source, where the channel walls are pressed
against its bottom support, and (ii) at the corners where the vertical walls are pressed
against each other, see figure 1. We also note that a small part of the heat supplied by the
planar heater is conducted through the bottom structure to the bulk helium and convected
by a counterflow around the channel, because the bottom structure temperature, due to the
finite conductivity of the heater and support, and to Kapitza resistance, is always slightly
higher than that of the surrounding liquid. Considering that our FOV – 13 mm × 8 mm –
is located approximately 40 mm away from the heater, in the middle of the channel, of
25 mm sides, and approximately 14 mm away from the corners of the channel, along the
corresponding diagonals, one may say that the FOV is relatively far away from the just
mentioned problematic spots.
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Particle–vortex interactions in turbulent counterflow

In order to quantitatively check if this is far enough, that is, in order to further justify our
assumption that the applied heat is transported over an area larger than that of the channel
cross-section, we divided the FOV into rectangular regions, and computed for each of them
the mean particle velocity, in all probed experimental conditions. We found that the latter
velocity is always directed upward, i.e. away from the heat source, with negligible side
component and approximately constant magnitude, regardless of the number of regions in
which the FOV is divided. Specifically, the mean value of the horizontal velocity is always
close to zero and substantially smaller than the corresponding standard deviation (it is also
much smaller than the mean value of the vertical velocity).

The outcome is shown explicitly in figure 3 for a large data set containing more
than eight million particle positions, obtained at 1.36 K, with an applied heat power
P = 0.61 W. Panels (a,c) display the particle velocity components as a function of the
particle position across the FOV, split into 15 vertical regions. It can be seen that the
mean horizontal velocity is slightly larger on the right-hand side of the FOV, but its
magnitude is close to zero and much smaller than the corresponding standard deviation,
plotted in the panel as the grey area (other data sets display similar features but with
less evident systematic behaviour of the mean horizontal velocity). More importantly,
relevant statistical distributions of the particle velocity, computed after splitting the FOV
into five vertical regions, are plotted in panels (b,d) of the same figure and neatly overlap
(the velocity statistical distributions of the particles are discussed below in detail). The
latter result clearly demonstrates that the observed particle dynamics does not depend
appreciably on the particle position within the FOV, that is, no evidence of significant
parasitic flows is found in our data.

3.1. Statistical distributions of the particle vertical velocity
As mentioned above, the probability density functions (p.d.f.s) of the particle vertical
velocity display either one or two local maxima. From now on we focus on three data
sets that are characterized by two neat distribution maxima which are well separated from
each other and centred near vn/2 and vn, that is, the vertical velocity distributions of the
other data sets considered for figure 2 display only one prominent peak – see table 1 for
relevant experimental conditions.

The first step of the analysis is to fit the vertical velocity distributions with
a double-peaked Gaussian function, see figure 4(a–c). The fits neatly follow the
experimental data in the distributions cores (the tails are discussed below) and the peak
velocities, v1 < v2, with the respective standard deviations, σ(v1) and σ(v2), can be
obtained from the fits. Following Mastracci & Guo (2018) the peak velocities are expected
to scale as v1 = vn/2 + vsl and v2 = vn + vsl, where vsl denotes the non-zero slip velocity
due to the density difference between He II and solid deuterium – note that Mastracci &
Guo (2018) set arbitrarily the v1 offset to approximately 2 mm s−1.

It then follows that v1 and v2 obey the scaling relation

2v1 = v2 + vsl, (3.1)

which allows us to verify the origin of the two peaks and to determine vsl. We plot this
dependence in figure 5 (circles), with a linear fit of unit slope (line). The scaling is clearly
verified and we can hence estimate the slip velocity vsl to be approximately equal to
−2.5 mm s−1. The negative sign indicates that our particles are heavier than He II and,
indeed, solid deuterium is heavier than He II.
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P. Švančara and others

# T (K) P (W) f (f.p.s.) N (106) vn (mm s−1) vns (mm s−1)

1 1.39 ± 0.02 1.22 800 1.4 18.7 20.2
2 1.36 ± 0.02 0.61 800 8.6 10.9 11.6
3 1.52 ± 0.03 1.23 250 1.1 10.2 11.7

Table 1. Experimental conditions for the data sets displaying bimodal behaviour, see also figure 4: T ,
temperature of the He II bath; P, applied heat power; f , camera frame rate; N, number of particle positions
in the data set; vn, normal fluid velocity computed from (1.1) by using the experimental volume cross-section;
vns, counterflow velocity computed from (1.2) by using the experimental volume cross-section. Note that the
velocity values reported here can be regarded as conservative estimates of the actual values, see the text for
details.
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Figure 4. The p.d.f.s of the particle velocities. (a–c) Distributions of the vertical component (black circles)
with their double-peaked Gaussian fits (colour lines). (d–f ) Distributions of the horizontal component with their
single-peaked Gaussian fits. Panels (a,d), (b,e) and (c, f ) correspond to data sets #1, #2 and #3, respectively,
see table 1 for relevant experimental conditions.

If we assume that vsl is equal to the terminal velocity of a freely falling spherical particle,
we can estimate the corresponding particle radius r from Stokes’ formula

r =
√

9
2

μvsl

g(ρp − ρ)
, (3.2)

where μ and ρ denote the temperature-dependent dynamic viscosity and density of He II,
respectively, tabulated by Donnelly & Barenghi (1998), g indicates the acceleration due to
gravity and ρp = 200 kg m−3 is the density of solid deuterium, estimated from its crystal
structure (Bostanjoglo & Kleinschmidt 1967). For T = 1.40 K, we obtain r ≈ 5 μm, which
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Particle–vortex interactions in turbulent counterflow
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Figure 5. Scaling of the peak velocities, obtained from double-peaked Gaussian fits of the considered vertical
velocity p.d.f.s. Blue circles, experimental data; see table 1 for relevant experimental conditions. The error bars
indicate the standard deviation of the velocities. Black line, (3.1) with vsl = −2.54 mm s−1.

# vn (mm s−1) vs (mm s−1) vns (mm s−1) sq (μm) sp (μm) R

1 24.6 1.9 26.5 35 70 2.0
2 16.2 1.1 17.3 58 45 0.8
3 12.8 1.9 14.7 48 110 2.3

Table 2. Characteristic flow velocities and scales, estimated from the slip and peak velocities, see the text for
details; vn = v2 − vsl = 2(v1 − vsl), normal fluid velocity magnitude, see also (3.1); vs = vnρn/ρs, superfluid
velocity magnitude; vns = vn + vs, counterflow velocity magnitude, see also (1.2); note that the velocity values
reported here are larger than those listed in table 1; sq, mean distance between quantized vortices, (1.4), note
that relevant γ values were obtained as discussed by Švančara et al. (2018b); sp, scale probed by the particles,
(1.3) with tp = 5/f ; R = sp/sq, non-dimensional scale ratio.

agrees with the typical size of the used particles – see, for example, Švančara & La Mantia
(2017).

It is consequently possible to compute the normal fluid velocity vn, the superfluid
velocity vs and the counterflow velocity vns following the procedure just outlined – see
table 2 for relevant results. Specifically, we set the normal fluid velocity magnitude vn
equal to v2 − vsl = 2(v1 − vsl), by using (3.1) and the corresponding values of peak and
slip velocities, estimated from the probability density functions of the particle vertical
velocity. We then take into account that, in thermal counterflow, the mass flow rate is null
and, consequently, we set the superfluid velocity magnitude vs equal to vnρn/ρs, where,
as mentioned above, the fluid density ratio depends on temperature. Finally, we obtain vns
from (1.2), that is, we set the counterflow velocity magnitude equal to vn + vs. Note that
the vn values obtained from (1.1) by using the experimental volume cross-section, reported
in table 1, are of the same order of (and consistently smaller than) the values of normal
fluid velocity listed in table 2, with the largest relative difference observed for data set #2
and approximately equal to 50 % (the same applies when one compares the corresponding
counterflow velocities).

Additionally, we can now calculate the scale sp probed by our particles and, to this end,
we set tp = 5/f in (1.3) because, as discussed in § 2, the time resolution imposed by the
chosen velocity estimation algorithm is equal to approximately 5τ , where τ = 1/f . We can
also compute the mean distance sq between quantized vortices from (1.4) by using the vns
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P. Švančara and others

0.5

0
0

5

10

15

20

1.0

1.5

2.0

2.5

3.0

–1.0

–0.5

–1.5

0

0.5

1.0

1.5

100 200

Time (ms)

V
er

ti
ca

l 
p
o
si

ti
o
n
 (

m
m

)

V
er

ti
ca

l 
v
el

o
ci

ty
 (

m
m

 s
–

1
)

V
er

ti
ca

l 
ac

ce
le

ra
ti

o
n
 (

m
m

 s
–

2
)

300 0 100 200

Time (ms)
300400

(a) (b)

Figure 6. (a) Typical particle trajectories collected from data set #2. (b) Vertical velocity (blue solid line) and
acceleration (red dashed line) of the particle track highlighted in panel (a).

values listed in table 2, that is, those derived from the statistical distributions of the particle
vertical velocity – relevant γ values were obtained following Švančara et al. (2018b).
The scales estimated in such a way are also reported in table 2, together with the
corresponding ratio R.

We find that, for the chosen data sets, the smallest resolved scale is of the same order of
the mean distance between quantized vortices. The outcome does not change appreciably,
if, for the estimation of sq, we employ the thermal counterflow velocities derived from
(1.2) by using the experimental volume cross-section, see table 1. Indeed, the obtained R
values are still of order one, although slightly smaller than those listed in table 2, that is,
the corresponding scale ratios are equal to 1.5, 0.5 and 1.8 for data sets #1, #2 and #3,
respectively.

It then follows that, for the present statistical distributions of the particle velocity, the
most significant deviations from the Gaussian shape should be observed for data set
#2. This is indeed the case, as shown in figure 4. The outcome is consistent with the
fact, mentioned in § 1, that neat power-law tails are usually observed solely for R values
appreciably smaller than 1.

3.2. Bimodal dynamics and trajectory segmentation
A striking observation of this paper is apparent from the time evolution of the vertical
position of some particles, see figure 6(a). Two characteristic slopes can be easily spotted,
corresponding to the peak velocities v1 and v2. Let us follow the highlighted trajectory.
We plot its vertical velocity and acceleration as a function of time in figure 6(b). Note
that rapid velocity changes between two roughly constant values are clearly visible and
consistent with the corresponding acceleration changes.

The behaviour allows us to develop a separation scheme in the velocity–acceleration
phase space, shown in figure 7 for data set #2. The trajectory highlighted in figure 6 takes
the form of several loops (white points) and the areas of higher density of points, near the
line of zero acceleration, represent the two peak velocities (note the bivariate p.d.f. plotted
as the colour-coded background).

Our separation scheme is based on that developed by Mastracci & Guo (2018), but,
while they separated motion regimes solely on the basis of the particle vertical velocity,
here we divide the two-dimensional phase space into four subspaces (or motion types),
labelled throughout the paper as slow (S), fast (F), acceleration (A) and deceleration (D).
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Figure 7. Separation scheme for data set #2. Colour-coded map: bivariate p.d.f. of the measured
velocity–acceleration pairs. White points, trajectory highlighted in figure 6. Two hyperbolas and a segment
(red lines) divide the phase space into four motion types, see the text for details.
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Figure 8. Trajectory highlighted in figure 6 separated into segments according to the scheme
discussed in the text.

We define the respective separating curves as: (i) a slow hyperbola, with focus in
[v1, 0] and semi axes of lengths 2σ(v1) and 2σ(ay); (ii) a fast hyperbola, with focus in
[v2, 0] and semi axes of lengths 2σ(v2) and 2σ(ay); and (iii) a segment between the
points [v1 + 2σ(v1), 0] and [v2 − 2σ(v2), 0]. The values vi and σ(vi), with i ∈ {1, 2},
are obtained from Gaussian fits, and σ(ay) denotes the standard deviation of the particle
vertical acceleration (its mean value is very close to zero in all considered cases). These
curves are plotted as thick red lines in figure 7.

The segmentation of the exemplary trajectory, plotted in figure 8, indicates that the
proposed scheme correctly identifies different motion regimes and can be used to split
other trajectories. Note that spurious short segments of type A or D, consisting of fewer
than three points, are sometimes observed in the segmentation scheme results. They
usually precede and follow much longer segments of type S or F, and most likely indicate
false transitions between regimes of the same type, that is, they are due to the noise level of
the computed particle acceleration. In order to prevent excessive trajectory fragmentation,

911 A8-13

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
0.

10
17

D
ow

nl
oa

de
d 

fr
om

 h
tt

ps
://

w
w

w
.c

am
br

id
ge

.o
rg

/c
or

e.
 F

ac
ul

ty
 o

f M
at

he
m

at
ic

s 
an

d 
Ph

ys
ic

s,
 o

n 
25

 Ja
n 

20
21

 a
t 1

3:
51

:0
8,

 s
ub

je
ct

 to
 th

e 
Ca

m
br

id
ge

 C
or

e 
te

rm
s 

of
 u

se
, a

va
ila

bl
e 

at
 h

tt
ps

://
w

w
w

.c
am

br
id

ge
.o

rg
/c

or
e/

te
rm

s.
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Figure 9. The p.d.f.s of segment lengths. (a,b) The p.d.f.s of different types obtained from data set #2. (c,d)
Comparison of different data sets; lengths are here normalized by their standard deviations. The segment type
is specified in panels (a–d).

# μS (μm) σS (μm) μF (μm) σF (μm)

1 279 425 108 137
2 221 415 86 178
3 90 123 170 230

Table 3. Characteristic lengths of trajectory segments; μ, mean; σ , standard deviation. The subscripts S and
F denote slow and fast trajectory segments, respectively; see the text for details.

we decided to merge these short segments with their respective neighbours. This choice
led to the softening of the separation scheme, but, at the same time, it helped to retrieve
long segments of type S or F, which are discussed in the following section.

3.3. Segment length distributions
We define the segment length as the physical distance separating its first and last point
(segments consisting of a single point have zero length). Typical distributions of segment
lengths of different types are plotted in figure 9(a,b). Although the p.d.f.s of slow and fast
segments (figure 9a) are highly peaked near zero, we see that the distributions are fairly
broad and segments of lengths appreciably exceeding the mean distance between quantized
vortices, approximately 0.06 mm for the displayed data set, are relatively common. We
summarize the mean values and standard deviations of segment lengths in table 3.
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Particle–vortex interactions in turbulent counterflow

The lengths of segments of type F, associated with fast particles, indicate that the
latter can often travel long distances without changing their motion regime, i.e. without
being significantly disturbed by quantized vortices during their upward journey. The
outcome suggests therefore that the vortex tangle is likely not uniformly distributed in
the considered flow region; this, by the way, is consistent with our current understanding
of counterflow in vertical channels – see, for example, Švančara et al. (2018b) and
Varga & Skrbek (2019). Note also that Kivotides (2008b) observed a similar depletion
of particle–vortex interactions in relevant numerical simulations.

The length distributions obtained in different conditions collapse if we normalize the
segment length by its standard deviation, see figure 9(c,d). This may indicate that the
distribution shape is not significantly influenced by the vortex line density. However, we
do not observe any clear relation between the mean segment length and the mean distance
between quantized vortices.

The lengths of transition segments – A and D, see figure 9(b) – display much narrower
p.d.f.s, with typical lengths comparable to the mean distance sq between quantized
vortices. It is very tempting to conclude that these abrupt events of large acceleration
(deceleration) occur in the vicinity of quantized vortices, but, unfortunately, the time
resolution of the present measurements does not allow such a strong claim. Indeed, we
mentioned in § 2 that the effective time resolution of our acceleration measurements is
appreciably larger than that of the velocity estimates. It then follows that the former
scale ratios are approximately three times larger than the latter ones, which are reported
in table 2. Our results therefore suggest that the observed events of large acceleration
(deceleration) may occur in the proximity of quantized vortices, but, in order to make
a stronger statement, we would need to access smaller scales, i.e. to improve our time
resolution, which, by the way, is technically feasible (see, for example, Voth et al. 2002).
Note also that the oscillations seen in this panel at small length are an experimental
artefact, due to the finite camera frame rate, because the individual peaks represent the
contributions of trajectory segments containing the same number of particle positions.

3.4. Conditioned velocity distributions
The p.d.f.s of vertical and horizontal velocities, obtained from data set #2, are plotted in
figure 10(a,b). While the grey points indicate the unconditioned p.d.f.s, scaled to unit area,
the colour lines denote the respective contributions of different motion types (types A and
D are merged together, for the sake of clarity). Note that all the physical velocities are
normalized by the standard deviation of the unconditioned data and that the areas under
the p.d.f.s reflect the relative abundance of individual motion types.

The p.d.f.s of the particle vertical velocity (figure 10a) clearly show that motion types S
and F are well separated (the small overlap is due to the removal of very short segments,
mentioned above). For the p.d.f.s in the horizontal direction, displayed in figure 10(b),
we observe that, at large enough velocities, the distributions of all motion types neatly
deviate from the Gaussian shape, displayed as the black dashed line. The trends for all the
three data sets considered here are displayed in figure 10(c,d), where we plot the p.d.f.s
conditioned by the motion type S (figure 10c) and F (figure 10d). Note that shapes close
to the Gaussian one are observed only for data set #3, which is characterized by the largest
ratio between the scale probed by the particles and the quantum scale, see table 2.

This result contradicts the findings of Mastracci & Guo (2018). They reported
that the horizontal velocity distributions of particles belonging to their group G2,
loosely corresponding to our motion type F, strictly display a Gaussian form. Based on this
observation, they claimed that these particles behave as if the vortex tangle were absent,
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Figure 10. The p.d.f.s of Cartesian velocities, conditioned by the motion regime. (a,b) The p.d.f.s of the
horizontal and vertical components obtained from data set #2 (A + D corresponds to the merged data of types A
and D); grey points denote unconditioned velocity distributions, scaled to unit area (dimensional velocities are
normalized by using the standard deviation of unconditioned data). Black dashed line, Gaussian distribution.
(c,d) The p.d.f.s of the horizontal component obtained from the chosen data sets and conditioned by segments
of types S and F; all distributions are scaled to unit area.

but our results suggest a different physical picture, that is, both fast and slow particles
appear to interact with the vortex tangle, at least in the range of investigated parameters –
several arguments supporting the close relation between velocity distribution heavy tails
and particle–vortex interactions are presented by La Mantia et al. (2016). Additionally, the
latter interactions could be influenced by the the normal fluid vortical structures observed
in numerical simulations (Idowu et al. 2000; Yui et al. 2020), in the close proximity of
moving quantized vortices. However, these wake structures were observed at relatively
small fluid velocities, that is, their topology in dense vortex tangles, which are specifically
relevant for the present study, is currently unknown.

The disagreement between our measurements and those reported by Mastracci & Guo
(2018) is most likely due to the relatively small sizes of the data sets they discussed,
which are at least one order of magnitude smaller than ours – this is apparent if one
compares p.d.f.s plotted in logarithmic–linear scale – and which consequently do not allow
us to resolve events of large velocity occurring at small scales and with much smaller
probability.

Mastracci & Guo (2018) also reported velocity fluctuations of particles belonging
to their group G2 – fast particles – and, consistently with the corresponding velocity
distribution shapes, these fluctuations were interpreted solely as an effect of the normal
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Particle–vortex interactions in turbulent counterflow

fluid flow on the particle dynamics, see also Mastracci et al. (2019). They specifically
found that horizontal and vertical velocity fluctuations of fast particles are qualitatively
different, with the latter larger than the former, but this is not apparent from our data,
that is, we do not see any consistent dependence of velocity fluctuations on experimental
parameters. This might be related once more to the relatively small size of the data sets
collected in the past and/or to the fact that these studies were performed at relatively small
heat fluxes (Yui et al. 2020).

We may therefore say that, at sufficiently large heat fluxes, particle–vortex interactions
cannot be neglected, but this could possibly be the case at heat fluxes smaller than
those considered in the present study, that is, in the laminar regime for the normal fluid
component. Additionally, as shown in the following section, the particle trajectories for
motion types S and F appear to have different topologies, that is, the strength of the
corresponding particle–vortex interactions does not seem to be the same in the two cases.

3.5. Distributions of the velocity orientation angle
The idea of different interaction strengths came to us from studying the appearance of the
particle trajectories. We observed that segments of type F are considerably straighter than
those of type S and, additionally, we found similar observations in the literature (Chagovets
& Van Sciver 2011; La Mantia 2016). It was specifically argued that the erratic, wiggly
paths of some particles may be related to frequent interactions between the particles and
quantized vortices. In contrast, fast particles are expected to follow the more uniform flow
field of the normal component. Here, we study the behaviour quantitatively, by evaluating
how straight the individual trajectory segments are, focusing mostly on motion types S
and F.

In order to quantify the trajectory shape, we employ the velocity orientation angle θ ,
which can be evaluated along the trajectory, for each point, and is defined, following
Paoletti et al. (2008), as

θ = arctan
(

vy

vx

)
, (3.3)

where vy and vx indicate the particle velocities in the vertical and horizontal directions,
respectively. Note that θ can be evaluated in the full angular range, yielding values −π ≤
θ ≤ π. The direction of the normal fluid flow corresponds to θ = π/2 and that of the
superflow to θ = −π/2.

We plot the p.d.f.s of the unconditioned orientation angle in figure 11(a), where we
compare the distributions obtained in thermal counterflow with a control data set measured
when the heater was switched off (red line). We observe that the latter distribution
is relatively constant, indicating that the corresponding velocity vectors do not have a
preferred orientation. The small equidistant peaks are experimental artefacts due to the
finite spatial resolution, almost equivalent to the bias known as peak-locking in particle
imaging velocimetry (Raffel et al. 2018). Indeed, it is impossible to achieve subpixel
resolution with a one-pixel particle. Therefore this particle will move to one of the eight
pixels around it in the next frame (the average velocity being zero in this case), and induce
a small bias for θ , equal to π/4. Instead, in thermal counterflow, we observe a strong
preferential orientation of the velocity vectors in the direction of the normal component.
This confirms that our data belongs to the intermediate range of counterflow velocity
discussed in § 1 and, additionally, means that most particles follow relatively straight
vertical trajectories.
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Figure 11. The p.d.f.s of the velocity orientation angle θ , see (3.3). (a) Comparison of the chosen data sets
with a residual flow with no applied heat flux. (b) The p.d.f.s corresponding to the individual motion types,
from data set #2; inset: standard deviation of the distributions, displayed in the order corresponding to a typical
time evolution of particle motion, that is, S → A → F → D.

Deviations from straight trajectories, that is, particle tracks with constant θ , can be
quantified by using the width of the corresponding distribution peaks. We plot p.d.f.s
of different motion types in figure 11(b), and, as expected, segments of type S display
a significantly broader distribution – i.e. of larger standard deviation (see inset) – than that
of type F. The result indicates not only that slow particles are, on average, slower than
fast ones but also that their trajectories are subjected to larger deviations, as they seem to
strongly interact with nearby vortices.

3.6. Particle accelerations
A number of previous experimental studies (La Mantia et al. 2013; La Mantia & Skrbek
2014; La Mantia 2017; Švančara & La Mantia 2017) showed that information obtained from
the accelerations of particles probing turbulent flows of superfluid 4He may contribute to
our understating of the underlying physics. It was reported, for example, that the statistical
distributions of the particle acceleration display classical-like shapes at sufficiently large
scales, regardless of the flow type (La Mantia et al. 2013; Švančara & La Mantia 2017) and
of the boundary proximity (La Mantia 2017). Additionally, experimentally obtained mean
values of the particle acceleration were used to test relevant models of particle dynamics,
taking especially into account added mass effects (La Mantia et al. 2013; La Mantia &
Skrbek 2014).

Similarly, the present results suggest that not only particle velocities but also their
accelerations may give useful information for the identification of the two motion regimes
corresponding to fast and slow particles. However, the works just mentioned (La Mantia
et al. 2013; La Mantia & Skrbek 2014; La Mantia 2017; Švančara & La Mantia 2017)
focused on general features of the observed particle dynamics, that is, they were less
concerned by the investigation of single particle trajectories, which is instead the focus of
the present study. We therefore decided to employ here the smoothing scheme described in
§ 2, considering that one should be aware that experimental noise – due, for example, to the
imprecise location of the particles – can be greatly amplified by common differentiation
schemes, especially in the case of accelerations, usually computed as the second time
derivative of the particle positions (see, for example, Voth et al. 2002; Lawson et al. 2018).
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Figure 12. Mean particle acceleration conditioned by the particle velocity. Colour map: bivariate p.d.f. of the
particle velocity; both velocity components are normalized by their standard deviations. White arrows, mean
acceleration map; accelerations are computed on a mesh two times coarser than the velocity p.d.f. and are
shown only if the corresponding bin counts more than 500 samples. The results are obtained from data set #2.

The drawback of our choice is the loss of time resolution in comparison with the
data processing schemes used in the past, which, nevertheless, gave results consistent
with the proposed physical description of the problem. Indeed, as mentioned above, the
effective time resolution for the calculated accelerations is approximately three times
larger than that associated with the particle velocities – note, for example, that the
acceleration of the exemplary trajectory shown in figure 6 is a smoother function of time
than the corresponding velocity. On the other hand, the advantage of our choice is that, in
comparison with previous studies, we are confident that the chosen data processing scheme
is less prone to noise amplification, that is, we believe that our separation scheme is robust
enough to detect the occurrence of motion types S and F.

The idea that acceleration estimates may be important for the present analysis can also
be supported by the pattern of the mean particle acceleration, conditioned by both velocity
components, displayed in figure 12. The mean acceleration is indicated in the figure by
white arrows and the colour map shows the bivariate p.d.f. of the particle velocity. It
seems that, on average, particles accelerate, that is, break free from the slow state and start
to follow the normal component, when their horizontal velocity is close to zero. In contrast,
we observe that events corresponding to particle deceleration in the vertical direction are
coupled to non-zero horizontal velocity. It then appears that particle deceleration and
acceleration events do not share the same features. The former events seem to be more
abrupt than the latter, as they apparently increase the particle velocity in the direction
perpendicular to the mean flow. Possibly, these events may be related to Kelvin waves
generated on the vortex lines when particles are in their close proximity (Kivotides 2008b;
Giuriato & Krstulovic 2019).

Additionally, from the figure it is apparent that the obtained mean accelerations are
smaller than 0.1 mm s−2. In order to physically interpret the latter value, one could start
from the fact that the pressure gradient force, per unit of mass, attracting a spherical
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particle to a quantized vortex core is proportional to κ2/d3, where d indicates the distance
between the particle and vortex core – see, for example, La Mantia et al. (2013) for the
exact expression. A pressure gradient force of 0.1 mm s−2 is obtained for a distance equal
to approximately 120 μm, which is comparable to the scale probed by our particles,
approximately 150 μm in the case of accelerations. On the other hand, if we set d =
50 μm, which is comparable to the estimated quantum scale sq, see table 2, we find that
the pressure gradient force is 1.5 mm s−2, a value much larger than the mean accelerations
shown in figure 12, but of the same order of the peak accelerations displayed in figure 6.

The reader should, nevertheless, keep in mind that the latter considerations on particle
accelerations are rather speculative mainly because no obvious pattern in this phase
space was observed for individual trajectories. Additionally, other experimental conditions
should be investigated and data sets appreciably larger than the present ones should be
collected. A clearer picture may also be achieved with better time resolution, which can be
obtained, for example, with higher camera frame rates, i.e. by reducing the scale probed
by the particles. Indeed, precise measurements of particle acceleration were achieved in
classical flows with very fast pixel detectors originally developed for high energy physics
(Voth et al. 2002; Mordant et al. 2004).

4. Conclusions

The behaviour of relatively small solid particles displays multiple regimes in thermal
counterflow of superfluid 4He. Within the investigated range of experimental parameters,
we observe a clear bimodal dynamics along particle trajectories. These two regimes
can be associated with fast particles, moving in the direction of the normal fluid along
almost straight tracks, and to slow particles, whose erratic upward motion appears
to be significantly influenced by quantized vortices. The regimes, together with the
corresponding transition events, were identified by using a custom-made separation
scheme, based on the identification of specific trajectory patterns in the two-dimensional
velocity–acceleration phase space. It is important to stress that a single particle can explore
both regimes during its motion away from the heat source.

Particle trajectories, split into individual segments according to the motion regimes,
were then studied separately. We observed the occurrence of very long segments, meaning
that particles can be fast or slow on macroscopic length scales, appreciably larger than the
mean distance between quantized vortices. We found that fast particles move, on average,
with velocities close to the normal fluid velocity vn, once the density mismatch between
particle and fluid is accounted for, and that the trajectories of these particles are relatively
straight. The slow particles seem instead to be influenced by stronger interactions with
the vortex tangle. Their mean velocity is reduced to approximately vn/2 and their tracks
are considerably more erratic. We also observed that the particle velocity p.d.f.s reveal
extreme events (heavy tails) in both cases but with different strengths that may be related
to their different interaction with the underlying vortex tangle.

It then follows that the interactions between quantized vortices and flow-probing
particles are ubiquitous in thermal counterflow of superfluid helium. They appear to be
relevant not only for the slow particles, as claimed in the past, for example, by Mastracci
& Guo (2018), but also for the fast ones, at least at sufficiently large heat fluxes, in turbulent
counterflow. This can be regarded as the work’s main scientific result, obtained by applying
the proposed separation scheme.

In summary, we believe that this work not only makes a significant contribution to
our current understanding of particle–vortex interactions in quantum turbulence, but also
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presents a data processing scheme that could be used to interpret particle dynamics in
other flows. Additionally, retrieving patterns in the four-dimensional velocity–acceleration
phase space, as outlined in § 3.6, may be useful for the neat identification of particle
deceleration and acceleration events, that is, to study the still largely unknown dynamics
of particles trapped onto quantized vortices, once adequate time resolution is achieved. We
also envisage that these patterns could be detected by using contemporary computational
methods, such as neural networks and machine learning, following, for example, Dosset
et al. (2016), and that seeking similar behavioural patterns in numerical simulations could
also be a feasible line of future research, if one considers, for example, the recent work by
Polanco & Krstulovic (2020).
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HRUBCOVÁ, P., ŠVANČARA, P. & LA MANTIA, M. 2018 Vorticity enhancement in thermal counterflow of
superfluid helium. Phys. Rev. B 97, 064512.

911 A8-21

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
0.

10
17

D
ow

nl
oa

de
d 

fr
om

 h
tt

ps
://

w
w

w
.c

am
br

id
ge

.o
rg

/c
or

e.
 F

ac
ul

ty
 o

f M
at

he
m

at
ic

s 
an

d 
Ph

ys
ic

s,
 o

n 
25

 Ja
n 

20
21

 a
t 1

3:
51

:0
8,

 s
ub

je
ct

 to
 th

e 
Ca

m
br

id
ge

 C
or

e 
te

rm
s 

of
 u

se
, a

va
ila

bl
e 

at
 h

tt
ps

://
w

w
w

.c
am

br
id

ge
.o

rg
/c

or
e/

te
rm

s.
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An experimental study of turbulent vortex rings
in superfluid 4He

P. Švančara1, M. Pavelka1 and M. La Mantia1,†
1Faculty of Mathematics and Physics, Charles University, Ke Karlovu 3, 121 16 Prague, Czech Republic

(Received 9 September 2019; revised 27 January 2020; accepted 28 January 2020)

Macroscopic vortex rings are generated thermally in superfluid 4He, between 1.28
and 1.95 K, by applying a brief voltage pulse to a resistive heater located below
a circular vertical tube 5 mm in diameter and 20 mm high. The rings form above
the tube and propagate upward with velocities of the order of 10 mm s−1, resulting
in Reynolds numbers up to 105. We visualize their cross-section, of size comparable
with the tube diameter, by capturing the motions of relatively small solid deuterium
particles, previously dispersed in the quiescent bath of superfluid 4He. We employ
particle positions and velocities to compute the Lagrangian pseudovorticity, which can
be seen as a measure of the ring strength and which allows us to identify and track
these objects. We thus obtain time-dependent sizes, positions and velocities of the
vortex rings. We show that, in the range of investigated parameters, these rings behave
as if they were turbulent vortex rings moving in classical viscous fluids, at least in
the direction of ring propagation. The outcome reinforces the view that the study of
turbulent flows of superfluid 4He is not only interesting in its own right, but that it
can also contribute to our current understanding of fluid turbulence in general.

Key words: quantum fluids, vortex dynamics, turbulent flows

1. Introduction
Vortex rings are fascinating objects and their study has been pursued for many

years (see, for example, Shariff & Leonard 1992; Barenghi & Donnelly 2009). In
a typical laboratory setting they are often generated mechanically, that is, a piston
ejects, through an orifice, a relatively small amount of fluid into a reservoir, with the
piston velocity Up and the stroke length L as the main control parameters. Vortex rings
are then formed in the vicinity of the orifice, for certain values of Up and L, and
propagate away from it, interacting with the surrounding fluid. A suitable Reynolds
number, defined as

Re=
UpL
2ν
=
Γ0

ν
, (1.1)

where ν indicates the fluid kinematic viscosity and Γ0 = UpL/2 denotes the ring
circulation according to the slug flow model, can be used to distinguish between
laminar and turbulent rings, although the influence of the orifice geometry and of

† Email address for correspondence: lamantia@mbox.troja.mff.cuni.cz
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the piston velocity time history on the resulting ring features cannot be neglected, as
discussed, for example, by Glezer (1988).

Vortex rings can also be generated thermally, that is, by a short heat pulse, when
the superfluid phase of liquid 4He (He II) is employed as the working fluid (Stamm
et al. 1994a,b). He II is obtained by cooling the normal (viscous) phase of liquid 4He
(He I) below the transition temperature Tλ – equal to approximately 2.17 K at the
saturated vapour pressure – and is characterized by unique physical properties, such
as an extremely large thermal conductivity, which actually depends on the heat flux,
and an extremely small kinematic viscosity (see, for example, Barenghi, Skrbek &
Sreenivasan 2014; Mongiovì, Jou & Sciacca 2018).

Phenomenologically, the large-scale behaviour of superfluid 4He can be described
by the two-fluid model, which postulates the existence of two components. While
the superfluid component does not carry viscosity or entropy, the normal component,
representing the gas of thermal excitations, behaves as a viscous fluid. Although the
density of He II, ρ=ρn+ρs≈ 145 kg m−3, is almost temperature independent, strong
temperature dependencies are observed for ρn and ρs, the densities of the normal and
superfluid components, respectively. At temperatures very close to Tλ, He II is entirely
made of the normal component and, for temperatures below 1 K, it can be said that
only the superfluid component remains.

The velocity field of the superfluid component can be disrupted by one-dimensional
topological defects called quantized vortices. Their core has atomic size, that is,
of the order of 0.1 nm, and the superfluid component is set into motion around
it, ensuring that the circulation around each vortex is equal to the quantum of
circulation κ = h/m4 = 9.97× 10−8 m2 s−1, where h denotes the Planck constant and
m4 indicates the mass of the 4He atom. Typically, the vortices arrange themselves in a
tangle and provide the coupling between the two fluid components, as their cores act
as scattering centres for thermal excitations, represented by the normal component.
It then follows that the flow of one component influences that of the other only
when quantized vortices are present – for example, at large enough flow velocities
– and quantum turbulence is the name usually given to the phenomenon happening
when the quantized vortex tangle enables the mutual interaction between the two
components of the fluid.

The thermal generation of vortex rings discussed here occurs in the two-fluid regime
of superfluid 4He, that is, above 1 K, and is based on releasing a short heat pulse into
a circular tube that opens to the quiescent He II bath, in a way similar to previous
studies (Stamm et al. 1994a,b). According to the two-fluid model, heat is transported
only by the bulk motion of the normal component, which flows away from the heater,
and, in the case of steady flow in a channel, the velocity un of the normal component
is given by

un =
q
ρsT

, (1.2)

where q is the applied heat flux, s denotes the entropy per unit mass and T indicates
the temperature; see, e.g. Van Sciver (2012) for details on the derivation of (1.2). At
the same time, the superfluid component flows in the opposite direction with a velocity
us in order to satisfy the condition of null mass flow rate, i.e. it is assumed that
ρnun+ ρsus= 0. We can therefore establish an analogy between the piston velocity Up
and un, and the piston stroke length L and untq, where tq is the duration of the heat
pulse (Stamm et al. 1994a). It follows that the Reynolds number introduced above,
equation (1.1), can be rewritten in our case as

Re=
ρUpL
2µn

=
ρu2

ntq

2µn
=
ρΓ0

µn
, (1.3)
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Turbulent vortex rings in superfluid 4He 889 A24-3

where the dynamic viscosity µn of the normal component of the fluid is tabulated, e.g.
by Donnelly & Barenghi (1998).

The just mentioned works (Stamm et al. 1994a,b) were motivated by previous
experimental investigations on the occurrence of macroscopic vortex rings in He II,
generated by using the classical piston–cylinder arrangement and studied by acoustic
means (Borner, Schmeling & Schmidt 1983; Borner & Schmidt 1985) or by
visualization (Murakami, Hanada & Yamazaki 1987). These works on mechanically
generated rings also motivated Wacks, Baggaley & Barenghi (2014) to perform
relevant numerical simulations. The main outcome of these studies – see especially
the neat experimental results by Borner & Schmidt (1985) – is that, in the range
of investigated parameters, the normal and superfluid components seem to be tightly
coupled, in such a way that the generated rings appear to display some classical-like
features, regardless of the ring generation mechanism.

It is believed that, at the orifice edges, the normal component of He II behaves
as a classical viscous fluid, that is, under certain conditions, a vortex ring is being
generated. Then, due to the presence of quantized vortices, the superfluid component is
forced to follow the classical behaviour of the normal component, which is driven by
the flow geometry. Consequently, once the ring is fully formed, it can be said that the
two components move together, in the same direction, and the means used to initiate
the fluid motion does not seem to be relevant anymore because the flow geometry is
changed significantly at the orifice edges.

We specifically use here (1.3) to characterize the vortex rings thermally generated
in superfluid 4He, that is, as a starting point for the comparison of their features to
those of other macroscopic vortex rings, both in viscous fluids and in He II. Our
scientific aim was to clarify if significant differences could be observed at sufficiently
large scales, that is, at scales larger than the mean distance between quantized
vortices. As detailed below, it appears that, in the range of investigated parameters,
such differences are absent. The work belongs to the active line of scientific research
focusing on the study of large-scale quantum features of He II, which have yet to
be fully understood, at least from a Lagrangian view point, as discussed, for example,
by Švančara & La Mantia (2017, 2019).

In order to achieve our aim we suspended small solid particles in a quiescent He II
bath. We then visualized the effect of the heat pulse on the particle behaviour and
found that, in certain conditions, the corresponding trajectories are consistently bent
into loops, thus mapping the generation and evolution of macroscopic vortex rings.
Their strength was quantified by using the concept of Lagrangian pseudovorticity,
which we recently introduced in our visualization studies on the macroscopic eddies
shed by objects oscillating in He II (Duda et al. 2015; Duda, La Mantia & Skrbek
2017). It consequently follows that the present work not only addresses an open
problem in quantum turbulence research, but also reports on the use of a technique
that could be relevant for other research fields, when Eulerian data cannot be easily
obtained.

2. Methods

The Prague low-temperature visualization set-up was employed for this study; see,
for example, Švančara et al. (2018b) and references therein for a detailed description.
In brief, it consists of a low-loss helium cryostat equipped with five optical ports
located at its bottom. The ports allow direct optical access to the liquid helium
bath. A solid-state laser and appropriate optics are employed to generate a laser
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Heater

Nozzle

Laser sheet

Thermometer

Particle injection line30

25

22

80

20
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(a)

(b)

FIGURE 1. Schematic view (a) and picture (b) of the experimental cell devised for thermal
generation of vortex rings. A flat resistive heater is placed at the cell bottom, below
a brass circular tube, 5 mm in diameter and 20 mm high. Macroscopic vortex rings,
formed above the tube, are captured in a rectangular field of view (FOV), illuminated
by a planar laser sheet. The cell is attached to a mobile shaft, that is, the cell position
relative to the FOV can be changed (the scheme illustrates their maximal mutual distance).
A low-temperature resistive thermometer is located at the top of the cell, to measure the
temperature of the He II bath. A thin capillary enters the cell to seed the fluid with solid
deuterium particles. Dimensions are in millimetres.

sheet approximately 1 mm thick. A high-speed CMOS camera is sharply focused on
the illuminated plane and captures the time-dependent positions of micrometre-sized
solid particles dispersed in the experimental volume. The particles are obtained by
introducing a small amount of deuterium gas into the liquid helium bath (deuterium
becomes solid at approximately 20 K).

A custom-made experimental cell was employed, see figure 1. Heat is supplied by
a flat resistive heater mounted at the cell bottom. Once the heater is switched on, the
normal component of the fluid flows away from it and enters a vertical circular tube,
20 mm high and of 5 mm inner diameter, open to the quiescent helium bath. For
certain values of un (detailed below) and tq= 500 or 1000 ms, vortex rings having a
size comparable to the tube diameter are observed a few millimetres above the tube,
after the heater is switched off.

The camera field of view is 25 mm wide and 22 mm high. It is located in the
middle of the channel, above the tube exit, which we call the nozzle in the following
for the sake of brevity. The relative distance between the nozzle and the FOV can be
adjusted because the cell is mounted on a mobile shaft and the maximum vertical
distance from the nozzle accessed in the present series of experiments is equal to
approximately 6 times the tube diameter D. Note that, in previous experiments on
macroscopic vortex rings in He II, similar distances from the nozzle were accessed.

Individual experimental realizations were carried out in a repetitive manner, i.e.
several movies were consecutively collected at fixed distance from the nozzle,
temperature, applied heat flux and pulse duration, provided that the waiting time
between the realizations was long enough for the background flow to decay.
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Turbulent vortex rings in superfluid 4He 889 A24-5

Several data sets were obtained at temperatures between 1.28 and 1.95 K, and
for heat fluxes ranging from 35 to 450 mW cm−2. Note that, in the temperature
range considered, the ratio ρn/ρ varies from approximately 5 % to 50 % and that the
presence of either of the components cannot be neglected.

The particle tracking velocimetry technique was employed to analyse the collected
data sets, as in previous studies; see, for example, Švančara et al. (2018b). The
particle positions in the visualized plane are firstly detected from the video frames and
linked into trajectories by using an open-source software (Sbalzarini & Koumoutsakos
2005). Missing positions are linearly interpolated in such a way that the sampling
rate of particle trajectories matches the camera frame rate, equal to 1 or 2 kHz.

The raw trajectories are then processed in order to estimate the particle velocities.
This task is carried out by convolving the raw tracks with suitable smoothing
and differentiation kernels that yield the sought velocities and are robust against
experimental noise, originating, for example, from the imprecise location of the
particles; see Švančara, Hrubcová & La Mantia (2018a) for further details on this
method.

2.1. Lagrangian pseudovorticity
The collected movies clearly depict the cross-section of vortex rings, as a pair of
counter-rotating vortices, moving upward, away from the nozzle. They are made
visible due to their influence on the particle motion. Indeed, the particle trajectories
are often bent into loops or are dragged into the wake that is seen behind most rings.

Note in passing that our particles rarely access the ring core region because their
density is approximately 40 % larger than the fluid density. Additionally, the effect of
the particle inertia on the flow features is, in the present case, unknown because we
only performed experiments by using deuterium particles; see, for example, Švančara
et al. (2018b) for a discussion on the role of particle density in other flows of He II.

The specific nature of the observed particle tracks motivated us to revisit the concept
of Lagrangian pseudovorticity, introduced in our previous studies on the macroscopic
eddies shed by objects oscillating in the liquid (Duda et al. 2015, 2017). This scalar
quantity acts as a space- and time-resolved measure of the vortex strength, and its
introduction was mainly justified by the fact that, by using our Lagrangian data, it
is in general not possible to obtain the flow vorticity, which is an Eulerian quantity
often employed to quantify the strength of vortical structures (Duda 2017).

Here, we indicate the pseudovorticity with the symbol θ and define it as

θ(r, t)=
〈
[(ri − r)× ui]z

|ri − r|2

〉

M
, (2.1)

consistently with Duda et al. (2015, 2017). The angle brackets denote the ensemble
average within the set M of Lagrangian particles (their two-dimensional positions and
velocities are indicated as ri and ui, respectively). The set M includes the particles
that are found within an annular region, of 1 mm inner and 5 mm outer radii, centred,
on a chosen grid, at the inspection point r and captured within a 10 ms time window,
centred at time t. The subscript z indicates that the observed particle trajectories occur
in a plane, that is, we consider the only non-zero component of the vector product (the
z axis is perpendicular to the field of view).

The size of the annular region was chosen according to the apparent size of the
observed vortex rings and, simultaneously, to exclude diverging contributions from
particles too close to the inspection point r. Additionally, the data obtained from
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FIGURE 2. Example of vortex ring visualization. The θ -maps are obtained at different
times after the heat pulse, noted above the panels. In this case, the temperature was
1.50 K and a heat pulse of 278 mW cm−2 was applied for 500 ms, see data set 150c
in table 1, shown below in § 2.3. Positive (negative) values of θ indicate clockwise
(counter-clockwise) rotation. Note the neatly visible ring wake in the right panel. The
vertical coordinate indicates the distance from the nozzle and the reference system origin
is at the bottom left corner of the field of view; 10 realizations (movies) were averaged
before calculating the θ -maps.

multiple realizations were merged together, in order to increase the signal-to-noise
ratio.

The ring visualization was performed by computing the θ values on a square
mesh of 115 × 101 inspection points, covering the entire FOV. Such maps of the θ
parameter, which we call θ -maps, clearly display vortex pairs, see figure 2, and allow
further quantitative processing.

We typically observe that the ring is formed near the bottom of the FOV, see
figure 2(a). Then, the ring gradually propagates upward as a vortex pair, see
figure 2(b), until it reaches the top of the FOV. At this stage, the regions of non-zero
θ begin to deform and eventually decay down to the noise level. Note also that the
wake, formed behind the ring, is visible on figure 2(c).

The parameter θ was called pseudovorticity because, following Duda (2017), we
expected that, in the ideal condition of infinitely dense sampling, which is not met
in experiments, θ converges to the flow vorticity normal to the observation plane.
However, one referee of the present work found a mistake in the just mentioned
proof, connecting θ to the vorticity, namely equation (2.20) in Duda (2017) does
not hold. We therefore provide here a proof that quantitatively relates the Lagrangian
pseudovorticity to the Eulerian vorticity, again under ideal conditions, which are not
met in experiments.

To this end, we define the pseudovorticity as

θ(r)=
1
N

∫

D(r)
n(r′)

r′ − r
|r′ − r|2

× u(r′) d2r′, (2.2)

where D(r) is a circle, centred at r, with radius R, and

N =
∫

D(r)
n(r′) d2r′ = nπR2 (2.3)

indicates the number of particles in the circle. The distribution n(r) of particles in
a plane, which is equal to the number of particles in a local domain divided by
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Turbulent vortex rings in superfluid 4He 889 A24-7

the area of that domain, is here assumed to be constant, that is, the particles are
homogeneously distributed in the circle. Additionally, we assume that the fluid has
a smooth velocity field u(r) and that the particle velocity at point r is equal to u(r).

We can now use the Taylor expansion of the particle velocity, with respect to the
difference 1r= r′ − r, and write

ui(r′)= ui(r)+1rj∂jui(r)+ 1
21rj1rk∂j∂kui(r), (2.4)

neglecting higher-order terms, which is allowed by the smoothness of u(r); note that,
here, the Einstein summation is employed and that ∂jui indicates the partial derivative
of the i component of the vector u with respect to the j coordinate. By using (2.2)
and (2.4) we obtain

θi(r)= I1 + I2 + I3, (2.5)

where

I1 =
n
N
εijk

∫

D(r)

1rj

|1r|2
d2r′uk(r), (2.6)

I2 =
n
N
εijk

∫

D(r)

1rj

|1r|2
1rl d2r′∂luk(r), (2.7)

and
I3 =

n
N
εijk

∫

D(r)

1rj

|1r|2
1
2
1rl1rm d2r′∂l∂muk(r); (2.8)

note that εijk indicates the Levi-Civita symbol in three dimensions.
If, in the above integrals, we use the substitutions r′→ 1r→−1r, we find that

I1 = I3 = 0, while I2 only does not vanish for j= l because
∫

D(r)

(1rj)
2

|1r|2
d2r′ =

∫

D(0)

(1rj)
2

|1r|2
d21r=

∫ 2π

0

∫ R

0

r2 cos2 φ

r2
r dr dφ =

πR2

2
, (2.9)

where suitable polar coordinates are used for the calculation of the integral. It then
follows that (2.5) becomes

θi(r)= 1
2εijk∂juk(r), (2.10)

which means that the pseudovorticity is half of the vorticity, in the close vicinity of
r, for a homogeneous distribution of fluid particles having a smooth velocity field.

It can be shown that the same result holds for an isotropic particle distribution,
but, if n(r) is neither homogeneous nor isotropic, the relation between pseudovorticity
and vorticity will be affected by the actual particle distribution in the chosen area.
Additionally, our particles are not fluid particles and the area considered in (2.1)
cannot be said to be in the close proximity of the inspection point (a large enough
number of particle positions and velocities is needed for the experimental estimation
of θ ).

For the sake of argument, we also calculated the pseudovorticity for a Rankine
vortex by using (2.1). We specifically changed the size of the area employed to
estimate θ , but we kept in this area the same number of homogenously distributed
particles (we did not calculate θ at the area centre). Indeed, it is apparent from
figure 3 that, as the size of this region becomes smaller, the pseudovorticity tends to
half of the vorticity, if one neglects the region where the fluid velocity is not smooth
enough.
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FIGURE 3. Pseudovorticity for a Rankine vortex as a function of the distance from the
vortex axis (radius). Black circles: vortex velocity v; red circles: vorticity ω; open circles:
pseudovorticity θ , the corresponding subscripts in the legend indicate the ratio between
the radius of the area used for the calculation of θ , equation (2.1), and the vortex radius
where the abrupt vorticity change occurs, set to one; see the text for details.

The previous remarks not only justify the name given to the parameter θ , but also
show that the pseudovorticity can be conveniently used to estimate the strength of
vortical structures, if other means are not available, as in our case. On the other
hand, it should also be evident to the reader that, at present, a general, quantitative
relation between θ and the actual flow vorticity is yet to be established, and that its
determination is outside the scope of the present experimental work on macroscopic
vortex rings propagating in He II.

2.2. Identification and tracking of vortex rings
The observed vortex pairs can be separated from the background flow by setting
a (positive) threshold θ0. The positive (clockwise) vortex then consists only of
mesh points (pixels) with θ > θ0, the negative (counter-clockwise) one is instead
characterized by θ <−θ0. Threshold values ranging between 0.15 and 0.25 s−1 were
chosen in accordance with the corresponding level of background noise.

An example of the method is shown in figure 4, with θ0 = 0.25 s−1. At the
beginning, see figure 4(a), only a few pixels pass the threshold, but, when the ring is
fully developed, large circular regions appear, see figure 4(b,c). One can then define
the positions Pp and Pn, for the positive and negative vortices, respectively, as the
θ -weighted centres of these regions, which are displayed in figure 4 as black points
(the grey lines indicate the corresponding tracks).

Following Gan & Nickels (2010), we define the diameter of the vortex ring as
2R = |Pp − Pn|. Additionally, the position P of the vortex ring itself is defined as
the joint, θ -weighted centre of the two vortices. Figure 5 shows typical results of this
tracking procedure. The two panels display the Cartesian components of P (black open
squares), Pp and Pn (red and blue open squares, respectively). It is evident from the
figure that the rings move in the vertical direction. Some outlying data points can be
spotted at the extrema of the time series. At its beginning, the behaviour is likely due
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FIGURE 4. Example of vortex ring identification. The threshold θ0= 0.25 s−1 is employed
to detect the rings from the θ -maps plotted in figure 2. The black points denote the region
centres and the grey lines indicate the corresponding trajectories; see the text for details.
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FIGURE 5. Result of the tracking scheme for the ring plotted in figure 4. Red and blue
open squares: positions Pp and Pn, respectively; black open squares: position P of the
vortex ring. (a) Horizontal ring position relative to the camera field of view as a function
of the time elapsed from the end of the heat pulse. (b) Vertical position relative to the
nozzle; the solid grey lines indicate the vertical positions of the 10 individual realizations
collected at these experimental conditions; see the text for details.

to the weak signal because the size of the regions that pass the threshold value is very
small. On the other hand, at the end of the tracking interval, the rings are deformed
as they approach the top of the camera FOV.

The ring velocity can be estimated as that of individual particles, by convolving P
with a suitable Gaussian kernel. Figure 6(a) displays the ring vertical velocity, i.e. the
time derivative of the data shown in figure 5(b), as a function of time. The obtained
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FIGURE 6. (a) Vertical velocity of the ring tracked in figure 5 as a function of the time
elapsed from the end of the heat pulse. (b) Diameter 2R of the same ring.

velocity indicates that the ring is likely slowing down, at large enough times. Similarly,
the ring diameter 2R appears to increase with time, see figure 6(b).

Note that oscillations are apparent in the velocity and diameter time series. They
may originate from azimuthal oscillations of the vortex ring, which were observed, for
example, by Maxworthy (1977) and Sullivan et al. (2008). Additionally, it cannot be
excluded that the ring is actually not propagating along planes exactly perpendicular
to the camera FOV and this could also contribute to explaining the P slope change
in figure 5(b).

To summarize, the just outlined data processing scheme consists of (i) particle
tracking, (ii) particle velocity estimation, (iii) calculation of θ -maps, (iv) vortex ring
identification and tracking and (v) estimation of the ring size, position and velocity.
The resulting data are quantitative and may serve as a relatively simple tool for the
Lagrangian study of macroscopic vortex rings.

2.3. Ring generation reproducibility
Azimuthal instabilities and asymmetric ring interactions with the surrounding fluid
may lead to the finite dispersion of the ring trajectories. This phenomenon was
experimentally observed, for example, by Gan & Nickels (2010), at relatively large
distances from the nozzle. Although the present study is focused on shorter distances,
the reproducibility of the ring generation process was explicitly tested.

For this purpose, 10 realizations of vortex rings, obtained at 1.50 K, with a heat flux
of 278 mW cm−2 applied for 500 ms, were processed separately in order to obtain
their respective trajectories, that is, we analysed separately the 10 movies collected at
these experimental conditions. Figure 5(b) displays the vertical position as a function
of time for the 10 movies (grey lines) together with the same quantity calculated
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FIGURE 7. Ring vertical position, relative to the nozzle, as a function of the time elapsed
from the end of the heat pulse. The legends indicate the plotted data sets, see table 1 for
the corresponding experimental conditions; for the sake of clarity, the results are displayed
in different panels, depending on Reynolds number and temperature, which are indicated
as appropriate in each panel. Note that positions obtained in similar conditions overlap,
see, for example, the data sets 175b, 175d and 175e in the bottom left panel.

from the entire data set, which includes all the 10 realizations (open black squares).
From the figure, it appears that ring generation is a reproducible process, especially at
sufficiently small times, that is, the outcome supports the use of ensemble averaging
in the present conditions.

However, it is also apparent from figure 5(b) that, for times larger than approxi-
mately 1.4 s, individual ring trajectories are much more scattered, and, additionally,
a sudden position decrease is observed in most cases. This is likely due to the
ring being close to the FOV top and to the signal coming from its wake (note that
ensemble averaging is carried out only if the ring vertical position is detected in
all the realizations). Additionally, for the entire data set, more points contribute to
the calculation of θ -maps and the background signal, which includes the wake, is
reduced. Nevertheless, the latter signal could also contribute to explaining the P slope
change in figure 5(b).

The reproducibility of the ring generation process was also tested from another
perspective. As mentioned above, some data sets were obtained by visualizing the
region close to the nozzle and others from the visualization of areas further away from
it. We specifically find that data obtained in similar experimental conditions overlap,
if we match the time origin with the end of the heat pulse and if the position origin
coincides with the nozzle, see, for example, figure 7. The outcome strongly supports

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
0.

96
D

ow
nl

oa
de

d 
fr

om
 h

tt
ps

://
w

w
w

.c
am

br
id

ge
.o

rg
/c

or
e.

 C
ha

rl
es

 U
ni

ve
rs

ity
 in

 P
ra

gu
e,

 o
n 

24
 F

eb
 2

02
0 

at
 1

6:
22

:5
0,

 s
ub

je
ct

 to
 th

e 
Ca

m
br

id
ge

 C
or

e 
te

rm
s 

of
 u

se
, a

va
ila

bl
e 

at
 h

tt
ps

://
w

w
w

.c
am

br
id

ge
.o

rg
/c

or
e/

te
rm

s.



889 A24-12 P. Švančara, M. Pavelka and M. La Mantia

Data set T q L/D Re/103 Γ0 θ0

130a 1.30 38 4.8 24.3 290 0.15
130b 1.29 35 4.7 22.9 278 0.15
130c 1.28 39 5.5 30.5 378 0.15
150a 1.50 77 3.6 16.6 161 0.15
150b 1.50 77 3.6 16.6 161 0.15
150c 1.50 278 6.5 108.3 1054 0.25
175a 1.75 304 5.1 36.6 328 0.20
175b 1.76 308 5.0 34.9 313 0.20
175c 1.75 305 5.1 36.7 330 0.20
175d 1.75 306 5.2 37.0 332 0.20
175e 1.75 308 5.2 37.4 336 0.15
175f 1.76 451 3.7 37.4 336 0.15
175g 1.75 423 7.1 70.8 635 0.15
195a 1.95 422 3.6 16.6 158 0.15
195b 1.95 412 3.5 15.7 151 0.15

TABLE 1. Experimental conditions: temperature T , in K; applied heat flux q, in mW cm−2;
ratio between the stroke length L = untq, where un indicates the normal fluid velocity,
equation (1.2), and the nozzle diameter D = 5 mm; the heat pulse duration tq is equal
to 500 ms for data sets 150c and 175f, while tq = 1000 ms for the other cases; Reynolds
number Re and nominal circulation Γ0, in mm2 s−1, equation (1.3); chosen pseudovorticity
threshold θ0, in s−1, for ring identification.

the view that the devised set-up can consistently generate vortex rings and that their
dynamics depends on the chosen experimental conditions in a reproducible way.

It is now useful to remark that the values of applied heat flux q listed in table 1
are averaged over the heat pulse duration tq and that the heat flux sampling frequency
for the current series of experiments was 4 Hz, that is, we applied a chosen power
to the heater and, during the heat pulse, we measured the actual power supplied to
the heater with a frequency of 4 Hz, taking into account the relatively small power
dissipated by the wires. It then follows that, at present, we cannot precisely say how
the normal fluid velocity un, which is proportional to the heat flux, varied with time,
during the heat pulse. Additionally, in order to make relevant comparisons, detailed
below, we established above the analogy between un and the piston velocity Up, see
(1.3). We have therefore to remind the reader that, as reported, for example, by Glezer
(1988), the time dependence of the piston velocity may have a significant effect on
the observed features of the generated vortex rings. Consequently, the fact that we
do not have detailed information on the time behaviour of the applied heat flux is a
limitation of the current series of experiments, but, on the other hand, once stated, it
allows us to proceed with the analysis by considering the Reynolds numbers listed in
table 1 as useful first-order estimates.

3. Results and discussion
It is evident from table 1 that, for the present series of experiments, the Reynolds

number Re, calculated by using (1.3), ranges between approximately 15 × 103 and
11× 104. It follows that our rings can be said to be in the turbulent regime because
Glezer (1988) reported that turbulent rings are observed for Re & 104. Additionally,
the ratio between our stroke length L and the nozzle diameter D = 5 mm is
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FIGURE 8. Ring diameter 2R as a function of the time elapsed from the end of the heat
pulse. Symbols and panel description as in figure 7.

approximately 5 – see table 1 – and it has been reported by Gharib, Rambod
& Shariff (1998) that wake formation is usually observed for L/D & 4, which
is consistent with our findings, see, for example, figure 2(c). The reader should,
however, keep in mind the assumptions made for the derivation of (1.3), that is, as
mentioned above, the Reynolds numbers listed in table 1 should solely be regarded as
first-order estimates, mainly because superfluid 4He cannot, in general, be described
as if it were a classical viscous fluid like water.

3.1. Ring position and diameter
We plot in figure 7 the ring vertical position y as a function of the time elapsed from
the end of the heat pulse for all the data sets considered here; see table 1 for the
relevant experimental conditions. We display solely positions obtained when the ring
is fully visible within the camera field of view, that is, we neglect early and late times,
following the procedure discussed above.

It can be noted that the rings move upward and that, in similar experimental
conditions, the data sets have similar slopes. Additionally, the plots obtained for
Re> 70× 103 – see figure 7(d) – are significantly steeper than the others, although a
straightforward relation between the slope and the Reynolds number is not apparent
from the current data sets.

The ring diameter 2R is shown in figure 8 as a function of the time elapsed from
the end of the heat pulse. As explained above, it was computed by applying to the
obtained θ -maps the relevant pseudovorticity threshold θ0 listed in table 1. We also
report in table 2 corresponding mean values and standard deviations for ring radii.
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Data set R v u v/un

130a 3.4± 0.1 10.8± 2.3 0.7± 4.9 0.4
130b 3.8± 0.2 8.1± 1.7 −1.3± 4.2 0.3
130c 3.5± 0.1 10.6± 1.9 1.7± 6.8 0.4
150a 3.8± 0.2 11.6± 2.1 0.1± 3.3 0.6
150b 3.8± 0.2 10.5± 2.1 −0.3± 3.4 0.6
150c 3.6± 0.1 21.9± 4.2 −1.1± 3.3 0.3
175a 3.7± 0.1 16.7± 1.7 0.6± 1.4 0.7
175b 4.0± 0.2 16.1± 2.9 −0.8± 2.7 0.6
175c 3.9± 0.1 14.5± 2.6 −2.4± 2.2 0.6
175d 4.0± 0.1 15.6± 2.5 1.2± 3.9 0.6
175e 3.9± 0.1 15.8± 2.8 1.0± 2.8 0.6
175f 3.5± 0.1 13.8± 2.4 0.2± 3.2 0.4
175g 4.0± 0.2 21.7± 3.0 0.0± 2.7 0.6
195a 3.5± 0.1 12.8± 1.5 −0.6± 2.2 0.7
195b 4.0± 0.2 11.3± 1.8 0.0± 2.6 0.6

TABLE 2. Experimental results: ring radius R, in mm; ring vertical velocity v, in mm s−1;
ring horizontal velocity u, in mm s−1; ratio between the mean value of the ring vertical
velocity v and the normal fluid velocity un, equation (1.2). Note that for each case at least
1 million particle positions were used for the analysis.

It is evident from figure 8 that the ring diameter – which can be regarded as a
first-order estimate of the ring size – shows, in most cases, the tendency to increase
as the distance from the nozzle becomes larger, that is, with time. This outcome is
consistent not only with the classical behaviour – see, for example, Maxworthy (1974)
– but also with results obtained in He II (Murakami et al. 1987; Stamm et al. 1994a).
Note in passing that in previous vortex ring experiments in superfluid 4He the nominal
circulation Γ0 ≈ 1000 mm2 s−1, that is, the present Reynolds numbers are, in most
cases, smaller than those obtained in the past.

Additionally, the ring size oscillates and, as mentioned above, this could be related
to the presence of azimuthal waves and/or to the deviation of the ring motion from
the vertical axis. Consider also that, in the range of investigated parameters, the ring
diameter does not appear to depend significantly on the Reynolds number.

3.2. Ring velocity
We plot in figure 9 the ring vertical velocity v as a function of the time elapsed
from the end of the heat pulse, and in table 2 we list corresponding mean values
and standard deviations for the ring velocities.

First of all, we see in table 2 that, in the range of investigated parameters, the
ring mean velocity in the vertical direction is approximately two times smaller than
the normal fluid velocity un, which we indicated above to be analogous to the piston
velocity Up, see (1.3).

This result broadly agrees not only with classical observations – see, for example,
Sullivan et al. (2008) and references therein – but also with superfluid experiments
(Borner et al. 1983; Stamm et al. 1994a), although, for the present data, the ring
velocity seems to be, in most cases, closer to Up than in previous investigations.
This indicates that the normal fluid velocity un, computed here by using the heater
area, see (1.2), most likely underestimates the actual fluid velocity inside our tube,
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FIGURE 9. Ring vertical velocity v as a function of the time elapsed from the end of the
heat pulse. Symbols and panel description as in figure 7.

which we cannot at present measure, especially if one takes into account that, as
mentioned above, the heat flux time dependence is not precisely known.

Additionally, this remark might explain why the slopes of the data set 175f in
figures 7 and 8 are different from those of other data sets obtained in similar
conditions. Indeed, if we consider that, for the latter data sets, the heat pulse lasted
two times longer than for case 175f, it follows that in the former cases the actual
fluid velocity inside our tube might have been less unsteady than for the data set
175f, due to the different pulse durations.

The claim is supported if one looks at relevant pseudovorticity maps, which are
plotted in figures 10 and 11 for early and late times, respectively. It is evident that
the ring associated with the data set 175f is characterized by smaller radius and
pseudovorticity magnitudes, compared to the other rings, which have instead similar
sizes and |θ | values. It then follows that, in future experiments on thermally generated
vortex rings, special care should be taken to monitor in detail the heat pulse time
history.

We can also see in table 2 that, in some cases, the mean value of the ring horizontal
velocity is not null and this supports the idea that the diameter oscillations shown
in figure 8 are likely due to the ring trajectory dispersion and/or to the presence of
azimuthal waves. Indeed, oscillations are also apparent in the vertical velocity plots
of figure 9.

Nevertheless, the main conclusion that can be drawn from figures 8 and 9 is that,
as time increases, the rings show a tendency to slow down and become bigger, as
is expected to occur in any viscous fluid, due to energy dissipation. Consequently,
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FIGURE 10. Panels (a–c) display θ -maps for different data sets, noted above the panels,
obtained 1.15 s after the heat pulse; see tables 1 and 2 for details on the data set features.
Note that in the right panel the vertical axis, which indicates the distance from the nozzle,
has a different scale compared to the other two.
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FIGURE 11. Panels (a–c) display θ -maps for different data sets, noted above the panels,
obtained 1.90 s after the heat pulse; see tables 1 and 2 for details on the data set features.

if we also consider that an isolated quantized vortex loop shrinks and accelerates as
it decays, due to its fixed circulation, it can be said that the macroscopic rings we
are discussing here display distinctive classical-like features, which is also consistent
with the results obtained in previous Lagrangian studies of other He II flows; see, for
example, Švančara & La Mantia (2017).

We can now substantiate the claim that we are currently probing flow scales larger
than the mean distance ` between quantized vortices by using the results presented
above. Following Duda et al. (2015), we can say that the smallest scale `exp probed
by our particles is equal to the mean vertical velocity of the ring multiplied by the
time between subsequent particle positions. The latter is, in the present case, set to
0.01 s by the smoothing scheme used to compute particle positions and velocities
from the raw data (Švančara et al. 2018a), while the former is listed in table 2.
We obtain that, in the range of investigated parameters, `exp is of the order of
100 µm, which is a value significantly larger than the typical size of our particles
(Švančara & La Mantia 2017). We can compute the mean distance between quantized
vortices as

`= R
(
κ

Γ0

)1/2

, (3.1)
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where we assume that Γ0/κ quantized vortex loops are present within each
macroscopic vortex ring, following Wacks et al. (2014), who showed that, above
1 K, in the two-fluid regime of He II, bundles of quantized vortex loops appear
stable and similar to classical vortex rings; relevant values of the ring nominal
circulation Γ0 are listed in table 1 and κ = 9.97 × 10−8 m2 s−1 is the quantum of
circulation associated with each quantized vortex. By using the mean values of the
ring radius listed in table 2 we obtain that `exp is approximately two times larger
than `. We can then say that, to a first approximation, our claim is verified, but, at
the same time, to give a more robust estimate of the mean distance between quantized
vortices, one should know the actual ring vorticity distribution and, in the following
section, we discuss if this is possible by using the present experimental data.

3.3. Ring circulation and area
In order to calculate the ring circulation, one could start from the knowledge of
the flow vorticity, but, at present, we only have information on the Lagrangian
pseudovorticity and, as mentioned above, a general, quantitative relation between
these two quantities does not currently exist. On the other hand, one may estimate
the ring circulation by using the experimentally obtained pseudovorticity values and
then compare the outcome to the behaviour of the ring circulation reported in the
literature, in view of assessing the relevance of our θ -maps for the actual flow
vorticity.

We decided to follow this route, that is, we estimate the ring circulation C from
the pseudovorticity values, calculated on a square mesh of 115× 101 points, covering
the entire field of view. We specifically use the relation

C=
Cp −Cn

2
=

∑
(θpa)−

∑
(θna)

2
, (3.2)

where the summations take solely into account the mesh points passing the threshold
θ0; the subscript p (n) indicates that the corresponding θ values are positive (negative)
and a ≈ 0.05 mm2 denotes the area of the field of view associated with each mesh
point. We found that Cp ≈ |Cn| and therefore focus here on the corresponding mean
value C, as defined in (3.2).

We plot in figure 12 the ratio C/Γ0 as a function of the time elapsed from the end
of the heat pulse. The first feature one may notice is that, in the range of investigated
parameters, Γ0 is much larger than the calculated C values, by up to approximately
two orders of magnitude. The outcome clearly indicates that, in the present case, the
pseudovorticity magnitude is much smaller than that of the expected flow vorticity, if
one considers that experimental results obtained by Maxworthy (1977), for turbulent
rings, and Didden (1979), in the laminar case, show that measured values of the ring
circulation are of the same order as Γ0, at least close enough to the nozzle and for
L/D≈ 1 (a similar outcome was reported by Borner & Schmidt (1985) for He II ring
experiments). We therefore believe that such a large discrepancy between the expected
and computed magnitudes of the ring circulation clearly indicates that the magnitude
of our θ parameter is not equal to that of the actual flow vorticity.

The time dependence of C is also not consistent with previous results. Indeed,
for turbulent rings, the circulation is expected to decrease with time, as discussed,
for example, by Maxworthy (1974). Similarly, it was shown by Didden (1979) that
the circulation of laminar rings increases solely at early times, during the formation
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FIGURE 12. Ratio between the ring circulations C and Γ0 as a function of the time
elapsed from the end of the heat pulse; see the text for details. Symbols and panel
description as in figure 7.

process, at distances from the nozzle of the order of the latter diameter, and then, at
later times, it decreases too. If one considers that the data shown in figure 12 were
obtained at distances larger than the nozzle diameter, that is, most likely after the
formation process ended, it follows that our θ -maps cannot be used to estimate the
vorticity of the visualized vortex rings.

Additionally, Borner et al. (1983) reported that, for mechanically generated rings
propagating in He II, the circulation appreciably increases with time for temperatures
lower than 1.7 K, while this was not the case at higher temperatures. The outcome,
which was related by Borner et al. (1983) to the temperature dependence of the ratio
between the normal and superfluid components, does also not agree with our data,
obtained at similar distances from the nozzle, but at lower Reynolds numbers and by
using a different experimental technique.

In order to get further insight into the relation between pseudovorticity and vorticity,
we display in figure 13 the normalized ring area AC/AR as a function of the time
elapsed from the end of the heat pulse, where AC is estimated by setting θp = 1 and
θn = −1 in (3.2) and AR = πR2. Note in passing that AC is of the same order as
AR, that is, the use of the ring radius R as a first-order estimate of the ring size is
here justified. More importantly, it is evident from figures 12 and 13 that the time
dependence of C/Γ0 closely resembles that of AC/AR. This outcome may indicate that
the obtained values of pseudovorticity depend significantly on the number of tracked
particles because, at relatively early and late times, fewer particles are used to quantify
the ring strength, compared to when the fully formed ring is in the central part of the
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FIGURE 13. Normalized ring area AC/AR as a function of the time elapsed from the end
of the heat pulse; see the text for details. Symbols and panel description as in figure 7.

field of view. Note also that, as mentioned above, the ring core region is rarely tracked
by our particles because the density of the latter is larger than that of the liquid.

We can therefore say that, at present, we cannot directly access the flow vorticity
and, consequently, the ring circulation. In order to address this issue one can
envisage two routes. The flow vorticity could be experimentally measured by acoustic
means, following, for example, Borner & Schmidt (1985), and/or relevant numerical
simulations could be performed. The motion of viscous vortex rings could be
computed numerically, in conditions similar to the experimental ones, and particles
could be added later to the simulated flow fields. In this way one will likely be
able to establish, for vortex rings, a quantitative relation between the Lagrangian
pseudovorticity and the classical Eulerian vorticity. Attempts to follow both routes
are currently under way and relevant results will be reported elsewhere.

In summary, from the above considerations, it appears that, in the case of
macroscopic vortex rings, the use of the Lagrangian pseudovorticity leads to results
consistent with the literature only when features such as the ring position and
propagation velocity are considered, while the proposed technique is currently not
adequate for investigating the fine structure of vortex rings, that is, the corresponding
flow vorticity distribution.

3.4. Similarity theory
In order to further substantiate the previous claim we apply to our data the similarity
theory developed by Glezer & Coles (1990) for turbulent vortex rings. The theory
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FIGURE 14. Ring radius R as a function of the scaled ring position (y− y0), see (3.3).
Symbols and panel description as in figure 7; the magenta lines indicate relevant linear
fits. Note the different scales on the horizontal axes.

assumes that these rings can be considered as self-similar objects, in certain conditions,
and that their radius R, position y and velocity v can be expressed in non-dimensional
forms.

It is specifically postulated that, if viscous effects are neglected, the only relevant
parameters that influence the ring motion are the fluid density ρ and the hydrodynamic
impulse I, which is assumed invariant, although measurements by Gan & Nickels
(2010) showed that, for turbulent rings, I slowly decreases with time; see also the
earlier work by Maxworthy (1974).

In summary, from the theory it follows that

R∼ (y− y0), (3.3)

where y0 indicates a virtual space origin, and

(y− y0)
4
∼ (t− t0), (3.4)

where t0 denotes a virtual time origin and t is the time. Additionally, one can derive
that

ct = v
4/3(t− t0), (3.5)

where v indicates the ring propagation velocity,

cy = v
1/3(y− y0) (3.6)
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FIGURE 15. Scaled ring position (y− y0)
4 as a function of the scaled time (t− t0), see

(3.4). Symbols and panel description as in figure 7; the magenta lines indicate relevant
linear fits. Note the different scales on the axes.

and
cR = v

1/3R; (3.7)

see, for example, Gan & Nickels (2010) for further details on the derivation of these
rules.

The experimentally obtained dependence of the ring radius R on the position
y, displayed in figures 7 and 8, was employed to estimate the virtual origin y0,
equation (3.3), by using adequate linear fits, and, in a similar fashion, by employing
the obtained values of y0, we estimated t0, equation (3.4).

From the corresponding results, shown in figures 14 and 15, it is evident that, for
the present experimental data, the direct proportionality between (y− y0)

4 and (t− t0)

is neater than that between R and (y− y0). Therefore, this outcome also suggests that
the parameter θ does not seem adequate for estimating accurately the spatial extension
of vortex rings, at least in the range of investigated parameters.

We also calculated the similarity constants ct, cy and cR, by using the ring velocity
v, plotted in figure 9 as a function of the time elapsed from the end of the heat
pulse. Note that the values of these constants are expected to depend on a particular
realization of the flow, while the ratios cy/ct and cR/ct should be universal constants.

As is apparent from table 3 and figure 16(a), the ratio cy/ct is, for the present data
sets, approximately equal to 4, which is the value expected from the similarity theory
(Glezer & Coles 1990; Gan & Nickels 2010). This indicates that our vortex rings
behave as if they were turbulent vortex rings moving in a viscous fluid, at least in
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FIGURE 16. (a) Similarity constant cy, equation (3.6), as a function of ct, equation (3.5);
the dashed magenta line indicates the theoretical expectation (Glezer & Coles 1990; Gan
& Nickels 2010). (b) Similarity constant cR, equation (3.7), as a function of ct. Only mean
values are plotted, for the sake of clarity, see table 3 for corresponding mean values and
standard deviations.

Data set cy ct cR

130a 132.1± 8.6 32.5± 7.9 7.5± 0.5
130b 274.9± 18.7 69.9± 17.5 7.6± 0.6
130c 281.7± 15.9 68.7± 15.5 7.7± 0.5
150a 174.1± 12.1 42.8± 11.9 8.5± 0.5
150b 140.5± 11.3 34.4± 10.5 8.3± 0.7
150c 386.4± 23.2 91.8± 20.6 10.0± 0.5
175a 200.5± 7.0 50.0± 7.0 9.4± 0.3
175b 206.2± 13.7 49.8± 13.5 10.2± 0.6
175c 96.8± 4.7 25.8± 5.0 9.5± 0.3
175d 369.3± 18.9 90.2± 17.8 10.0± 0.6
175e 331.6± 16.4 80.9± 15.5 9.8± 0.4
175f 943.4± 53.2 232.7± 50.7 8.4± 0.5
175g 194.4± 10.0 47.5± 9.9 11.0± 0.5
195a 166.5± 7.3 40.9± 7.1 8.3± 0.4
195b 169.5± 10.6 43.2± 11.0 8.9± 0.6

TABLE 3. Similarity theory results: the constants cy, equation (3.6), ct, equation (3.5),
and cR, equation (3.7) are in mm4/3 s−1/3.
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the direction of ring propagation. Additionally, this outcome confirms that the ring
vertical motion is adequately tracked by the pseudovorticity method employed in this
study, although, as mentioned above, the same cannot be said for the radial direction.

Indeed, the ratio cR/ct, which can be linked to the ring self-similar radial evolution,
does not appear to be constant for the present data sets, see table 3 and figure 16(b),
that is, it experiences larger relative variations in comparison with those of cy/ct. The
outcome could also be related to the ring trajectory dispersion and/or to the occurrence
of azimuthal waves, which we cannot currently access experimentally, but it is mostly
likely due to the already mentioned limitations of the used experimental technique.

Nevertheless, it is remarkable that, as shown in table 3, the standard deviations of
the estimated similarity constants are appreciably smaller than the corresponding mean
values, that is, for each data set, cy, ct and cR seem indeed to be constant, at least
in the range of investigated parameters. However, it is currently not clear why the
constants cy and ct for the data set 175f are much larger than for the others, but the
result could be related to the smaller pulse duration in this case, remarked above in
the discussion on the ring velocity.

Note also that, at present, we cannot estimate the ring impulse I because,
as mentioned above, a general, quantitative relation between the Lagrangian
pseudovorticity and the Eulerian vorticity is yet to be established, although the
obtained cR/ct trend could also be influenced by the fact that I is not exactly an
invariant of the studied motion (Maxworthy 1974; Gan & Nickels 2010).

4. Conclusions

We experimentally investigated the early development of macroscopic vortex rings
in superfluid 4He, where early means at distances between 1 and 6 times the nozzle
diameter. The rings were generated thermally, by applying a short heat pulse, with
temperatures ranging from 1.28 to 1.95 K, in the two-fluid regime of He II, when
the fluid viscosity cannot be neglected. The applied heat fluxes were between 35 to
450 mW cm−2, resulting in Reynolds numbers of the order of 104.

The rings were identified and tracked by using the concept of Lagrangian
pseudovorticity, recently introduced to quantify the strength of large vortical structures
in the absence of Eulerian data (Duda et al. 2015, 2017). We found that the ring
features can be quantitatively assessed by using this method and can therefore be
used to perform relevant comparisons.

Our aim was indeed to make a significant contribution to the active line of scientific
enquiry focusing on the study of similarities and differences between classical and
quantum flows. We found that, in the range of investigated parameters, our rings
behave as if they were turbulent vortex rings moving in a viscous fluid, at least
in the direction of ring propagation. This claim is mainly based on the remarkable
agreement between our experimental results and the similarity theory developed by
Glezer & Coles (1990) for turbulent vortex rings. Additionally, the observed ring
features do not seem to depend significantly on fluid temperature and Reynolds
number.

The results therefore reinforce the view that, at scales larger than the mean distance
between quantized vortices, quantum flows may display distinctive classical-like
features, as discussed in previous works on different types of He II flows (see, for
example, Švančara & La Mantia 2017, 2019), that is, the observed behaviour does
not appear to be strongly influenced by the flow generation mechanism, at least in
the range of investigated parameters. On the other hand, the reason why superfluid
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4He behaves in such a way is still largely unknown and further studies are needed to
address the problem.

A possible route for future investigations could start from the experimental results
recently reported by Švančara & La Mantia (2019), which clearly show that the
mechanisms of energy transport in turbulent flows of He II are strikingly different
from those occurring in similar flows of viscous fluids. In other words, by studying
the late development of macroscopic vortex rings in superfluid 4He, where late means
at distances from the nozzle appreciably larger than in the present case, one might
be able to find distinctive large-scale quantum features.

Another research route, which is potentially not only relevant to quantum turbulence,
could focus on clarifying the relation between the Lagrangian pseudovorticity and the
Eulerian vorticity. As mentioned above, this could be achieved by using numerical
simulations and/or by directly measuring the flow vorticity, for example, by acoustic
means, following Borner & Schmidt (1985).

In summary, our work on macroscopic vortex rings in He II shows that the study
of turbulent flows of superfluid 4He is not only interesting in its own right, but that
it can also contribute to our current understanding of fluid turbulence in general.
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