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Abstract (in English) 

Transcription factors are proteins that mediate gene expression regulation through 

interactions with DNA and other factors. They allow a cell to respond to various stimuli and 

play a crucial role in many biological processes such as control of cell cycle progression, 

differentiation of cells during development or immune response. To understand these 

processes, the knowledge of the transcription factors 3D structure together with the 

mechanism of their interaction with DNA is essential. However, some of the typical features 

of transcription factors, such as is for example the presence of intrinsically unstructured 

regions, make the 3D structure determination by the commonly used high resolution methods 

challenging. Therefore, utilization of complementary methods like structural mass 

spectrometry (MS), which was used in this thesis, might prove to be beneficial to explore 

the structural basis of the transcription factor-DNA interaction. 

 In first part of this work, a set of structural mass spectrometry methods with the main 

focus on hydrogen/deuterium exchange mass spectrometry (HDX-MS) was optimized and 

tested on two transcription factor-DNA complexes and their DNA binding motifs and proved 

to be able to provide structural information about regions of transcription factors inaccessible 

by the classical high-resolution methods as well as about structural dynamics of the 

transcription factor-DNA complex. 

 In the other part of the thesis, the structural mass spectrometry methods were, together 

with other techniques, such as smFRET, gel shift or fluorescence anisotropy, used to 

investigate whether and how the sequential context of the M-CAT motif and its orientation 

affects its interaction with the DNA binding domain of transcription factor TEAD1 (TEAD1-

DBD). The obtained results have shown that the sequences of the DNA regions flanking the 

M-CAT motif affect its binding affinity to TEAD1-DBD and moreover, the transcription 

factor was found to be able to bind also to the inverted 5’-CCTTA-3’ M-CAT motif, albeit 

with lower affinity. This low affinity interaction was then structurally characterized and 

might present a potential way of regulation of the transcription factor activity. Finally, the 

binding cooperativity of FOXO4 and TEAD1 transcription factors were studied utilizing 

oligonucleotides with adjacent response motifs. 

   



 

- 6 - 
 

 

Abstrakt (in Czech) 

Transkripční faktory jsou proteiny, které regulují expresi genů skrze svou interakci s DNA 

a dalšími faktory. Tím buňce umožňují reagovat na různé vnitřní i vnější podněty a hrají 

proto důležitou roli v mnoha buněčných dějích jako je například regulace buněčného cyklu, 

diferenciace buněk během vývoje organismu nebo imunitní reakce. K pochopení těchto dějů 

je nezbytná nejen znalost 3D struktury samotných transkripčních faktorů, ale i mechanismů 

jejich vazby na DNA. Nicméně, některé typické vlastnosti transkripčních faktorů, jako je 

například přítomnost nestrukturovaných oblastí, způsobují, že je velmi obtížné určovat jejich 

3D strukturu klasickými metodami s vysokým rozlišením. Z těchto důvodů mohou být pro 

popis struktury komplexů transkripčních faktorů s DNA s výhodou využity metody s nižším 

rozlišením, jako je například strukturní hmotnostní spektrometrie, která byla použita v této 

práci.  

 V první části této práce byl nejprve optimalizován soubor metod strukturní hmotnostní 

spektrometrie se zaměřením hlavně na optimalizaci podmínek vodík/deuteriové výměny 

(HDX-MS) pro jejich využití k analýze komplexů transkripčních faktorů s DNA. Následně 

pak byly pomocí těchto metod charakterizovány dva komplexy transkripčních faktorů 

s jejich DNA vazebnými motivy, čímž byla potvrzena schopnost testovaných metod 

poskytnout informace nejen o oblastech proteinu nedostupných obvykle používanými 

metodami ale také o strukturní dynamice celého komplexu. 

 Ve druhé části disertační práce pak byly metody strukturní hmotnostní spektrometrie 

společně s dalšími technikami jako je smFRET, nativní gelová elektroforéza nebo 

fluorescenční anisotropie využity v rámci studie zabývající se vlivem sekvence v okolí M-

CAT vazebného motivu a jeho orientace na interakci tohoto motivu s DNA vazebnou 

doménou transkripčního faktoru TEAD1 (TEAD1-DBD). Bylo zjištěno, že sekvence DNA 

v okolí vazebného motivu má vliv na jeho afinitu k TEAD1-DBD proteinu, a navíc je tento 

protein schopen, i když s nižší afinitou, se vázat i na invertovanou verzi svého vazebného 

M-CAT motivu (5’-CCTTA-3’). Schopnost tohoto transkripčního faktoru tvořit nízkoafinní 

interakce s jiným vazebným motivem může poukazovat na potenciální další způsob regulace 

jeho aktivity, a proto byla následně také popsána strukturní podstata této interakce. V závěru 

práce byla také zkoumána možnost kooperativní vazby transkripčních faktorů FOXO4 a 

TEAD1 za využití oligonukleotidů obsahujících sousedící DNA vazebné motivy obou 

proteinů. 
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1. Introduction 

1.1. Transcription Factors 

The term “transcription factor” is commonly used for proteins that are both capable of 

binding a specific DNA sequence and able to activate or repress the initiation or elongation 

phase of synthesis of RNA from DNA template or, in other words, to regulate transcription1–

3. With these properties, the transcription factors allow a cell to respond to diverse stimuli 

by promoting expression of specific set of genes. They play a crucial role in many biological 

processes such as control of cell cycle progression, differentiation of cells during 

development, immune response or maintenance of intracellular metabolic  

balance4–7. And finally, the general transcription factors are proteins that form the core 

initiation complex with RNA Polymerase II which is needed for literally every gene 

expression event to start3.  

 In 2018 there were 1639 known human proteins identified as a transcription factor which 

represent roughly 8 % of all human genes and this number is still expected to grow as new 

transcription factors are discovered every year2. Even though their number seems high, the 

processes they regulate are so complex, that it could never be sufficient if transcription 

factors worked on their own – and they in fact almost never do so. Transcription factors can 

bind to DNA in cooperation with each other and also interact with numerous cofactors to 

fine-tune the gene expression regulation so the cell will be able to produce the proteins it 

needs in precisely the right moment2,8. Since the transcription regulation is such a 

complicated process, it is no surprise that mutations in transcription factor genes, their 

binding sites or errors in their regulation by cofactor presence can lead to various diseases. 

For example, transcription regulators and nucleic acid binders are significantly over-

represented in cancer genes and approximately a third of human developmental disorders is 

caused by mutation in transcription factor genes2,9,10. However, the exact way of how the 

network of transcription factors and cofactors works and how their combinations affect DNA 

binding and transcription output is not yet properly understood. That is why the interactions 

of transcription factors with DNA, as is the case in this work, or other proteins are currently 

a frequently studied topic.  
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1.1.1. Transcription-control Regions 

Transcription factors bind DNA in a sequence specific manner. Typically, they bind to 4-8 

base pairs long protein-binding DNA sequences8, which are situated in DNA regions that 

are generically referred to as control elements and could be located either in the genomic 

region directly preceding the transcription start site (promoter-proximal elements) or up to 

several megabases away from the promoter in a 50-200 bp long region called an enhancer. 

Their typical distribution is shown in Figure 1, however, the exact boundaries between 

promoter-proximal elements and enhancers eventually became blurred with increasing 

number of discovered control elements. Transcription factor binding sites can also appear as 

a cluster that forms a cis-regulatory module11,12. 

 

 

 

Figure 1: A summary of transcription control elements. In active genes, chromatin structure must be 

accessible for proteins. The region around transcription start site (TSS) is called promoter and transcription 

factor binding sites (TFBS) located near there promoter-proximal elements in contrast with further located 

enhancers. TFBSs appearing in clusters can form a cis-regulatory module (CRM) 12. 

 

 The very first enhancer (non-coding genomic region with the ability to enhance 

transcription) was identified as a 72-bp long sequence originating from SV-40 virus that was 

able to increase transcription of β-globin gene in HeLa cells13. Later on, enhancer activity 

has been shown to correlate with several properties of chromatin such as histone H3 K4 

methylation or K27 acetylation. Active enhancers must be accessible for proteins and 
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therefore free from nucleosomes that are chromatin’s base structural unit, which is in 

agreement with mentioned histone post-translational modifications and DNase I 

accessibility being well-known markers of active chromatin14.  

 Another typical property of enhancers is their ability to act almost independently of the 

distance and orientation to their target genes. There were several theories trying to explain 

how this is achieved but the most widely accepted one finally became the “looping” model, 

according to which the transcription factors bound to enhancers form direct contact with 

promoters and the proteins forming the preinitiation complex while the DNA between them 

loops to make the contact possible. The whole structure is then stabilized by cohesin and 

other proteins15–17. However, recent studies suggests that even this model might not be 

entirely correct and the contacts between enhancer and promoter bound proteins can be more 

dynamic and flexible than what was believed8,18. Finally, like transcription factors, the 

enhancers can function in cooperation with each other as well, or even be partially redundant 

resulting in additive effect to gene expression regulation14. 

1.1.2. Mechanisms of Transcription Regulation by Transcription Factors 

1.1.2.1. Chromatin Structure Modulation 

For a transcription factor to enforce its role in gene expression regulation it must first bind 

to its DNA response motif. Nevertheless, chromatin at inactive enhancers is usually closed 

and the presence of nucleosomes at the binding sites is preventing transcription factors from 

reaching their DNA response motifs19.  

 There are several possible mechanisms of how transcription factors overcome this 

inactivation. One of them relies on the cooperativity between transcription factors. Multiple 

transcription factors that recognize binding sites located close to each other within an 

enhancer can compete with proteins of the nucleosome for DNA binding even without 

forming direct protein-protein interactions. This mechanism is called “collaborative 

binding” and can be further enhanced by direct protein-protein interactions when two or 

more transcription factors bind DNA together as a dimer, multimer or, in the extreme case, 

an enhanceosome8,20. Another possible mechanism utilizes a special kind of transcription 

factors called “pioneer factors” such as is for example FoxA or Sox221. These transcription 

factors have the ability to bind to nucleosomal DNA. Once bound there, they can interact 
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with other factors, mainly chromatin remodelers and histone-modifying complexes, to either 

promote or repress chromatin opening and thus binding of other transcription factors8,22. 

Chromatin remodelers are multi-protein complexes containing a catalytic ATPase subunit 

similar to DNA translocases that alter the structure, composition or positioning of 

nucleosomes23. Histone-modifying complexes, on the other hand, alter chromatin structure 

by covalently modifying specific amino acid residues in the histone tails which may directly 

affect chromatin compaction or create docking sites for chromatin remodelers24. Finally, 

there is also evidence, that the pioneer factors can interact directly with RNA  

polymerase II25. 

1.1.2.2. Control of RNA Polymerase II Function 

Out of the three RNA polymerases that were identified in eukaryotic cells, RNA polymerase 

II is the enzyme responsible for synthesis of messenger RNA (and various non-coding 

RNAs) whereas the other two transcribe mostly ribosomal and transfer RNA. The control of 

RNA Polymerase II function is therefore crucial for gene expression regulation26. Alike to 

what was mentioned in the previous chapter for transcription factor binding, even RNA 

polymerase II first needs to gain access to promoter region. Although there is a class of 

promoters containing CpG islands that is mostly open for RNA polymerase II27, other classes 

depend on the function of transcription factors and chromatin modulating enzymes to guide 

the RNA polymerase II to its target promoter12,26. 

 It has been known for some time, that transcription factors use their transactivation 

regions to recruit RNA polymerase and other proteins needed for transcription initiation to 

promoters28. However, only recently a model of how this regulation works was proposed 

(Fig.2) and proofs started to show up, that the disordered transactivation regions of 

transcription factors form phase-separated condensates with similarly disordered parts of 

mediator complex (transcriptional co-activator that stabilizes the preinitiation complex of 

RNA Polymerase II and general transcription initiation factors)29 and C-terminal domain of 

RNA Polymerase II (CTD)30. This results in concentration of these factors at promoters and 

facilitates the preinitiation complex formation26. Apart from this, transcription factors and 

co-factors may also affect the initiation phase by forming direct protein-protein interactions 

with the mediator complex and through it facilitate or repress the preinitiation complex 

formation or phosphorylation of CTD by the TFIIH’s CDK7 kinase which is needed for the 
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elongation phase to start31,32. 

 Shortly after transition to elongation phase, another event that is highly regulated by 

transcription factors occurs– the promoter proximal pausing. This happens typically between 

20-120 bp downstream from the transcription start site32 and involves creation of local 

RNA/DNA hybrids of the newly synthetized RNA and the template DNA strand which leads 

to RNA Polymerase II pausing and backtracking33. The paused state is further stabilized by 

factors DSIF and NELF that can be later released by SPT6 and PAF complex factors after 

being, along with CTD, phosphorylated by the positive transcription elongation factor b (P-

TEFb)26. The release factors can be recruited to their place by transcription factors such as 

for example BRD4 or C-MYC or inhibited by the non-coding snRNA 7SK and proteins 

interacting with it34,35. When RNA Polymerase II is released from pausing, more 

transcription factors assist with recruitment of positive elongation factors, RNA processing 

factors and chromatin modifiers that allows unwinding of nucleosomes and continuation of 

mRNA synthesis26,32. 

 

 

 

Figure 2: Condensate based model of transcription. The promoter condensate is formed by transcription 

factors bound to enhancers which recruit RNA Polymerase II with unphosphorylated C-terminal domain and 

its co-activating factors. Upon phosphorylation of C-terminal domain RNA polymerase II transfers to 

elongation phase and associates with elongation and RNA processing factors. It is predicted to form another 

condensate with assistance of other transcription factors in this phase.26 
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1.1.3. Structure of Transcription Factors 

Transcription factors are typically modular in structure, which means they consist of several 

structural domains with different functions. A typical transcription factor comprise of one or 

more DNA binding domains (DBD) that binds a specific DNA sequence and one or more 

effector domains which might serve either to mediate their transcription regulating function 

through various mechanisms or to regulate the activity of the transcription factor itself  

(Fig. 3)2. 

 

 

Figure 3: Structure of a typical transcription factor. A DNA binding domain is used to recognize and bind to 

a specific DNA sequence whereas an effector domain may use various mechanisms to affect transcription2.  

 

1.1.3.1. DNA Binding Domain 

As the name suggests, this domain serves mainly to make a sequence specific contact with 

DNA, but some of these domains are also able to interact with other proteins and thus bind 

to DNA as a homo or a heteromultimer36. Nevertheless, the majority of transcription factors 

bind to DNA as a monomer or homomultimer2. Structure and sequence specificity of DNA 

binding domains is highly conserved throughout evolution – for example transcription factor 

orthologs between human and Drosophila melanogaster have practically the same sequence 

specificity and their function also tends to be similar37.  

 The structure of DNA binding domain is also a parameter according to which can 

transcription factors be sorted to families of members using the same DNA binding 

mechanism. Currently, there is around 100 known DBD families but this number is probably 

not final since it has been growing for some time and there are still some proteins that have 

been identified as a transcription factor, but their DNA binding domain is not known. Most 

of the known human transcription factors carry one of two DBD types – C2H2 zinc fingers 

or a homeodomain, which are in quantity of members followed by transcription factors 
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featuring helix-loop-helix, leucine zipper and forkhead DBD types2.  

 As was mentioned before, each of the transcription factor families has its own structural 

motif which they use to bind DNA. The binding is usually a result of a combination of 

noncovalent interactions between specific amino acids on the interaction interface (which in 

many cases includes an α-helix inserted to DNA’s major grove) and bases of the DNA 

response motif or the DNA’s sugar-phosphate backbone. Nevertheless, sequence 

independent noncovalent interactions may also contribute to the binding3. For example, the 

second most common DBD type after the C2H2 zinc-finger (which would not be a very good 

typical example due to the fact that one transcription factor usually contains multiple C2H2 

zinc-finger domains and binds to long (20-40 bp) DNA sequences38), the homeodomain, 

consist of three α-helices of which the third (C-terminal) is inserted into DNA’s major grove 

and tree amino acids residues from this helix interact with bases of the TAAT core binding 

motif by forming one hydrogen bond and several van der Waals contacts. The whole 

complex is further stabilized by several water-mediated contacts together with ionic 

interaction between amino acid side chains and the sugar-phosphate backbone39. Similar 

mechanism where some (usually highly conserved) residues make a sequence specific 

contact with DNA while other residues strengthen the bond by sequence independent 

interactions with DNA exist for most transcription factors with known structure of the 

protein-DNA complex2. 

1.1.3.2. Effector Domain 

In contrast with the DNA binding domains that have only one single purpose, the effector 

domains utilize several mechanisms that are very different from each other to achieve its 

final goal – to activate or repress transcription. As was explained in chapter 1.1.2., the 

transcription factors can affect transcription in various points including opening of 

chromatin, recruitment of the basal transcription machinery or release of RNA Polymerase 

II from pausing and each effector domain can affect one or more of these processes. 

 The effector domain that interacts with components of the preinitiation complex are called 

transactivation domains. Many transactivation domains make direct protein-protein contact 

with the general transcription factors or components of the mediator complex and can be 

classified according to their amino acid composition. These domains can be rich in either 

acidic residues, glutamine residues or proline residues which can, to a certain degree, be 
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used to predict their binding preferences40. From the point of view of the 3D structure, the 

transactivation domains often contain unstructured regions than only become structured 

upon binding of their interaction partner (a general transcription factor or another protein, 

DNA, or a small molecular ligand) which serves as a template for its shaping. By this 

mechanism, the unstructured region may even fold differently depending on the type of the 

ligand or upon being post-translationally modified41,42. Apart from the basal transcription 

machinery, some effector domains can also interact through specific interfaces with histone 

modifying enzymes to facilitate or repress access to transcription start sites40,43. 

 Another equally important type of effector domain is one that allows transcription factors 

to cooperatively bind DNA. The dimer (or multimer) can be, depending on the type of 

effector domain, formed either in solution ahead of DNA binding or following the binding 

of one of the factors to DNA. Such cooperative binding vastly increases the pool of 

sequences recognized by transcription factors as it introduces various motif combination and 

even allows a transcription factor to bind to a sequence not quite corresponding to its 

preferred response motif. This cooperative binding is also a key part of combinatorial 

regulation which enables the cell to integrate signals from different pathways to adequately 

react to external conditions40.  

1.1.4. Low Affinity Binding Sites 

In the previous chapter, the possibility of a transcription factor binding to a suboptimal DNA 

sequence was mentioned. These suboptimal binding sequences have lower affinity to the 

transcription factor than the optimal consensus binding motif and thus are called low affinity 

binding sites. As a low affinity binding site is usually considered a sequence that is bound 

up to 1000-fold more weakly than the optimal DNA response motif but still more strongly 

than a random DNA sequence44. For a long time it was believed, that presence of low affinity 

binding sites in genome does not have any functional relevance, however, in the last decade 

a number of studies emerged showing that they might play a very important role in 

explaining the so called transcription factor specificity paradox44–47. This paradox concerns 

the fact, that eukaryotic transcription factor families usually contain paralogs with very 

similar DNA binding preferences and yet they affect transcription of different set of genes. 

Partially it can be explained by cell type specific expression of each paralog but sometimes 

different paralogs are expressed in the same cell and still they preserve the ability to 
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distinguish between the affected genes44,45. It was also shown, that low affinity sites are 

involved in distinguishing whether a single transcription factor will behave as an activator 

or a repressor44,46. 

 There are several possible ways of how a transcription factor can bind to a low affinity 

site or even prefer it to the optimal one. For instance, binding to DNA in complex with an 

interaction partner can change transcription factor’s structure and thus its binding specificity 

can be shifted to previously not preferred DNA sequence45,48. Moreover, spacing between 

the interaction partners binding sites can in some cases compensate for poor binding 

affinity49. Another possible affinity modifier are epigenetic modifications of DNA, 

especially the CpG methylation which can alter the binding affinity even in the paralog 

specific manner50. Furthermore, the intrinsic DNA shape of the binding site may also be the 

source of different paralog specific binding affinity in spite of the fact, that the final complex 

structure is the same51. And finally, there is the factor of local transcription factor 

concentration. The binding site occupancy is a result of combination of two factors – the 

binding site affinity (described by the dissociation constant of protein-DNA complex) and 

transcription factor concentration. Therefore, depending on the concentration and KD the 

transcription factor can be either unbound (when concentration of free transcription factor is 

much lower than KD), partially bound (when both parameters are approximately equal) or 

the binding site might become saturated in case that the transcription factor concentration is 

much higher than KD
44. This provides a handy mechanism for concentration dependant 

transcription regulation where at low transcription factor concentrations only high affinity 

sites are occupied and when the concertation rises, the transcription factor starts to bind the 

low affinity sites as well. Such mechanism was already described for example for the MYC 

transcription factor52,53. The binding to a low affinity site can be further enhanced by 

presence of so-called transcriptional hubs in the nucleus (Figure 4). The hubs are clusters of 

regulatory elements and the basal transcription machinery components (probably created as 

a result of phase separation promoted by the disordered regions of transcription factors which 

was described above) that form a compartment of roughly 100 nm in diameter inside which 

the presence of a single transcription factor molecule can lead to a concentration high enough 

to bind even to low affinity sites44,54,55. 



 

- 20 - 
 

 

 

Figure 4: The effect of transcriptional hubs presence on low affinity sites occupancy. In the green half of the 

picture, situation inside a nucleus with no compartments is shown. At low transcription factor (TF) 

concentration (corresponding to presence of only one TF molecule) the low affinity (KD 1 µM) site would be 

unbound and much more TF molecules would be needed for this site to become occupied. However, as is shown 

in the orange part of the picture, restricting one or several TF molecules to a small compartment leads to high 

enough local concentration to respectively bind or saturate even the low affinity site44. 

1.2. TEAD Family of Transcription Factors 

Transcriptional enhancer associated (or activator for both possibilities are used in the 

literature) domain (TEAD) is a family of transcription factors that share a highly 

evolutionary conserved DNA binding domain – the TEA domain56. The first member of this 

family, the transcriptional enhancer factor 1 (TEF1, later named TEAD1), was identified as 

a small nuclear protein which was able to bind to the GT-IIC motif (5’-ACATTCCAC-3’) 

of the SV40 enhancer in HeLa cells with the ability to upregulate transcription57. Later on, 

other proteins containing the TEA domain were identified throughout different eucaryotic 

species and the domain is therefore sometimes also called ATTS after the first four known 

(AbaA and Tec1 in yeast, Tead1 in vertebrates and Scalloped in drosophila)58. Comparison 

of the identified TEAD family proteins showed a high degree of similarity in the DNA 

binding region revealing the evolutionary conservation of the TEA domain and suggesting 

its possible importance for development of eucaryotic organisms56,59. 
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1.2.1. Function of TEAD proteins in mammals 

1.2.1.1. Isoforms and their physiological function 

In mammals, the TEAD family 

consists of four members and each of 

them is known by several names: 

Tead1 (Tef-1/Ntef), Tead2 (Tef-

4/Etf), Tead3 (Tef-5/Etfr-1), and 

Tead4 (Tef-3/Etfr-2/Fr-19)60. All 

four members of the family share the 

same domain structure, which will be 

discussed in more detail in chapter 

1.1.2. They consist of N-terminal 

DNA binding domain and C-terminal 

transactivation (or YAP binding) 

domain, connected with an 

unstructured linker. All mammal 

TEADs also express a high degree of 

homology, especially in the DNA 

binding domain and YAP binding 

domain regions (Figure 5)61.  

However, the TEAD isoforms differ 

in their tissue and stage of 

development expression patterns, 

which were most thoroughly studied 

in mice. Every tested mouse tissue 

was found to express at least one TEAD protein in a certain point in development, while 

others were shown capable of expressing all of them62,63. Gene inactivation studies in mice 

also provided an insight into function of each TEAD isoform. 

 Tead1 is in adult mice expressed in many organs and tissues including lungs, heart, 

kidney, liver, brain or skeletal muscle64,65. During embryonic development it has a very 

important function in regulation of cardiac muscle growth and myocardium differentiation 

Figure 5: Sequence alignment of the four isoforms of 

human TEAD and drosophila Scalloped. Residues 

highlighted in red are identical among 3 out of 5 sequences, 

yellow are identical among 4 out of 5 sequences, and green 

are identical among all the 5 sequences61. 



 

- 22 - 
 

 

which manifested in the mice embryos lacking the Tead1 in the form of lethal heart 

defects58,66. In adult heart, Tead1 is needed for maintaining its normal function67. Apart from 

the cardiac muscle, Tead1 is also involved in other processes such as skeletal and smooth 

muscle formation and function since it regulates α-actin and α and β myosin heavy chain 

genes58 or in development of the neural system through regulation of Foxa2 gene68. In 

humans, an inactivating missense mutation of TEAD1 gene is a cause of a genetic disorder 

called Sveinsson’s chorioretinal atrophy. In some cases, other Tead proteins might fill in for 

the missing Tead1, nevertheless, this is not possible always68. 

 Tead2 is the first to be expressed and most abundant TEAD protein during the first seven 

days of embryonic development69. It is expressed in almost every tissue and its most 

important function is probably regulation of neural crest cells differentiation through 

affection of Pax3 gene58. Later on, its concentration in organism decreases and its expression 

starts to be limited to only several tissues such as brain or lungs69. Interestingly, it was found, 

that Tead1 can compensate for Tead2 absence during the first stages of embryonic 

development. While mutant mouse embryos lacking only the Tead2 gene appeared normal, 

the ones that lacked both Tead1 and Tead2 genes showed severe developmental defects, 

especially in the notochord, which appeared sooner than the heart defects caused by missing 

Tead1 gene58,68.  

 Tead3 remains the least explored of the TEAD family proteins. In both mice and humans, 

it is expressed mainly in extraembryonic tissue which later forms placenta. In the mouse 

embryos it could only be detected in later stages of development, mostly in neural and muscle 

tissues65. However, no gene inactivation study has been yet reported for this protein. 

 Tead4 inactivation in mice disrupted specification of trophoectoderm (a precursor of 

placenta) and caused the embryos to fail to implant. Nevertheless, if Tead4 was inactivated 

after implantation, the mice developed normally62. Initially, it was thought that Tead4 

regulates expression of several trophoectoderm specific genes needed for trophoectoderm 

cells differentiation70. However, a later study provided a proof, that Tead4 is the only one of 

TEAD proteins present not only in nucleus but also in the mitochondria and during the 

differentiation of trophoectoderm and that its main role lies in maintaining energy 

homeostasis and preventing excess accumulation of reactive oxygen species71. 
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1.2.1.2. Role of TEAD proteins in cancer and their regulation 

Since the deregulation of cell proliferation, growth, differentiation or apoptosis are well 

known properties of tumorigenesis and given the involvement of TEAD proteins in all of 

these processes described in the previous chapter, it is no surprise, that the TEAD proteins 

have been heavily studied in this context60,62. In addition to the previously mentioned target 

genes, TEAD proteins were found to upregulate expression of numerous other genes 

connected with cell proliferation such as are CYR61 and CTGF which both affect cell 

migration and adhesion72,73, anti-apoptotic genes AXL, Livin or Survivin58,74, genes known 

to be oncogenes or even tumor markers (MYC, Mesothelin)75,76 or genes encoding glucose 

transporters GLUT1 and GLUT3 which are needed by quickly growing cells to satisfy their 

energy needs77,78 and many others60. On top of that, increased TEAD activity was observed 

in multiple types of solid tumors including prostate cancers79, colorectal cancers80, breast 

cancers81 or gastric cancers82 and in some of them it was also identified as a marker of poor  

prognosis60,79. Therefore, given the involvement of TEADs in cancer development, it is 

clear, that their activity in organism must be strictly regulated to prevent unchecked cell 

proliferation. 

 Soon after the initial discovery of the first TEAD protein, an unusual property typical for 

this family of transcription factors was found. Although they possess the ability to bind 

DNA, they are not able to activate transcription on their own and can only do that through 

interaction with other proteins – their coactivators83,84. This provides a handy mechanism 

through which can the activity of TEAD proteins be regulated in reaction to different signals 

and conditions. Among the identified coactivators, YES-associated protein (YAP) and its 

paralog TAZ (transcriptional coactivator with PDZ-binding motif) are the two most well-

established85,86. They both form nuclear complexes with all TEAD proteins and together they 

are the main effectors of the Hippo signalling pathway which plays a major role in organ 

size control, cell proliferation and tumorigenesis73,87. This pathway regulates the nuclear 

localization of YAP/TAZ and therefore its availability for interaction with the DNA-bound 

nuclear TEAD proteins. Various upstream signals including mechanical signals, cellular 

stress, extracellular stimuli or cell-cell contact are transferred trough a cytoplasmatic cascade 

of kinases to large tumor suppressor kinase 1/2 (LATS1/2) which, when activated, 

phosphorylates YAP or TAZ88. Phosphorylation of YAP/TAZ by activated LATS1/2 results, 

depending on the phosphorylation site, either in cytoplasmic sequestration due to binding to 
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14-3-3 protein or ubiquitylation and consecutive degradation84. Therefore, when the Hippo 

pathway is active, YAP/TAZ is phosphorylated and not available for TEAD binding whereas 

in case of deactivation of the Hippo signalling (either due to a defect in some of its 

components or as a result of physiological signals), YAP/TAZ is unphosphorylated and able 

to enter nucleus, bind a TEAD protein and increase expression of its target genes88. Apart 

from the Hippo pathway, other signalling pathways connected with cancer cells proliferation 

were recently found to regulate TEAD activity by using their interaction with YAP/TAZ 

coactivators both independently or in a crosstalk with the Hippo pathway60. This includes 

the Wnt/β-catenin pathway89 and alternative Wnt pathway90, the TGFβ pathway91 or the 

LKB1-AMPK signalling92 (for complete summary of TEAD regulation see Figure 6).  

 

 

Figure 6: Overview of the regulatory mechanisms of TEAD proteins. An interplay of signalling pathways 

and nuclear coactivators is needed for TEAD to either activate or repress transcription of various pro-

proliferation genes. Proteins connected with Hippo pathway dependent inhibition of TEAD are highlighted in 

red, proteins known to activate TEAD are green and those known to inhibit its activity independently of the 

Hippo signalling are blue. The asterisk labels known oncoproteins60. 
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 In addition to YAP/TAZ, other coactivators that act independently on the Hippo pathway 

were identified. Out of them, the most well-studied is the Vestigial-like protein (VGLL) 

family whose member VGLL4 was found not only to be able to bind TEAD in the nucleus, 

but also to do so on a similar interface as YAP/TAZ and thus compete for its binding site on 

TEAD with it. Increased concentration of VGLL4 was even found to inhibit the effect of 

deregulated Hippo pathway causing increased nuclear translocation of YAP/TAZ by 

blocking its binding site on TEAD93. Other identified coactivators of TEAD protein then 

include: p160 family of steroid receptors, serum response factor (SRF), poly-ADP ribose-

polymerase (PARP), activator protein-1 (AP-1), myocyte enhancer factor 2 (MEF2), or C-

MYC interaction partner MAX84. 

 Another way how the activity of TEAD proteins might be regulated is by posttranslational 

modifications. To date, three such modifications appearing in vivo were described. TEAD 

proteins might be phosphorylated on serine and threonine residues of the third helix of the 

DNA binding region by protein kinases A or C and the phosphorylation in both cases results 

in disruption of DNA binding94,95. On the other hand, palmitoylation of cysteine residues in 

a hydrophobic core of YAP binding domain was found to be crucial for proper folding and 

stability of TEAD proteins and therefore essential for its physiological function96. 

 Finally, a cytoplasmatic translocation of TEAD proteins can be induced as a reaction to 

cellular stress. It is facilitated by the p38 MAPK pathway where TEAD forms a complex 

with p38 and is subsequently translocated to cytoplasm. As a result, YAP/TAZ are unable 

to activate their target genes even when they are not phosphorylated and therefore present in 

the nucleus97. 

1.2.2. Structure of TEAD proteins 

As was already mentioned, all the four mammalian TEAD proteins share the same domain 

architecture. They consist of two main structural domains (DNA and YAP binding) which 

are both highly conserved plus two, more variable, unstructured regions. One of the variable 

regions is present on the very N-terminus and is followed by a DNA binding domain which 

is then connected by a hydrophobic region rich in proline to a C-terminal transactivation (or 

YAP/TAZ binding) domain (Figure 7). Although no high-resolution structure is yet available 

for the full-length protein, structures of the individual domains have been separately solved 

for some members of the family58,98. 
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Figure 7: Domain architecture of human TEAD1 protein. The two highly conserved DNA binding and YAP 

binding domains are highlighted in yellow and green, respectively. Unstructured variable regions are shown 

in grey. Adapted from58,60. 

1.2.2.1. DNA binding (TEA) domain 

The first high-resolution structure of a DNA-free TEA domain (TEAD-DBD) in solution 

was solved for residues 28-104 of human TEAD1 by using NMR. It was found to be a folded 

globular protein consisting of three α-helices (H1, H2, and H3) connected by two loops (long 

L1 and a shorter L2). H1 and H2 are nearly antiparallel and each of them folded on the 

opposite side of the N-terminal end of H3 (Figure 8A). This study also determined the 

affinity of an isolated TEAD-DBD to DNA to be in nanomolar range, consistent with what 

was previously found for the full-length protein. This demonstrated, that the TEA domain 

on its own is the source of DNA binding ability of TEAD proteins59. 

 The NMR study provided the first insight to the position of the protein-DNA interaction 

interface as well. Helix H3 and the L2 loop immediately preceding it were identified as the 

DNA recognition region59. This knowledge was later expanded by two studies that used  

X-ray crystallography to solve the structure of TEAD-DBD. First, a crystal structure of 

TEAD1-DBD missing the longer L1 loop was published. The TEAD1-DBD missing the L1 

loop quite surprisingly formed a helix swapped homodimer while the H1 helix was swapped 

between the monomers. But more importantly, the L1 loop was found to be involved in DNA 

binding (particularly in cooperative binding to tandemly duplicated elements) as well99.  

Finally, a crystallographic structure was published for the whole human TEAD4-DBD 

(residues 36-139) in complex with DNA which confirmed, that both previously identified 

regions (helix H3 and L1 loop) form the DNA recognition interface. In the TEAD4-

DBD·DNA complex, helix H3 is inserted into DNA’s major grove where it is held by 

specific non-covalent interactions (mainly hydrogen and salt bridges) between H3 residues 

and bases of the DNA recognition motif while the L1 loop makes a sequence independent 
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contact with the minor grove where it stabilizes the complex mostly by hydrophobic packing. 

The main structural difference between the free and bound forms of TEAD-DBD is found 

in the H3 helix, which is in the bound state prolonged and rotated 30° relative to helices H1 

and H2 to better fit in the DNA’s major grove (Figure 8B)100. 

 

 

Figure 8: Structural superposition of TEAD-DBD in apo state (A) and in complex with DNA (B) 

Comparison of apo state TEAD1-DBD solved by NMR (blue) and crystallographic structure of DNA-

complexed TEAD4-DBD (green). Helix H3 and loop L1 were identified as the DNA recognition regions. Helix 

H3 is prolonged and 30° rotated in the bound form. Adapted from100. 

1.2.2.1.1. Binding motif 

The TEAD1 protein was initially identified bound to the GT-IIC motif of the SV40 enhancer 

in HeLa cells whose sequence is 5’-ACATTCCAC-3’57. Subsequently, similar TEAD 

binding motives were identified in many muscle specific genes (first example was cardiac 

troponin T) and thus a consensus sequence of 5'-CATTCCT-3' called M-CAT (muscle CAT) 

was established101–103. Its relationship with TEAD1 was further confirmed by using a 

protein-binding chip derivatized with randomized DNA duplexes designed to identify the 

sequence with the highest affinity for TEAD. The results lead to a sequence corresponding 

to ANATVCZN, in which V can be A, T, or G; Z can be A, T, or C; and N can be any base59. 

Finally, with the introduction of the high throughput sequencing techniques (ChIP-Seq, HT-

SELEX) for identification of transcription factor binding sites, the consensus binding motif 

of TEAD proteins was shortened to 5'-ATTCC-3' (Figure 9)104.  

 Shortly after their discovery it was also found, that TEAD proteins bind only double 

stranded DNA and not the single stranded one, a property that was later explained by X-ray 

crystallography that identified several hydrogen and salt bridges being formed between H3 

helix residues and bases of both DNA strands100,105. 



 

- 28 - 
 

 

 

 

Figure 9: Comparison of binding motifs of the four human TEAD isoforms. The sequence logos depict the 

relative frequency of each base on a given position in either HT-SELEX or ChIP-Seq results dataset as are 

collected in the Jaspar database104. 

 

 What is also typical for TEAD binding sites is the ability of these transcription factors to 

bind cooperatively to tandemly repeated M-CAT motifs but non- cooperatively to spaced or 

inverted repeats56,106. Unfortunately, structural basis of this cooperation has not yet been 

completely explained, although the L1 loop is expected to play a crucial role in it99. 

1.2.2.2. YAP binding domain 

As its name suggests, the importance of YAP binding domain (TEAD-YBD) lies in binding 

of coactivators (out of which is YAP the most well described) and, as was mentioned earlier, 

TEADs can affect transcription only after forming a complex with these proteins. Therefore, 

it is also sometimes called “transactivation” domain. The first high resolution structure of 

this domain was published for residues 217-447 of human TEAD2 and revealed that it adopts 

an immunoglobulin-like fold with the core of two β-sheets (consisting of five and seven 

strands) packing against each other to form a β-sandwich plus two helix-turn-helix motifs 

capping the openings on each end of the β-sandwich (Figure 10)107.  

 This study also suggested that its interaction with YAP is formed through a short natively 
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unfolded segment of YAP which 

adopts an ordered conformation after 

binding to TEAD-YBD surface. This 

finding was subsequently confirmed 

by two studies that solved the 

crystallographic structures of human 

TEAD1-YBD and mouse tead4-YBD 

in complex with the TEAD-interacting 

N-terminal domain of YAP107–109. It 

was shown that YAP wraps around the 

globular structure of TEAD1 and 

forms extensive interactions via three 

interfaces, all of which are highly 

conserved in both YAP and TEAD 

proteins. Out of them the interface 3, containing the PXXΦP motif (where P is proline, X is 

any amino acid, and Φ is a hydrophobic residue) was identified as the most critical for 

complex formation (Figure 10)108,109. 

 As for other coactivators, the 3D structures of their complex with TEAD-YBD were so 

far published for mouse tead4-taz, mouse tead4-vgll1 and human TEAD4-VGLL4 which, 

unlike other VGLL proteins, contains two Vg domains able to bind TEAD98. Two different 

binding modes were found for the Taz coactivator. One of them is very similar to YAP-

TEAD complex, while in the other a 2:2 complex is formed by two molecules of Taz jointly 

forming a bridge to bind two molecules of tead4-YBD. However, in both cases the same 

binding interfaces as in the TEAD-YAP complex are used110. In spite of the significant 

differences in the primary structures of VGLL and YAP/TAZ, it was shown that Vgll1 adapts 

a similar fold to YAP/TAZ upon Tead binding with the main difference being the fact, that 

it interacts with Tead only through interfaces 1 and 2111. VGLL4, on the other hand, uses its 

two Vg domains to form a complex with two TEAD4 molecules at the same time and, more 

importantly, it was shown to compete with YAP for TEAD binding and therefore to reduce 

its oncogenic effect93. 

 Recently, crystallographic structures of human TEAD2-YBD and TEAD3-YBD were 

solved and surprisingly, both isoforms were found to be palmitoylated at a conserved 

Figure 10: Overlay of the two published TEAD-YBD and 

YAP complex structures with highlighted interaction 

interface. TEAD-YBD is depicted in pink whereas YAP is 

in green/yellow98. 
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cysteine residue inside a central hydrophobic pocket of the protein. Upon revision of the 

previously published TEAD-YBD structures, some level of palmitoylation was revealed in 

all of them and this modification was shown to be responsible for the overall protein 

stability96. The ability of TEAD proteins to autopalmitoylate even at physiological 

concentrations of palmitoyl-CoA was at the same time discovered by another group which 

has further shown, that the palmitoylation may, apart from the protein stability, affect 

YAP/TAZ binding but not VGLL4 binding112. Finally, TEAD proteins were shown to be 

able to incorporate other fatty acids as well, but in this study, the acylation did not have any 

effect on the coactivator binding.  It was, however, confirmed that it highly increases the 

protein stability113. 

1.3. FOXO transcription factors 

The Forkhead box (FOX) family of transcription factors share a conserved DNA binding 

domain of the same name consisting of a three helix bundle folded into a variant of helix-

turn-helix motif and two long β-sheet-bordered loops resembling wings which gave the 

domain its alternative name “winged helix domain” (Figure 11)114,115. So far, 19 subfamilies 

were identified in organisms ranging from fungi to humans. These subfamilies were 

classified according to their sequence homology within the Forkhead box and other 

functional domains (concretely FOXOs do have four of them – the Forkhead DBD, a nuclear 

localisation sequence, a nuclear export sequence and a transactivation domain116) and 

designated by a letter (A-S)115,116. Despite the FOX proteins sharing highly conserved DNA 

binding domains, they differ in their tissue expression patterns and regulatory mechanisms 

which allows each of them to have a unique function117. 

 First FOXO subfamily genes were identified in studies of chromosomal translocations 

found in human tumors as a part of a fusion gene with MLL118. Since then, four FOXO 

members were discovered in humans – namely FOXO1, FOXO3a, FOXO4 and FOXO6. 

These isoforms are, similarly to TEADs, expressed in almost every tissue and while each of 

them has its own tissue expression pattern and target gene specificity, their localization and 

function can sometimes overlap116,119. FOXO transcription factors regulate expression of 

wide range of genes involved in various cellular processes such as cell cycle regulation 

(Cyclin D), apoptosis (TRAIL), autophagy (LC3), stem cell maintenance and differentiation 

(MSTN), DNA repair (Gadd45), glucose and lipid metabolism (G6PC), stress resistance 
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(Catalase), pluripotency (OCT4) or immune response (IL7R)120. FOXOs themselves are 

regulated mainly by posttranslational modifications (namely phosphorylation, acetylation 

and ubiquitination) whose specific combination creates a molecular code to affect FOXO 

protein’s stability, nuclear localization or transcriptional activity in response to external 

stimuli119. Out of these stimuli, the ability to respond to signals transmitted through the 

insulin or growth factor dependent activation of the PI3K/AKT signalling pathway is a 

typical property of FOXO family transcription factors and their most thoroughly studied 

regulatory input121,122. If the pathway is active (in presence of insulin or growth factors and 

importantly in cancer cells), the AKT kinase phosphorylates FOXOs in the nucleus on 

specific residues resulting in creation of 14-3-3 binding site, subsequent translocation to 

cytoplasm and thus in inhibition of activity which may result in the suppression of 

transcriptional programs that control cell proliferation. Therefore, the deregulation of 

FOXOs is connected with poor prognosis of cancer patients or with insulin resistance116,119. 

1.3.1. FOXO4 and its structure 

FOXO4 is one of the first two FOXO genes discovered in the studies of acute leukemia cells 

chromosomal translocations as a part of a fusion gene and was therefore initially called AFX 

(acute leukemia fusion gene from chromosome X)118. Mammalian FOXO4 was found to be 

expressed in almost every tissue, however it is most abundant in the skeletal muscle123. 

Despite the fact, that the initial gene knockout studies of FoxO4 on mice, in contrast to other 

FoxO isoforms, did not reveal any abnormalities, it was later shown, that FOXO4 plays an 

important role in several cell processes124,125. It is for example involved in a cellular response 

to oxidative stress, where it can both down- and upregulate the cellular antioxidative defence 

systems125. Furthermore, FOXO4 can induce apoptosis126, downregulate muscle cell 

proliferation and differentiation127 and serve as a tumor suppressor by induction of cell cycle 

arrest125,128. Like other FOXO proteins, FOXO4 is regulated by posttranslational 

modifications but apart from it, it can interestingly also be regulated on the level of protein 

synthesis by microRNAs125. Thanks to its tumor suppressor activity, FOXO4 was subject to 

many studies with the ultimate goal to find its clinical application which led, among other 

discoveries, to structural characterisation of its DNA binding domain. This structure, 

together with its DNA response element served as a model system in this thesis.
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Figure 11: Structure of the FOXO4-DBD·DNA complex. The complex structure is formed by insertion of the 

H3 helix to major groove and further stabilized by sequence independent contacts of the N-terminus and wing 

W1 with the phosphate groups of DNA. Adapted from129. 

  

 FOXO4 is 505 amino acids long protein consisting of the four main structural domains 

typical for all FOXOs. The N-terminal Forkhead DNA binding domain is responsible for 

binding to the consensus sequence 5’-GTAAACAA-3’, known as the DAF-16 family 

member-binding element130 and it is the only part of the protein whose 3D structure has been 

solved as the rest of the protein was predicted to be highly disordered120,131. The other three 

regions conserved within the FOXO subfamily (nuclear localisation sequence located on the 

C-terminal end of the Forkhead domain, nuclear export sequence and C-terminal 

transactivation domain) all contain numerous posttranslational modification or protein-

protein interaction sites and are important for regulation of FOXO4 nuclear localization, 

stability and transcriptional activity120. The first high resolution structure of FOXO4-DBD 

was obtained by using NMR and confirmed the typical Forkhead domain fold with 

disordered and highly flexible N- and C-terminal parts132. Subsequently, another study has 

shown, that these two regions (the N-terminal unstructured part preceding the first helix and 

the C-terminal W2 wing loop) are both involved in stabilization of the protein DNA complex 

which is, as is typical for all FOX proteins, formed by inserting the third helix into DNA’s 

major grove133,134. Finally, a crystallographic structure of the complex of FOXO4-DBD 

missing the W2 wing with its DAF-16 family member-binding response element was 

published (Figure 11). It confirmed all the previous discoveries and has shown that FOXO4-

DBD uses its helix H3 to dock into the major groove through base-specific contacts, while 

the N-terminus and wing W1 make additional contacts with the phosphate groups of DNA. 



 

- 33 - 
 

 

Moreover, in contrast to other FOXO-DBD·DNA structures, the loop between helices H2 

and H3 was found to participate in the DNA binding as well129. 

1.4. Methods for Structural Characterization of Transcription Factor-DNA 

Complexes 

To structurally characterize a complex formed between a transcription factor and its DNA 

response motif a number of biophysical methods can be used. The most commonly utilized 

are the well-established high-resolution techniques of X-ray crystallography and nuclear 

magnetic resonance (NMR) with the more recent addition of cryo-electron microscopy 

(CryoEM). While the obvious advantage of these techniques lies in the ability to solve a 

protein structure at atomic resolution, they all have their limitations in the experimental 

conditions that need to be met which will be described further in this chapter. To overcome 

these limitations, the results received by usage of different high-resolution techniques can 

be combined and further expanded by lower resolution methods such as small-angle X-ray 

scattering (SAXS), fluorescence resonance energy transfer (FRET) or structural mass 

spectrometry (structural MS) which is utilized in this thesis, forming together an approach 

called “integrative structural biology”135. 

1.4.1. X-ray Crystallography 

The X-ray crystallography is the most widely used method for solving 3D structures of 

proteins or nucleic acids as well as their complexes. The first protein-DNA complex 

structures were obtained by this methods almost 40 years ago136,137. It utilizes the scattering 

of X-rays of wavelength in the same range as distances between atoms in molecules on 

electrons in the studied biomolecule. The periodic repeating of the same structural motif in 

the crystal grid than allows the scattered X-ray radiation to be enhanced or extinguished in 

specific directions when the waves interfere creating a diffraction pattern characteristic for 

the given geometry of the crystal unit cell. The effectiveness of this interference then 

depends on the position of all atoms in the crystal structure. Therefore, after measuring 

enough reflection intensities while rotating the crystal and after finding phases of individual 

signals by either experimental or computational means (for both amplitude and phase are needed 

for deconvolution by Fourier transform but only amplitudes can be obtained from the measured 

intensities), the measured data can be used to deduce a map of electron density within the crystal 
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and finally a 3D protein structure in atomic resolution138. 

 While the indisputable advantage of this method lies in the high resolution, its use for protein-

DNA complexes might be challenging because of the need to crystalize the complex. In case of 

transcription factors, the main problem lies in the presence of larger unstructured regions that 

might prevent the crystallization and usually lead to deliberate shortening of the protein and 

subsequent solving of the structures of only selected domains with stable conformation139. In 

addition to that, the complex needs to be very stable and the conditions used for crystallization 

need to be carefully selected to prevent creation of artefacts or shielding of recognition sites on 

the protein by high salt concentrations. Therefore, this technique is not suited for low-affinity 

complexes140. 

1.4.2. Nuclear magnetic resonance (NMR) spectroscopy 

Another frequently utilized method for structural characterization of protein-DNA 

complexes is NMR spectroscopy. In an NMR experiment, a strong magnetic field is utilized 

to separate the energy levels associated with nuclei of isotopes such as 1H, 13C, 15N and 31P 

that carry magnetic dipoles. Upon irradiation of the sample with electromagnetic radiation 

in the range of radio wave frequency, the nuclei can absorb the radiation and transfer to a 

higher energy state if the frequency of the radiation precisely correspond to a specific 

resonant frequency of the nuclei. The nuclei then emit radiation, that can be measured, when 

returning to the equilibrium state. Most importantly, the specific resonance frequency of 

each nucleus depends on its chemical environment. Thus, each nucleus in a protein will 

resonate at different frequency depending on its position in the structure. These frequencies 

are typically reported as “chemical shifts” in units of ppm to correct for the effect of the size 

of the used magnet and plotted against intensity of the emitted signal which results in a 1D 

NMR spectrum. Through a combination of 2D correlation NMR experiments which 

combines spectra measured for different isotopes it is finally possible to map the distances 

between pairs of atoms by specifying which pairs are close together in space an therefore to 

determine a 3D structure of the protein139,141. 

 In contrast to X-ray crystallography, the NMR experiments are run in solution and 

therefore the environment is much closer to native conditions and allows analysis of 

unstructured parts of the protein and their dynamics. In addition to that, comparison of 

chemical shifts of the free protein and ligand-bound might be used to identify the regions 

responsible for binding which is very important for structural characterization of 
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transcription factor-DNA complexes. However, the main disadvantage of this method has 

long been the molecular weight upper limit of the analyzed samples of approximately 40 

kDa139. Most transcription factors, not to mention their complexes with DNA, are bigger 

than that, so only parts of them could by solved by NMR. Newer techniques, like TROSY, 

are available to overcome this limitation, however analysis of bigger molecules is still 

challenging and far from routine142. 

1.4.3. Cryo-electron microscopy 

During the last decade, a great improvement in instrumentation finally allowed cryo-electron 

microscopy (CryoEM) to achieve resolution under 3Å and thus to become a useful tool for 

determination of 3D structures of proteins. This method is a type of transmission electron 

microscopy, where electrons emitted by the microscope’s source are scattered after passing 

through the specimen and finally hit a detector to form a 2D projection of the structure in 

the direction of the electron path143. The 3D image is then computationally reconstructed by 

combining numerous 2D images of the studied object captured from different angles144. The 

cryogenic approach utilizes a process called vitrification, where samples of purified 

molecules are applied in a very thin layer on a carbon film and subsequently rapidly frozen 

in liquid ethane cooled by liquid nitrogen. As a result the studied molecules are protected 

from damage caused by the electron radiation and the same molecule is naturally present in 

different orientations in the frozen sample to allow the reconstruction of the 3D 

structure143,145. 

 The main advantage of CryoEM lies in the possibility to analyze structures of large 

protein-DNA complexes such as the nucleosome146 or the transcription initiation complex147, 

that was not accessible by other methods, in decently high resolution. On the other hand, it 

is still challenging to utilize this technique for analysis of molecules smaller than 100 kDa 

and particularly of those containing flexible parts or forming more transient interactions 

which, sadly, includes many transcription factors and their interaction partners148,149. 

1.4.4. Structural Mass Spectrometry 

Since transcription factors tend to contain intrinsically disordered regions and their function 

is often allowed thanks to (or regulated by) interactions with other proteins and, of course, 

with DNA, they pose a rather difficult target to be studied by the high-resolution methods 
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described above. The structural mass spectrometry (MS) refers to a set of techniques, that 

utilize the mass spectrometry analytical method able to measure the exact mass of ionized 

analyte transferred into the gas phase in the form of mass to charge (m/z) ratio for 

characterization of structure of macromolecules150. These techniques can provide 

information about the nature and exact position of posttranslational modifications (MSn), 

quaternary structure and interactions stoichiometry (native MS), analyte shapes via 

calculation of collision cross sections (ion mobility MS), both inter- and intramolecular 

distance restrains (Chemical cross-linking MS) or about solvent accessibility 

(hydrogen/deuterium exchange MS and stable covalent labeling approaches).  

 Together, the structural mass spectrometry makes a useful tool to study structures of 

proteins and their complexes, particularly those whose analysis by other methods might be 

problematic, as well as their dynamics and interaction interfaces with various ligands151. 

Apart from that, its other advantages are low sample consumption and short analysis times 

which makes structural MS a high-throughput method. On the other hand, structural MS is 

not able to solve a full 3D protein structure from scratch since it does not provide atomic 

coordinates and relies on homology modelling utilizing distance restrains and structures 

obtained by other methods152. 

 In this thesis a combination of hydrogen/deuterium exchange and chemical cross-linking 

MS153 was used to structurally characterize transcription factor-DNA complexes and 

therefore these two approaches will be briefly described in the rest of this chapter. 

1.4.4.1.1. Chemical Cross-linking 

In a chemical cross-linking experiment a reagent with two reactive groups separated by a 

spacer of defined length (the cross-linker) is added to a protein or a protein complex solution. 

The cross-linker then connects two functional groups of amino acid side chains whose 

maximum distance from each other is defined by the spacer length. In a typical setup, the 

cross-linked protein is subsequently enzymatically cleaved to peptides which are separated 

by reverse phase liquid chromatography and analyzed by tandem mass spectrometry (LC-

MS/MS) to identify cross-linked residues. Obtained distance restrains are finally used in a 

computational modelling study to construct a 3D structural model (Figure 12)154. 
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 Over the years, cross-linkers of various spacer lengths (ranging from zero length to 

several tens of Ångströms) and reactivity towards different amino acids were 

developed151,155. 

 

 

Figure 12: Workflow of a typical chemical cross-linking/MS experiment154 

 

However, the most widely used cross-linkers are homobifunctional N-hydroxysuccinimide 

esters such as is disuccinimidylsuberate which react mainly with primary amine groups 

(lysine side chains or N-termini) and with limited reactivity also with hydroxy groups 

(serines, threonines and tyrosines)154,156. To facilitate the identification of a cross-link out of 

many unmodified peptides several modifications of the cross-linking reagent might be used. 

The cross-linker might be isotopically labeled and using a mixture of labeled and unlabeled 

cross-linker therefore results in an easily identifiable “double peak” pattern and the labeled 

reagents can even be used for quantification when utilized on proteins in different 

conformational states under different conditions157,158. Some cross-linkers might also be 

cleavable inside the mass spectrometer while producing a specific peak pattern as well159 

and an affinity tag can be introduced to enrich the cross-linking products160. 

 The cross-linking approach can also be utilized to cross-link proteins with nucleic acids 

to reveal their mutual placement in the targeted assembly. The UV-irradiation of nucleic 
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acids can be used to produce highly reactive intermediates that form zero-length covalent 

cross-links to protein molecules in the vicinity161,162 and apart from that, several bifunctional 

reagents able to connect proteins to nucleic acids such as platinum complexes (cis- and 

transplatin) or nitrogen mustards are also available163,164. Nevertheless, none of the currently 

known protein-nucleic acid cross-linkers can be used universally to any system and 

conditions and therefore careful selection and optimalization is needed164. 

1.4.4.1.2. Hydrogen/Deuterium Exchange 

The hydrogen/deuterium exchange mass spectrometry (HDX-MS) method is based on the 

effect of hydrogen exchange that occurs between labile hydrogens in -OH, -NH or -SH 

groups in proteins and surrounding water. When the protein solution is diluted to D2O based 

buffer instead of water, the deuterium atoms are over time incorporated into the protein while 

increasing its mass. The increased mass is then detectable by mass spectrometry165,166. 

Nevertheless, only the amide hydrogens of the protein backbone are typically detected in 

HDX experiments, because unlike the side chain groups, where the exchange is very fast, 

they exchange hydrogens in rates ranging from milliseconds to months which is convenient 

for the measurement151,167. The rate of HDX of a given amide hydrogen is dependent, apart 

from pH and temperature, also on the conformational properties of the protein. Hydrogens 

participating in the hydrogen bonding network as well as those that are buried inside the 

protein structure exchange far more slowly than those located in an unstructured region or 

on the protein solvent accessible surface. Thus, information about protein structure as well 

as about interaction interfaces of protein ligand complexes can be derived from HDX rates 

of amide hydrogens that are conveniently uniformly distributed along the peptide chain (with 

the exception of proline that does not contain an amide hydrogen)165,167. 

 In a common workflow (Figure 13) the proteins (or protein complexes) are incubated in 

deuterated buffer and samples are taken at specific time points. The deuteration reaction is 

immediately quenched by lowering pH to 2.5 where the exchange rate is minimal and rapid 

freezing in liquid nitrogen. Denaturants and reducing agents can be added to the quench 

solution to enhance protein unfolding and facilitate the subsequent protease digestion. 

Proteases, that are active under the acidic conditions, are then utilized to digest the protein 

to peptides168. While a standard protease for this purpose is pepsin, it may not always 

produce enough short overlapping peptides to achieve a reasonable spatial resolution and 
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therefore several other alternative proteases have been developed that might be used instead 

or in combination with pepsin to increase the sequence coverage and thus to more precisely 

localize the sites of decreased/increased deuteration169–171. The peptides are then desalted, 

separated by a chilled reversed-phase HPLC system, ionized by electrospray and finally 

analyzed in a mass spectrometer to determine the increase in mass resulting from deuterium 

uptake for each peptide. Because the samples were taken in several time points during the 

deuteration reaction, deuterium uptake plots of individual peptides can be constructed and 

compared between different conditions of the protein (e.g., bound and unbound to a ligand, 

phosphorylated or dephosphorylated,  etc.) to quickly localize differences in HDX rates168. 

 

 

Figure 13: The common workflow of a hydrogen/deuterium exchange MS experiment168 

 

 In case of transcription factor complexes with DNA, the advantage of HDX-MS is 

theoretically unlimited protein size and the ability to study proteins in their truly native-like 

environment together with the possibility to analyze the unstructured regions of the protein 

and therefore to find, whether they are involved in the complex formation. However, the 

presence of DNA in the samples might complicate the analysis mainly due to its poor 

solubility and tendency to precipitate in low pH condition such as those used in the quench 

solution172. Apart from that, the presence of DNA can also have adverse effects on 

chromatographic separation. To prevent these problems, several approaches were developed 

and successfully used173. It was found, that adding small basic molecules or denaturing 

agents such as protamine sulfate, guanidine hydrochloride or urea to the quench buffer all 
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helps prevent the precipitation in low pH174–176. Furthermore, addition of strong anion 

exchange column prior to the reverse-phase chromatographic column might help solving the 

latter problem177. 
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2. Aims of the Thesis 

The aims of this thesis were to contribute to the development of a set of structural mass 

spectrometry methods for characterization of transcription factor complexes with their 

cognate response motifs and to apply these methods to structurally characterize the 

interaction between the DNA binding domains of FOXO4 and TEAD1 proteins and their 

DNA response motifs. 

 

The specific goals were: 

• To prepare and characterize a panel of HDX-MS compatible proteases to be used to 

improve sequence coverage of complex protein systems – namely integral membrane 

proteins and protein-DNA complexes 

• To explore the potential of native MS for quick evaluation of transcription factor-

DNA complex formation and their sorting according to binding affinity 

• To find out whether and how the sequential context of the M-CAT motif affects its 

interaction with TEAD1-DBD 

• To explain the different affinities of M-CAT motif and its inverted version to 

TEAD1-DBD 
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3. Methods 

The publications included in this thesis provide a full description of all methods and 

experimental procedures used which include all details necessary for their reproduction. 

Therefore, this chapter serves only to list experimental techniques used in the thesis. 

 

List of used research methods: 

• Recombinant expression and purification of proteins 

• Immobilization of proteolytic enzymes 

• Protein and protein-DNA complex sample preparation for MS analysis 

• Gel shift analysis of protein-DNA complexes 

• Hydrogen/deuterium exchange mass spectrometry 

• Fluorescence anisotropy based KD assay 

• Chemical cross-linking in combination with mass spectrometry 

• Native mass spectrometry (nESI-FTICR) 

• Single-molecule Förster resonance energy transfer 
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4. Results and Discussion 

The aim of the first part of this thesis was to optimize a set of structural mass spectrometry 

methods to be used for characterization of transcription factor-DNA complexes and 

subsequently to test them on a model system consisting of FOXO4 transcription factor and 

its DNA response motif. The second, and main, part was then focused on structural 

characterization of TEAD1 interaction with its M-CAT response motif in different sequential 

contexts using not only the previously optimized methods, but also other techniques such as 

smFRET or native MS.  

 First, a set of HDX-MS compatible proteases needed to improve sequence coverage and 

resolution was prepared, characterized, and used to digest two complex protein systems (in 

addition to transcription factors also integral membrane proteins). The results of this part 

were included in Publications I, II and III. In addition to HDX-MS, protein-protein and 

protein-DNA chemical cross-linking in combination with mass spectrometry and homology 

modeling were utilized together to structurally characterize a model system of FOXO4-

DBD-DAF16 transcription factor-DNA complex and the results were included in 

Publication III.  

 In the second part of the thesis, the previously tested MS methods were, together with 

smFRET, utilized to explain the different affinities of M-CAT motif and its inverted version 

to TEAD1-DBD with the results being summarized in Publication IV. Subsequently, a 

native MS based method for quick evaluation of protein-DNA complex formation was 

optimized to be used in an effort to find out how the sequential context of the M-CAT motif 

affects its interaction with TEAD1-DBD. The results of the last part were partially included 

in Publication IV while the publication including the rest of them is still in preparation. 

4.1. Evaluation of MS-based Approaches for Structural Characterization of 

Transcription Factor-DNA complexes 

The information about structure and dynamics of transcription factors and their interacting 

partners is crucial for understanding their specific mechanisms of DNA recognition and 

action. However, the size and complexity of these systems, where only the DNA binding 

domain is typically highly structured, while other regions responsible for either modulating 

transcription activity, or mediating ligand interactions remains rather flexible, complicates 

their structural characterization by the commonly used high resolution techniques41. Due to 
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these reasons, most solved transcription factor structures in the Protein Data Bank do not 

include the entire protein sequence, but mostly consist only of the DNA binding domain178. 

 A combination of mass spectrometry-based techniques including hydrogen-deuterium 

exchange and chemical cross-linking (which were used in this theses) have proved to be able 

to identify the interaction interfaces between bound biomolecules (including proteins and 

nucleic acids) and reveal their mutual spatial position as well as to refine the previously 

known crystallographic structures153,163,179. And more importantly, these techniques are not 

limited by protein size or presence of unstructured regions151. Therefore, the application of 

complementary structural MS techniques has been evaluated to overcome the challenges 

posed by complexes between transcription factors and their DNA response elements. To do 

that, the utilized techniques first needed to be adjusted for the protein-DNA complexes. In 

this thesis, I have focused mostly on optimization of hydrogen/deuterium exchange 

conditions with the main emphasis on improving the spatial resolution by using alternative 

proteases for protein digestion.  

4.1.1. Improving Sequence Coverage and Resolution in HDX-MS 

Experiments by Using Alternative Proteases 

To achieve a good spatial resolution in HDX-MS, the proteolytic digestion is the key factor, 

that needs to be optimized. An ideal result would be a full sequence coverage with large 

numbers of overlapping peptides that are neither too long, nor too short (8-12 amino acids 

was suggested to be the best option). In that case, the overlaps might be used to localize the 

differences in deuteration rates nearly to individual amino acids180–182. As was mentioned in 

chapter concerning HDX-MS (1.4.4.1.2.), the standardly used protease, porcine pepsin, does 

not always provide optimal digestion profile needed to achieve the best possible resolution 

and therefore other proteases were developed to be used instead or in combination with it183. 

 Regarding the proteolytic digestion, both integral membrane proteins and transcription 

factor-DNA complexes might prove to be particularly troublesome. In case of integral 

membrane proteins, the main difficulty lies in providing access for the protease to 

transmembrane regions since the detergents, which are usually used to stabilize their fold for 

in vitro studies, can disrupt the protease access. Moreover, the peptides arising from the 

transmembrane parts often tend to precipitate in water and on top of all that are rich in 

hydrophobic residues that pepsin favors as a cleavage sites. As a result, too short peptides 
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unable to be retained by the desalting reversed phase precolumn are produced. As for the 

transcription factors, the problem is quite the opposite. Digestion by pepsin often results in 

creation of too long peptides that do not provide sufficient spatial resolution due to the fact, 

that they contain a lot of basic residues after which pepsin does not preferentially cleave. 

Therefore, alternative proteases with different cleavage specificities might help increase 

spatial resolution in HDX-MS in both systems. 

 

 

Figure 14: Cleavage preferences of individual immobilized proteases. Plot (A) shows cleavage at the P1 

amino acid position (C-terminal of the residue) and (B) shows cleavage at the P1′ amino acid position (N-

terminal). Digestion was done using Nepenthesin I (Nep1 - green), Nepenthesin II (Nep2- yellow), Pepsin (Pep 

– red), Rhizopuspepsin (Rpn – blue) and Aspergillopepsin protease type XIII (XIII – gray). Black arrows 

indicate amino acids after which pepsin does not cleave but some of the alternative proteases do. Data obtained 

on several model proteins were normalized according to reference169.  

 

 For these reasons, a set of alternative proteases compatible with the HDX-MS conditions 

was either recombinantly produced (Nepenthesins I and II and Rhizopuspepsin) or bought 

(Aspergillopepsin – protease type XIII) and immobilized on POROS-20 AL resin. To test 

the columns performance as well as to extract cleavage specificities under HDX-MS 

conditions for all the immobilized proteases and to finally compare it with pepsin, four 
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proteins were digested on each protease column and analyzed by LC-MS/MS according to 

previously published protocol184. As is shown in figure 14, in agreement with previously 

published research169,171,184, all proteases except pepsin were able to cleave after basic 

residues (lysine, arginine and histidine). In addition to that, Aspergillopepsin was, in contrast 

to the other proteases, also able to cleave after proline. The tested protease columns were 

then used to improve sequence coverage and spatial resolution in HDX-MS analysis of 

integral membrane proteins and transcription factors and the results were included in 

Publication I and Publication II and III, respectively. 

4.1.1.1. Publication I 

In this study, the digestion of four integral membrane proteins (Cl−/H+ exchange transporter, 

leucine transporter, dopamine transporter, and serotonin transporter) by porcine pepsin and 

three alternative aspartic proteases either in-solution or immobilized on-column in HDX-

MS compatible conditions was compared. In addition to that, the possibilities of optimizing 

the quench and chromatography conditions to improve sequence coverage were also 

screened. 

 First, the quench conditions were optimized for each membrane protein. The results have 

shown that addition of the denaturant urea to the quench buffer resulted in improved 

sequence coverage of all the tested membrane proteins. On the other hand, using guanidine-

HCl resulted in decrease of sequence coverage in three out of four tested membrane proteins. 

Nevertheless, it was previously shown that the optimal choice of additives is highly 

dependent on the target protein and therefore the charged nature of guanidine, which is 

probably the cause of decreased deuteration efficiency here, might prove to be beneficial 

elsewhere185,186. Apart from the addition of urea, switching from using C18 analytical 

column to C8 allowed for a slower increase in acetonitrile concentration in the mobile phase 

while keeping the overall length of the chromatographic separation constant. This resulted 

in improved chromatographic separation and ultimately in increased sequence coverage for 

all four membrane proteins. 

 The performance of each protease, be it in solution or immobilized on column, was tested 

by digesting Phosphorylase B under the optimized quench conditions for each membrane 

protein (thus in presence of the same additives). The results have shown that neither the 

presence of lipids nor detergents used in the study did impact the performance of any of the 
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proteases. However, concentrations of urea above 3M in presence of 0.3M TCEP slightly 

decreased performance of Nepenthesin I and even more so for Nepenthesin II. Luckily, this 

effect was largely diminished by immobilization of these proteases on POROS beads, which 

is all in agreement with previously published studies of the Nepenthesins171,184. 

 As was already mentioned, all the proteases were studied in both free and immobilized 

forms. Digestion with immobilized proteases resulted in higher sequence coverage in almost 

all protease-membrane protein combinations. This is probably due to elevated pressure 

(∼2000 psi) and temperature (20 °C), which can destabilize the detergent micelles and make 

the transmembrane parts of the proteins accessible while the higher local protease:protein 

ratio that can be achieved on column can also play its role187. Out of the proteases in solution, 

only Nepenthesin II provided sequence coverages at least close to those of immobilized 

proteases. Therefore, Nepenthesin II might be an interesting option in cases where the 

micelle is obstructing digestion by an immobilized protease, as it provided the highest 

number of identified peptides for in-solution digestions of three out of the four tested 

membrane proteins. 

 Interestingly, the choice of the best protease for digestion of membrane proteins was 

found to be highly protein specific (Figure 15 shows an example comparison of sequence 

coverage maps of serotonin transporter after digestion with different proteases). The highest 

sequence coverages were achieved by either immobilized pepsin for the Cl−/H+ exchange 

transporter and leucine transporter (82.2 % and 33.2 %, respectively) or by immobilized 

Rhizopuspepsin for dopamine transporter, and serotonin transporter (38.9 % and 58.3 %, 

respectively). The number of identified peptides also differed considerably. Twice as many 

peptides were identified after the digestion of leucine transporter with immobilized pepsin 

compared with its digestion by immobilized Rhizopuspepsin. In contrast to that, compared 

with pepsin, the digestion of dopamine and serotonin transporters with immobilized 

Rhizopuspepsin resulted in a 1.6- and 2.8-fold increase in peptide identifications. This is 

particularly interesting considering the fact, that the leucine, dopamine and serotonin 

transporters are structurally related and share a similar fold and hydrophobic properties of 

the transmembrane helices. Thus, the results have shown, that screening of a set of available 

proteases, immobilized on column if possible, is always beneficial even for closely 
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structurally related integral membrane proteins. 

 

 

 

Figure 15: Sequence coverage of serotonin transporter after digestion by different immobilized proteases. 

The digestion by immobilized pepsin (black) resulted in 22 identified peptides covering 38.1% of the sequence, 

61 identified peptides covering 58.3% of the sequence were obtained through digestion by immobilized 

rhizopuspepsin (light brown), and immobilized nepenthesin I (gray) provided 46 identified peptides covering 

50.9% of the sequence. 
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4.1.1.2. Publication II 

In this publication, an optimized protocol for performing HDX-MS experiments on 

transcription factor-DNA complexes was presented. Similar to the integral membrane 

proteins, it was observed, that protein:DNA systems can behave surprisingly differently even 

when the proteins as well as DNAs used are similar in size. Out of the two system for which 

the protocol was optimized, the FOXO4-DBD/DAF16 serves as an example where short 

dsDNA (13 bp) did not interfere significantly with peptide recovery, and therefore only 

digestion conditions were optimized to reach good HDX spatial resolution. On the other 

hand, the 15 bp long dsDNA used in the TEAD1-DBD/M-CAT system had a strong impact 

on peptide recovery. Therefore, apart from the digestion conditions, the quench and 

chromatography conditions needed to be adjusted as well. 

Before initializing the HDX-MS experiment, the formation of duplex and ability to bind 

to its cognate transcription factor needed to be verified for all of the used oligonucleotides. 

For this purpose, a gel shift assay was performed. The results confirmed the formation of all 

dsDNA duplexes as well as 

their complexes with 

transcription factors. 

Additionally, the bound 

fraction of the protein could be 

estimated from the thickness of 

the band corresponding to 

dsDNA (Figure 16). This is 

most beneficial for the 

subsequent labeling step, 

where the saturation of the 

transcription factor by DNA 

should be as high as possible. 

 As was mentioned at the 

beginning of this chapter, 

several obstacles had to be 

overcome in case of the 

TEAD1-DBD/M-CAT system. 

Figure 16: An example of gel shift assay. Two dsDNAs that form 

complex with TEAD1-DBD with different affinities are shown. Shifts 

in electrophoretic mobility in the double strand DNA (ds) and 

complex lanes indicate duplex DNA and protein–DNA complex 

formation, respectively. Protein control lane stayed empty since no 

DNA was present. In both the complex lanes, a band of the same 

mobility as dsDNA can be observed, though in the “higher KD 

complex” lane, this band is much thicker, indicating lower bound 

fraction of the protein. 
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First, the 15bp long dsDNA precipitated under the quench conditions while taking the 

protein with it. According to the literature175,176, addition of denaturants to the quench buffer 

was tested to solve this problem. While guanidine hydrochloride did not improve the peptide 

recovery at all, after addition of urea (finally optimized to 2M in the resulting sample) a 

complete sequence coverage was achieved. The second issue manifested in widening of the 

chromatographic peaks after several subsequent injections of samples containing DNA. It 

was probably caused by accumulation of the DNA on some of the used columns and since 

washing the desalting trap column or analytical column did not help, the problem was traced 

to the column with immobilized protease. To get rid of the DNA, incorporation of strong 

anion exchange trap column prior to the chromatography system173,177 was tested but resulted 

in huge decrease in sequence coverage. On the other hand, washing the system after each 

sample with slightly basic ammonium formate (pH 7.5) slightly improved the 

chromatography performance, however frequent running of blank samples was still needed 

even after that. 

 As for the digestion optimalization, all the protease columns mentioned in chapter 4.1. 

were tested both alone and in pairs in serial configuration. The sequence coverage maps of 

the best conditions compared with the standardly used pepsin are shown in figure 17. While 

pepsin provided a full sequence coverage in both systems, the number of identified peptides 

and their redundancy significantly improved upon the use of alternative proteases. In case of 

DNA binding domain of FOXO4 the best results (good spatial resolution and highest 

redundancy) were obtained by combined digestion with pepsin followed by nepenthesin-1. 

Aspergillopepsin (protease type XIII), on the other hand, provided the best results for the 

TEAD1-DBD/M-CAT system. In both examples shown here, the advantage of alternative 

proteases for the digestion of DNA binding proteins (which are rich in basic residues) lied 

in their ability to cleave after the Lys and Arg residues giving rise to additional peptides and 

finally resulting in better spatial resolution. Nevertheless, the choice of the optimal protease 

for the digestion step out of those able to cleave after basic residues, again, proved to be 

highly protein dependent.  
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Figure 17: Sequence coverage maps of the two studied transcription factors. (A) FOXO4-DBD where initial 

proteolysis by pepsin (blue) was replaced by combined digestion with pepsin followed by nepenthesin-1 (red) 

after optimization (b) TEAD1-DBD. Pepsin (blue) provided full sequence coverage but lower spatial resolution 

(longer average peptide length). Nepenthesin- 2 (red) led to over-digestion, which is indicated by gaps in the 

sequence and the short length of detected peptides. The green bars show the final conditions where 

aspergillopepsin (protease type XIII) was utilized. Arrowheads above the sequence indicate the cleavage sites 

after basic residues that were introduced by the alternative proteases. 
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4.1.2. Structural Characterization of the FOXO4-DBD/DAF16 Model 

System 

The optimized protocol for performing hydrogen/deuterium exchange MS experiments on 

transcription factor-DNA complexes was, together with chemical cross-linking and 

homology modelling, utilized for structural characterization of a model complex consisting 

of the DNA binding domain of human transcription factor FOXO4 (FOXO4-DBD) and its 

cognate Daf-16 family member-binding element (DAF16). This model system was selected 

for two main reasons. The first one was the availability of a crystallographic structure129 

needed for validation of the new experimental constraints and evaluation of the whole 

method set. The second one was the fact, that the said crystallographic structure revealed 

some discrepancies when compared to the binding modes of other members of the FOXO 

family (which could possibly be attributed to crystal-packing issues) and it was also missing 

the C-terminal region to facilitate crystal formation. Since this region was previously 

identified to be involved in DNA binding, it presented an interesting opportunity to test the 

capability of structural MS to study the transcription factor-DNA interactions129,133. 

4.1.2.1. Publication III 

To structurally characterize the FOXO4-DBD/DAF16 complex, results obtained by using 

three structural MS methods were combined to guide model-building operations and create 

a complete 3D structure of the complex which was finally compared to the available high-

resolution structures. Namely, HDX-MS was used to identify the regions of the protein 

affected by DNA binding, quantitative chemical cross-linking was applied to identify 

possible variations between free and DNA-bound protein structures and transplatin (trans-

dichlorodiamineplatinum(II)) was used to generate protein-DNA cross-links that would help 

locate the mutual positions of the transcription factor and DNA. 

 The protocol optimized in Publication II was employed to perform the HDX-MS 

analysis of both DNA-free and bound forms of FOXO4-DBD. As was already mentioned, 

in case of FOXO4/DAF16 no protease on its own provided a sufficient number of 

overlapping peptides of optimal length and therefore a combination of two proteases (namely 

pepsin and nepenthesin1) in serial setting was used. The results, which are summarized in 

figure 18, revealed three regions to be affected by DNA binding. First region (highlighted in 

orange in the figure 18) where the deuteration rate significantly differed between the bound 



 

- 53 - 
 

 

and free forms included helix H1, part of helix H2, strand S2 and the intervening loops. 

Interestingly, no part of this region was supposed to make direct contact with the duplex 

DNA according to the crystallographic structure129. Therefore, the decrease in deuteration 

could not be attributed simply to a protection effect but more 

 likely to indirect conformational effects induced by binding. 

 

 

Figure 18: Regions of FOXO4-DBD affected by DNA binding revealed by HDX-MS (A) Relative deuteration 

differences between free and bound forms plotted along the FOXO4-DBD sequence and their evolution in 

time. Highlighted areas show two regions with large differences in deuteration levels caused either by long-

distance stabilization of the protein structure (orange) or direct interaction with DNA (blue). (B) FOXO4-

DBD•DAF16 structure with the same regions showing significant differences in deuteration highlighted by 

the appropriate colours. 

 

The most plausible explanation thus would be, that in the bound form, the dynamics of the 

local structure may be diminished by interactions with neighbouring structures that, in turn, 
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make direct contact with the DNA ligand. On the other hand, the second region with 

significant decrease in deuteration in the bound form (highlighted in blue in figure 18) was 

helix H3, which the crystal structure places directly in the major groove of the DNA 

duplex129 making direct steric protection induced by bound DNA the best explanation for 

the observed exchange reduction. The last section that manifested smaller, but still 

significant, differences in deuteration rates was located on the C-terminal side of helix H3 

and included strands S2 and S3, as well as the W1 and W2 wings. This region did not make 

a direct contact with DNA in the crystal structure, so an overall decrease of structural 

flexibility upon binding could explain the reduced deuterium uptake in this case as well. 

 To describe the relative position of FOXO4-DBD and its response element, transplatin 

was utilized to cross-link the protein with its DNA ligand. The treatment of the FOXO4-

DBD with transplatin resulted in identification of several peptide-oligonucleotide 

conjugates. Consistently with the HDX-MS results, all the cross-linked peptides originated 

either from regions identified by HDX-MS to be affected by DNA binding (helix H3 and the 

S2-W1-W2 region) or from unstructured regions whose flexibility allowed the susceptible 

groups to get close enough to each other to allow the cross-link formation (N-terminal loop). 

 To provide yet another point of view on the conformation changes happening when 

FOXO4-DBD binds to DNA, quantitative chemical cross-linking was utilized as well158. A 

total of 39 conjugates were identified providing distance restrains needed for subsequent 

homology modelling. The quantification results have shown that helix H3 located residues 

are indeed highly affected by DNA binding. Furthermore, many cross-links with residues 

located in W2 region formed more frequently if FOXO4-DBD was bound to DNA. This is 

consistent with the stabilization of this region observed by HDX-MS and potential 

movement of this region closer to DNA suggested by protein-DNA crosslinking. 

 The information provided by structural MS experiments was finally used to guide the 

molecular modelling of FOXO4-DBD and its complex with DNA. The obtained 3D 

structures closely matched the previously published NMR and X-ray structures129,133, thus 

supporting the validity of the HDX and cross-linking constraints. The resemblance can also 

serve as a proof, that the differences in interaction with DNA compared to other FOXO 

family members were not caused by crystal packing issues129. Apart from confirming helix 

H3 as the main interaction interface, significant conformational changes upon DNA binding 

have been observed not only in the unstructured C- and N- terminal regions but also in loop 
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H2–H4–H3 and the S2 and S3 strands of wing W1. These structural changes might suggest 

an adaptive binding mechanism, where conformational changes may be necessary to 

establish specific substrate-ligand interactions. Furthermore, the fact that the observed 

conformational changes also involved regions located further away from the interaction 

interface may support the mechanism in which binding events trigger structural changes 

necessary to mediate subsequent interaction with additional factors. In conclusion, the 

performed experiments have confirmed that the utilized combination of structural mass 

spectrometry methods could effectively guide model-building operations to obtain 

information about regions inaccessible by the classical high-resolution methods as well as 

about structural dynamics of the transcription factor-DNA complex. 

4.2.  Structural Characterization of TEAD1 Recognition of Genomic DNA 

All human TEAD transcription factors (whose importance for development of organisms 

and involvement in cancer was described thoroughly in chapter 1.2.) bind the core  

5’-ATTCC-3’ consensus binding motif, which has been broadly referred to as “M-CAT”. 

However, searching the JASPAR database has shown, that the flanking sequences around 

this motif can vary depending on the TEAD family member104. Furthermore, we have 

noticed, that the regulatory regions of human genes that were previously identified to be 

regulated by TEAD transcription factors are abundant not only in the M-CAT motifs but 

also in their inverted variant (5’-CCTTA-3’). While there are two high resolution structures 

of the complexes between the DNA binding domain of TEAD and DNA containing the M-

CAT motif available, they were both created by using an artificial DNA which readily 

crystallized but did not reflect the flanking sequences around the core motif that are actually 

present in the human genome. Thus, they can not be used to explain how the sequential 

context of the M-CAT motif affects the interaction99,100. Nevertheless, the existence of the 

crystallographic structure is beneficial for the structural mass spectrometry approach, that 

was optimized in Publication III for transcription factor-DNA complexes. 

4.2.1. Publication IV 

All the experience gained throughout the preparation of the previous three publications were 

finally utilized to investigate the structural basis of the interaction of TEAD1 with its specific 

target DNA binding site. The focus of this study was to investigate whether and how the 
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sequential context of the M-CAT motif affects its binding properties towards the isolated 

TEAD1-DBD as well as to explore the possibility of TEAD1-DBD binding to the inverted 

5’-CCTTA-3’ motif. After the initial determination of the KD of each complex, structural 

MS methods (HDX-MS and quantitative chemical cross-linking), molecular docking, and 

smFRET were utilized for structural characterization. Finally, ChIP-qPCR was employed to 

correlate the results with a cell line model. 

 A series of double stranded DNA constructs that placed either the 5’-ATTCC-3’ core of 

the consensus M-CAT motif or its inverted 5’-CCTTA-3’ version in different sequence 

contexts (further referred to as M-CATs) was prepared and the binding properties of their 

complexes with TEAD1-DBD were initially compared by using native nanoelectrospray 

ionization MS (nESI-MS). As a result, the complex formation was confirmed for all the 

tested M-CATs including those containing the inverted motif. Nevertheless, the ratio of 

signal intensities of the free protein and the complex differed depending on the binding motif 

orientation (Figure 19A, B). The M-CAT constructs mimicking the CTGF promoter, SRF 

promoter, and C-MYC first exon which all contained the classical M-CAT were almost 

completely bound to TEAD1-DBD, while the inverted M-CATs mimicking the C-MYC 

enhancer, GLUT1 enhancer, and GLUT1 first exon displayed lower percentages of bound 

form and thus suggesting, that the inverted M-CAT binds to TEAD1-DBD with lower 

affinity. This observation was subsequently verified by performing a fluorescence 

anisotropy-based binding assay, which provided the dissociation constant (KD) of each 

selected complex (Figure 19C). Its results have shown that the M-CAT motif orientation 

indeed strongly affects the binding affinity of the dsDNA constructs to TEAD1-DBD, 

whereas the sequence of the strand surrounding the M-CAT motif has much lower, albeit 

still significant, influence. 

 As a next step, quantitative chemical cross-linking with MS detection was utilized to 

reveal the spatial arrangement of free TEAD1-DBD versus one bound to the differently 

oriented M-CATs in solution by using the protocol optimized in Publication III. The cross-

linking experiment resulted in identification of 16 peptide conjugates that yielded 14 unique 

distance constraints in the control DNA-free sample. These restrains were subsequently 

employed to guide the homology modeling of DNA-free TEAD1-DBD. The obtained model 

differed from the template structure only in the N-terminal region (prolonged in our construct 

by six amino acids), which bent closer to helix H3 than in the template showing that our 
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Figure 19: (A) Native ESI-MS spectra of complexes of TEAD1-DBD with each M-CAT in the study, which 

revealed the ratios of free versus bound components. The most intense charge states of free protein (gray star), 

free DNA (brown circle), and the complex (black square) are highlighted (B) Percentage of bound protein 

derived from the signal intensities in the nESI-MS spectra. (C) Comparison of dissociation constants (KD) of 

selected TEAD1-DBD/M-CAT complexes determined by fluorescence anisotropy binding assay. Complexes 

containing M-CATs with binding motifs in the 5’ to 3’ orientation (i.e., SRF promoter, CTGF promoter, and 

C-MYC exon) had approximately 10 times higher KD than those with the inverted motif. 
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construct adopted the same fold as in the previously published high-resolution  structures59. 

Similarly to the FOXO4-DBD/DAF16 complex, all 16 cross-linked peptides observed in the 

free TEAD1-DBD sample were also found in all six TEAD1-DBD/M-CAT complex 

samples while the abundances of some of them were enhanced or reduced in presence of 

DNA (Figure 20). Interestingly, the DNA binding affected not only residues located on the 

H3 helix and L1 loop that were previously identified as the binding interface59,100 (for 

example cross-links with K88 located on H3 almost completely vanished in the bound state), 

but also residues located in the C- and N- terminal regions (probability of formation of cross-

links between N-terminal amino group and K65 as well as between K101 and K57 increased 

in presence of DNA). This effect might be attributed to the fact, that the affected residues 

are all located on flexible regions that might lose their flexibility upon DNA binding which 

is in agreement with what was already suggested for the C- terminal helix100. The 

quantitative cross-linking results of the six M-CATs differing in motif orientation were, 

however, very similar. The only discrepancies induced by the sequential contexts were likely 

caused by the different 

affinities of TEAD1- 

DBD to each M-CAT, 

since the 

quantification results 

correlated well with 

the measured 

dissociation constants. 

Therefore, the results 

indicate that the 

overall complex 

structure may not be 

significantly affected 

by the orientation of the consensus motif. 

 To identify the binding interface, HDX-MS was performed according to the protocol 

optimized in Publication II. The results have shown that for all M-CATs at short deuteration 

times, the largest difference in deuterium uptake between free and bound states was observed 

in helix H3 and the adjacent L2 loop while a slightly above the significance limit protection 

Figure 20: Identified cross-links displayed on a TEAD1-DBD/M-CAT 

model. Cross-links favored in the complex state are colored red, cross-links 

hampered by DNA binding are colored blue, and cross-links that formed 

independently on DNA are colored black. Residues susceptible to the used 

cross-linking reagent are highlighted by pink color. 
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from deuteration was observed also in the L1 loop. Since H3 and L1 were previously 

identified as being directly responsible for DNA binding, this effect was to be expected. On 

the other hand, L2 was suggested to be involved in DNA binding by an NMR study 

performed on TEAD1-DBD/M-CAT59 but the more recently published crystal structure of 

the TEAD4-DBD/M-CAT complex did not show any direct contact between this loop and 

DNA100 which may indicate the two homologs to have a slightly different binding 

mechanism. In longer deuteration times, similar effect as with the FOXO4-DBD/DAF16 

complex discussed in Publication III occurred since a significant protection of deuteration 

in the bound form was displayed by helices H1 and H2. Even here, this protection was 

probably caused by stabilization of the TEAD1-DBD structure in a more fixed conformation 

upon DNA binding. No significant differences apart from those that could be attributed to 

different dissociation constants were observed between the two motif orientations however, 

as the same regions were affected by DNA binding and the only difference was the degree 

of the protection effect. 

 While the information obtained so far did not reveal any significant difference in the 

mechanisms used by TEAD1-DBD to recognize the different M-CAT orientations, a 

possibility remained that the protein may bind the inverted M-CATs by using the same 

interacting region, but in an actual orientation of the entire protein rotated by 180°. This 

hypothesis was tested by using molecular docking experiments with a series of models of 

TEAD1-DBD bound to dsDNA constructs which placed the sequences of the C-MYC exon 

and C-MYC enhancer in different structural contexts. Figure 21A then displays the structures 

of the two complexes that manifested the most stable interactions which corresponded to the 

initial TEAD1-DBD/C-MYC exon complex containing the classical M-CAT followed by 

the C-MYC enhancer sequence, with the M-CAT motif modeled in the complementary 

strand which is equivalent to a 180° rotation of the entire TEAD1-DBD (Fig. 21B). The 

simulations also revealed that the shapes and widths of the interacting grooves were very 

similar in both motif orientations which provides an explanation for how it was possible for 

helix H3 to fit in the DNA major groove regardless of the motif orientation. Moreover, 

according to the ΔG calculations, the rotated orientation could lead to less stable interactions 

between protein and DNA which explains the observed lower affinity.  

 To support the computational data experimentally, a single-molecule Förster resonance 

energy transfer (smFRET) study was performed with a 16 bp long version of the dsDNA 
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with asymmetrically 

placed binding motif in 

both orientations labelled 

at one end with Alexa 647 

and TEAD1-DBD 

modified with Cy3 dye on 

C53. The high affinity M-

CAT served as a control 

where the distance 

between fluorophores 

(based on the X-ray 

structure model100) could 

be either 46.6 Å if the 5’ 

end of the forward strand 

is labeled or 25.4 Å if the 

reverse strand is labeled 

on the 5’ end. As 

expected, the former 

setting resulted in energy 

transfer efficiency of 0.58 

while the latter resulted in 

optimal FRET with 

energy transfer efficiency 

of 1.00. In case of the 

inverted M-CAT labeled 

on 5’ end of the reverse strand, the distance between fluorophores depended on the mutual 

protein-DNA orientation. If our assumption was correct and the protein binds this motif in a 

180° rotated orientation, the distance would be 46.6 Å (and the energy transfer efficiency 

therefore close to the 0.58 measured for this distance in the control sample), whereas if the 

protein is not rotated and its orientation toward the DNA stays similar to the published 

structural model, the distance between fluorophores would be only 28.2 Å which would 

result in energy transfer efficiency close to 1. The observed energy transfer efficiency was 

Figure 21: (A) TEAD1-DBD/M-CAT models used for MD simulations 

showing the relative position and orientation of the C-MYC enhancer  

5’-CCTTA-3’ and the C-MYC exon 5’-ATTCC-3’ DNA sequences with 

respect to the TEAD1-DBD. (B) Structure superposition of DNA 

constructs corresponding to the most stable interactions according to ΔG 

calculations (C) smFRET study. DNA and protein were labelled with 

donor and acceptor fluorophores whose distance (and thus FRET 

effectivity) depended on the respective orientations of the binding 

partners. 
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0.51 which confirmed the results obtained by molecular docking simulations together with 

the idea of 180° rotated binding orientation (Fig. 21C). 

 To assess the possible biological relevance of the presence of the low affinity binding 

motifs in the human genome in vivo, the relative TEAD1 occupancy of both orientation 

binding sites was determined by using chromatin immunoprecipitation (ChIP) analysis 

followed by qPCR quantification. In agreement with the binding affinities observed in in 

vitro experiments, the resulting data showed high-level occupancy of the 5’-3’ oriented C-

MYC exon, significantly lower occupancy of the C-MYC enhancer containing the inverted 

M-CAT, and non-significant occupancy of the control region which did not contain the M-

CAT motif in any orientation. 

 In conclusion, the inverted 5’-CCTTA-3’ motif was found to be able to bind TEAD1-

DBD with lower affinity than the classical M-CAT both in vivo and in vitro while the 

surrounding sequence of the core motif also have an influence, although not so significant. 

The structural MS experiments confirmed the previously identified regions L1, L2 and H3 

as the binding interface, revealed a considerable loss of flexibility occurring upon DNA 

binding but failed to provide an explanation for the low affinity binding of the inverted M-

CAT. MD simulations then revealed (and smFRET experiment subsequently confirmed) that 

TEAD1-DBD can bind to the inverted motif in 180° rotated orientation while suggesting, 

that TEAD1-DBD may at first recognize the overall shape of the major groove, which is 

similar in both orientations, and then the specific amino acid-nucleotide interactions, whose 

number and strength differ depending on the motif orientation, stabilize the complex. Taken 

together, the presence of M-CAT sites with widely different affinities in the human genome 

may provide the basis for possible regulatory mechanisms relying on the actual 

concentration of a certain transcription factor in the proximity to a gene regulatory region as 

was described in chapter 1.1.4. and already reported for some other transcription factors52,188. 

4.2.2. Influence of the flanking sequences around the core M-CAT motif 

on its interaction with TEAD1-DBD 

In Publication IV we have found that the DNA sequence surrounding the M-CAT motif has 

a significant influence on the affinity of the dsDNA construct to TEAD1-DBD (Fig. 19). To 

examine this effect more closely, and to find out how exactly the bases flanking the core 

motif affect the interaction with TEAD1-DBD, a series of dsDNA constructs, which all 
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originated from regulatory regions of human genes and contained the core ATTCC binding 

motif either in the classical 5’-3’ or in the inverted 3’-5’ orientation, was prepared. What 

these constructs differed in were the identity of the two bases on the 5’ side of the M-CAT 

core motif and one base on its 3’ side, which were selected to correspond to the two most 

frequent bases in each position as is deposited in the JASPAR database and summarized in 

Figure 9. Two M-CATs were selected for each combination of flanking bases. 

 First, the TEAD1-DBD’s ability to form complexes with all the selected dsDNA 

constructs had to be checked and the dissociation constant of each complex had to be 

estimated. Since methods usually used for protein-DNA KD determination (such as 

thermophoresis, fluorescence anisotropy or gel shifts) are tedious and sample consuming or 

need one of the complex components to be labelled, they are not suitable for evaluation of 

multiple complexes in short time. Thus, we have tested the potential of native nESI-MS for 

KD determination using the same six M-CATs with known dissociation constants from 

Publication IV. For all the six M-CATs the bound fraction was calculated and compared 

with the expected bound fraction calculated from the known KD. The results (summarised in 

Figure 22) have shown that, unfortunately, the method could not be used to determine the 

actual KD since the bound fractions measured by native MS were higher than expected. This 

could probably be 

attributed to the fact, that 

DNA was in the nESI ion 

source charged more 

easily (lower voltage was 

needed for it to be visible 

in the spectrum) than the 

protein because similar 

effect was, interestingly, 

already observed in a 

previous study of 

ssDNA/dsDNA 

equilibria189. On the 

other hand, the nESI-MS 

results followed the 

Figure 22: Comparison of calculated bound fractions from nESI-MS 

experiments and those expected according to the known KD of each complex 

which was previously determined by fluorescence anisotropy assay. 
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same trend as those obtained by fluorescence anisotropy assay, and it was clearly possible 

to distinguish between the weak binders and strong binders. Therefore, the nESI-MS was 

proved to be a useful tool for fast differentiation between high affinity and low affinity 

oligonucleotides with low sample consumption. 

 The native MS was subsequently utilized to evaluate the complex formation and to sort 

the series of M-CATs with different bases flanking the core binding motif according to their 

affinity to TEAD1-DBD. The results, which are summarized in Figure 23, have shown that 

all the tested M-CATs were able to form complex with TEAD1-DBD and that all the M-

CATs containing the inverted motif belonged to the weak binders, which is in perfect 

agreement with the results obtained in Publication IV. Moreover, the bound fractions of the 

two M-CATs with the same flanking base combination were, in most cases, very similar, 

showing that the identity of the bases flanking the core binding motif might, indeed, be the 

main reason for the differences in the affinity of these dsDNA constructs to the TEAD1-

DBD. 

 

 

 

Figure 23: Bound fractions calculated from native MS spectra of complexes of TEAD1-DBD with 

oligonucleotides with varying bases around the binding motif. Position of the core binding motif is in the labels 

shown as an underscore while the motif orientation is shown by + (the classical M-CAT) or – (the inverted 

one). It is clearly possible to differentiate strong binders (uniform fill) from weak binders (squared). 
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 Following the initial screening, the HDX-MS was employed to further explore the 

binding interface. The results (Fig. 24) have shown that, similarily to the six M-CATs 

examined in Publication IV, the highest differences in deuteration rates could be observed 

in helix H3 and the L2 loop preceding it, thus suggesting, that all M-CATs bind to the same  

 

Figure 24: Comparison of HDX-MS results depicted as number of exchanged deuterium atoms along the 

sequence for the series of M-CATs differing in the identity of bases flanking the core binding motif (shown as 

XX_X in the labels where the underscore signifies the position of the core motif). Regions previously identified 

as responsible for DNA binding are highlighted in red in the structure scheme under the picture. Inverted 

binding motives are shown as dotted lines and labelled by a minus symbol. The strongest binders exchange 

less deuterium atoms and therefore are positioned in the bottom of the chart while the weakest binders show a 

similar pattern as the sample where no DNA was present (TEAD0 - black line). 
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region of TEAD1-DBD. However, as was shown in the data published in Publication IV, 

the degree of protection from deuteraion strongly depends on the affinity of each M-CAT to 

the protein. Therefore, the results allowed identification of the strongest binders (5'-

GCATTCC(T/A)-3') as well as the weakest binder (3'-GCATTCCA-5'). Interestingly, the 

sequence identified as the strongest binder differs from the most abundant sequence of a 

TEAD binding site deposited in the JASPAR database in which an A was at the 5’-terminal 

position instead of a G suggesting that the higher affinity might potentially compensate for 

the lower abundance of this motif in the human genome104.  

 Currently, the actual dissociation constants of each complex are being measured to 

complement the obtained information and a publication concerning the influence of the 

flanking sequences around the core M-CAT motif on its interaction with TEAD1-DBD is 

being prepared. 

4.2.3. Possible interaction of transcription factors TEAD1 and FOXO4 

While searching the regulatory regions of human genes for transcription factor binding sites, 

one of our colleagues has noticed that the TEAD and FOXO4 binding motifs often colocalize 

in close proximity to each other. Therefore, several dsDNA constructs mimicking these 

genomic regions were prepared and their ability to bind the DNA binding domains of both 

transcription factors at the same time was evaluated by a gel shift assay and native MS. Out 

of the five tested DNA constructs, which differed in relative orientation of the two binding 

sites and in the number of base pairs separating them, a complex composed of all three 

components (TEAD1-DBD, FOXO4-DBD and the dsDNA) was identified in four of them. 

Results of two example experiments are shown in Figure 25, which, in addition to that, 

illustrates how native MS allowed identification of the triple complex even when its low 

abundance prevented its manifestation in the gel shift assay. 

 Interestingly, the highest amounts of the ternary complex were observed in samples 

containing dsDNA construct where the two binding motifs overlapped in one base pair. The 

ternary complex was also found in both samples where the motifs were separated by one 

base pair, however the mutual orientation of the two motifs significantly affected the 

observed signal intensities which are proportional to the amount of the formed complex. 

However, the presence of the ternary complex was not confirmed for the dsDNA construct 

where the two motifs were separated by two base pairs. The increase in complex formation 
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in samples where the two motifs are closer to each other may suggest that the two 

transcription factors interact together and thus present an interesting topic for future research. 

 

 

Figure 25: Confirmation of presence of a complex of TEAD1-DBD, FOXO4-DBD and one dsDNA 

construct. While in one case (left column), the complex could be observed directly from the gel shift assay and 

the native MS only confirmed its identity, in the other (right column) due to low amount of the complex being 

formed, the sensitive native MS analysis was necessary to even observe its presence. The position of the TEAD1 

binding motif is highlighted in blue and that of FOXO4 in red in the oligonucleotide sequence in the top part 

of the picture. Their mutual position is probably the reason for the different amount of the complex formed. 
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5. Summary 

The aims of this thesis were to contribute to development of a set of structural mass 

spectrometry methods for characterization of transcription factor complexes with their 

cognate response motifs and to apply these methods to structurally characterize the 

interaction between the DNA binding domains of FOXO4 and TEAD1 proteins and their 

DNA response motifs. The following results were obtained and included in the four attached 

publications: 

• A set of alternative HDX-MS compatible immobilized proteases needed to improve 

sequence coverage and resolution was prepared, characterized and their usability was 

tested on two protein systems 

• The choice of the best protease for digestion of a givens system in HDX-MS is highly 

protein specific even in case of proteins sharing a similar fold 

• Addition of denaturant urea to quench buffer as well as including washing steps 

between analyzed samples and screening for the best option from a set of alternative 

proteases is beneficial to obtain best possible resolution from HDX-MS analysis of 

transcription factor-DNA complexes 

• The combination of structural mass spectrometry methods can effectively guide 

model-building operations to obtain information about regions inaccessible by the 

classical high-resolution methods as well as about structural dynamics of the 

transcription factor-DNA complex 

• A significant loss of flexibility upon DNA binding was observed in both 

FOXO4/DAF16 and TEAD1/M-CAT complexes 

• TEAD1-DBD is able to bind to the inverted 5’-CCTTA-3’ M-CAT motif with lower 

affinity both in vitro and in vivo  

• TEAD1-DBD binds to the inverted motif in a 180° rotated orientation 

• Native nESI-MS was found to be a quick method for confirmation of transcription 

factor-DNA complex formation with the ability to differentiate between strong and 

week binders with very low sample consumption 

• Sequences of the regions flanking the M-CAT motif affect its binding affinity to 

TEAD1-DBD as well with 5'-GCATTCC(T/A)-3' being the strongest binder 

• TEAD1-DBD and FOXO4-DBD are able to bind together to one oligonuceotide 

containing both response motifs 
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ABSTRACT: Insight into the structure−function relationship of membrane proteins is
important to understand basic cell function and inform drug development, as these are
common targets for drugs. Hydrogen/deuterium exchange mass spectrometry (HDX-MS) is
an established technique for the study of protein conformational dynamics and has shown
compatibility with membrane proteins. However, the digestion and mass analysis of peptides
from membrane proteins can be challenging, severely limiting the HDX-MS experiment. Here
we compare the digestion of four integral membrane proteinsCl−/H+ exchange transporter
(ClC-ec1), leucine transporter (LeuT), dopamine transporter (DAT), and serotonin transporter (SERT)by the use of
porcine pepsin and three alternative aspartic proteases either in-solution or immobilized on-column in an optimized HDX-MS-
compatible workflow. Pepsin was the most favorable for the digestion of ClC-ec1 and LeuT, providing coverage of 82.2 and
33.2% of the respective protein sequence; however, the alternative proteases surpassed pepsin for the digestion of DAT and
SERT. By also screening quench solution additives, we observe that the denaturant urea was beneficial, resulting in improved
sequence coverage of all membrane proteins, in contrast to guanidine hydrochloride. Furthermore, significant improvements in
sequence coverage were achieved by tailoring the chromatography to handle hydrophobic peptides. Overall, we demonstrate
that the susceptibility of membrane proteins to proteolytic digestion during HDX-MS is highly protein-specific. Our results
highlight the importance of having multiple proteases and different quench buffer additives in the HDX-MS toolbox and the
need to carefully screen a range of digestion conditions to successfully optimize the HDX-MS analysis of integral membrane
proteins.

Hydrogen/deuterium exchange mass spectrometry (HDX-
MS) is a well-established tool for the study of protein

conformations and dynamics.1,2 In a classical continuous
labeling HDX-MS experiment, a target protein is diluted into
deuterated solution, where the protein exchanges its
heteroatom-bound hydrogens for deuterium at a rate primarily
determined by the status and strength of the hydrogen bonds
in the protein. Because protein higher order structure is
defined by such networks of hydrogen bonds, the method is
highly sensitive to changes in the conformational dynamics
between distinct protein states. Most commonly, upon diluting
the target protein in deuterated buffer, the exchange reaction is
sampled at various time intervals and quenched.2

A fundamental aspect for the use of HDX-MS is the ability
to efficiently quench the HDX in a protein by lowering the pH
and temperature to 2.5 and 0 °C, respectively.3 The quenched
protein sample is then subjected to rapid digestion, and the
resulting peptides are separated by a high-performance liquid
chromatography/ultra-performance liquid chromatography

(HPLC/UPLC) system and mass-analyzed by an electrospray
ionization (ESI) mass spectrometer. To achieve the digestion
at low pH, an acid-stable protease must be employed. The
most regularly used protease in HDX-MS is an aspartic
protease from hog stomach, porcine pepsin (EC 3.4.23.1).
Although pepsin is a protease with broad specificity and
produces, in most cases, a large number of peptides, the
digestion of some proteins by this protease may sometimes be
suboptimal.4−7 Therefore, other aspartic proteases, such as
rhizopuspepsin (Rpn, also known as protease type XVIII),
aspergillopepsin (also known as protease type XIII),
nepenthesin I (Nep I), and nepenthesin II (Nep II), have
been applied in HDX-MS experimental setups to improve the
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digestion of proteins where pepsin digestion results in low
sequence coverage and spatial resolution.4,8−11

The sensitivity and protein size/buffer system tolerance of
HDX-MS inherently lend themselves to tackling complex
protein systems, even integral membrane proteins, not
routinely accessible by other methods of structural analysis.12

Despite the fact that membrane proteins represent around two-
thirds of potential drug targets, they are underrepresented in
the Protein Data Bank (PDB).13−15 The main challenges with
regards to the study of membrane proteins are their inherent
instabilities in solution, low production yields, and the
common need for detergents to sufficiently stabilize their
fold for in vitro studies. The short sample preparation time
needed for HDX-MS makes it applicable to relatively unstable
membrane proteins, and the use of highly sensitive mass
spectrometers reduces the need for large amounts of protein.
The detrimental effect of detergents (and other nonvolatile
buffer components) on MS detection can be minimized by
optimizing sample preparation and chromatographic separa-
tions.16−18 However, the generation of peptides covering the
entire protein sequence is commonly very problematic when
applying HDX-MS to large integral membrane proteins. The
efficient digestion of these during HDX-MS requires
unhindered access by the protease to the membrane protein,
which can be hampered by the presence of a detergent micelle
surrounding transmembrane (TM) segments. Furthermore,
peptides exclusively comprising the TM regions of a membrane
protein may be prone to precipitation under aqueous
conditions. Additionally, if retained in solution, such peptides
can aggregate on chromatographic columns or otherwise bind
irreversibly to the hydrophobic stationary phase during the LC
separation step of the HDX-MS workflow. Finally, pepsin
favors cleavage at most of the hydrophobic residues that are
numerous in TM segments, in particular, Phe, Met, and Leu, so
the digestion of these protein regions with pepsin may
occasionally lead to very short peptides that are not suitable
for HDX or are not even retained by the reversed-phase
precolumn. Other acid-stable proteases, however, exhibit
different cleavage preferences potentially generating TM-
spanning peptides with physicochemical properties better
suited for the analysis. To our knowledge, the use of these
alternative aspartic proteases during the HDX-MS analysis of
integral membrane proteins has not been investigated in detail
so far.
In this study, we attempt to systematically identify factors

that determine the sequence coverage during HDX-MS of
three integral membrane proteins from the family of
neurotransmitter:sodium symporters (NSSs) with similar
functions, topologies, and numbers of TM helices: leucine
transporter (LeuT, 59.3 kDa) from Aquifex aeolicus, Drosophila
dopamine transporter (DAT, 72.0 kDa), and human serotonin
transporter (SERT, 72.6 kDa). Additionally, we included the
Cl−/H+ exchange transporter from E. coli, also known as
chloride channel (ClC-ec1, 50.3 kDa). All of the transporters
(Figure 1) comprise more than 10 TM helices, with relatively
short extracellular and cytoplasmic loops. We first show that
the sequence coverage for HDX-MS can be significantly
improved by optimizing quench conditions, specifically with
the use of suitable denaturizing quench buffer additives.
Furthermore, the choice of chromatographic stationary phase
and method used for the peptide separation can be tuned to
improve the signal/noise (s/n) ratio of peptides from
challenging regions (e.g., due to high hydrophobicity).

Following these optimizations, we investigate the protein
digestion step itself and assess the performance of pepsin and
three alternative acid-stable aspartic proteases (rhizopuspepsin
and nepenthesins I and II) for digestion under HDX-
compatible conditions of the four membrane proteins as well
as phosphorylase B (Phos B, 97.2 kDa), a commonly used
soluble reference protein of considerable size. Our results show
that the sequence coverage of the four integral membrane
proteins can be further enhanced through the use of other
proteases, either in solution or immobilized. Interestingly, the
optimal choice of protease is highly protein-specific, even for
such closely related proteins, underlining a complex interplay
between optimal protease, the sequence of the target
membrane protein, and its detergent-solubilized structure.

■ EXPERIMENTAL PROCEDURES
Proteases. Porcine pepsin-A (no. P7012) in powder form

was bought from Sigma-Aldrich. Immobilized porcine pepsin
on agarose beads was bought from Thermo Scientific (no.
20343). Recombinant rhizopuspepsin, nepenthesin I, and
nepenthesin II were produced as previously described.9−11

Protease immobilization on POROS-20 AL resin was done as
described by Wang and coworkers in 2002.19

Target Proteins. Recombinant LeuT and ClC-ec1 were
produced similarly to what was described by Yamashita et al.
(2005)20 and Maduke (1999),21 respectively, and DAT and
SERT were produced similarly to what was described by
Goehring et al. (2014).22 In short, LeuT and ClC-ec1 were
expressed in E. coli, whereas DAT and SERT were expressed in
Expi293f cells with recombinantly attached polyhistidine tags.
Following cell lysis and membrane preparation, the proteins
were purified using single-step nickel affinity chromatography.
ClC-ec1 was further subjected to limited LysC digestion for
HisTag removal, and the protein was finally purified by size
exclusion chromatography. Phos B from rabbit muscle was
bought from Sigma-Aldrich (no. P6635).

Digestion Preparations. Twenty-five pmol of the target
proteins was diluted with their respective buffer: Phos B, 10

Figure 1. Reported crystal structures of (1) dimeric Cl−/H+ exchange
transporter (deep teal, PDB: 1KPK), (2) leucine transporter (blue,
PDB: 2A65), (3) dopamine transporter (forest green, PDB: 4M48),
and (4) serotonin transporter (silver, PDB: 5I75). Black lines show
the approximate positions of the extracellular (Ex.) and intracellular
(Int.) boundaries of the cell membrane.
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mM sodium phosphate (pH 7.0); ClC-ec1, 30 mM sodium
citrate-phosphate (pH 7.5), 300 mM KCl, 3.75 mM N-decyl-β-
D-maltoside (DM); LeuT, 20 mM Tris-Cl (pH 8.0), 200 mM
KCl, 1 mM N-dodecyl-β-D-maltoside (DDM); DAT, 20 mM
Tris-Cl (pH 8.0), 300 mM NaCl, 14 mM cholesteryl
hemisuccinate, 14 μM lipid (POPC/POPG/POPE 1:1:1),
5% glycerol, 1 mM DDM; SERT, 20 mM Tris-Cl (pH 8.0),
300 mM NaCl, 25 mM cholesteryl hemisuccinate (CHS),
24 μM lipid (POPC/POPG/POPE 1:1:1), 5% glycerol, 1 mM
DDM. To simulate quench conditions for HDX-MS, the
samples were diluted 1:1 with 300 mM potassium phosphate
(pH 2.5) quench buffer without additives (Phos B) or with
6 M urea (ClC-ec1, LeuT), 6 M urea and 0.6 M TCEP
(DAT), and 2 M urea (SERT), which had been, respectively,
identified to be best suited for the on-column digestion of each
protein. In-solution digestions were started by the addition of
protease in 1:1 ratio to protein (w/w) and incubated for 2 min
on ice. The digestion was stopped by freezing the sample at
−80 °C. Samples for on-column digestions with immobilized
proteases were prepared in the same manner, with the
exception of the addition of protease.
Control experiments were performed to evaluate the effect

of the sample and quench buffers on the proteases
(immobilized pepsin, Rpn, and Nep I; Nep II in solution).
Here Phos B was diluted in phosphate buffered saline (PBS,
pH 7.4) with or without lipids (24 μM, POPC/POPE/POPG
in 1:1:1 ratio; also contained 0.5 mM CHS, 0.05% DDM, 5%
glycerol, 300 mM KCl, 6 mM Tris) and mixed 1:1 with quench
buffers. The digestion of Phos B in PBS was tested following
mixing with potassium phosphate (pH 2.5) with or without 6
M urea, 2 M urea, or 6 M urea and 0.6 M TCEP and in PBS
with lipids following mixing with potassium phosphate (pH
2.5). The digestions were performed as described for the
integral membrane proteins.
LC-MS. Samples were quickly thawed and injected onto a

NanoAcquity UPLC system with an HDX manager from
Waters, which allows the chromatographic separation to be
performed at 0 °C. The peptides were trapped on a Vanguard
column (130 Å, 1.7 μm, 2.1 mm × 5 mm; Waters) and
desalted for 4 min with solvent A (0.23% formic acid (pH
2.5)) at 150 μL/min flow rate. The peptides were subsequently
separated using an Acquity UPLC column (130 Å, 1.7 μm,
1 mm × 100 mm; Waters) applying a 10 min gradient with a
rising concentration of solvent B (0.23% formic acid in
acetonitrile) for elution into the mass spectrometer. For the
separation of peptides generated from DAT, LeuT, and Phos
B, a gradient from 8 to 50% of solvent B was applied using
BEH C18 columns, whereas for the separation of peptides
from ClC-ec1 and SERT, BEH C8 columns were used with a
10 min gradient from 8 to 30% solvent B. This was chosen to
avoid the elution of lipids and detergent from the chromato-
graphic columns during the analysis. The setup was identical
for in-solution and on-column digestions, with the exception of
a protease column (dimensions: 2 mm ID × 2 cm) being fitted
before the trap column in a separate chamber kept at 20 °C.
Pressure during the online digestion step was ∼2000 psi. Care
was also taken not to cause a false increase in the sequence
coverage due to carry-over, and the UPLC columns were
rigorously washed using a repetition of quick gradients ranging
from 8 to 92% solvent B. To facilitate the removal of peptides
from the protease columns, 1 M urea in 300 mM phosphate
(pH 2.5) was injected for the wash methods. The peptides
were analyzed using a Synapt G2-Si (hybrid Q-TOF) mass

spectrometer from Waters in positive ion mode. The peptides
were fragmented by collision-induced dissociation (CID) with
argon as the collision gas, and the data were collected with the
mass spectrometer set in data-independent acquisition (DIA,
MSE). To obtain a meaningful comparison, all experiments on
each target protein were performed within the same day and at
least in duplicate.

Data Processing. Peptides from MS/MS runs were
identified using ProteinLynx Global Server (PLGS), version
3.0 (Waters). Peptides identified by PLGS were filtered with
DynamX, version 3.0 (Waters), which was set to consider only
peptides having a minimum of 0.2 fragmentations per amino
acid in the peptide and 10 ppm maximum allowed error in the
precursor mass. Peptides had to be identified in two out of two
MS/MS files when comparing proteases. When comparing C8
and C18 columns, DAT peptides had to be identified in two
out of three MS/MS files for the comparison between C8 and
C18 columns, whereas peptides from SERT were identified
using longer chromatographic gradients, and the data were
acquired in repeated data-dependent acquisition (DDA)
manner and with the use of exclusion lists for the identification
of higher number of peptides. Peptides identified by DDA had
to be identified only once due to the higher reliability of the
method. Peptides had to fulfill the criteria of a PLGS ladder
score higher than 1.0, a mass error of the precursor ion lower
than 10 ppm, and a manual evaluation of their fragmentation.
The quality of the peptide signal in the mass spectra was
manually evaluated (s/n values typically >10, although in a few
cases s/n values between 3 and 10 were tolerated if the given
peptide signal was clearly separated from other ions of similar
m/z) for all proteins in DynamX 3.0.

■ RESULTS AND DISCUSSION
Optimizing Quench Conditions for HDX-MS Analysis

of the Four Related Model Membrane Proteins. To allow
a quantitative comparison of the ability of each protease to
generate peptides suitable for HDX-MS analysis, we first
identified quench conditions for each membrane protein,
which yielded optimal conditions for digestion using the
conventional protease pepsin.
The systematic optimization of quench conditions, which

utilized immobilized pepsin due to its common use, showed
that the addition of the denaturant urea to the quench buffer
resulted in the improved sequence coverage of all of the
membrane proteins. The inclusion of 3 M urea in the final
quench conditions for ClC-ec1 and LeuT resulted in an 8.4
and 11.3% increase in sequence coverage, respectively,
compared with a quench buffer without any additives.
Interestingly, using Gnd-HCl as a denaturant resulted in at
least an 8% decrease in the sequence coverage of LeuT when
compared with quench conditions without any additives. The
screening of quench conditions for DAT and SERT showed a
similar trend, which could indicate that the mechanism of
denaturation by urea is more favorable compared with Gnd-
HCl (probably due to guanidine’s charged nature), at least
toward this particular family of membrane proteins. Even
though in our hands urea seems to be the most useful for the
denaturation of membrane proteins (possibly owing to its
uncharged nature), Gnd as well as tuning the detergent
concentration23 should not be completely disregarded for
other membrane protein systems.

Comparing Protease Performance for HDX-MS of
Integral Membrane Proteins. Phos B. The applicability of
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all digestion setups was verified by digesting Phos B. The
digestions resulted in sequence coverages around 80% for most
of the tested setups. All digestions resulted in more than 150
peptides being identified and were considered sufficient to
prove that the digestion setups were applicable, at least for the
soluble reference protein. The alternative proteases either
performed comparably to the standard immobilized pepsin or
outperformed it (Table 1, Figures S-1 and S-2).
In a series of separate control experiments (Table S-2), we

also performed a comparison of the performance of each
protease when digesting PhosB in the presence of additives
present in the optimized quench conditions of the membrane
proteins studied here (including DDM detergent, lipids, CHS,
urea, and TCEP). The results show that the presence of lipids
(POPC, POPE, POPG), CHS, and detergent (DDM) at the
concentrations used here does not impact the performance of
any of the proteases. In contrast, high concentrations of urea
(3 M) in combination with TCEP (0.3 M) slightly reduced the
performance of Nep I (lower sequence coverage, higher
average peptide length), even more so for Nep II. This is in
agreement with previously published results8,9,11 that showed
that nepenthesins in solution are susceptible to reduction but
that this effect is largely diminished upon protease immobiliza-
tion and its use in a flow-through setup (e.g., protease
columns). Not surprisingly, the most affected was Nep II,
which was used in solution. On the contrary, Rpn digestion
lead to even better results under highly denaturing and
reducing conditions. Rpn used under nondenaturing con-
ditions led to overdigested Phos B, as can be deduced from the
digestion metrics. When the protease activity is slowed-down
by harsh conditions, larger peptides are created and higher
sequence coverage is obtained. However, we can conclude that
except for solution digestion by Nep II, the other proteases
retain high activity, even under strongly denaturing conditions.
Thus apart from the quench conditions used for dDAT (3 M
urea and 0.3 M TCEP), none of the other sample/quench
conditions used for the membrane proteins tested here had a
detrimental impact on the performance of the proteases. We
note that the digestion experiments in Table S-1 and the
control experiments in Table S-2 were performed separately
and under somewhat different conditions. In particular, the
immobilized Rpn column used in the control experiments had
substantially higher activity (e.g., the higher activity of Rpn,
leading to overdigestion of Phos B and a reduction in sequence
coverage), and the sample buffer of Phos B consisted of PBS
rather than 10 mM phosphate. Thus no direct comparison
between the two data sets (i.e., Tables S-1 and S-2) should be
performed.
ClC-ec1. The digestion of ClC-ec1 resulted in the highest

sequence coverage of all of the membrane proteins. Digestion
with immobilized pepsin and immobilized Rpn resulted in high
sequence coverage (82.2 and 79.1%, respectively). All other
digestions resulted in <30% peptide identifications compared
with immobilized Rpn and sequence coverages below 50%
(Table 1, Figures S-3 and S-4).
LeuT. The digestion of LeuT with immobilized pepsin

resulted in the highest sequence coverage (33.2%) for this
transporter. The digestion of the transporter with immobilized
Rpn and immobilized Nep I resulted in less than half of the
peptide identifications compared with digestion with immobi-
lized pepsin. However, the achieved sequence coverages by
Rpn and Nep I were only 5.5 and 12.1% lower, respectively,
than the sequence coverage from immobilized pepsin, but the T
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amino acid redundancy was also impacted (Table 1, Figures S-
5 and S-6).
DAT. The digestion of DAT with immobilized Rpn resulted

in 38.9% sequence coverage, which was considerably higher
than the coverage obtained by immobilized pepsin (29.3%).
The in-solution digestion of DAT by pepsin resulted in only 14
identified peptides, covering 13.3% of the sequence, whereas
fewer than five peptides were identified when digested by Rpn
and Nep II (Table 1, Figures S-7 and S-8).
SERT. The digestion of SERT with immobilized Rpn

resulted in around a three-fold increase in peptide

identifications compared with immobilized pepsin. The
peptides covered 58.3% of the sequence, which was 7.4%
higher than when SERT was digested with immobilized Nep I,
where the second highest number of peptides was identified
(Figure 2). Comparing the in-solution digestions of the four
membrane proteins, digestions of SERT resulted in the highest
number of identified peptides and the highest sequence
coverage (Figure S-9); however, in-solution digestions of
SERT did not improve the sequence coverage when compared
with digestion with immobilized proteases, with the exception
of immobilized pepsin. Digestion with pepsin, Rpn, and Nep II

Figure 2. HDX-MS sequence coverage of SERT following digestion by different immobilized proteases. The digestion of SERT resulted in 22
identified peptides covering 38.1% of the sequence following digestion by immobilized pepsin (black), 61 identified peptides covering 58.3% of the
sequence following digestion by immobilized rhizopuspepsin (light brown), and 46 identified peptides covering 50.9% of the sequence following
digestion by immobilized nepenthesin I (gray).
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in solution resulted in an increased number of identified SERT
peptides, improving the sequence coverage compared with
immobilized pepsin (Table 1).
The digestion of SERT is shown in Figure 2 as an example

of the on-column digestion of one of the four tested membrane
proteins. Other sequence coverage maps can be found in the
Supporting Information.
Digestion Using Free versus Immobilized Protease.

The accessibility of a protease to substrate sites in a membrane
protein may be impacted sterically by the presence of a
detergent or lipid micelles. In turn, this could result in different
activities of the protease when it is free in solution or
immobilized on a stationary phase. Additionally, the effect of
concentration may be vastly different between the two
digestion formats, as immobilized protease, packed into a
column, offers much higher local concentration than when it is
free in solution. When comparing the performances of all
proteases on Phos B, we observed only minor differences in
sequence coverage between the two digestion formats (Table
1, Figures S-1 and S-2). With the exception of digestions with
immobilized Rpn and Nep I in solution, which resulted in 67.9
and 61.0% sequence coverages, respectively, all digestion
setups resulted in ∼80% sequence coverage of Phos B.
Interestingly, a much larger variation was seen in the

digestion of the membrane proteins, primarily when comparing
in-solution digestions to digestions performed with immobi-
lized proteases (Table 1). Digestion with immobilized
proteases outperformed in-solution digestions on almost all
occasions. For ClC-ec1, even the most promising in-solution
protease, porcine pepsin, resulted in 16.7% lower sequence
coverage than the digestion by immobilized Nep I, which
resulted in the lowest sequence coverage from digesting ClC-
ec1 with immobilized protease (Table 1). Although lower than
sequence coverage from digestion by immobilized proteases,
the in-solution digestion by pepsin and Nep II showed
promise. Following in-solution digestion by pepsin, we
identified 22 peptides covering 31.9% of the protein sequence,
whereas 30 peptides were identified covering 27.1% following
digestion with Nep II in solution. The success of online
digestion can perhaps also be ascribed to elevated pressure
(∼2000 psi) and temperature (20 °C), which can destabilize
the detergent micelles (Figures S-3 and S-4) and render the
TM parts of the protein accessible for protease, a phenomenon
similar to the observations previously described where
increased pressure was shown to enhance digestion effi-
ciency.24

The evaluation of in-solution digestions of the three
structurally related transporters (LeuT, DAT, and SERT)
further highlights the importance of screening digestion
conditions, even for proteins within the same protein families.
The in-solution digestions of the membrane proteins were in
large part unsuccessful. Only the in-solution digestions of
SERT resulted in a higher number of identified peptides and
better sequence coverage when compared with the digestion
by immobilized pepsin. The digestion of SERT with Nep II
showed promise, as 38 peptides were identified from the
digestion, covering 40% of the sequence. Similarly, the in-
solution digestion of SERT with pepsin resulted in 43.5%
sequence coverage, but fewer peptides were identified when
compared with the digestion with Nep II (Table 1 and Figure
S-9). In cases where in-solution digestion may be required, for
example, when a substrate used for HDX-MS of SERT is
incompatible with immobilized protease columns, these two

proteases would make for an interesting starting point for
further optimization of digestion conditions. The in-solution
digestion of LeuT and DAT resulted in fewer than 10 peptides
being identified from each digestion, with the exception of
pepsin digestion of DAT, which resulted in 14 peptides being
identified, covering only 13.3% of its sequence (Figures S-6
and S-8).
In general, in-solution digestion yields a number of issues

during an HDX-MS experiment, in particular, an increase in
sample handling time, resulting in increased back-exchange as
well as increased signal interference from peptides originating
from autoproteolysis. However, in cases where the micelle is
hindering optimal digestion by an immobilized protease, our
results indicate that it may be worthwhile to explore in-solution
digestion as an alternate route to improve the sequence
coverage, or one can try to raise the pressure during on-column
digestion, which may destabilize the micelle.
We note that the low amount of protein used for each

digestion here may have introduced a bias toward the on-
column digestion format. Also, whereas higher protease/
protein ratios could be used in the in-solution setup to
optimize digestion, a large increase in that ratio can have an
undesirable effect during the ensuing chromatographic
separation of the HDX-MS experiment and was therefore
not tested.

Optimized Chromatographic Separation during
HDX-MS of Integral Membrane Proteins. The selection
of a suitable chromatographic column for peptide separation
can provide a desirable increase in sequence coverage often
needed for the HDX-MS analysis of membrane proteins. A
back-to-back comparison of peptide identification from the
LC-MS/MS analysis of DAT showed an 11.5% increase in
sequence coverage when using C8 columns for the peptide
separations instead of C18 columns. Under HDX-MS
chromatographic conditions, the sequence coverage was
increased from 56.4% using C18 resin to 67.9% with C8.
This was shown to be true for SERT, as well, but while
applying longer chromatographic gradients than is routinely
used with HDX-MS. Although the increase in sequence
coverage was only ∼10% for DAT, manual evaluation of the
mass spectra for individual peptides showed an improvement
in signal quality by switching to the shorter chain length
columns. Out of 83 DAT peptide identifications shared by
both column setups, 60 peptides had higher s/n ratio when
using C8 columns for the chromatographic separation. On
detailed inspection, the increased s/n ratio was found to be
caused by a reduction in the noise level rather than by an
increase in the intensity of the individual signals. The
difference in the s/n ratio and the increase in the sequence
coverage could not be explained by a difference in the
hydrophobicity (GRAVY index) of the peptides25 or by the
length of the peptides. The lower concentration of organic
solvent required to elute peptides is a possible explanation for
the improved s/n ratio. It would allow for a slower increase in
organic solvent concentration in the mobile phase per minute
while keeping the overall length of the chromatographic
separation constant. The increase in organic solvent was 4.2%
per minute when using C18 columns compared with 2.2% with
C8 columns. This may result in improved chromatographic
separation and more stable electrospraying caused by the
slower increase in acetonitrile concentration.

Optimal Choice of Aspartic Protease for HDX-MS is
Highly Protein-Specific. A striking difference in the
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digestion of LeuT, DAT, and SERT was observed (Table 1).
On the one hand, the digestion of LeuT with immobilized
pepsin resulted in double the number of identified peptides
compared with its digestion by immobilized Rpn. On the other
hand, the digestion of DAT and SERT with immobilized Rpn
resulted in a 1.6- and 2.8-fold increase in peptide
identifications, respectively, in comparison with pepsin. The
difference in the number of identified peptides from in-solution
digestions between the three transporters was even more
remarkable. Whereas in-solution digestion of SERT resulted in
43.5% sequence coverage using pepsin, the in-solution
digestions of DAT and LeuT were largely unsuccessful, with
only the digestion of DAT resulting in more than 10 identified
peptides. All other in-solution digestions of LeuT and DAT
resulted in fewer than 10 peptide identifications. Considering
that the three transporters are structurally related and share a
common fold, these results highlight the importance of
screening a panel of available proteases compatible with
HDX-MS to optimize the sequence coverage of individual
membrane proteins.
Comparison of Properties of TM Helices. The four

integral membrane proteins are largely composed of
membrane-spanning helices, which comprise around and
over 50% of their respective protein sequence: ClC-ec1:
70.8%;26 DAT: 49.3%;27 LeuT: 63.2%;20 SERT: 52.2%28.
When their hydropathy was inspected, all four proteins
followed similar trends, although, as expected, a larger portion
of ClC-ec1 comprises hydrophobic residues compared with the
other three transporters.
Although the hydrophobic properties of the proteins are

similar, the identification of peptides covering the TM helices
differs to a large extent. The highest sequence coverage of the
helices was achieved for ClC-ec1, where peptides covered
83.6% of the helices when ClC-ec1 was digested using
immobilized pepsin. Conversely, immobilized pepsin resulted
in 20.4, 24.2, and 36.2% coverage of the TM helices for DAT,
LeuT, and SERT, respectively. Interestingly, digestion using
immobilized Rpn resulted in the improved coverage of the
membrane-spanning helices in the three transporters. The
highest coverage of the helices was achieved for SERT
(54.7%), whereas 25.5 and 30.7% of the helices were covered
in DAT and LeuT, respectively (Table 2).
The comparison of the overall sequence composition of the

membrane-spanning helices (Table 3) does not provide a clear
explanation for the differences observed in the sequence
coverage of the membrane-spanning helices. As an example,
although the membrane-spanning helices in ClC-ec1 contain a
higher ratio of leucine and methionine, the helices of one or
more of the transporters contain a higher ratio of phenyl-
alanine, tyrosine, and tryptophan, all residues that are favored
for pepsin cleavage. Additionally, although a higher ratio of
lysine and arginine in these regions can be found in DAT and
LeuT, respectively, the ratio of proline and histidine is higher
in ClC-ec1, all residues that have been shown to have a
negative effect on pepsin cleavage.29

■ CONCLUSIONS
We performed a systematic optimization of the HDX-MS
analysis of digestion-resistant membrane proteins through the
screening of denaturing additives, digestion conditions, and
chromatography. Importantly, the sequence coverages reported
here were the result of a fixed non-exhaustive number of MS/
MS acquisitions (i.e. two acquisitions) per condition to allow

for a screening solely of the impact of individual sample,
digestion, and chromatography conditions. We have recently
published the HDX-MS analysis of LeuT,31 SERT,32 and
DAT33 and in these works a significant further increase in
sequence coverage for the three proteins was obtained by not
only combining advantageous sample and digestion conditions
for each protein revealed by the current work, but also by
increasing the number and types of MS/MS acquisitions to
identify peptides for each protein.
As previously shown, the choice of additives such as

denaturants is highly dependent on the target protein.23,30 In
this work, the use of urea as a denaturant successfully improved
the sequence coverage of all four membrane proteins

Table 2. Sequence Coverage of Membrane Spanning
Helicesa

ClC-ec1 (%) DAT (%) LeuT (%) SERT (%)

iP 83.6 20.4 24.2 36.2
iRpn 79.1 25.5 30.7 54.7
iNep I 46.3 − 17.6 39.8
sP 31.9 2.5 7.2 33.1
sRpn 12.8 − 4.5 31.0
sNep I 2.7 − 1.8 2.1
sNep II 21.2 − 9.6 17.9

ai, immobilized; s, in solution; P, pepsin; Rpn, rhizopuspepsin; Nep I,
nepenthesin I; Nep II, nepenthesin II; ClC-ec1, Cl−/H+ exchange
transporter; DAT, dopamine transporter; LeuT, leucine transporter;
SERT, serotonin transporter. The highest sequence coverage achieved
for membrane-spanning helices for the respective integral membrane
protein is underlined. −, Fewer than five peptides were identified for
the entire protein. The sequence coverage was calculated only using
the number of identified residues within a transmembrane helix and
the total number of residues making up the transmembrane region of
each membrane protein.

Table 3. Overall Sequence Composition of Membrane-
Spanning Helices in Four Integral Membrane Proteinsa

residue ClC-ec1 (%) DAT (%) LeuT (%) SERT (%)

I 9.9 8.2 11.9 12.2
V 7.5 10.1 8.7 9.4
L 16.1 14.8 13.1 11.6
F 6.3 11.3 11.9 9.4
C 0.9 1.6 0.0 3.0
M 4.5 1.9 3.6 2.7
A 12.8 10.7 11.3 9.4
G 12.2 7.5 7.8 7.9
T 6.3 3.5 4.5 5.8
W 1.8 2.8 3.0 2.7
S 2.4 6.6 3.3 6.1
Y 1.8 6.9 3.9 6.7
P 3.6 2.8 3.0 2.7
H 1.2 0.6 0.9 0.3
E 3.0 1.9 3.9 2.4
Q 2.1 0.6 0.9 1.5
D 1.2 2.8 0.9 1.8
N 1.5 1.3 1.8 0.9
K 2.1 2.2 1.8 1.5
R 3.0 1.9 3.9 1.8

aResidue: single letter identity of the amino acids. ClC-ec1, Cl−/H+

exchange transporter; DAT, dopamine transporter; LeuT, leucine
transporter; SERT, serotonin transporter. The composition was
calculated only using residues within transmembrane helical regions.
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compared with quenching without the presence of additives.
The addition of Gnd-HCl to the quench buffers of LeuT,
DAT, and SERT, on the contrary, resulted in reduced
sequence coverage. Additionally, through the use of a
chromatographic column with a shorter chain length, we
observed improved sequence coverage believed to be due to
better peptide separation and improved s/n ratios in MS
analyses.
The comparison of digestions of LeuT, DAT, and SERT

highlighted how protein dependent the choice of protease is.
Even though the choice of quench buffer additives had been
optimized using immobilized pepsin, immobilized Rpn resulted
in the highest sequence coverage for DAT and SERT (38.9 and
58.3%, respectively), proving it to be an interesting option for
both target proteins. The lower sequence coverage observed
following in-solution digestions relative to on-column
digestions of the four integral membrane proteins shows the
gain of performing digestions on-column at higher temperature
(20 °C) rather than in a cooled solution. Additionally, higher
pressure during the on-column digestion may help destabilize
the micelle around membrane proteins, allowing us access to
cleavage sites otherwise blocked by detergent or lipid
molecules. Despite the fact that in-solution digestions were
outperformed by immobilized proteases in almost all of our
cases, they should definitely not be excluded from the digestion
optimization process for other systems. Here Nep II proved to
be an interesting option for in-solution digestion, resulting in
the highest number of identified peptides for in-solution
digestions of ClC-ec1, LeuT, and SERT.
Our findings should also be relevant to HDX-MS experi-

ments on integral membrane proteins embedded in liposomes
or nanodiscs. The digestion step in an HDX-MS experiment of
a membrane protein in a lipid mimetic system is always
performed under denaturing conditions (low pH) and
commonly in the presence of chaotropic agents like urea and
possibly the reducing agent TCEP. Thus it is unlikely that a
significant higher-order protein−lipid structure remains under
these conditions to block protease access and thus differentiate
digestion conditions in such samples from the digestion
conditions of the detergent-solubilized membrane proteins
studied here, especially if the enzyme is not restrained by
immobilization (i.e., in-solution digestion). Furthermore, as
shown in Table S-2, we find that the presence of lipids (POPC,
POPE, POPG), detergent (DDM), and CHS does not have a
significant impact on the performance of any of the proteases
under the conditions used.
Though tempting from the ease-of-use point of view, our

results show that a single best HDX-MS protocol cannot be
recommended for even closely related membrane proteins of
one family, as it can result in suboptimal sequence coverage
and results. In particular, with the availability of different
aspartic proteases complementary to pepsin, these should be
tested when attempting to enhance the sequence coverage and
spatial resolution during the HDX-MS analysis of integral
membrane proteins.
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Abstract: The limited information available on the structure of complexes involving transcription 

factors and cognate DNA response elements represents a major obstacle in the quest to understand 

their mechanism of action at the molecular level. We implemented a concerted structural proteomics 

approach, which combined hydrogen-deuterium exchange (HDX), quantitative protein-protein and 

protein-nucleic acid cross-linking (XL), and homology analysis, to model the structure of the complex 

between the full-length DNA binding domain (DBD) of Forkhead box protein O4 (FOXO4) and its DNA 

binding element (DBE). The results confirmed that FOXO4-DBD assumes the characteristic forkhead 

topology shared by these types of transcription factors, but its binding mode differs significantly from 

those of other members of the family. The results showed that the binding interaction stabilized regions 

that were rather flexible and disordered in the unbound form. Surprisingly, the conformational effects 

were not limited only to the interface between bound components, but extended also to distal regions 

that may be essential to recruiting additional factors to the transcription machinery. In addition 

to providing valuable new insights into the binding mechanism, this project provided an excellent 

evaluation of the merits of structural proteomics approaches in the investigation of systems that are 

not directly amenable to traditional high-resolution techniques. 
 

Keywords: transcription factor; protein; DNA;   protein-nucleic   acid   cross-linking; cross-

linking; transplatin; trans-dichlorodiamineplatinum(II); hydrogen-deuterium exchange; FOXO4; 

molecular modeling 

 

 

 

1. Introduction 

A key role in the regulatory of expression machinery is covered by transcription factors (TFs), 

proteins that recognize target DNA sequences called response elements and establish specific 

interactions with additional factors to activate or inhibit the transcription process [1–4]. The species 

involved in the process have been unambiguously identified [5,6], but significant information is 

still lacking on the effects of structure/dynamics on specific recognition and mechanism of action. 
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The Protein Data Bank contains the high-resolution structures of at least 483 TFs from different 

species [7], which include less than 10% of all predicted human TFs [6]. Of such structures, only one 

third also include the cognate DNA response element, and only one fifth are available in both bound 

and unbound states (Figure1). Due to the size and complexity of such systems, most solved structures 

do not include the entire TF sequence, but consist almost exclusively of the DNA binding domain (DBD). 

This fact reflects the modular organization of TFs, which includes discrete domains acting in rather 

independent manner [8,9]. While DBDs tend to be highly structured, other regions responsible for either 

modulating transcription activity, or supporting facultative ligand interactions, are rather flexible and 

assume well-defined conformations only upon binding to the intended factor [10]. The unstructured 

nature of these regions poses many challenges to conventional high-resolution approaches, which 

require adequate conformational stability and homogeneity. In most cases, the natural interactions 

established in vivo, which are responsible for stabilizing well-defined functional conformations, cannot 

be properly replicated in vitro. These challenges explain the chronic lack of comprehensive information 

on full-fledged TF structures, which still hampers the elucidation of their mechanism of action at the 

molecular level. 
 

Figure 1. Transcription factors structures—current state: Statistics on high-resolution structures 

deposited in the Protein Data Bank (80), with consideration of selected methodology, presence of 

interaction partner, and sequence coverage. To date, the structures of only 112 human TFs have been 

solved out of a total predicted to be in the 1300–1900 range [6]. 

Powered by the development of new experimental strategies and mass spectrometric (MS) 

instrumentation, structural proteomics has rapidly become an essential approach for gathering 

valuable structural information for species that are not directly amenable to conventional high-resolution 

techniques [11–14]. In addition to hydrogen-deuterium exchange (HDX) [15], a combination of chemical 

and biochemical techniques broadly known as MS3D [16–18] have been effectively utilized to identify 

the regions of contact between bound biomolecules and reveal their mutual spatial organization. 

In HDX experiments, the exchange rate of backbone amide hydrogens, which is affected by solvent 

accessibility and possible involvement in hydrogen bonding, can be directly determined by MS 

analysis. This technique has been broadly employed to study conformational changes [19,20], protein 

folding [21] and protein-protein interactions [22,23], as well as nucleic acid-protein complexes [24–29]. 

Among the MS3D techniques, chemical and photo-activated cross-linking (XL) are employed to 

generate stable covalent bridges between contiguous functional groups, which can reveal their 

mutual placement in the targeted assembly [13,16]. A variety of bifunctional reagents with different 

spacing between reactive groups have been developed to determine the distance between susceptible 

residues. In this way, the sequence position of cross-linked residues and the length of the respective 

cross-linker provide valid constraints for building accurate molecular models through established 

computational methods [17,18,30–32]. The excellent versatility of these approaches has prompted 

the development of reagents capable of targeting functional groups present on protein, as well as 

nucleic acid substrates [33–39]. Over time, capture tags and isotopic labels have been included 

in the cross-linker design to facilitate the isolation and analysis of cross-linked products [40,41]. 
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Isotope-labelling, in particular, has provided a valuable tool for highlighting the presence of different 

conformational states and quantifying their partitioning on the basis of cross-linking probability [13]. 

In this study, we evaluated the concerted application of complementary structural proteomics 

techniques to overcome the challenges posed by full-fledged complexes between TFs and respective 

DNA response elements. We selected a model system consisting of the human transcription factor 

FOXO4 and its cognate Daf-16 family member-binding element (DBE) [42]. FOXO4 is part of the 

“O” subfamily of the forkhead box (FOX) class of transcription factors [42–44]. The DBD regions of 

this class are characterized by winged helix structures, which comprise by approximately 100 amino 

acids folded into helix-turn-helix motifs and β-sheet-bordered loops that make them resemble 

butterfly wings [45]. The first high-resolution structure of FOXO4-DBD, which was obtained by 

NMR spectroscopy, confirmed the presence of a typical forkhead, winged helix fold [46]. At the 

same time, however, the report indicated that the N- and C- terminal regions of the DBD displayed 

chemical shifts consistent with highly flexible, disordered structures. The more recent identification of 

consensus sequences for the FOXO family [47] enabled the crystallization of a complex comprising 

a selected DBE duplex and a FOXO4-DBD construct that lacked the C-terminal region to facilitate 

crystal formation [48]. This high-resolution structure provided valuable details on the protein-DNA 

interaction, but revealed also numerous discrepancies with the binding modes exhibited by other 

members of the FOXO family [44], which were attributed to possible crystal-packing issues [48]. 

For these reasons, the FOXO4-DBD•DBE system offered an excellent opportunity for testing the ability 

of structural proteomics to probe the conformational effects of binding, which would help rectify 

or corroborate the observed discrepancies. On the other hand, it also afforded sufficient structural 

information to determine the validity of the new experimental constraints and evaluate the merits of 

the selected approaches. 

The experimental strategies were selected for their ability to provide specific information on 

a typical protein-DNA complex. For instance, HDX was applied to recognize the regions of the 

protein affected by DNA binding, either through direct protection of the contact interface, or through 

allosteric conformational changes involving distal regions of the protein. Quantitative XL was used 

instead to identify possible variations between free and DNA-bound DBD structures, which would 

help elucidate the effects of the interaction on overall structure topology. In the case of the DNA 

component, the fast rate of back-exchange characteristic of nucleic acid hydrogens prevented the 

application of HDX to recognize the surface of the DBE duplex in direct contact with the DBD. As a 

possible alternative, we explored the application of transplatin (trans-dichlorodiamineplatinum(II), 

tPt) to generate protein-DNA cross-links that would help locate the mutual positions of interacting 

structural features [49]. The spatial constraints afforded by these determinations were combined to 

guide model-building operations and obtain a full-fledged structure for the complex. The results were 

compared to the available high-resolution structures to assess possible discrepancies and highlight 

the new information afforded by the selected techniques. It is necessary to point out, here, that the 

FOXO4-DBD protein construct used in this study was identical to protein constructs used in previous 

high-resolution structural studies [46,48]. The outcome clearly demonstrated the benefits of structural 

proteomics to tackle the elucidation of structure and dynamics in systems that elude established 

high-resolution techniques. 
 

2. Materials and Methods 
 

2.1. Materials 

Non-labelled and isotope-labelled cross-linkers di(N-succinimidyl) glutarate (DSGd0/DSGd4) 

and di(N-succinimidyl) suberate (DSSd0/DSSd4) were purchased form ProteoChem (Hurricane, UT, 

USA). Modified protease trypsin (Gold, mass spectrometry grade) was purchased from Promega 

(Madison, WI, USA). Nuclease Bal-31 was obtained from New England BioLabs (Ipswich, MA, USA). 

Liquid chromatography solvents of LC/MS grade were purchased from Thermo Fisher Scientific 
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(Waltham, MA, USA). Other chemicals (highest available purity) were obtained from Sigma-Aldrich. 

All other chemicals, solvents and buffers for SDS-PAGE were obtained from Bio-Rad Laboratories, Inc. 

(Hercules, CAUSA). The pET-15b plasmid carrying His-tag, thrombin cleavage site, and FOXO4-DBD 

(Uniprot ID: P98177-1; residues 86–211) sequences was obtained from Prof. Obsil. 
 

2.2. Design of Oligonucleotides and Duplex DNA Preparation 

Both, forward and reverse, complementary oligonucleotide strands (50-TTG GGT AAA CAA G-30 

and 50-CTT GTT TAC CCA A-30, respectively) were purchased from Integrated DNA Technologies 

(USA) in standard desalted purity. The reverse oligonucleotide sequence contained DBE (TTG TTT 

AC) originating from human NOXA promoter localized on chromosome 18 (+ strand) in the position 

59,899,552 to 59,899,564 [50]. Both strands were tested for secondary structure presence to avoid 

interfering structures. Forward and reverse strands were dissolved in water and mixed in an equimolar 

ratio and then heated up to 95 ◦C for 1 min. Next, the mixture was let to cool to the room temperature 

to form the 13 bp duplex DNA. 
 

2.3. FOXO4 Consensus Binding Sequence Determination, Validation and Comparison 

The consensus binding sequence of FOXO4 was obtained by searching the HOmo sapiens 

COmprehensive MOdel COllection (HOCOMOCO) v11 [51], which contains the binding models 

for 680 human transcription factor (TFs). First, we scanned for TF binding models with a Position 

Count Matrix (PCM) similar to that of FOXO4 by using HOCOMOCO and Matrix CompaRisOn. 

Approximate P-value Estimation (MACRO-APE) software [52]. We confirmed that the TGTTT consensus 

sequence was presented in binding models of other FOX factors. Second, we searched for TF binding 

models with PCM similar to FOXO4 consensus sequence using HOCOMOCO and MACRO-APE to 

predict TFs with binding mode highly similar to FOXO4. 
 

2.4. Sample Preparation 

Full-length DBD (residues 82–207 of the entire FOXO4 sequence) was expressed with an N-terminal 

His-tag from an appropriate pET-15b plasmid, and then affinity captured on a TALON Superflow 

Resin (Clontech Laboratories, Mountain View, CA, USA) charged with Co2+. The captured protein 

was submitted to thrombin digestion to eliminate the tag, followed by gel permeation chromatography. 

A more detailed description of all experimental procedures is included in the Supplementary Materials. 

The identity, integrity, and purity of the final sample were verified by MS analysis (vide infra). A duplex 

DNA construct containing one of the DBE consensus sequences (i.e., TTG TTT AC) [42,53] was obtained 

by annealing complementary oligonucleotides (i.e., 50-TTG GGT AAA CAA G-30 forward and 50-CTT 

GTT TAC CCA A-30 reverse). Equimolar amounts were mixed and then heated to 95 ◦C for 1 min. 

Finally, the sample was let cool to room temperature to form the 13 bp duplex DNA. The desired 

FOXO4-DBD•DBE complex was obtained by mixing equimolar amounts of protein and DNA samples 

in 10 mM HEPES buffer with 50 mM NaCl (pH adjusted to 7.4) to a final 33.7 µM concentration, and 

incubating the mixture at 18 ◦C for 1 h. 

2.5. Product Characterization 

Initial stocks of FOXO4-DBD, DBE construct, and FOXO4-DBD•DBE were analyzed to assess 

sample purity after expression/purification, annealing of the duplex structure, and proper complex 

formation. The products of XL reaction were also analyzed in the same fashion to assess the incidence 

of modification. Briefly, each stock was diluted to a final 10-µM concentration by adding a 7.5 mM 

solution of ammonium acetate (AA) with 50% MeOH (pH 6.85), and then analyzed on a Bruker 

Daltonics (Billerica, MA, USA) 15T-Solarix XR Fourier transform ion cyclotron resonance (FTICR) 

mass spectrometer. FOXO4-DBD, as well as FOXO4-DBD•DBE, were analyzed in positive ion mode. 

Each sample was loaded onto a syringe and introduced into the electrospray ionization (ESI) source at 

a 2 µL/min flow rate. The FTICR analyzer was calibrated by using a solution of sodium trifluoroacetate 
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(NaTFA), which afforded a typical 1 ppm accuracy. Mass spectra were acquired over a range of 

250–4000 m/z for 3 min [54]. 
 

2.6. Hydrogen-Deuterium Exchange 

HDX reactions were performed on 20 µM solutions of either FOXO4-DBD or FOXO4-DBD•DBE 

complex prepared in an H2O-based buffer (pH 7.4) containing 10 mM HEPES and 50 mM NaCl. After 

pre-incubation for an hour at 20 ◦C, the exchange was initiated by diluting each sample 10-fold into a 

D2O-based buffer (pD 7.4) containing 10 mM HEPES and 50 mM NaCl. The reaction was allowed to 

proceed at 20 ◦C, while small aliquots containing 100 pmol of protein were taken at predetermined 

intervals (i.e., 0.33, 2, 5, 10, 30, 60, 180, and 300 min). Quenching was achieved by immediately mixing 

the aliquot with a 1M glycine/HCl buffer with pH 2.35, and then rapidly freezing the solution in liquid 

nitrogen. Samples were stored at −80 ◦C. The analysis was performed by using columns with different 

immobilized proteases followed by liquid chromatography-mass spectrometry (LC-MS) according to 

ref. [55]. All experiments were performed in triplicate. A complete description of these procedures is 

included in the Supplementary Materials (Supplementary Methods) section. 
 

2.7. Quantitative Protein-Protein Cross-Linking 

Samples containing 20µM of either FOXO4-DBD or FOXO4-DBD•DBE complex in 10 mM HEPES 

buffer (pH 7.4) with 50 mM NaCl were pre-incubated for an hour at 20 ◦C before introducing 

the cross-linking reagent. Separate samples of FOXO4-DBD were treated with either DSGd0 or 

DSSd0 in their regular, non-labelled form, whereas FOXO4-DBD•DBE samples were reacted with the 

deuterium-labelled DSGd4 and DSSd4 versions. The reagents were dissolved in dimethyl-sulfoxide 

(DMSO) to 6.74 mM concentrations and then added to each substrate to achieve a 10:1 molar ratio. 

The cross-linking reaction was allowed to proceed undisturbed for 2 h, after which corresponding 

regular and deuterium-labelled samples (e.g., treated with DSSd0 and DSSd4) were mixed in a 1:1 ratio 

to enable quantification. In parallel, control samples were also examined, which were treated with pure 

DMSO lacking cross-linker, or matching cross-linker mixtures with a 1:1 ratio of either DSGd0/DSGd4 

or DSSd0/DSSd4. All reactions solutions were analyzed by SDS-PAGE to check whether cross-linking 

had produced any unwanted non-specific higher-order aggregates, or prevented a sufficient degree of 

digestion necessary to enable subsequent analysis. Characterization of cross-linked conjugates was 

achieved according to a bottom-up approach that employed trypsin digestion followed by LC-MS 

analysis [13]. All experiments were performed as triplicate. A complete description is included in the 

Supplementary Materials. 
 

2.8. Protein-DNA Cross-Linking 

Samples containing 25µM of either FOXO4-DBD or FOXO4-DBD•DBE complex in 150 mM 

ammonium acetate (pH 6.85) were treated with a 1 mM solution of trans-platinum(II)diammine 

dichloride (transplatin, tPt), which had been pre-incubated for an hour at 18 ◦C. Reaction mixtures 

containing a final 200 µM concentration of transplatin and 20 µM of protein/complex were incubated 

at 18 ◦C for 14 h. In parallel, control samples devoid of transplatin were prepared at the same time 

in the same manner. Reaction and control samples were analyzed by native and denaturing DNA 

polyacrylamide gel electrophoresis, SDS polyacrylamide gel electrophoresis, and mass spectrometry. 

Characterization of cross-linked conjugates was achieved according to a bottom up approach that 

involved treatment with Bal-31 nuclease and trypsin to digest DNA and protein components, 

respectively, followed by LC-MS/MS analysis with data-independent acquisition with broad isolation 

window. A complete description is included in the Supplementary Materials. 

2.9. Data Processing and Interpretation 

The SNAP 2.0 algorithm of the DataAnalysis 4.2 (Bruker Daltonics, Billerica, MA, USA) software 

package was utilized to generate deconvoluted spectra and lists of monoisotopic masses from the 
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acquired MS data. The MASCOT 2.2 search engine was used to search MS/MS data and achieve the 

identification of on-line digest products from a theoretical library of digestion products. Deuteration 

rate was determined by using the home-built Deutex software (unpublished). The home-built LinX 

software (available online) and Stavrox (v. 3.6.0.1 by Michael Götze) software was then used to 

compare the experimental data with a library of theoretical cross-linking products to correctly 

identify the sought-after conjugates. The proportion of labelled versus un-labelled species was 

determined by applying mMass 5.4.1 [56] to the signals of such conjugates. In the case of peptide-DNA 

conjugates, deconvoluted spectra and monoisotopic masses were calculated by using a constant unit 

to mimic the presence of a certain oligonucleotide cross-linked by a transplatin equivalent, which 

were subsequently searched by LinX. A complete description of these procedures is included in the 

Supplementary Materials. 
 

2.10. Molecular Modeling 

Initially, six different FOXO4 sequentially related structures (DBD or DBD•DNA complex) were 

used as templates for homology modeling of protein part (Modeller software [57]). Such templates, 

however, covered only the 101–176 residues of the DBD sequence, whereas our selected target 

covered the 82–207 section including the additional flanking sequences that had previously eluded 

structural elucidation. The HADDOCK [58] program was utilized to perform docking experiments 

between FOXO4-DBD and DBE substrate, where were meant to rationalize the HDX data. The docking 

experiments utilized a duplex substrate exhibiting an ideal B-DNA conformation, which was generated 

by the make-na server (http://structure.usc.edu/make-na/). The WeNMR/WestLife infrastructure [59] 

was used to carry out the computationally intensive docking calculations. The first structure of the 

cluster of the FOXO4-DBD•DBE complex, which displayed the best HADDOCK score for each run, 

was used for the subsequent modeling operations. The missing residues in structures of DBD and 

DBD•DNA were added using the Modeller incorporating distance restraints derived from XL distances. 

To search the possible conformational space of flanking residues a restrained simulated annealing 

protocol in the torsion angle space was accomplished in CNS [60]. An ensemble of 50 structures was 

calculated for each starting model. During simulations, the coordinates afforded by the initial PDB 

templates and DBE structure were kept fixed, the XL distances (calculated with consideration of the 

spacer arms lengths [61–63] and space requirement of side chains) were used as distance restraints. 

The resulting models were visualized by using Pymol [64]. 
 

2.11. Data Availability and Software 

• MSTools package—available athttp: //peterslab.org/MSTools[65] 

• LinX—available athttp: //peterslab.org/MSTools 

• Stavrox (v. 3.6.0.1 by Michael Götze)—available athttp: //www.stavrox.com/ 

• DeutEx—In-house developed program DeutEx is based on a Tcl macro. It requires protein sequence, 

list of identified peptides from search engines such as MASCOT or PEAKS. Basic overview of the 

workflow shown on unrelated example data can be found here:http: //peterslab.org/downloads/ 

SW/DeutEx.mp4 

• Mass spectrometry data available athttps://www.ebi.ac.uk/pride/archive/ (Project accession: PXD013969) 

3. Results and Discussion 

The crystal structure available for the FOXO4-DBD•DBE complex does not cover the entire 

sequence of the DNA binding domain [48], which spans only the 82–207 section of FOXO4 and omits 

flanking regions that have been hypothesized to promote the recruiting of additional components 

of the transcription machinery. At the same time, the NMR structure of full-length FOXO4-DBD 

provides limited information on the G138–A144, E166–K170, and the N- and C-terminal regions, which 

were described as rather flexible and disordered in solution [46]. Although DNA binding has been 

http://structure.usc.edu/make-na/
http://structure.usc.edu/make-na/
http://peterslab.org/MSTools
http://peterslab.org/MSTools
http://www.stavrox.com/
http://www.stavrox.com/
http://peterslab.org/downloads/SW/DeutEx.mp4
http://peterslab.org/downloads/SW/DeutEx.mp4
http://peterslab.org/downloads/SW/DeutEx.mp4
https://www.ebi.ac.uk/pride/archive/
https://www.ebi.ac.uk/pride/archive/
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credited with stabilizing at least some of these regions, the structure of the bound form still displayed 

significant discrepancies with those of homologous members of the FOXO family [44], which were 

possibly caused by crystal packing [48]. For this reason, we investigated such discrepancies by 

implementing biochemical approaches to probe the effects of ligand binding directly in solution. 

The study employed recombinant full-length DBD (i.e., residues G82–A207) and a duplex DNA construct 

containing the 50-TAC CCA A-30 consensus sequence, which was obtained by annealing commercial 

oligo-deoxyribonucleotides. As shown in Figure S1A and Figure S2 of Supplementary Materials, mixing 

equimolar amounts of protein and duplex DNA provided the expected 1:1 species corresponding to the 

desired FOXO4-DBD•DBE complex. These samples were submitted to hydrogen-deuterium exchange, 

quantitative protein-protein cross-linking, protein-DNA cross-linking, and docking experiments to 

obtain complementary information on their mutual interactions and spatial arrangement. The results 

were compared to those obtained from the individual FOXO4-DBD protein to investigate the effects 

induced by specific DNA binding. 
 

3.1. Combined Online Digestion by Pepsin and Nepenthesin I Improves the HDX Resolution 

We initially pursued the identification of the regions of FOXO4-DBD, which were making direct 

contact with the DBE duplex, or were subjected to detectable microenvironment variations upon binding. 

Hydrogen-deuterium exchange (HDX) was performed on both free and bound forms of full-length 

FOXO4-DBD. The determinations followed a well-established protocol in which the exchange process 

was stopped at predetermined intervals to monitor the rate of exchange. Since hydrogen-deuterium 

exchange has not yet been widely used to study the complex of protein and duplex DNA, we first tuned 

conditions for on-line digestion in order to obtain the best spatial resolution. It was achieved using the 

combination of nepenthesin I and pepsin, where rather small and overlapping peptides were observed. 

The robustness of the setup was approved by multiple injections. The final analysis was carried out 

at low pH and temperature to minimize back-exchange. The protocol included protein digestion 

in consecutive on-line columns containing immobilized proteases (i.e., pepsin and nepenthesin-1), 

followed by LC-MS/MS and LC-MS analysis of digested peptides (see Materials and Methods and 

Supplementary Materials) [66]. Since HDX has not been widely used to study complexes comprising 

protein and duplex DNA, the conditions for on-line digestion required fine-tuning to obtain the best 

possible spatial resolution. This task was accomplished by combining nepenthesin I with pepsin to 

obtain rather small, overlapping peptides. Multiple analysis were carried out to evaluate the robustness 

of this approach. The ensuing peptide map demonstrated that the procedure afforded full coverage of 

the FOXO4-DBD sequence (Figure2). 
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Figure 2. Combined online digestion by pepsin and nepenthesin I improves the HDX resolution. 

Comparison of peptide maps obtained by on-line proteolysis with nepenthesin-1 (green), pepsin 

(red), or their combination (blue) is projected on the FOXO4 sequence. In all cases, full sequence 

coverage was reached but pepsin/nepenthesin-1 digestion provided the highest redundancy and spatial 

resolution. Secondary structure elements are depicted above the sequence. The N-terminal region 

G74–P87 originates from the production plasmid and thus is not a part of the wild-type FOXO4 sequence 

(see also Figure S33 of Supplementary Materials). 

3.2. HDX Identified the Interaction Interface and Revealed Long-Distance Structure Stabilization 

For each digestion product, a relative deuteration rate was calculated by considering the number 

of hydrogens exchanged with deuterium atoms against the total number of exchangeable amide 

hydrogens in the peptide. Relative deuteration rates versus exchange time were calculated at both the 

peptide and amino acid levels to recognize possible variations between free and bound FOXO4-DBD 

(see Figures S3–S6 of Supplementary Materials, respectively). This task was facilitated by calculating 

actual differences for each amino acid in the sequence, which were visualized in a 3D model of 

FOXO4-DBD•DBE by using an appropriate color palette (Figure S7 of Supplementary Materials). 

The results are summarized in an HDX difference plot that provided a comprehensive view of the 

variations of solvent accessibility induced by the specific interactions between FOXO4-DBD and its 

cognate DBE duplex (Figure3). Starting from the N-terminus, the G 74–Y102 region displayed relatively 

high levels of deuteration, regardless of reaction time, with no significant differences between free 

and bound forms. These observations indicated that this region was rather exposed and capable of 

exchanging freely with the solvent in both forms. In contrast, the next section spanning the A103–T130 

residues displayed the most extensive differences in deuteration rates, which increased significantly 

as a function of time. This sequence folds helix H1 and H2, strand S1, and intervening loops (see 

topology annotation in Figure2). According to the crystal structure, none of these distinctive features 

is supposed to make direct contact with the duplex DNA [48], which would help explain the drop 

in deuteration by invoking a simple protection effect. In the absence of direct contact, the observed 

loss of solvent accessibility must be attributed to indirect conformational effects induced by binding. 

The fact that the difference in deuteration levels increased gradually with time and stabilized after 

30 min suggests that, in the free form, this set of secondary structures may undergo slow mutual 

dynamics that delay the exchange of susceptible hydrogens. In the bound form, such dynamics may be 

stabilized by interactions with contiguous structures that, in turn, make direct contact with the DNA 

ligand. Like falling dominoes, a series of relatively minor conformational variations linked together 

may ultimately induce observable inhibition of the exchange reaction. This long-distance effect is 

clearly evident, for example, in the relative deuteration plot of peptide A103–L118 (2–3), which shows 
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increasing uptake in the free FOXO4-DBD as a function of time, but constant low-level deuteration in 

the bound form (Figure S3 of Supplementary Materials). 

 

Figure 3. HDX identified the interaction interface and long-distance stabilization of the protein 

structure. (A) Relative deuteration differences [DR(FOXO4-DBD) – DR(FOXO4-DBD•DBE)] plotted 

along the FOXO4-DBD sequence and their evolution in time. Highlighted areas show two regions 

with large differences in deuteration levels. (B) FOXO4-DBD•DBE structure with highlighted regions 

showing significant differences in deuteration. Please note that the G74–P87 region of the construct was 

contributed by the recombinant-production vector and, thus, was not part of the wild-type FOXO4 

sequence (see also Figures S3–S7 of Supplementary Materials). 

The next region, spanning the V131–K159 residues, also manifested significant differences between 

free and bound forms, but their time dependence displayed a rapid increase at shorter intervals, 

followed by a decline near initial levels at longer reaction times (Figure3A). In particular, the residues 

forming helix H3, which the crystal structure places directly in the major groove of the DBE duplex [48], 

experienced the largest differences. For this reason, direct steric protection induced by bound DNA 

could explain the uptake inhibition observed for such residues. In contrast, the outcome observed 

for the contiguous helix H4 and intervening loop could indirectly result from the stabilization of the 

H3 conformation, which could constrain the placement of such residues and restrict their solvent 

accessibility. The crystal structure also identified a handful of contacts that were mediated by water 
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molecules trapped in the binding interface. While these interactions have been suggested to further 

stabilize the dynamics of helix H3 and flanking regions, it is not clear how trapping D2O versus 

H2O present in the solvent may affect the observed deuteration rates. It should be also pointed out 

that FOXO4 differs from other FOXO homologues by the insertion of five amino acids (K137–N141) in 

the H4–H3 loop (Figure2). It is not clear whether this insertion may be responsible for the unusual 

conformation assumed by helix H3 in the bound form, which differs from those assumed in other 

members of the family [48]. In any case, the observed inhibition pattern supports a role in stabilizing 

the fold of FOXO4-DBD and reducing its overall flexibility upon complex formation. 

The F160–D195 section corresponds to sequences located on the C-terminal side of helix H3, which 

manifested smaller but still perceptible differences of deuteration rates. This region contains strands S2 

and S3, as well as the W1 and W2 wings, which the crystal structure placed far removed from the DNA 

binding interface. Also in this case, an overall decrease of structural flexibility upon binding could 

explain the reduced deuterium uptake. It should be noted that, in addition to conferring FOXO4-DBD 

its winged look and fine tuning of the interaction with DNA [47], W1 and W2 could contribute to 

constitute possible regions of contact for auxiliary components of the transcription complex. The final 

section covered by HDX determinations consisted of the S196–A207 sequence and displayed marginal 

deuteration differences. This observation indicated the absence of any protection or conformational 

effects induced by DNA binding. 
 

3.3. Protein-DNA Cross-Linking Revealed the Mutual Placement of Protein and DNA Components 

The HDX experiments identified the regions affected directly and indirectly by DNA binding, 

which experienced clearly detectable variations of solvent accessibility. However, these types of 

determinations could not identify the structures responsible for limiting the access of solvent to a 

specific region. In other words, these experiments could not reveal the mutual spatial relationships 

between such structures, nor assess the effects of binding on such relationships. For this reason, we 

employed different types of cross-linking strategies to probe the organization of the various structures 

and recognize their mutual placement in the overall fold. The first approach employed transplatin 

to generate putative protein-DNA conjugates that may be capable of constraining the position of the 

DBE ligand onto the FOXO4-DBD substrate. The reactivity of platinum compounds towards specific 

functional groups of nucleic acids is well documented [67] and involves the preferential attack of 

the N7 position of guanine base [68]. Although the characteristics of their reactivity towards protein 

residues are still unclear [49], amino acids with electron-rich S, N and O atoms, such as Cys, Met, 

His, and Thr, have been described as preferred targets [69]. We treated samples of FOXO4-DBD•DBE 

complex, as well as free FOXO4-DBD and DBD, with a 10:1 transplatin to substrate molar ratio in 150 

mM ammonium acetate (pH 6.85) and incubated at 18 ◦C for 14 h (see Materials and Methods and 

Supplementary Materials). The sample mixtures were analyzed by both ESI-MS and SDS-PAGE to 

assess the distribution of transplatin adducts to estimate the proportion of sought-after intermolecular 

cross-links. The representative data in Figure4A provides a view of the typical product distributions 

obtained from these probing reactions, which included monofunctional “dangling” adducts containing 

a still unreacted chloride function (i.e., marked as tPt-Cl adducts), as well as bifunctional conjugates in 

which both functions had effectively reacted (i.e., marked as tPt adducts). 
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Figure 4. Mass spectra of transplatin-treated FOXO4-DBD•DBE samples, which were obtained under 

either (A) non-denaturing (i.e., 1% acetic acid in 7.5 mM ammonium acetate) or (B) denaturing (i.e., 

1% acetic acid and 50% methanol in 7.5 mM ammonium acetate solution) conditions. Abbreviations: 

tPt—bifunctional transplatin conjugate (Pt(NH2)2); tPt-Cl—monofunctional adduct (Pt(NH2)2Cl); 

dsDBD—duplex DNA; ssDBD-F—forward oligonucleotide strand; ssDBD-R—reverse oligonucleotide 

strand. The FOXO4-DBD sample employed in these experiments lacked three amino acids at the C-

terminus (see also Figure S1, Figure S2, Figure S8, Figure S9 of Supplementary Materials. 

Based on mass alone, it is not typically possible to distinguish the desired intermolecular conjugates 

from intramolecular crosslinks, which share the same elemental composition. For this reason, ESI-MS 

analysis was repeated in the presence of 50% methanol to achieve mild denaturing conditions. In this 

way, products stabilized by bridging bifunctional cross-links were still detected intact, such as the 

conjugates containing FOXO4-DBD and individual DBE-F or DBE-R strands. In contrast, no signal 

was observed for complexes devoid of any intermolecular conjugation, whereas adducts of their free 

unbound components were individually detected, such as those of FOXO4-DBD protein, DBE-F, and 

DBE-R strand (Figure4B). In analogous fashion, the reaction mixtures were also analyzed by PAGE 

under both native and denaturing conditions (Figure S1 of Supplementary Materials). Direct data 

comparison enabled the identification of bands that eluded dissociation by elevated concentrations 

of SDS or urea and, thus, could be attributed to the presence of bridging bifunctional crosslinks. 

These data enabled us to estimate that the desired intermolecular cross-links amounted to less than 5% 

of the total material submitted to transplatin reaction. 

A classic bottom-up strategy was carried out to complete the characterization of cross-linked 

products, which included digesting the material with protein- and nucleic acid-specific enzymes to 

obtain samples amenable to LC-MS and LC-MS/MS analysis. In particular, reaction mixtures were 

treated with trypsin to map the position of peptides conjugated to DNA strands (see Materials and 

Methods and Supplementary Materials). In subsequent experiments, the size of the oligonucleotide 

moieties was reduced by treatment with Bal-31 nuclease to facilitate analysis. The representative data 

in Figure S8 of Supplementary Materials illustrates the challenges faced by the MS/MS analysis of 
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these types of hetero-conjugates. Upon gas-phase activation, a precursor ion consisting of G74–R88 

cross-linked to the DBE-R strand underwent dissociation around the bridging Pt atom, rather than along 

the backbones of the bridged moieties. The absence of sequence information afforded by this type of 

fragmentation prevented the identification of the actual residues involved in the cross-linking reaction. 

Nevertheless, the identity of the conjugated components still represented valuable information on 

the mutual relationships between contiguous regions (summarized in Figure S9 of Supplementary 

Materials). 

The detected peptide-oligonucleotide conjugates were examined in the context of the results 

afforded by the HDX determinations and other structural information available for the system. 

For instance, peptide N148–K159 spanning helix H3 was found conjugated to the forward strand of 

DBE, consistent with the placement of H3 directly into the major groove of the DNA duplex in the 

crystal structure [48]. This finding agreed also with the prominent protection effects observed in this 

region during HDX experiments (Figure3A). Peptide F 160–K170, covering the end of S2 and beginning 

of W1, was also cross-linked to the forward strand of DBE, despite the absence of any direct contact in 

the crystal structure. In this peptide, reactivity and orientation considerations would point towards 

H164 and T168 as possible conjugation sites, if their distances from susceptible DNA structures were 

sufficiently favorable. In this direction, the HDX data indicated that this region experienced a detectable 

decline in deuterium uptake consistent with the adoption of a rather constrained conformation upon 

DNA binding (Figure3A). The new conformation could place susceptible groups within mutual striking 

distance, thus promoting the formation of the observed cross-linked product. A similar explanation is 

applicable also to the S171–K182 peptide spanning the end of W1, beginning of W2, and intervening 

S3 strand, which formed cross-links with both forward and reverse strands of DBE. Also, this region 

experienced a significant decrease of deuterium exchange upon binding, which was not explainable by 

direct steric protection, but rather by indirect conformational effects transmitted through contiguous 

structures. The crystal structure orients S171 and S172 to face the minor groove of the duplex construct, 

which would represent prime positions for promoting conjugation with either strand. Also in this 

case, the respective functional groups could be placed within striking distance by the more constrained 

conformation revealed by HDX experiments. The remaining products consisted of the G74–R88 peptide 

cross-linked to either the forward or reverse strand. These products address the flexibility of the 

N-terminal loop, which was supported by the lack of any significant variation of deuteration patterns 

reported by the HDX experiments. 
 

3.4. DNA Binding Induced Significant Effects on Protein Conformation 

The observed protein-DNA cross-links provided valuable information not only on the reciprocal 

positions of protein and DNA components, but also on the significant changes induced by binding 

on the initial protein conformation. We employed protein-specific reagents to evaluate the extent of 

such variations and enable a better appreciation of indirect conformational effects. Our quantitative 

crosslinking approach involved the concerted application of the homobifunctional reagents DSGd0/d4 

and DSSd0/d4 [di(N-succinimidyl) suberate and di(N-succinimidyl) glutarate] to bridge susceptible 

amino or hydroxy groups that may be respectively placed within 20.5 ± 3.0 or 24.2 ± 3.0 Å of one 

another (see Supplementary Materials). The utilization of reagents with different bridging spans 

provided the ability to determine an average distance between residues. At the same time, the isotopic 

labels facilitated the identification of cross-linked products in complex digestion mixtures from their 

characteristic 4-Da spacing and enabled the acquisition of unbiased quantitative data on the incidence 

of cross-linking in the free or bound FOXO4-DBD. Initially, separate samples were treated with 1:1 

mixtures of matching unlabeled/labelled reagents of the same length to complete a survey of the 

regions susceptible to cross-linking (see section Materials and Methods and Supplementary Materials). 

A total of 39 conjugates were identified, which bridged lysine and serine residues, as well as the N-

terminal amino group (Table S1, Figures S10–S26 of Supplementary Materials). The majority of them 

were detected in matching pairs generated by reagents of either length, and were observed in both 
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free and bound samples. However, a small portion was unique to just one form and/or cross-linker 

length. Next, individual aliquots of free FOXO4-DBD were treated with either DSGd0 or DSSd0, 

whereas those of FOXO4-DBD•DBE complex were separately treated with either DSGd4 or DSSd4 (see 

Materials and Methods and Supplementary Materials). Corresponding samples treated with the same 

unlabeled/labelled reagent were mixed in a 1:1 molar ratio prior to protease digestion and analysis 

to compare the incidence of each conjugate in either free or bound samples. The proportion of each 

of the 39 conjugates identified earlier was determined for at least one of the cross-linker lengths, as 

summarized in (Table S2 of Supplementary Materials). 

A close examination of the results revealed distinctive cross-linking patterns associated with the 

presence of bound DNA. In particular, the incidence of some conjugates decreased significantly upon 

binding, while others increased. Among the former, the DGS conjugates bridging K147 to either K170 or 

N-term dropped from 95.9% and 92.8% to 4.1% and 7.2%, respectively (Table S2 of Supplementary 

Materials). The cross-linking inhibition manifested by K147 cannot be merely ascribed to its location 

on helix H3, in direct contact with the duplex construct, because this residue was still capable of 

supporting conjugation with both K135 and K137. A more plausible explanation could be that DNA 

binding forced K147 out of the reach of either K170 on helix H2, or K162 on the adjacent S2 region. 

The limited nature of such conformational changes was revealed by the fact that K147 was pushed out 

of N-term’s reach for the shorter DSG reagent, but was still sufficiently close for the longer DSS, with 

incidence of cross-linking dropping from 92.8 to 7.2% and from 72.7 to 27.3%, respectively (see Table 

S2 of Supplementary Materials). The limited extent of these changes was also evident in the subtler 

cross-linking variations between K147 and either K135 or K137 located on the H3-H4 intervening loop. 

In other cases, DNA binding increased the incidence of specific conjugates by placing residues 

within mutual striking distance in the complex, which were marginally susceptible or inert in the 

free protein. For example, the conjugates bridging residue K182 with N-term, K89, K116, K159, K162, or 

K182 were greatly enhanced by the presence of DNA duplex (Table S2 of Supplementary Materials). 

For the majority of these positions, the levels of cross-linking observed with the longer DSS reagent 

displayed more significant variations than those with the shorter DSG. Considering that K182 is located 

on the W2 wing region, these observations offered further evidence of the long-range conformational 

effects of DNA binding suggested by the results of HDX and protein-DNA cross-linking experiments. 

Another example was provided by the numerous conjugates involving the N-term, which suggested 

that DNA binding had prominent stabilizing effects on a region that was rather flexible in free 

FOXO4-DBD. Consistent with the HDX data, the variations of cross-linking patterns confirmed that 

DNA binding induced significant effects on protein conformation not only within the contact interface, 

but also in rather distal positions. 
 

3.5. Structural Proteomics Could Effectively Guide Model-Building Operations to Produce Very High-Quality 
3D Models 

The HDX and XL experiments provided a wealth of information that was used to guide the 

molecular modelling of a full-fledged FOXO4-DBD and FOXO4-DBD•DBE complex. Our approach 

took advantage of available high-resolution structures that, although incomplete in their coverage 

of the protein sequence, still represented excellent templates for homology modelling operations 

(see Materials and Methods and Supplementary Materials). In particular, the templates were used 

to obtain the coordinates of what could be defined as the structured core of the complex, a region 

spanning approximately from R93 to N177, which displayed limited discrepancies across the available 

structures. In contrast, the regions that were either absent from the templates, or displayed significant 

variations, or had been predicted to possess a high degree of flexibility by PSIPRED [70], were 

modeled according to the HDX and cross-linking information (see Materials and Methods and 

Supplementary Materials). These regions corresponded to the G74–Q100 and N177–A207 sections 

located respectively at the N- and C-terminal ends of the DBD sequence. These operations were 

performed in the Modeller suite [57], which was also used to eliminate possible strains and steric 
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clashes introduced during model building. The program applied the DOPE scoring algorithm to 

identify the best possible structures that were subsequently employed in docking and simulated 

annealing procedures. The former was carried out to place the DBE structure, which was created 

separately by using the make-na server (http://structure.usc.edu/make-na/), onto the putative binding 

site of the protein. This operation was accomplished in HADDOCK [58] by designating as active those 

residues that had experienced reduced rates of exchange upon DNA binding (Figure3A and Figure S27 

of Supplementary Materials). The mutual positioning between the DBE and FOXO4-DBD components 

was further refined according to the results of the protein-DNA cross-linking experiments, which were 

introduced by using Modeller. Finally, the structures of both FOXO4-DBD and FOXO4-DBD•DBE 

complex were submitted to simulated annealing and energy minimization in CNS [60] to generate the 

sought-after model ensembles (Figure5). 
 

 
Figure 5. Structural proteomics could effectively guide model-building operations to produce very 

high-quality 3D models. Models of FOXO4-DBD and FOXO4-DBD•DBE were obtained by combining 

homology modelling with experimental constraints and molecular dynamics simulations. These models 

incorporated extensive information from protein-DNA cross-links, quantitative protein-protein 

cross-links, and hydrogen-deuterium exchange. The green structures show representative models 

for unbound (A,B) and bound (C,D) forms based on corresponding 1E17 (A,C) or 3L2C (B,D) high-

resolution templates. Mesh areas in blue and red colors represent spaces occupied by all the models 

in the ensembles, which provided a measure of the flexibility of the N- and C- terminal regions (see 

also Figures S10–S32 and Tables S1 and S2 of Supplementary Materials). 

The structures obtained for FOXO4-DBD and FOXO4-DBD•DBE complex were compared to 

the corresponding high-resolution structures to assess the robustness of our structural proteomics 

approach. In the case of individual FOXO4-DBD, the overall topology of the ensemble reflected the 

typical forkhead structure of the FOXO family and matched very closely that of the NMR structure used 

http://structure.usc.edu/make-na/
http://structure.usc.edu/make-na/
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as homology template (see Figure S28A,B of Supplementary Materials), thus supporting the validity of 

the HDX and cross-linking constraints. A more detailed comparison was obtained by calculating the 

root mean square deviation (RMSD) between the coordinates of corresponding heavy atoms located in 

the backbone of each ensemble model and the various templates. The representative plot in Figure S29 

of Supplementary Materials, for example, shows that the model obtained from the 1e17 structure 

deviated very little from the initial template. The fact that the experimental constraints introduced 

during modelling did not force any significant variation of the initial coordinates indicates that the 

probing operations did not cause any perturbation of the substrate’s 3D structure and corroborated 

the excellent stability of the structured core of FOXO4-DBD. In contrast, larger RMSD values were 

obtained when models based on other templates were compared with the initial FOXO4 models used 

in the study (3L2C, 1E17), as expected from the discrepancies between the various NMR and crystal 

structures available (see Figure S30 in Supplementary Materials). Although this type of analysis was 

not possible for the regions that were absent from the templates, the excellent match manifested by 

the regions present in both model and template warranted a high level of confidence in the entire 

structures produced by our approach. 

The ensemble of the FOXO4-DBD•DBE complex was examined in similar fashion. Also in 

this case, the overall topology matched very closely that of the corresponding high-resolution 

template (i.e., 3l2c), with the DBE component oriented in the proper direction and placed in the 

correct position onto the FOXO4-DBD’s binding site (see Figure S28C,D of Supplementary Materials). 

RMSD comparisons between the model and crystal structure revealed excellent match for the regions 

present in both, thus ruling out the possibility of inadvertent perturbations introduced by the probing 

procedures. Additionally, we determined the distances between residues that had been conjugated 

by the cross-linking reagents, and then compared them with the corresponding distances measured 

on the crystal structure. The resulting RMSD values revealed excellent agreement across the board, 

with the sole exception of the distances between the DBE molecule (DBE-F) and specific residues of 

the H164–M175 loop (H164, T168, S171, S172 or M175), which were somewhat longer in our model (see 

Table S1 in Supplementary Materials). These discrepancies; however, were consistent with the high 

degree of flexibility possessed by the loop, which was manifest also in the higher B-factors displayed 

by this region in the crystal structure. In agreement with the crystal structure, the models showed that 

helix H3 represents the main interaction interface, as indicated by both HDX and cross-linking data 

(see Table S1 in Supplementary Materials). The DBE structure employed here replicated the consensus 

binding sequences for all related FOX factors, which contain a general TGTTT motif surrounded 

by more variable sequences (see Figure S31 in Supplementary Materials). Whereas FOXO3 and 

FOXO6 recognize two nucleotides located after this consensus sequence, FOXP1 only recognize the 

second nucleotide but not the first one. In contrast, our model indicates that FOXO4 may recognize 

one nucleotide before and one after the consensus motif, thus affording additional evidence of the 

uniqueness of the interactions established by this member of the FOXO family. These results were 

supported also by Position Count Matrix (PCM) values that estimated the binding probability of 

individual bases at each position in the sequence (see Figure S31 in Supplementary Materials). 

A close comparison of the structures of FOXO4-DBD and FOXO4-DBD•DBE complex obtained 

by our approach allowed us to further explore the effects of binding on protein conformation. 

The examination confirmed that the N- and C-terminal sequences remained largely unstructured 

even after DBE binding, as represented by the mesh regions of our models (Figure5). The main 

interface region consisting of H3 showed limited variations between unbound and bound forms. 

Similar outcomes were also observed for the contiguous H1–H2 loop and H2 helix. In contrast, loop 

H2–H4–H3 and the S2 and S3 strands of wing W1 showed rather large variations upon binding. 

Additionally, also the N- and C- terminal regions manifested extensive variations. These observations 

were consistent with the HDX data that revealed clearly peculiar time dependencies. For instance, 

the initially increasing rates in the H1 helix, H1–H2 loop, and H2 helix (A103–T130, in particular) 

suggested variations of dynamics upon DBE binding, whereas their subsequent decreasing rates 
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were consistent with the actual structural stabilization resulting from the presence of bound DNA. 

The RMSD values calculated for corresponding heavy backbone atoms provided an excellent measure 

of these conformational effects (see Figure S32 of Supplementary Materials). The values obtained 

from flanking regions near the interface, indicating major changes in loop H4–H3 and W1 wing and 

minor changes in loops H1–H2 and H3–S1, highlighted the indirect effects of binding, which were 

consistent with the results of HDX and XL experiments. The conformational changes revealed by 

this type of treatment were consistent with a classic adaptive binding mechanism by which rather 

sizeable conformational changes may be necessary to establish specific substrate-ligand interactions. 

The fact that the observed conformational changes were not limited only to the sequences in direct 

contact with the ligand DBE, but involved also contiguous regions, supports mechanisms by which 

binding events may trigger associated activities through allosteric effects, or place bordering regions in 

positions necessary to mediate the recruiting of additional factors, such as the acetyl transferases that 

are known to interact with other members of the FOXO family [50,71]. 
 

4. Conclusions 

The structural investigation of FOXO4-DBD and FOXO4-DBD•DBE provided a thorough 

assessment of the ability of structural proteomics techniques to obtain valid information on systems 

that are not directly amenable to classic high-resolution approaches. The outcome showed that the 

concerted application of HDX and XL could effectively guide model-building operations to produce 

high-quality 3D models. Our multi-step strategy involved the utilization of high-resolution templates 

to carry out initial homology modelling. The sections that were not present in the templates were 

generated from experimental constraints and integrated with the initial structures to cover the entire 

DNA-binding domain. Although the high-resolution templates did not cover the entire structure 

folded by our construct, they still provided sufficient overlap to enable an unbiased assessment of the 

validity of the results afforded by our experimental/computational workflow. In fact, the excellent 

match between the templates and our structures ruled out the possibility that cross-linking procedures 

might have introduced unwanted artefacts or structure distortion. Further, an agreement between the 

templates and the corresponding portions of our models ruled out such possibilities and confirmed 

the ability of the selected computational strategies to translate these types of experimental constraints 

into actual 3D structures. Validating the approach on the “known” portions of the structures was 

essential in supporting the validity of the “unknown” sections that were conspicuously absent from the 

templates. The fact that the results of HDX and cross-linking experiments were in consistent mutual 

agreement provided further proof of the robustness of our concerted approach. For these reasons, our 

models represent comprehensive structures of full-fledged FOXO4-DBD and FOXO4-DBD•DBE. 

The pictures painted by the high-resolution templates (identical protein construct was used), which 

were obtained by NMR and crystallography, are not only incomplete, but in the case of crystallography 

also static. Our extensive data provide a wealth of new information on the conformational dynamics 

of the protein in both unbound and bound forms. Our experiments clearly differentiated regions that 

were conformationally stable from those that underwent significant conformational changes upon 

DNA binding. The most important finding was that binding affected not only the interface region, but 

also the conformation of regions that were located away from the interface. This information might be 

essential to understand the allosteric properties of the complex and their role in recruiting additional 

transcriptional factors. 

Our models confirmed that full-length FOXO4-DBD adopts the classic forkhead topology 

characteristic of this family of transcription factors, but corroborated also its unusual DNA binding 

mode that is unique among those manifested by the highly homologous FOXO proteins [44]. The close 

match between our model and the crystal structure of FOXO4-DBD•DBE ruled out the possibility that 

crystal packing might be the cause of the significant differences noted between the types of interactions 

established by FOXO4 versus those involving the other members of the family [48]. Our models 

confirmed the prominent role of helix H3 in such interactions and highlighted the involvement of 
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neighboring regions, which may be responsible for fine-tuning the sequence-specific recognition of the 

correct DNA counterpart. 

In conclusion, this study demonstrated the merits of structural proteomics approaches for the 

elucidation of protein-nucleic acid complexes. The utilization of specific hydrolytic procedures to 

complete the characterization of HDX and cross-linking products virtually eliminates any limitation 

pertaining the size of the species of interest. Propelled by continued advances in the computational 

approaches employed to translate the experimental results into all-atoms models, structural proteomics 

has rapidly emerged as a valid complement, and often alternative, to the classic high-resolution 

techniques. By clearly demonstrating the applicability to transcription factor-response element 

complexes, we hope that this study will lead to a broader utilization of structural proteomics to mitigate 

the chronic dearth of information on these essential regulatory systems. 
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SUMMARY

TEAD transcription factors regulate gene expression through interactions with DNA and other proteins. They
are crucial for the development of eukaryotic organisms and to control the expression of genes involved
mostly in cell proliferation and differentiation; however, their deregulation can lead to tumorigenesis. To study
the interactions of TEAD1 with M-CAT motifs and their inverted versions, the KD of each complex was deter-
mined, andH/D exchange, quantitative chemical cross-linking,molecular docking, and smFRETwere utilized
for structural characterization. ChIP-qPCR was employed to correlate the results with a cell line model. The
results obtained showed that although the invertedmotif has 103 higher KD, the same residueswere affected
by the presence of M-CAT in both orientations. Molecular docking and smFRET revealed that TEAD1 binds
the inverted motif rotated 180 . In addition, the inverted motif was proven to be occupied by TEAD1 in Jurkat
cells, suggesting that the low-affinity binding sites present in the human genome may possess biological
relevance.

INTRODUCTION

Transcription enhancer activator domain (TEAD) proteins are

widely distributed transcription factors that share a highly

conserved DNA-binding domain (DBD) (Jacquemin et al., 1996;

Kaneko and DePamphilis, 1998). The first member of the family

was identified as a small nuclear protein bound to the SV40

enhancer in HeLa cells, in which it regulates transcription of

SV40 virus (Xiao et al., 1987). Over time, additional members

(i.e., TEAD2 to 4) were recognized in mammals, in which almost

every tissue was found to express at least one type of TEAD,

while others were shown capable of expressing all of them (Jac-

quemin et al., 1996, 1998; Kaneko and DePamphilis, 1998; Yasu-

nami et al., 1996). Genetic manipulation in mice exposed Tead1

as a crucial regulator of cardiacmuscle differentiation and growth

and also revealed its importance for maintaining normal adult

heart function (Chen et al., 1994; Liu et al., 2017; Sawada et al.,

2008). Tead2 was shown to be responsible for neural tube

closure (Kaneko et al., 2007) and, in cooperation with Tead1

and Tead4, for heart development (Liu et al., 2017; Sawada

et al., 2008). Silencing Tead4 demonstrated its activity in primary

myoblast differentiation (Joshi et al., 2017), whereas no functional

information has thus far emerged for Tead3. Perhaps not coinci-

dentally, the essential roles of TEAD transcription factors in

developmental processes translate into their possible implication

in several types of tumors. Multiple genes known to be con-

nected with tumorigenesis, including connective tissue growth

factor (CTGF) (Zhao et al., 2008), transcription factor C-MYC

(Dong et al., 2007), or glucose transporter GLUT1 (Valis et al.,

2016), were shown to be regulated by TEAD proteins (Lin et al.,

2017; Zhou et al., 2016). Thus, TEAD protein activity must be

strictly regulated to prevent developmental defects or malignant

transformation. Since TEAD proteins on their own are not able to

activate transcription and can achieve that only through interac-

tions with other regulatory proteins known as coactivators (Lin

et al., 2017; Xiao et al., 1991), most studies focus on TEAD-coac-

tivator interactions in order to understand their regulation. Two of

the identified coactivators, YES-associated protein (YAP) (Vassi-

lev et al., 2001) and its paralog TAZ (Mahoney et al., 2005), repre-

sent well-known targets of the organ-size-regulating Hippo

signaling pathway (Zhao et al., 2007), whereas other TEAD coac-

tivators act independently on Hippo signaling and include VGLL,

the p160 family of steroid receptors, serum response factor

(SRF), poly-ADP ribose-polymerase, activator protein-1, myo-

cyte enhancer factor 2, and the C-MYC interaction partner

MAX, as reviewed by Lin et al. (Lin et al., 2017).
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TEAD proteins consist of two main structural domains: the

DNA-binding (or TEA) and the transactivation (or YAP-binding)

domain. Although no high-resolution structure is available for

the full-length protein, structures of the individual domains

have been separately solved for different members of the family.

For instance, the TEA structure of TEAD1 was initially obtained

by NMR in the absence of bound DNA, identifying helix H3 as

a part of the possible binding interface (Anbanandam et al.,

2006). The crystal structure of the DBD of TEAD4 in complex

with a model duplex subsequently confirmed the location of

the DNA-binding region. This study also brought insight into

what the structural determinants of DNA recognition by a

TEAD protein are. As is the case for most transcription factors,

the DNA recognition and binding are governed by non-covalent

interactions between amino acid side chains and bases or the

deoxyribose-phosphate backbone of DNA. TEAD4 was shown

to have two main interaction interfaces: helix H3 and the L1

loop. Several hydrogen and salt bridges between H3 helix resi-

dues and bases of the DNA recognition motif, as well as

sequence-independent hydrophobic packing in the L1 loop,

were identified as responsible for the complex formation (Shi

et al., 2017). At the same time, the crystal structures of transac-

tivation domains of TEAD1 and TEAD2 in complex with the coac-

tivator YAP displayed a high degree of similarity, consistent with

the highly conserved nature of these proteins (Li et al., 2010; Tian

et al., 2010). Further, the structures of complexes including either

TAZ or Vgll coactivator demonstrated the ability of this domain to

bind different cognate factors in very similar fashions (Kaan et al.,

2017; Pobbati et al., 2012). Finally, palmitoylation has been

shown to ensure proper folding and stabilization of the transac-

tivation domain structure, thus providing another possiblemech-

anism for regulating its functions (Noland et al., 2016). Despite

the wealth of information provided by these high-resolution

structures, how DNA recognition is affected by the binding motif

context and the possible interplay between DNA-binding and

transactivation domains in stabilizing such interaction are still

not well understood.

In this report, we have investigated the structural bases of the

recognition between TEAD1 and its specific target DNA. Search-

ing the JASPAR database revealed that all TEAD proteins

possessed a putative 50-ATTCC-30 consensus binding motif,

but flanking sequences varied widely within the family (Khan

et al., 2018). This core sequence with an additional cytosine on

the 50 end has been broadly referred to as the M-CAT (muscle–

cytosine, adenine, thymine) motif by virtue of its abundance in

the regulatory regions of genes that are specifically expressed

in muscle tissue (Mar and Ordahl, 1990). Its relationship with

TEAD1was further confirmed by using a protein-binding chip de-

rivatized with randomized DNA duplexes designed to identify the

sequence with the highest affinity for TEAD. The results led to a

putative consensus sequence corresponding to ANATVCZN, in

which V can be A, T, or G; Z can be A, T, or C; and N can be

any base (Anbanandam et al., 2006). Based on these premises,

we compared the affinity of isolated TEAD1-DBD toward

different DNA duplexes that replicated the context of the 50-
ATTCC-30 core of the M-CAT motif within the regulatory se-

quences of selected human genes. We also investigated

whether TEAD1-DBD is able to bind its response motif in the in-

verted (50-CCTTA-30) orientation since this motif is abundant in

the regulatory regions of human genes that were previously iden-

tified as regulated by TEAD transcription factors and how the

orientation of themotif (i.e., 50-ATTCC-30 versus 50-CCTTA-30) af-
fects binding affinity and, thus, recognition. Further, we em-

ployed a combination of mass spectrometry (MS) techniques,

such as H/D exchange (HDX) and quantitative chemical cross-

linking (Kukacka et al., 2015; Rozbesky et al., 2012; Slavata

et al., 2019), and molecular docking experiments to explore the

structural basis of the interactions between TEAD1-DBD and

M-CAT constructs. We finally evaluated the significance of these

observations obtained in vitro by determining the occupancy of

selected M-CATs in leukemic cells.

RESULTS AND DISCUSSION

The structural characterization of the interactions between

TEAD1-DBD and cognate DNA targets was carried out by using

a multipronged approach (Slavata et al., 2019). For the purpose

of exploring the effects of DNA sequence on protein recognition,

we compared the binding properties of a series of double-

stranded DNA (dsDNA) constructs (see Table S1) that placed

the 50-ATTCC-30 core of the consensus M-CAT motif in different

sequence contexts (further referred to as M-CATs). All the se-

quences of the selected M-CATs originated from regulatory re-

gions of human genes, which in the genome colocalize with

markers of active chromatin (see Figure S1). Structural proteo-

mic techniques were then employed to compare the spatial ar-

rangements of free versus bound components of the complex

to enable the characterization of the contact interface and the

evaluation of possible conformational effects induced by binding

of different M-CATs. The dsDNAs were submitted to UV-melting

analysis to confirm their proper formation (see Figure S2),

whereas the identity, purity, and proper folding of recombinant

TEAD1-DBD and complex assemblies were verified by MS anal-

ysis (see Figures 1 and S4), as detailed in the STAR Methods

section.

M-CAT context affects TEAD1 recognition
Together with verification of the identity and purity of the

complex components, the binding properties of the selected

M-CATs were initially compared by using native electrospray

ionization MS (ESI-MS), as described under STARMethods. Fig-

ure 1 displays representative spectra obtained from samples

prepared by mixing equimolar amounts of recombinant

TEAD1-DBD with each of the M-CAT dsDNAs. Consistent with

the establishment of a binding equilibrium in solution, each sam-

ple provided signals corresponding to both free and bound com-

ponents, which were recognized from their characteristic

masses. The respective signal intensities enabled us to deter-

mine the partitioning between free and bound species, which

is a direct reflection of the binding affinity of the complex. In

particular, the fact that M-CAT constructs mimicking the CTGF

promoter, SRF promoter, and C-MYC first exon were almost

completely bound to TEAD1-DBD, with percentages of bound

form ranging from 99.6% to 100%, indicated that these se-

quences possessed the higher affinities in the series for the pro-

tein component. In contrast, the M-CATs mimicking the C-MYC

enhancer, GLUT1 enhancer, and GLUT1 first exon displayed

percentages of bound form ranging only from 72% to 97%,
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consistent with markedly lower affinities (Figures 1A and 1B).

More importantly, the higher percentages observed in these ex-

periments were obtained from oligonucleotides in which the

orientation of the M-CAT read from the 50 to 30 direction relating

to theDNA strand, unlike the other three, where themotif was ori-

ented in the 30 to 50 direction.
These observations were verified by performing binding as-

says based on fluorescence anisotropy determinations, which

provided the actual dissociation constant (KD) of each selected

complex (see STARMethods for details). As shown in Figure 1C,

two distinctive groups could be readily distinguished with KD

values that differed by at least one order of magnitude. The

group with lower values, corresponding to higher binding affin-

ities, included the CTGF promoter, SRF promoter, and C-MYC

first exon complexes, in agreement with the results afforded by

the native ESI-MS determinations. The higher KD values (lower

affinities) were instead provided by the C-MYC enhancer,

GLUT1 enhancer, and GLUT1 first exon complexes, which

display the M-CAT sequence in the 30 to 50 orientation. Alto-
gether, these results provided evidence that the M-CAT motif

orientation strongly affects the binding affinity of the dsDNA con-

structs to TEAD1-DBD, whereas the sequence of the strand sur-

rounding the M-CAT motif has much lower, but nevertheless still

significant, influence.

Effect of M-CAT orientation on structure of the complex
The application of complementary structural proteomics ap-

proaches allowed us to structurally characterize the specific

interaction between TEAD1-DBD and differentially oriented M-

CAT motifs. Initially, quantitative chemical cross-linking with

MS detection was implemented to reveal the spatial arrange-

ment of free TEAD1-DBD versus bound to 30 / 50 or 50 / 30

oriented M-CATs in solution (Kukacka et al., 2015). The homobi-

functional reagent disuccinimidyl adipate (DSA) was employed

to conjugate susceptible primary amines (i.e., N-terminal and

Lys ε-amino groups) or hydroxyl groups that may be placed

within 8.9 ± 3.0 Å of one another in the structural context. The

identity of cross-linked residues was then obtained by perform-

ing protease digestion and MS analysis, as detailed under STAR

Methods. This strategy enabled the identification of 16 peptide

conjugates that yielded 14 unique distance constraints in the

control DNA-free sample (see Table 1 and Figure 2). This spatial

information was subsequently employed to guide the homology

modeling of DNA-free TEAD1-DBD that also included residues

22–28, which were not included in the high-resolution structure

PDB: 2hzd used as a template (Anbanandam et al., 2006). The

resulting model differed from the template structure only in the

N-terminal region (prolonged in our construct by six amino

acids), which bent closer to helix H3 than in the template. The

fact that the distances of all cross-linked residues in this model

fit into the maximum allowed distance for DSA confirmed that

our TEAD1-DBD construct adopted the same fold exhibited in

the previously published high-resolution structures (Anbanan-

dam et al., 2006; Shi et al., 2017) (Figure S4).

A quantitative cross-linking strategy that utilized isotopically

labeled versions of the reagent was subsequently implemented

to evaluate TEAD1-DBD in complex with differentially oriented

M-CATs (CTGF, SRF, and C-MYC exon in 50 / 30 and GLUT1

exon, GLUT1 enhancer, and C-MYC enhancer in 30 / 50 orien-
tation). As described under STAR Methods, 12C-DSA was used

to label the free protein, 13C-DSA to label the complex, and a

1:1 mixture of these samples was proteolytically digested and

analyzed by high-performance liquid chromatography (HPLC)-

MS. In the resulting spectra, the ratio of 12C-DSA:13C-DSA was

calculated not only to detect structural changes induced by

DNA binding but also to obtain a view of the actual binding inter-

face (Kukacka et al., 2015). All 16 cross-linked peptides

observed in the free TEAD1-DBD sample were also found in all

six TEAD1-DBD,M-CAT complex samples. The formation of

three such conjugates was not affected by DNA binding,

whereas the abundances of the other two and nine of them

were enhanced or reduced, respectively (the quantitative data

are summarized in Table 1, whereas the conjugates are dis-

played on the structure in Figure 2). The N-terminal amino group

showed an increased ability to form cross-links with K65 in the

presence of DNA. This information should be placed in the

context of the homology model obtained for free TEAD1-DBD,

which showed this region bending closer to the H3 helix that

was previously identified as responsible for DNA binding (Anba-

nandam et al., 2006). Taken together, these observations sug-

gested that the N-terminal region might move from its position

near the H3 helix upon DNA binding, placing itself closer to

K65 and promoting facile DSA cross-linking. Another cross-link

that manifested an increased incidence in the bound state

comprised K101 connected to K57. The former is located almost

at the C terminus of TEAD1-DBD, in a region that is rather un-

structured in the DNA-free form (Anbanandam et al., 2006), but

becomes a part of a long a helix in the TEAD4-DBD,DNA com-

plex (Shi et al., 2017). In contrast, K57 is located on the long

and flexible L1 loop that interacts with the DNA minor groove

in the TEAD4-DBD,DNA complex. The fact that both residues

are located in regions that lose their flexibility in the bound state

might be the reason the DSA cross-link is formed with higher

probability in the complexed state. On the other hand, the lost

flexibility and direct interaction with DNA of the L1 loop could

be responsible for the decreased abundance of K57 cross-link-

ing to K65 and K78. Finally, all cross-links relying on K88 almost

completely vanished in the bound state. This demonstrates the

direct effect of DNA binding, since K88 is located precisely inside

the DNAmajor groove in TEAD4-DBD,DNA (Shi et al., 2017) and

Figure 1. M-CAT context affects TEAD1 recognition

(A) Native ESI-MS spectra of complexes of TEAD1-DBD with each M-CAT in the study, which revealed the partitioning of free versus bound components. The

most intense charge states of free protein (gray star), free DNA (brown circle), and the complex (black square) are highlighted

(B) Percentage of bound protein observed in the samples containing the various M-CATs. Data are represented as mean ± SD.

(C) Comparison of dissociation constants (KD) of selected M-CAT$TEAD1-DBD complexes determined by fluorescence anisotropy binding assay. These values

were obtained from corresponding experimental data shown in Figure S3. Complexes containing M-CATs with binding motifs in the 50 to 30 orientation (i.e., SRF

promoter, CTGF promoter, and C-MYC exon) had approximately 10 times higher KD than those with the 30 to 50-oriented motif. Data are represented as

mean ± SD.
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thus the DNA presence makes this residue inaccessible to sol-

vent or chemical probe. Together, the cross-linking results

suggested that DNA binding affected not only the previously

identified binding interface (H3 helix and L1 loop), but also C-

and N-terminal regions that might contribute to stabilizing the

protein in the complex, or the interaction with the transactivation

domain or other regulatory proteins. However, further investiga-

tion utilizing longer protein constructs will be necessary to prop-

erly investigate this effect.

Upon comparison of the quantitative cross-linking results of

the six M-CATs differing in motif orientation, the first thing that

could be observed is the fact that the same cross-links were

identified in all samples, and in each group with the same motif

orientation, the quantification results were also very similar.

The only discrepancies induced by the various M-CATs’ con-

texts were likely caused by the different affinities of TEAD1-

DBD to each M-CAT, since the quantification results correlate

well with themeasured dissociation constants.When the equilib-

rium between unbound and bound complex components is

shifted toward the former by lower affinities, the greater popula-

tion of free protein could manifest higher reactivity with the

cross-linking reagent and even form cross-links that are not

favorable in the bound state. This effect is even stronger when

the motifs in different orientations are compared. For instance,

the ratio of 12C- to 13C-DSA was 0.49 for the K78-K88 cross-

link in the complex with GLUT1 exon M-CAT oriented in the 30

/ 50 direction. This value was significantly lower than the ratio

of 1 expected from unaffected residues, but also significantly

higher than the 0.16 observed in the complex with the 50 / 30-
oriented CTGF.

Another effect that can be observed in the quantification re-

sults shown in Table 1 is the fact that, unlike the decrease in

cross-link formation, which is highly affected by the dissociation

constant of the complex and therefore the motif orientation, the

cross-links that are favored in the bound form seem unaffected

by the motif orientation and the quantification results are similar

for all tested M-CATs. As discussed above, the reason these

cross-links are allowed to preferentially form in the bound state

is probably the loss of flexibility of the unstructured regions in

complex with DNA and the apparent independence of the disso-

ciation constant, and thus it might be caused by the two effects

(association/dissociation with DNA and loss of flexibility)

happening on different time scales. Nevertheless, the fact that

all M-CATs produced similar results indicates that the overall

complex structure may not be significantly affected by the orien-

tation of the consensus motif, since the same residues were

cross-linked in the presence of all M-CATs tested in the study

and the only differences were likely caused by different affinities

of TEAD1-DBD to DNA (see Table 1).

Mapping the binding interface
Although chemical cross-linking can reveal the mutual positions

of bound structures, it may not be necessarily capable of identi-

fying the residues placed in the contact interface, which must be

typically inferred from the models derived from the cross-linking

data. For this reason, complementary information is usually

sought by performing HDX experiments (Rozbesky et al.,

2012), which allow us to observe the changes in solvent acces-

sibility of amide hydrogens or changes in their involvement in

secondary structure formation via the hydrogen bonding

network upon ligand binding. In our case, we compared the ex-

change pattern produced by free TEAD1-DBD with those

observed for its complexes with the six M-CAT constructs

differing in the binding motif orientation.

The residue resolution achieved by these experiments was

greatly enhanced by utilizing the aspartic protease aspergillo-

pepsin (protease type XIII) to carry out the bottom-up character-

ization of the protein components (see STAR Methods). Upon

online digestion, the ensuing peptides were mapped by data-

dependent liquid chromatography-tandem mass spectrometry

Table 1. Summary of identified cross-links and associated quantitative ratios

AA1 AA2 Sequence CTGF SRF C-MYC exon C-MYC enhancer GLUT1 enhancer GLUT1 exon

N-term K65 GSHMSA-DEGKMYGR 11.10 ± 0.3 1.65 2.53 1.37 1.65 2.85 ± 0.45

N-term K88 GSHMSA-KQVSSHIQVLAR 0.15 ± 0.02 0.18 0.25 0.69 0.59 0.58 ± 0.03

N-term K25 GSHMSADKPIDN 0.86 ± 0.08 1.07 1.11 1.28 1.17 1.00 ± 0.19

K57 K65 KIILSDEGKMYGR 0.40 ± 0.03 0.55 0.47 0.66 0.75 0.84 ± 0.02

K57 K78 KIILSDEGK-YIKLR 0.39 ± 0.04 0.61 0.51 0.83 0.69 0.76 ± 0.02

K57 K88 KIILS-KQVSSHIQVLAR 0.41 ± 0.1 0.25 0.20 0.55 0.60 0.74 ± 0.1

K57 K88 KIILSDEGK-KQVSSHIQVLAR 0.41 ± 0.04 0.67 0.43 0.76 0.68 0.77 ± 0.02

K57 K101 KIILSDEGK-KSRD 0.95 ± 0.04 1.37 1.41 1.90 2.52 1.87 ± 0.07

K57 K101 RKIILSDEGK-KSRD 1.08 ± 0.05 1.60 1.79 2.18 3.10 2.03 ± 0.06

S61 K65 IILSDEGKMYGR 1.01 ± 0.05 0.83 0.88 0.87 0.92 1.03 ± 0.04

K65 K78 DEGKMYGR-YIKLR 0.69 ± 0.06 1.03 1.14 0.82 0.85 0.89 ± 0.01

K65 K88 DEGKMYGR-KQVSSHIQVLAR 0.25 ± 0.04 0.11 0.12 0.47 0.53 0.74 ± 0.02

K78 K88 YIKLR-KQVSSHIQVLAR 0.16 ± 0.02 0.22 0.27 0.56 0.56 0.49 ± 0.05

K83 K88 TGKTR-KQVSSHIQVLAR 0.16 ± 0.02 0.30 0.32 0.59 0.61 0.52 ± 0.03

K88 K101 KQVSSHIQVLAR-KSRD 0.27 ± 0.04 0.31 0.31 0.74 0.83 0.71 ± 0.09

K88 S91 KQVSSHIQVLAR 0.14 ± 0.03 0.24 0.25 0.60 0.68 0.62 ± 0.03

Values in the table correspond to the ratio of 13C-labeled cross-links (complex) over 12C (DNA-free). Values lower/higher than 1 thus indicate howmany

times the probability of cross-link formation decreased/increased in the presence of each M-CAT.
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analysis in positive-ion mode. Figure S5C demonstrates that the

selected procedure generated a large variety of overlapping

products, which resulted in 100%sequence coverage. The num-

ber of exchanged deuterium atoms versus the deuteration time

for all identified peptides was calculated and, after recalculation

to smaller regions with the use of the information from overlap-

ping peptides, all significant (>23 SD) differences between the

free and the in-complex (with each of the six studied DNA du-

plexes) state of TEAD1-DBD represented by a color palette

were mapped on the structure model of TEAD1-DBD/M-CAT.

As is shown in Figure S5A, each of the three complexes with

the same motif orientation produced a very similar protection

pattern, with the same protein regions protected from deutera-

tion compared with the DNA-free state, and even the intensity

of the protection varied only slightly. However, these mild varia-

tions were in perfect agreement with the dissociation constants

of each complex (see Figure S5B for examples of deuterium up-

take plots of selected peptides). Figure 3 thus highlights the dif-

ferences between the free and the bound states of the two tested

motif orientations via color coding of the structures of TEAD1-

DBD$C-MYC exon (50 / 30 oriented) and TEAD1-DBD$C-MYC

enhancer (30 / 50 oriented) complexes.

For all M-CATs at short deuteration times, the largest differ-

ence in deuterium uptake between free and bound states was

observed in helix H3 and the adjacent L2 loop, while more limited

deuteration protection was observed also in the L1 loop. As dis-

cussed above, H3 and L1 were previously identified as being

directly responsible for DNA binding. Although prior NMR

studies suggested that L2 was affected by DNA binding in the

TEAD1-DBD,M-CAT complex (Anbanandam et al., 2006), the

crystal structure of the TEAD4-DBD,M-CAT complex did not

show any direct contact between this loop and DNA (Shi et al.,

2017), thus failing to support firm conclusions. At longer deuter-

ation times, other regions that are not in contact with DNA in the

crystal structure (i.e., helices H1 and H2) displayed significant

protection in the bound form as well. Keeping in mind the fact

that HDX is always affected not only by shielding of the structure

by bound ligand but also by the changes to protein structure dy-

namics, especially higher amounts of hydrogen bonding, the

protection observed in longer deuteration times could probably

Figure 2. Identified cross-links displayed on

a TEAD1-DBDdM-CAT model

Cross-links favored in the complex state are

colored red, cross-links hampered by DNA binding

are colored blue, and cross-links that formed

independently on DNA are colored black. Resi-

dues susceptible to the DSA cross-linking reagent

are highlighted by pink. For the table of all identi-

fied cross-links and validation of the cross-linking

experiment see Table 1 and Figure S4.

be attributed to the stabilization of the

TEAD1-DBD structure in a more fixed

conformation, resulting in more hydrogen

bonding and a lower local exchange rate.

On the other hand, the protection at short

deuteration times is likely a result of the

interplay of the two effects—reduced sol-

vent accessibility caused by shielding by DNA and stabilization

of the protein structure with increased hydrogen bonding.

Together, the obtained results point to a large loss of structural

dynamics happening in the presence of any of the tested DNA

duplexes and identify helix H3 and both L1 and L2 loops as the

presumable binding interface.

When the results obtained from complexes are compared with

those from M-CATs present in different orientations, the most

noticeable difference is the intensity of the observed protection

(Figure 3). The most affected region at 10 s deuteration time

was in both cases the H3 helix together with the L2 loop. With

longer deuteration times this protection weakens to the point

of not being significant, in contrast to the protection of the H1

and H2 helices, which dissipates more slowly. The only differ-

ence between the two motif orientations is the timescale on

which this happens, which is in perfect agreement with the effect

that was observed in the cross-linking study. As discussed

above, decreased protection in the case of the low-affinity

inverted motif was likely caused by intrinsic differences in disso-

ciation constants, with higher populations of unbound compo-

nents decreasing the average deuteration levels. With no other

observable difference between the two states, the results sug-

gest that the region of TEAD1-DBD responsible for DNA binding

is the same for both motif orientations.

TEAD1 binds inverted M-CAT in a rotated orientation
The complementary cross-linking and HDX information did not

reveal any significant variations in the putative mechanisms

used by TEAD1-DBD to recognize the different M-CAT orienta-

tions. At the same time, however, these experiments could not

rule out the possibility that the protein may bind M-CATs with

the inverted 50-CCTTA-30 consensus sequence by using the

same interacting region, but in an actual orientation of the entire

protein rotated by 180 . To test this hypothesis, we carried out

molecular docking experiments by using Amber14 software

(Case et al., 2014) (see STARMethods). Protein-DNA recognition

relies not only on specific interactions supporting a direct

readout (Anderson et al., 1987), such as hydrogen bonds and hy-

drophobic interactions, but also on indirect interactions medi-

ated by water (Biedermannová and Schneider, 2016; Patikoglou
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and Burley, 1997; Schneider et al., 2014; Woda et al., 1998) and

on the balance of electrostatic potentials and mutual shape

adaptation (Dror et al., 2014; Lavery, 2005). Docking experi-

ments can account for the overall combination of these disparate

factors and enable a direct comparison of the binding abilities of

different M-CATs. For this reason, we prepared a series of 15

models of TEAD1-DBD bound to dsDNA constructs based on

the homologous TEAD4-DBD,M-CAT structure (PDB: 5gzb)

(Shi et al., 2017), which placed the sequences of the C-MYC

exon and C-MYC enhancer in different structural contexts (Fig-

ure 4 and Table S2). The models were subjected to 20 ns molec-

ular dynamics (MD) simulations. Regular snapshots along the

simulation trajectories were examined to assess the local DNA

backbone conformation. In addition, the molecular mechanics

Poisson Boltzmann surface area method was employed to

calculate the DG of binding and predict the putative affinity of

the protein-DNA interaction.

Figure 3. Mapping the binding interface

Structural changes induced by binding of TEAD1-

DBD to 50 / 30 C-MYC exon (left) and 30 / 50 C-
MYC enhancer (right) projected onto the structure

of DNA-bound TEAD1-DBD. The deuteration level

(in number of Ds) of the DNA-bound form was

subtracted from the deuteration level of free

TEAD1-DBD for the selected time points (10–3600

s, indicated in the top left corner of each structure)

and the differences were used to replace B-factor

values of each residue and subsequently color the

structure using a blue-white-red gradient. Differ-

ences in negative values represent lower deuter-

ation in the DNA-bound form compared with the

DNA-free one and are colored in blue tones. In

contrast, higher deuteration in the DNA-bound

state would manifest in red tones. No or insignifi-

cant ( 0.2 to 0.2 D) differences are in white. A

much stronger effect induced by solvent protec-

tion, structure compaction, and changes in

hydrogen bonding was detected for 50 / 30 C-
MYC exon (left) than for 30 / 50 C-MYC enhancer

(right). For more information regarding the H/D

exchange experiment, see Figure S5.

Figure 4A displays the structures of the

two TEAD1-DBD,M-CAT complexes

that manifested the most stable interac-

tions according to the DG calculations

carried out before and after docking

and MD simulations. The most stable

interaction corresponded to the TEAD1-

DBD,C-MYC exon complex, followed

by the C-MYC enhancer sequence, with

the M-CAT motif modeled in the comple-

mentary strand while the latter is equiva-

lent to a 180 rotation of the entire

TEAD1-DBD (Figure 4B). These two

forms displayed a difference of about

0.5 kcal/mol between one another, which

would correspond to an 2.4-fold differ-

ence in the respective dissociation con-

stants (KD). Consistent with the results

of structural proteomics analysis, the simulations revealed

that the distributions of local conformations assumed by the

deoxyribose-phosphate backbone in the interface regions

were similar for the twoM-CAT orientations. Moreover, a similar

range of A-B and B-A DNA conformers as in the template crys-

tal structure was observed for either orientation, which in turn

accounted for the similar shapes and widths of the interacting

grooves (Cerný et al., 2016; Schneider et al., 2018). The similar-

ity of the interacting grooves showed that it was possible for he-

lix H3 to fit in the DNA major groove regardless of the motif

orientation. Moreover, the DG calculations suggested that in

the case of the inverted M-CAT motif, TEAD1-DBD compen-

sates for the inversion by binding in a 180 rotated orientation,

which could lead to less stable interactions between protein

and DNA. For this reason, the simulations provided a very

plausible explanation for the widely different affinities exposed

by the binding experiments.
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To support the computational data experimentally, a single-

molecule Förster resonance energy transfer (smFRET) study

was carried out. For one oligonucleotide of each M-CAT orienta-

tion a 16 bp long version with asymmetrically placed binding

motif and an Alexa 647 label was designed and Cys53 of the

TEAD1-DBD protein was modified with Cy3 dye (for sequences

and label positions see Figure 4C and Table S3). The oligonucle-

otides with the higher-affinity 50-ATTCC-30 motif served as con-

trol, where the acceptor (Alexa 647) was either on the 50 end of

the forward strand or the 50 end of the reverse strand and the

donor (Cy3) was on Cys53. Based on the structural model (Shi

et al., 2017), the distance between fluorophores is 46.6 Å (for-

ward strand labeled) or 25.4 Å (reverse strand labeled) and, as

expected, energy transfer efficiency of 0.58 and 1.00, respec-

tively, was observed in the smFRET experiment. The lower-affin-

ity 50-CCTTA-30 motif had an acceptor on the 50 end of the

reverse strand and the donor was on Cys53 as well. Depending

on the relative orientation of the protein with respect to the DNA,

the distance between donor and acceptor could be either 46.6 Å

Figure 4. TEAD1 binds inverted M-CAT in a

rotated orientation

(A) TEAD1-DBDdM-CAT models used for MD

simulations showing the relative position and

orientation of the C-MYC enhancer 50-CCTTA and

the C-MYC exon 50-ATTCC DNA sequences with

respect to the TEAD1-DBD.

(B and C) (B) Structure superposition of DNA

constructs containing the C-MYC exon and

enhancer motifs corresponding to the most stable

interactions according to DG calculations, which

were later confirmed by (C) an smFRET study,

where DNA and protein were labeled with donor

and acceptor fluorophores whose distance (and

thus FRET effectivity) depended on the respective

orientations of the protein and DNA.

(in the case that our assumption is correct

and the protein binds this motif in a 180

rotated orientation) or 28.2 Å (if the orien-

tation of TEAD1-DBD toward the DNA is

similar to the published structural model).

The shorter 28.2 Å distance would result

in optimal FRET with energy transfer effi-

ciency close to 1, whereas the longer dis-

tance would lead to lower efficiency. In

our case, we observed an energy transfer

efficiency of 0.51 (similar to the high-affin-

ity motif), which confirms the results ob-

tained by molecular docking simulations

together with the idea of 180 rotated

binding orientation.

Inverted M-CAT sites are occupied
by TEAD1 in vivo

The DNA sequences selected for our

studywere initially subjected to a bioinfor-

matics search of the human genome,

which revealed the presence of M-CAT

motifs in both orientations near typical

signatures of active chromatin (i.e., H3K27Ac, H3K4Me1, and

DNase sensitivity markers) (see Figure S1). This observation sug-

gests a potential occupancy of all tested M-CATs by TEAD pro-

teins inside human cells. Furthermore, we have also previously

reported that C-MYC expression in T cell acute lymphoblastic

leukemia cells is regulated by TEAD1 (Valis et al., 2016) and

two of the selected sequences were derived from regulatory re-

gions of the C-MYC gene: one from the first exon (50 / 30 ori-
ented) and the other from the enhancer ( 2,000 bp from the tran-

scription start site, 30 / 50 oriented). To assess possible

differences in the recognition mechanisms in vivo, we deter-

mined the relative rates of TEAD1 occupancy by using chromatin

immunoprecipitation (ChIP) analysis followed by qPCR quantifi-

cation (see STAR Methods). First, primers for regions containing

the M-CAT sequences and control primers for intervening

stretches (i.e., 1,000 bp from the transcription start site) were

designed. All primers were then tested for specificity and effec-

tivity. Melting curve analysis of the resulting PCR products sug-

gested specific amplification of regions of interest. The
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effectiveness of individual primers was calculated as 100%

(±5%) for each set of primers. ChIP analysis used rabbit antibody

against TEAD1, rabbit isotype IgG as a negative control, and

RNA polymerase II antibody together with primers to glyceralde-

hyde 3-phosphate dehydrogenase (GAPDH) as a positive con-

trol. The resulting data showed high-level occupancy of the C-

MYC exon by TEAD1 (11.23 enrichment against negative IgG),

significantly lower occupancy of the C-MYC enhancer by

TEAD1 (5.33 enrichment against negative IgG), and non-signifi-

cant occupancy of the control region by TEAD1 (23 enrichment

against negative IgG). This was in excellent agreement with our

in vitro observations, since the enhancer region contained an in-

verted M-CAT motif, whereas the first exon region included the

M-CAT motif oriented in the 50 / 30 direction (Figure 5).

Additional information was provided by amore detailed analysis

of the positions of M-CAT sequences in the context of individual

DNA strands and their orientation versus the direction of transcrip-

tion of regulated genes. The results showed that all high-affinity

M-CATs shared a core sequence of 50-ATTCC-30 localized on

the non-transcribed DNA strand, whereas all low-affinity M-

CATs shared an inverted 30-ATTCC-50 sequence on the tran-

scribed strand. This fact suggested that distinctive orientations

of TEAD transcription factors might have a significant impact on

intact chromatin with diverse possible effects on transcriptional

outputs.

Conclusions
In this report, we employed complementary techniques to inves-

tigate the structural determinants and the possible modes of

TEAD1-DBD interactions with its DNA response motif. The re-

sults provided valuable information on the binding interface

and surrounding regions, some of which were not immediately

evident from the available high-resolution structures (Anbanan-

dam et al., 2006; Shi et al., 2017). On one hand, the placement

of helix H3 and the L1 loop in direct contact with the DNA was

in excellent agreement with recently published data. On the

other, the deuteration patterns revealed by HDX experiments

suggested that DNA binding might stabilize the conformation

of helices H1 and H2 in the complex, even though these struc-

tures are not directly involved in actual contacts.

The systematic examination of a series of M-CAT constructs

has shown that the structural context of the consensus motif

may induce detectable effects on the strength of the binding

interaction. The highest affinity was observed for the CTGF M-

CAT with the sequence 50-AGTCACATTCCTCCG-30, which con-

tained the highest-affinity ACATTCCT motif predicted by

detailed transcription factor flexible models accessible in JAS-

PAR (Khan et al., 2018) and confirmed by protein-binding chip

experiments (Anbanandam et al., 2006). Progressively lower af-

finities were observed for M-CATs with different flanking se-

quences surrounding the core ATTCC motif.

Moreover, the inverted 50-CCTTA-30 motif was found to be

able to bind TEAD1-DBDwith lower affinity. The differences be-

tween M-CATs containing motifs in either the 50 / 30 or the 30

/ 50 orientation were immediately noticeable in the outcomes

of native ESI-MS and fluorescence anisotropy binding assays,

but also in those of quantitative cross-linking and HDX experi-

ments. In fact, 50 / 30 orientations produced more significant

alterations of cross-link formation and deuteration rates upon

binding than the inverted 30 / 50 counterparts. The results of

molecular docking experiments indicated not only that the

different orientation might contribute to an average stabilization

of 0.5 kcal/mol, but also that TEAD1-DBD might have a marked

preference for binding 30 / 50 M-CATs in an orientation rotated

by 180 , seemingly to compensate for the inverted motif. The

results of the smFRET study thereafter proved this assumption

to be true and showed that TEAD1-DBD actually binds the in-

verted motif in 180 rotated orientation. The MD simulations

have also shown that the two M-CAT orientations produced

similar distributions of local conformations, which resulted in

major grooves sharing similar shapes, thus explaining the abil-

ity of TEAD1-DBD to establish stable interactions in either

arrangement. Taken together, these observations suggest

that TEAD1-DBD may at first recognize the overall shape of

the major groove and that the specific interactions necessary

to stabilize complex association may be established only

when the H3 helix is properly seated inside the groove. The

fact that the number and strength of these specific amino

acid-nucleotide interactions are influenced by M-CAT orienta-

tion may explain the different affinities revealed by our

experiments.

At the end, the presence in the human genome of M-CAT sites

with widely different affinities may provide the basis for possible

regulatory mechanisms relying on the actual concentration of a

certain transcription factor in the cell to ensure site occupancy.

Our experiments revealed that site occupancy was affected by

the orientation of the M-CAT motif in living cells, with sites that

exhibited a 50 / 30 orientation displaying significantly greater oc-

cupancy than those with 30 / 50 orientation. On one hand, these

results together with the fact that the M-CAT motifs examined in

this study were located very close tomarkers of active chromatin

support the possible physiological relevance of differentially ori-

ented M-CATs. On the other, the situation in living cells is never

isolated to just one protein interacting with DNA, and in the case

of TEAD proteins, there are a number of known interaction part-

ners already known, with new ones emerging every year, and

there is a chance that some of them may affect the TEAD-DNA

Figure 5. Relative occupancy of selected C-MYC regions by TEAD1

ChIP analysis followed by relative quantification of selected regions was used.

Individual quantities are shown as fold enrichment of TEAD1 ChIP samples

against negative control IgG ChIP samples. C-MYC ctrl consisted of a control

region without any M-CAT motif. ChIP using RNA polymerase II antibody and

primers to the GAPDH promoter was used as a positive control. Data are

represented as mean ± SD.
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interaction and possibly the M-CAT site occupancy (Lin et al.,

2017). Despite that, our results are consistent with recent reports

that, depending on the specific transcription factor, the inversion

of the binding motif may have negative effects on transcription

output inS. cerevisiae (Sharon et al., 2012), to the point where to-

tal loss of transcriptional output could be observed in Ciona in-

testinalis (Farley et al., 2016). Moreover, other reports show an

inhibitory effect of low-affinity sites on the transcription of regu-

lated genes enabling precise tuning of transcriptional outputs in

reliance on individual transcription factor levels (Ridinger-Saison

et al., 2012). In the case of the C-MYC transcription factor, the

presence of both low- and high-affinity sites has been inter-

preted as the basis for a fine-tuned regulatory mechanism (Lor-

enzin et al., 2016). According to this mechanism, low C-MYC

concentrations may induce exclusive occupancy of high-affinity

sites, whereas high concentrations can lead to saturation of

high-affinity sites, as well as binding to low-affinity ones. For

this reason, the high C-MYC concentrations detected in cancer

cells have been implicated as the possible trigger for the distinc-

tive transcription patterns associated with cancer (Lorenzin

et al., 2016; Zheng and Levens, 2016). Similar regulation was

suggested also for other transcription factors (Wang et al.,

2015). Our data strongly suggest that analogous regulatory

mechanisms may be supported by the ability of TEAD transcrip-

tion factors to bind differentially with specific M-CAT sites. This

functional hypothesis, together with the way it cooperates with

other known regulation mechanisms of TEAD proteins and its

significance for the development of possible therapeutic strate-

gies, will be the object of future studies.
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STAR+METHODS

KEY RESOURCE TABLE

REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies

Polyclonal rabbit IgG anti-TEAD1 GeneTex Cat No. GTX32918; RRID: AB_2884896

Rabbit IgG isotype negative control GeneTex Cat No. GTX35035; RRID: AB_10623175

Mouse IgG anti-RNA polymerase II Active Motif Cat No. 39497; RRID: AB_2732926

Bacterial and virus strains

E. Coli BL21-CodonPlus (DE3)-RIPL Agilent Technologies Cat No. 230280

Chemicals, peptides, and recombinant proteins

DNA binding domain of TEAD1 (22-104

region)

This paper N/A

Cy3 maleimide GE Healthcare Cat No. PA23031

Disuccinimidyl adipate (DSA) 12C and 13C Creative Molecules Cat No. 013SC

Trypsin from bovine pancreas Merck Cat No. T1426

Endoproteinase Asp-N Roche Cat No. ENDOARGS-RO

Albumin, biotin labeled bovine Merck Cat No. A8549

Streptavidin from Streptomyces avidinii Merck Cat No. S4762

Micrococcal Nuclease NEB Cat No. M0247S

Proteinase K Thermo Fisher Cat No. EO0491

Column with immobilized Aspergillopepsin AffiPro Cat No. AP-PC-005

Deposited data

Ensembl database (Zerbino et al., 2018) http://www.ensembl.org/index.html

JASPAR database (Khan et al., 2018) http://jaspar.genereg.net/

Cross-linking source data This paper ProteomeXchange: PXD012127 (http://

www.ebi.ac.uk/pride)

HDX source data This paper ProteomeXchange: PXD012127 (http://

www.ebi.ac.uk/pride)

Supporting data for the structural mass

spectrometry experiments – deuterium

uptake plots of all identified peptides and

mass spectra of cross-links dissociation

products

This paper Mendeley data: 10.17632/

27zkz3v729.1 (https://data.mendeley.com/

datasets/27zkz3v729/1)

X-ray structure of the complex of DNA

binding domain of protein TEAD4 with DNA

(Shi et al., 2017) PDB: 5GZB (https://www.rcsb.org/

structure/5GZB)

NMR structure of the DNA binding domain

of protein TEAD1

(Anbanandam et al., 2006) PDB: 2HZD (http://www.rcsb.org/

structure/2HZD)

Model of DNA binding domain of protein

TEAD1 based on cross-linking and

HDX data

This paper PDB-Dev: PDBDEV_00000062 (https://

pdb-dev.wwpdb.org/entry.html?

PDBDEV_00000062)

Model of complex of DNA binding domain

of protein TEAD1 with DNA based on cross-

linking and HDX data

This paper PDB-Dev: PDBDEV_00000063 (https://

pdb-dev.wwpdb.org/entry.html?

PDBDEV_00000063)

Computational model of DNA binding

domain of TEAD1 docked to DNA with 3’-5’

oriented M-CAT motif

This paper Model Archive: 10.5452/ma-3qrtm (https://

www.modelarchive.org/doi/10.5452/

ma-3qrtm)

Computational model of DNA binding

domain of TEAD1 docked to DNA with 5’-3’

oriented M-CAT motif

This paper Model Archive: 10.5452/ma-xpro7 (https://

www.modelarchive.org/doi/10.5452/

ma-xpro7)

(Continued on next page)
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RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Petr No-

vák (pnovak@biomed.cas.cz)

Materials availability
This study did not generate new unique reagents.

Continued

REAGENT or RESOURCE SOURCE IDENTIFIER

Experimental models: cell lines

Jurkat E6.1 cell line ATCC RRID:CVCL_0367

Oligonucleotides

Oligonucleotides used in native MS, KD

determination, H/D exchange and cross-

linking experiments, see Table S1

This paper N/A

Oligonucleotides used for smFRET study,

see Table S3

This paper N/A

Primers for ChIP-qPCR, see Table S4 This paper N/A

Recombinant DNA

Plasmide pET28a(+) with 22-104 region of

human TEAD1 cloned between EcoRI and

NdeI sites.

This paper N/A

Software and algorithms

Vinci ISS http://www.iss.com/fluorescence/

software/vinci.html

DataAnalysis 4.4 Bruker Daltonics https://www.bruker.com/service/support-

upgrades/software-downloads/mass-

spectrometry.html

MeroX (Götze et al., 2012, 2015) http://www.stavrox.com

LinX (Slavata et al., 2019) http://peterslab.org/downloads.php

mMass 5.4.1 (Strohalm et al., 2010) http://www.mmass.org/download/old.php

ProteinScape 4 Bruker Daltonics https://www.bruker.com/products/mass-

spectrometry-and-separations/ms-

software/proteinscape.html

DeutEx (Filandrová et al., 2021) http://peterslab.org/downloads.php

Modeller (Webb and Sali, 2014) https://salilab.org/modeller/

Xwalk (Kahraman et al., 2011) www.xwalk.org

FoldX (Schymkowitz et al., 2005) http://foldxsuite.crg.eu/

AmberTools14 (Case et al., 2014) https://ambermd.org/

mManager 1.4.22 (Edelstein et al., 2014) https://micro-manager.org/wiki/

Download_Micro-

Manager_Latest_Release

ImageJ Thunderstorm plugin (Ovesný et al., 2014) https://zitmen.github.io/thunderstorm/

Crystallography & NMR System (CNS) 1.3 (Brunger, 2007; Br€unger et al., 1998) http://cns-online.org/v1.3/

HADDOCK 2.2 (van Zundert et al., 2016) https://www.bonvinlab.org/software/

haddock2.2/

DISOPRED (Jones and Cozzetto, 2015) http://bioinf.cs.ucl.ac.uk/psipred/

DP-bind (Hwang et al., 2007) http://lcg.rit.albany.edu/dp-bind/

DNATCO (Cerný et al., 2016) http://dnatco.org
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Data and code availability
d Software used in this study is available under these links:MS Tools – web based application for visualization and presentation

of HXMS data (http://peterslab.org/MSTools), LinX – software for data processing and interpretation of cross-linking data

(http://peterslab.org/downloads.php), DeutEx - Software for interpretation of HDX-MS data (available upon request http://

peterslab.org/downloads.php), DNATCO – web based application for assignment of DNA and RNA conformers (http://

dnatco.org)

d The accession number for the original/source data for the cross-linking and HDX experiments reported in this paper is Proteo-

meXchange: PXD012127 (http://www.ebi.ac.uk/pride)

d Summary of all deuterium uptake plots andmass spectra of cross-links dissociation product have been deposited toMendeley

data: 10.17632/27zkz3v729.1 (https://data.mendeley.com/datasets/27zkz3v729/1)

d The accession number for the models based on cross-linking and HDX data is PDB-Dev: PDBDEV_00000062,

PDBDEV_00000063 (https://pdb-dev.wwpdb.org/entry.html?PDBDEV_00000062 and https://pdb-dev.wwpdb.org/en-

try.html?PDBDEV_00000063)

d Computational models have been deposited to Model Archive: 10.5452/ma-3qrtm, 10.5452/ma-xpro7 (https://www.

modelarchive.org/doi/10.5452/ma-3qrtm and https://www.modelarchive.org/doi/10.5452/ma-xpro7)

EXPERIMENTAL MODEL AND SUBJECT DETAILS

E. Coli BL21-CodonPlus (DE3)-RIPL (Agilent Technologies, USA) was used for recombinant production of TEAD1-DBD. The cells

were stored in a pH 6.8 buffer containing 10mMMOPS, 10mMRbCl, 75mMCaCl2 and 15%glycerol at -80 C and after transformation

grown on LB agar and in LB medium at 37 C.

Jurkat E6.1 cell line (RRID:CVCL_0367) was used for ChIP-qPCR study and also as a source of material for preparation of

plasmid containing the TEAD1-DBD DNA. The cells were cultured in RPMI1640 medium supplemented with 5 mM glutamine (Lonza,

Switzerland), and 10% fetal bovine serum (Gibco, USA) at 37 C and 5% CO2.

METHOD DETAILS

Chemicals
Unless stated otherwise, all chemicals were purchased from Merck (Darmstadt, Germany) and used directly without any further

purification.

Protein expression and Cy3 labeling
The 22-104 region of human TEAD1, which covers the entire DNA-binding domain (TEAD1-DBD) obtained by PCR amplification of

cDNA from Jurkat cells, was cloned immediately adjacent to an N-terminal His-tag of a pET-28a(+) vector. The protein was over-ex-

pressed in BL21-CodonPlus (DE3)-RIPL cells (Agilent Technologies, USA). After initial growth at 37 C the cell culture was cooled to

30 C and protein expression in transformed cells was induced by addition of 0.2M IPTG and performed for 16 hours. Harvested cells

were lysed by sonication in phosphate buffer (pH 7.4) containing 0.5M NaCl and 1mM 2-mercaptoethanol. Subsequent affinity pu-

rification was performed on column filled with a TALONSuperflowResin (Clontech Laboratories, USA). Cleavage of His-tag was done

overnight at 4 C by specific cleavage by human thrombin (1U per mg of recombinant protein). Removal of thrombin, cleaved His-tag

and buffer exchange to 20mM HEPES, 150mM NaCl, 1mM TCEP, pH 7.4 (HEPES buffer) was carried out at gel permeation chroma-

tography column (ENrich SEC 70 103 300 Column, Bio-Rad Laboratories, USA). Protein intended for FRET experiment was subse-

quently labeled with Cy3 dye. Cy3 maleimide (Thermo Fisher, USA) was dissolved in dimethyl sulfoxide (DMSO) to 10mM concen-

tration. To perform the reaction a 5-fold molar excess of the dye in DMSOwas added to 1mg/ml protein solution in the HEPES buffer

and the mixture was incubated for 16 h in 4 C. The unreacted dye was then removed by using a Zeba Spin desalting column (7000

MWCO) (Thermo Fisher, USA) followed by gel permeation chromatography on the same column as before.

Design of oligonucleotides and preparation of dsDNA
Six oligonucleotides containing the M-CAT binding motif ATTCC were obtained from the human genome sequence by using the En-

sembl database (Zerbino et al., 2018), namely 5’-GTA GTA ATT CCAGCG-3’ from theC-MYC first exon; 5’-GCA ATC CTT AAAGCT-

3’ from the C-MYC enhancer; 5’-TTG CCT TAC AGC CGG-3’ from the GLUT1 first exon; 5’-AGC CCG CCT TAC TCA-3’ from the

GLUT1 enhancer; 5’-AGG CAG ATT CCA GAT- 3’ from the SRF promoter; and 5’-AGT CAC ATT CCT CCG- 3’ from the CTGF pro-

moter (for summary see Table S1). For each of these oligonucleotides, both forward and reverse strands were purchased from In-

tegrated DNA Technologies (USA) in standard desalted purity. The same oligonucleotides bearing a fluorescein amidite (FAM) label

at the 5’-end were purchased from Eurofins Genomics (Austria) to enable fluorescence anisotropy determinations. To minimize the

incidence of competing folding processes, all samples were tested for possible formation of secondary structures or self-dimeriza-

tion by performing melting experiments. The desired duplex samples were obtained by dissolving corresponding forward/reverse

strands in water, mixing them in equimolar ratio, and heating the solution to 95 C for 1 min. Eachmixture was finally allowed to slowly

cool down to room temperature to generate a 15-bp dsDNA construct.
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Melt curves of individual DNA duplexes
Dissolved DNA duplexes were mixed 1:1 with SYBR Green fluorophore (Bio-Rad, USA) to reach final reaction volume of 25 ml. Emis-

sion of SYBR Green fluorescence was recorded during temperature increment from 10 C to 90 C (increment 1 C, read after 5 sec-

onds) on CFX-96 Real-Time PCR instrument (Bio-Rad, USA). CFXmanager software was used for non-linear regression model fitting

and individual melting curves visualization.

Preparation of protein-DNA complexes
Recombinant TEAD1-DBD was transferred into a 150mM solution of ammonium acetate (pH adjusted to 6.8) and diluted to a 5mM

concentration. An equimolar amount of the desired dsDNA sample was added, and the resulting mixture was incubated for at least

5min at room temperature. A triplicate of samples was prepared for each dsDNA. The samples were subsequently analyzed by nano-

electrospray ionization MS on a 15T-solariX XR Fourier transform ion cyclotron resonance (FTICR) mass spectrometer (Bruker Dal-

tonics, USA). All data were acquired in positive mode over the m/z 1000 – 5000 range. The fraction of bound protein was calculated

according to the equation:

F% =

Pzmin
zmax

IFðziÞ
ziPzmin

zmax

IFðziÞ
zi

+
Pzmin

zmax

ICðziÞ
zi

,100%

in which F% is the fraction of bound protein; IF(zi) is the signal intensity of each zi charge state detected for the free protein in the

spectrum; IC(zi) is the signal intensity of each zi charge state detected for the complex; zmin and zmax are the minimum and maximum

charge states detected for the respective species. This treatment relies on the fact that all the samples in the study displayed the

same charge state distribution regardless of the type of dsDNA in the complex, thus enabling for unbiased comparisons between

the respective binding properties (Barylyuk et al., 2013; Hagan and Fabris, 2003; Stephen et al., 2007; Wang et al., 2003).

Fluorescence anisotropy binding assay
Fluorescence anisotropy determinations were performed on a PC1 photon count, steady-state spectrofluorometer (ISS, USA) ac-

cording to reference (Boura et al., 2007). Double-stranded DNA (dsDNA) labelled with FAM at the 5’-terminus of each strand was

diluted to 100nM with buffer (20mM HEPES, 150mM NaCl, 1mM TCEP, pH 7.4) and titrated with 100 or 20 mM (depending on KD

of the complex) TEAD1-DBD in the same buffer. After each increment the solution in cuvette was left to equilibrate for 2 minutes

and steady-state fluorescence anisotropy was recorded with 494 nm excitation and emission at 520 nm. Each determination was

repeated at least ten times to achieve proper sampling statistics. Vinci software (ISS, USA) was used for data processing. Every point

was calculated as an average of three independent measurements, each already consisting of ten technical replicates. The initial

fluorescence anisotropy observed for protein-free dsDNA was subtracted from that obtained after each addition of TEAD1-DBD.

The values were plotted against the corresponding TEAD1-DBD concentrations and fitted according to the equation:

FA =
FAmax , c

KD + c

in which FA is the increase in fluorescence anisotropy; c is the concentration of TEAD1-DBD; FAmax is the anisotropy increase at satu-

ration; and KD is the dissociation constant of the complex.

Quantitative chemical cross-linking
Cross-linking reaction

A previously described protocol was followed to perform cross-linking reactions (Kukacka et al., 2015; Rozbeský et al., 2018; Slavata

et al., 2019). DNA-free TEAD1-DBD or TEAD1-DBD,M-CAT complex (1:1 molar ratio) were prepared in a 20 mM HEPES buffer so-

lution with pH 7.4, which contained 150 mM NaCl and 1 mM tris(2-carboxyethyl)phosphine (TCEP). Each sample was preincubated

for at least 1 hr at 20 C before mixing with the cross-linking reagent disuccinimidyl adipate (DSA). DNA-free TEAD1-DBD samples

were mixed with non-labelled cross-linker (DSA12C), whereas TEAD1-DBD,M-CAT samples were mixed with the 13C-labelled

version (DSA13C). Both cross-linkers were purchased from Creative Molecules (Canada) and were dissolved in dimethyl sulfoxide

(DMSO) to 14.6mM concentration. The amount of cross-linker stock added to the substrate was calculated to provide a 15:1 molar

excess over the protein with a final overall protein concentration of 40mM. After 45min incubation at room temperature, a 5-fold molar

excess of ethanolamine over cross-linker was added to quench the reagent and stop the reaction. Corresponding non-labelled and
13C-labelled samples were subsequently mixed in 1:1 ratio to enable quantitative determinations. Negative control samples (DMSO

added instead of cross-linker) as well as samples treated with a 1:1 mixture of both labelled/unlabelled cross-linkers, were prepared

in parallel to enable proper comparison. The reaction samples were initially analysed by SDS-PAGE to evaluate the presence of any

unwanted higher oligomeric structures. To demonstrate the cross-link formation and quantification reproducibility, the experiment

was performed in triplicates for one forward (CTGF) and one inverted (GLUT1 exon) M-CAT motif. The samples were subsequently

characterised according to an established bottom up approach in which digestion with a combination of proteases (i.e., trypsin and

AspN) was carried out before LC-MS analysis (Kukacka et al., 2015).
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Proteolytic digestion

Samples were mixed with 100mM ethylmorpholine buffer pH 8.5 containing 20% ACN in 1:1 ratio. AspN dissolved in water was

added to reach the final weight ratio 1:100 (AspN:protein). Digestion was performed overnight at 40 C. Following the first digestion,

trypsin was added in 1:20 (trypsin:protein) weight ratio and second digestionwas performed for 8h at 45 C and quenched by lowering

pH with 0,4% FA added in 1:1 volume ratio.

HPLC/ESI-FTICR-MS

Peptide samples were diluted in H2O to final peptide and FA concentration of 0.05 mg/mL and 0.1%, respectively. Afterwards, pep-

tides were injected (0.15 mg per injection) onto a reversed phase trap column (Zorbax 300SB-C18 5 mm, 0.3 3 5 mm, Agilent Tech-

nologies, USA), where the trapped peptides were desalted by 10 mL/min flow of 0.1% FA in water for 5 min (LC-20AD HPLC pump,

Shimadzu, JPN). Desalted peptides were eluted from trap column at a constant flow rate of 10 mL/min (HPLC pump 1200, Agilent

Technologies, USA) by a two-step linear gradient, first from 5 to 40% of solution B (0.1% FA, 98% ACN in water) in 35 min, followed

by fast step from 40 to 99% of solution B in 5 min. Solution A consisted of 0.1% FA and 2% ACN in water. Eluted peptides were then

on-line separated on the analytical column (ZORBAX 300SB-C18, 0.3 x 150 mm, 3.5 mm, Agilent, USA). The HPLC system was

directly coupled with an electrospray ionization source of Fourier transform ion cyclotron resonancemass spectrometer (15T-SolariX

XR FT-ICR, Bruker Daltonics, USA). Mass spectral data were acquired in positive LC-MSmode over them/z range 250 – 2500, where

each MS scan is followed by MS/MS scan with fixed collision-induced fragmentation energy of 15eV and broad isolation window

(Fiala et al., 2020)

Data processing and quantification

The MS data obtained from the protease-digested reaction mixtures were processed by using DataAnalysis 4.4 (Bruker Daltonics,

USA). The SNAP 2.0 algorithm was employed to generate deconvoluted spectra and corresponding lists of monoisotopic masses.

The data provided by negative controls and samples treatedwith the 1:1 cross-linkersmixturewere searched for potential cross-links

by using MeroX (Götze et al., 2012, 2015) and a home-built software Links. For each identified cross-link an extracted ion chromato-

gram was created. The scan with the highest signal intensity was further processed by using mMass 5.4.1. The ratio of incorporation

of light (12C) versus heavy (13C) cross-linker was calculated for each conjugated product by using the envelope fit tool, which relies on

fitting putative theoretical profiles with corresponding experimental data following both a linear combination and least-square fitting.

Hydrogen-deuterium exchange
HDX reaction

HDX reactions were performed according to an established procedure (Filandrová et al., 2021; Slavata et al., 2019) on either DNA-

free TEAD1-DBD (20mM), or TEAD1-DBD,M-CAT complex (20mM, 1:1 molar ratio) in a 20 mM HEPES buffer solution with pH 7.4,

which contained 150 mM NaCl and 1 mM TCEP. Samples were preincubated for at least 1 hr at 20 C before deuterium exchange

was initiated by 10-fold dilution into a D2O-based buffer (20mMHEPES, 150mMNaCl, 1mM TCEP, pD 7.4). HDX was allowed to pro-

ceed at 20 C, while aliquots containing 300 pmol of protein were taken at pre-determined intervals (i.e., at 10 sec, 1 min, 10 min, and

1.5 h of reaction time.). Each aliquot was immediately quenched by 1:1 mixing with quench buffer (4M Urea, 1M glycine/HCl, pH 2.3)

and then rapidly freezing in liquid nitrogen. Samples were stored at -80 C and thawed only immediately before LC-MS analysis. All

experiments were performed in triplicates.

HPLC/ESI-FTICR-MS analysis of HDX samples

Each sample was injected into a home-built LC system that was maintained at 0 C to minimize the possible back-exchange of

hydrogen. Protein digestion was carried out on a column with immobilized aspergillopepsin (protease type XIII) at a flow rate of

200 mL/min (LC-20AD HPLC pump, Shimadzu, JPN) of 0.4% formic acid (FA) in water. Produced peptides were then trapped and

desalted on a peptide microtrap (C8 reversed-phase, Michrom BioResources, USA) for 3 min under the same flow rate and solvent

composition. Trapped peptides were eluted at a constant flow rate of 20 mL/min (HPLC pump 1200, Agilent Technologies, USA) first

by a linear 5 min gradient from 5-35% of solution B (0.4% FA, 95% Acetonitrile (ACN) in water) followed by quick step to 99% B and

separated on the reversed-phase analytical column (ZORBAX 300SB-C18, 0.5 x 35 mm, 3.5 mm, Agilent, USA). Solution A consisted

of 0.4% FA, 2% ACN in water. For a peptide mapping of non-deuterated samples, the same protocol was used, except of the H2O-

based buffer was used instead of D2O-based. Peptide species eluting from the LC system were introduced online into the electro-

spray ionization source of our 15T-solariX XR FTICR (Bruker Daltonics, USA)mass spectrometer. Peptidemapping experiments were

performed in broadband positive ion mode according to a data-dependent MS/MS approach, in which each MS scan was followed

by the collision-induced dissociation (CID) analysis of the six most abundant precursor ions.

Data processing

The MS/MS data collected in the 300 – 1800 m/z range were processed by using DataAnalysis 4.1 (Bruker Daltonics, USA) and then

searched by ProteinScape 4 (Bruker Daltonics, USA) against a library of possible digestion products generated from the TEAD1-DBD

sequence. The corresponding MS data collected also in the 300 – 1800 m/z range were processed by using the home-built DeutEx

software. Peptides with overlapping regions were used to calculate the number of exchanged deuterium atoms to a resolution cor-

responding to smaller regions of the protein sequence, sometimes even to single aminoacids. Deuteration level of DNA-bound form

was subtracted from the deuteration level of free TEAD1-DBD and the differences were used to replace B-factors and to colour the

structure using blue-white-red gradient. The significance level was defined as two times standard deviation (Jensen et al., 2015).
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Please cite this article in press as: Filandrová et al., Motif orientation matters: structural characterization of TEAD1 recognition of genomic DNA, Struc-
ture (2020), https://doi.org/10.1016/j.str.2020.11.018



Homology modelling
The MODELLER (Webb and Sali, 2014) package was employed to generate initial homology models of free and bound TEAD1-DBD

from templates consisting of the high-resolution structures of TEAD1 (PDB: 2HZD) (Anbanandam et al., 2006) and the complex

including TEAD4 and M-CAT DNA (PDB: 5GZB) (Shi et al., 2017). The procedure employed cross-linking information as distance re-

straints with increased weight to 20 to reflect the actual conformation of the substrates under the selected experimental conditions.

The LYS:Ca-LYS:Ca and LYS:Ca-SER:Ca distances identified by the DSA reagent employed in the study were respectively set to

21.7 and 17.7 Å. The Nterm-LYS:Ca distances identified by conjugates involving the N-terminal residue were set to 15.3 Å. All dis-

tances included a 3 Å standard deviation to account for the putative flexibility of linker and side chains in the conjugate. To exploit

positions of N-terminal and C-terminal residues structures with the best DOPE scores were subsequently used to carry out restrained

molecular dynamics simulations with the simulated annealing protocol (rMD-SA) using the CNS 1.3 software suite (Brunger, 2007;

Br€unger et al., 1998). Atom positions of residues predicted as flexible by DISOPRED (Jones and Cozzetto, 2015) were allowed to

move during the rMD-SA, atom positions of the DBD were restrained. (Weinkam et al., 2012) Solvent accessible surface distances

were evaluated by using the Xwalk program (Kahraman et al., 2011). For additional information on the cross-linkingmethod validation

see Figure S4.

Molecular docking
For the docking of the TEAD1-DBD and the C-MYC exon oligonucleotide the shortened model of TEAD1-DBD (I39–R100]) without

flexible residues on C-terminal and N-terminal ends was used. The structure of the C-MYC exon oligonucleotide was generated by

the online tool make-na (http://structure.usc.edu/make-na/) in the ideal B-DNA conformation. The docking was performed using the

program HADDOCK 2.2. (van Zundert et al., 2016) Residues T81–R85, R87–H93, and Q95 indicating the significant difference of the

H/D exchange between apo and DNA-bound TEAD1 and at the same time predicted as DNA-binding residues using DP-Bind web

server (Hwang et al., 2007; Kuznetsov et al., 2006) were considered as active residues. The core M-CATmotif and nucleotides on the

complementary strand of the C-MYC exon oligonucleotide were considered as active residues. The docking calculations were

performed using the WeNMR/WestLife infrastructure (Wassenaar et al., 2012). The missing N-terminal and C-terminal residues for

structures obtained from HADDOCK in the cluster with the lowest Z-score were added using the MODELLER and further subjected

rMD-SA using CNS software suit. During the simulated-annealing atom positions of the TEAD1-DBD and C-MYC exon oligonucle-

otide were restrained. Solvent accessible surface distances were evaluated by using the Xwalk program.

Molecular dynamics
In systematic fashion, a series of protein-DNA complexes were generated by docking the structures of selected dsDNA constructs

with that of the TEA domain (see Table S2). The automodel function of MODELLER ver. 9.14 (Webb and Sali, 2014) was used to

generate initial models from a template consisting of the high-resolution structure of the TEAD4,dsDNA complex (PDB: 5gzb) (Shi

et al., 2017). This strategy exploited the high degree of homology between TEAD4 and TEAD1 to obtain a representation of the bind-

ing region, while the structure of the bound DNA component was kept frozen. In this way, the homology modelling process was

mainly used to add the atomsmissing in the template. To obtain the structure of each protein-DNA complex, the BuildModel function

of FoldX (Schymkowitz et al., 2005) was subsequently used to ‘‘mutate’’ appropriate bases of the dsDNA component, while keeping

the biopolymer’s backbone fixed. MD simulations were then carried out in Amber14 (Case et al., 2014) by using the ff14SB param-

eters for the TEAD1 protein and ff99bsc0 for the DNA component. The complex was placed in a periodic box and solvated by using a

TIP3P water box. The total charge was adjusted to neutral by adding an appropriate number of sodium ions. A 20 ns Langevin MD

simulation was then carried out at constant pressure with a time step of 2 fs and frame collection every 10 ps. The DNA conformation

of each snapshot extracted from the trajectory was examined by using the assignment protocol (Schneider et al., 2018) accessible on

the dnatco.org web service (Cerný et al., 2016). The theoretical protein-DNA binding affinities (DG) were calculated from the MD tra-

jectories using the Molecular Mechanics Poisson Boltzmann Surface Area (MMPBSA) method as implemented in the MMPBSA.py

script from AmberTools14 (Case et al., 2014).

Single-molecule förster resonance energy transfer
Imaging surface preparation

High precision, round microscopy coverslips (25 mm; Marienfeld 0117650) in Teflon holder (Wash-N-Dry Coverslip Rack; Diversified

Biotech Inc.) were submerged into 2%Hellmanex III solution (Hellma Analytics) diluted in the ultrapure water (Milli-QÒ, Millipore) and

incubated overnight at 70 C. Afterwards, 30 minutes sonication in a heated sonication bath and several washes in ultrapure water

with one additional sonication step were applied. Cleaned coverslips were stored in ultrapure water. To immobilize the DNA-protein

complex, coverslips were first dried, placed in glass Petri-dishes and coated with 500 ml of 0.1 mg/ml BSA/BSA-biotin (ratio 1000:1)

mixture in PBS for 1 hour at room temperature. Coverslips were thenwashed 3 timeswith ultrapure water and incubatedwith 500 ml of

2 mg/ml streptavidin in PBS for 1 hour. After 3 washing steps with ultrapure water, coverslips were incubated with 500 ml of 2nM bio-

tinylated oligonucleotides (Table S3) in 20 mM HEPES buffer solution (pH 7.4), which contained 150 mM NaCl and 1 mM TCEP

(HEPES buffer) for 30 minutes. After a brief wash, 500 ml of 2nM Cy3-labeled TEAD1-DBD protein in HEPES buffer was added for

15 minutes. Before acquisition, the coverslips were placed into ChamLide holder (Live Cell Instruments) and washed 3 times with

the HEPES buffer.
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Data acquisition

smFRETmeasurements were performed on a home-buildmicroscope based on IX71 body (Olympus) equippedwith 150mW561 nm

(Sapphire, Coherent) and 100mW643 nm lasers (Cube, Coherent), 100x TIRF objective (UApoN, NA 1.49, Olympus) and an acousto-

optic tunable filter (AOTFnC-400.650-TN, AA Optoelectronics) for the synchronization of the EM-CCD camera (iXon DU-897, Andor;

EM gain: 500) with lasers. The two channels of the fluorescence emission were simultaneously detected on a single camera posi-

tioned behind Optosplit II (Cairn research) equipped with emission splitter cube: T635lpxr – UF1 dichroic mirror (Chroma); HQ 500

LP (for the Donor channel) and 635 LP Edge (for the Acceptor channel; Semrock). Total internal reflection fluorescence (TIRF)

mode of sample illumination was employed. mManager software (version 1.4.22 (Edelstein et al., 2014)) controlled the acquisition

in an Alternating-Laser Excitation (ALEX (Kapanidis et al., 2004)) scheme at the rate 50 ms per frame (20 frames/field of view).

Data analysis

Images were first processed by standard tools of the ImageJ software (version 1.49 (Schindelin et al., 2012)) to separate Donor and

Acceptor channels. Photon counts (intensity) for individual complexeswere acquired in each channel separately by a single-molecule

localization analysis using Thunderstorm plugin of the ImageJ software (Ovesný et al., 2014). The intensity values measured for the

Donor (IDD) and Acceptor (IDA) of the sameDNA-protein complex, acquired under the donor illumination (561 nm), were found by the

nearest neighbor analysis (maximum displacement: 800 nm). FRET efficiency (EFRET) values for the individual DNA-protein

complexes were calculated as EFRET =
IDA

ðIDD+ IDAÞ where IDD and IDA are the intensity values measured for the donor and acceptor,

respectively. The average FRET efficiency for a specific DNA-protein pair was calculated from all complexes exhibiting EFRET >

0.25. Localizations with EFRET < 0.25 represent donors missing the acceptor in the complex (as evaluated by the ALEX illumination

scheme using the acceptor illumination (647 nm (Schrangl et al., 2018)). At least 100 complexes were evaluated for each DNA-protein

pair to calculate the average EFRET.

Chromatin immunoprecipitation and qPCR
Design of primers

Sequences of individual genomic regions were obtained with Ensembl database and primers were designed using GeneRunner soft-

ware enabling detailed analysis of individual primers. Specificity and effectivity of individual sets of primers were tested using

genomic DNA of Jurkat T-ALL cells as matrices (clone E6.1, ATTC Collection, USA). Ct for individual sets of primers across logarith-

mic dilution range of genomic DNA and slopes of individual curves were determined. Effectivity of sets of primers was calculated

according equation: E =

0
B@10

1
Slope 1

1
CAx 100. Melting curves of individual PCR products were recorded to confirm primers speci-

ficity. Primers used during qPCR quantification are stated in Table S4.

Cross-linking, isolation and enzymatic shearing of chromatin

Jurkat cells were grown to typical densities in the 500,000-700,000 cells/mL range in RPMI1640 medium supplemented with 5 mM

glutamine (Lonza, Switzerland), and 10% fetal bovine serum (Gibco, USA) at 37 C and 5%CO2. 5x10
7 cells was harvested by centri-

fugation (400g, 4min, RT) and resuspended in 20ml of minimal RPMI1640medium. After harvesting, 1% formaldehyde was added to

induce protein-DNA cross-linkingwhich took place for 7minutes at room temperature. The cells were lysed and their nuclei collected.

To do that, the cells were centrifuged (400g, 4min, RT), resuspended in 0.3 mol/L glycine solution in PBS and incubated at RT for

5 minutes. After incubation, cells were pelleted, resuspended in PBS, pelleted again and the pellet was resuspended in 500 ml of hy-

potonic buffer and incubated on ice for 15 minutes. Nonidet NP-40 was then added to final concentration of 1%, cells were resus-

pended by pipetting and nuclei were pelleted by centrifugation (12 000g, 30s, 4 C). Pelleted nuclei were resuspended in 350 ml of

Micrococcal Nuclease Buffer (NEB, UK), supplemented with HaltT Protease Phosphatase Inhibitor Cocktail (Thermo, USA), preincu-

bated at 37 C for 5 minutes and treated with Micrococcal Nuclease (NEB, USA) which was added to final dilution 500x . The released

chromatin was vortexed in periods of two minutes and sheared for 12 min at 37 C. Shearing was stopped by addition of ice-cold

EDTA to final concentration of 10 mmol/L and samples were incubated on ice for 10 minutes. Samples were centrifuged (15

000g, 10min, 4 C), supernatant was removed and stored at -80 C for ChIP analysis.

Precipitation of TEAD1 cross-linked complexes

50 mL aliquots of the chromatin samples were finally submitted to immunoprecipitation by using Protein G Magnetic Beads (Active

Motif, USA). Polyclonal rabbit IgG against TEAD1 (GeneTex, USA), rabbit IgG isotype negative control (GeneTex, USA), and mouse

IgG against RNA polymerase II (ActiveMotif, USA) were used in equimolar concentrations. Each IP reaction consisted of 50 ml of chro-

matin, 25 ml of Protein G Magnetic Beads, 50 ml of ChIP buffer 1 (Active Motif, USA), 5 mg of individual antibody and HaltT Protease

Phosphatase Inhibitor Cocktail. The reaction mixtures were incubated overnight at 4 C. After incubation, the beads were pelleted

using Magnetic Separation Rack (NEB, UK) and washed one-time by 800 ml of ChIP buffer 1 (Active Motif, USA) and two-times by

ChIP buffer 2 (Active Motif, USA). After final wash, beads were resuspended in 50 ml of AM2 elution buffer (Active Motif, USA) and

incubated 15 minutes at RT to release the chromatin. Additional incubation with 50 ml of ammonium bicarbonate buffer (0.2 mol/

L, pH 8.3) at 95 C for 15 min was carried out to reverse the cross-links formation and enable protein removal by Proteinase K. Finally,

1 ml of Proteinase K solution (5 mg/ml, Thermo, USA) was added to each sample and samples were incubated for one hour at 37 C.

Proteinase K was then inactivated by PMSF at final concentration of 5 mmol/L. Samples were stored for qPCR analysis at -20 C.
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Relative quantification of individual regions by qPCR Before qPCR analysis, samples were diluted 10-fold and pipetted individually

into 96-wells plate (Bio-Rad, USA) in technical triplicates. Each reaction mixture contained 10.5 mL of diluted ChIP sample, 2 mL of a

100 mmol/L solution containing a 1:1 mixture of forward and reverse primers (the sequence of which are provided in Table S4), and

12.5 mL of 2x SsoFastÔ EvaGreen Supermix (Bio-Rad, USA). Plates were briefly centrifuged and finally analyzed by using a two-step

PCRprogram (95 C for 30 s and 40x (95 C for 5 s, 60 C for 20s, plate read) followed bymelt curve from 65 C to 95 C, increment 0,5 C

) on a CFX-96 Real Time PCR System. Fold enrichment was calculated as 2-DCt from Ct values afforded by specific antibody samples

versus IgG samples used as negative controls. Two independent ChIP analyses were completed in the study.

QUANTIFICATION AND STATISTICAL ANALYSIS

Fluorescence anisotropy binding assay
As described in the Method Details section, every point was calculated as an average of three independent measurements, each

already consisting of ten technical replicates and Vinci software (ISS, USA) was used for data processing. QtiPlot was used for curve

fitting and standard deviation calculation.

Quantitative chemical cross-linking
Details of data processing are included in Method Details section. mMass 5.4.1 envelope fit tool was used for quantification and the

results shown in Table 1 were calculated as a mean of three measurements and standard deviations were calculated by the excel

standard deviation function.

Hydrogen-deuterium exchange
All experiments were performed in triplicates and a lab-made software DeutEx was utilized for data processing, quantification and

calculating standard deviations. Differences higher than two times the average standard deviation were considered significant.

Details concerning quantification and statistics of theMolecular Docking, smFRET and qPCR experiments are each described in

the appropriate section of the Method Details.
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