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The interferon (IFN) response, induced as a side effect after transfection of nucleic acids into mammalian cells, is known but inadequately described. We followed the IFN response, the fate of cells, and the possible mechanisms leading to this response in NIH3T3 mouse fibroblasts after DNA nucleofection. The gateway destination vector, phGf, and its derivatives encoding toxic and non-toxic variants of the minor structural proteins of polyomaviruses, VP2 and VP3, were used. DNA vector sequences induced in cells the production of high levels of IFN and the upregulation of the IFN-inducible genes, $M x-1, S T A T 1$, IRF1, and IRF7. The IFN response was not restricted to phGf-derived plasmids. In nucleofected cells, upregulation of the modified $\gamma$-histone 2A.X indicating DNA damage and inhibition of cell proliferation were also observed. Although 3 T 3 cells expressed the Toll-like receptor-9 (TLR9) and vectors used for nucleofection contained unmethylated CpGs, signaling leading to IFN induction was found to be TLR9 independent. However, the early activation of nuclear factor-kappa B suggested the participation of this transcription factor in IFN induction. Surprisingly, in contrast to nucleofection, transfection using a cationic polymer induced only a poor IFN response. Together, the results point to a strong side effect of nucleofection.

## Introduction

TRANSFECTION OF MAMMALIAN cells with bacterial, viral, or synthetic nucleic acids has been acknowledged to induce type I interferon (IFN) responses. However, there has been little attention paid to these responses appearing as a side effect of cell transfection during studies of cellular responses. IFN induces tremendous effects on many cellular processes by activating different signaling cascades, such as Janus kinases-signal transducer and activator of transcription (JAK/STAT), mitogen-activated protein kinase (MAPK), or phosphatidylinositol 3-kinases/serine/threonine kinase Akt (PI3K/Akt) (reviewed in Pestka et al., 2004; Platanias, 2005; Stetson and Medzhitov, 2006). These pathways are involved, among other vital cellular processes, in the regulation of cell growth, proliferation, and apoptosis. In addition, IFN dramatically affects protein synthesis through activation of the protein kinase R (PKR). Activation of PKR results in the formation of an inactive complex of GDP-eIF2 (Guanosine diphosphate-eukaryotic initiation factor 2) that blocks translation (reviewed in García et al., 2006; Pitha and Kunzi, 2007; Pindel and Sadler, 2011).

For a long time, the only known mechanism used for immune cells to recognize nucleic acids was the sensing of unmethylated CpG motifs (cytosine next to guanine) by the endosomal membrane receptor, Toll-like receptor-9 (TLR9)
(Krieg et al., 1995; Hemmi et al., 2000; Dalpke et al., 2006). Sensing of DNA by this receptor induces the production of type I IFN and other cytokines. Interestingly, it was also reported that non-immune cells are able to produce type I IFN in response to bacterial DNA and CpG motifs in a TLR9dependent manner (Li et al., 2004; Platz et al., 2004; Di et al., 2009). Also, overexpression of TLR9 in non-immune cells reconstitutes CpG DNA responses (Bauer et al., 2001; Takeshita et al., 2001; Assaf et al., 2009). Recently, however, several cytoplasmic sensors that can recognize DNA by different mechanisms (CpG motif/TLR9 independent) have been reported for immune and non-immune cells: DNA-dependent activator of IFN-regulatory factor (DAI) (Takaoka et al., 2007), DEAH box polypeptide 9 (DHX9), DEAH box polypeptide 36 (DHX36) (Kim et al., 2010), DDX41 (Helicase) (Zhang et al., 2011b), absence in melanoma 2 (AIM2) (Hornung et al., 2009), IFN inducible protein 16 (IFI16) (Unterholzner et al., 2010), leucine-rich repeat containing protein (LRRF1P11 protein) (Yang et al., 2010), and the Ku70 protein (Zhang et al., 2011a). It is speculated that these sensors may recognize DNA in a sequence-independent manner. Nevertheless, the nature of the interaction between DNA and the cytoplasmic sensors is still unknown. With the exception of the AIM2 receptor, which induces caspase-1-dependent maturation of the pro-inflammatory cytokines, interleukin (IL)-1 $\beta$ and IL-18 (Hornung et al., 2009), the sensing of DNA
by cytoplasmic sensors induces type I IFN production. The pathways of induction of the IFN response have been uncovered. In broad terms, six important signal molecules downstream of the receptors have been described as modulators of the response: the transcription factors, nuclear factor-kappa B (NF-кB) and IFN regulatory factor (IRF) 1, 3, 7, further, the protein kinase TANK-binding kinase 1 (TBK1), and the transmembrane ER resident protein, stimulator of IFN genes (STING) (Ishikawa et al., 2009 and reviewed in Keating et al., 2011; Sharma and Fitzgerald, 2011). Some of these proteins participate redundantly in different sensor signaling pathways of IFN induction.

The strength, and therefore, the outcome of the IFN response may depend on DNA properties (e.g., CpG content and methylation state), DNA delivery mechanism and cell type, as has been described in the context of immune system cells or even for other cells. In detail, murine dendritic cells produced inflammatory cytokines when stimulated with DNA containing CpG motifs from Escherichia coli or with naked plasmid DNA, but not when stimulated with calf thymus DNA (poor in CpG motifs). In addition, it was also found that the amount of secreted cytokines increased when the DNA was complexed with the cationic lipid-lipofectin (Yoshinaga et al., 2006). It was also demonstrated that peritoneal macrophages from mice launched strong immunoresponses to DNA/cationic liposome complexes in a CpG-dependent and independent manner (Yasuda et al., 2005). In a study using non-immune cells, it has been shown that among the transfection methods such as electroporation, lipofection by Fugene, or transfection by the cation polymer ExGen, the last one induced the highest levels of IFN $\beta$. In addition, the authors of this study found that the IFN response was induced in a cell type-dependent manner (Rautsi et al., 2007). From the above studies, we can conclude that there may be specific ways of how the DNA is sensed, and an important part of this process may be dependent on the DNA entry into the cells and its transport toward the nucleus. For example, DNA transfected by lipofection or by cations engages the cellular endocytic pathways to reach the nucleus (Legendre and Szoka, 1992; Yasuda et al., 2005), while electroporation induces transient pores in the plasma membrane for DNA entry into the cells (Vasilkoski et al., 2006). Another recently developed method, nucleofection, combines electrical parameters with cell type-adapted solutions of unknown composition for delivery of DNA "straight into the cell nucleus" (Gresch et al., 2004). The influence of this particular method of transfection on IFN responses is currently unknown.

This study was preceded by a microarray analysis of mouse fibroblast cells transfected by nucleofection with mammalian expression vectors for transient expression of highly cytotoxic VP2 or VP3 structural proteins of the Mouse polyomavirus (MPyV). The study disclosed remarkable concomitant IFN and DNA damage response (DDR) and upregulation of the endosomal membrane receptor, TLR9, in cells transfected with a control empty plasmid. Here, we analyzed those responses, evaluated the role of TLR9 ligands (unmethylated CpG motifs) in the establishment of the IFN response and investigated the role of IRF3, and NF-кB transcription factors in the signaling for the IFN induction. As a model, we used the phGf gateway destination vector from Addgene and three of its derivatives carrying genes for

VP2 or VP3 of MPyV and non-cytotoxic VP2 of the Merkel cell polyomavirus (MCPyV). For comparison, we used other vectors, pEGFP-N1 (Clontech) and two of its derivatives carrying the MPyV VP2 or VP3 genes and pcDNA3.1 (Invitrogen).

## Materials and Methods

## Cell lines, DNA, and transfections

Mouse fibroblasts NIH3T3 and mouse embryonic fibroblasts (MEF) were grown at $37^{\circ} \mathrm{C}$ in a humidified incubator with a $5 \% \mathrm{CO}_{2}$ atmosphere, using DMEM (Dulbecco's modified Eagle's medium; Sigma-Aldrich) supplemented with $10 \%$ fetal bovine serum and 4 mM L-glutamine. Plasmid DNA was prepared using the EndoFree Maxi Kit (Qiagen), diluted in TE and stored at $-20^{\circ} \mathrm{C}$. Plasmid concentration and purity was determined by nanodrop. Transfections were performed by electroporation within a nucleofector ${ }^{\mathrm{TM}}$ device (program U-30 for 3 T 3 or A-23 for MEF), using Amaxa reagents (Amaxa Biosystems) or by cationic polymer by using TurboFect ${ }^{\mathrm{TM}}$ (Thermo Scientific) according to the manufacturer's instructions. Briefly, cells were seeded 24 h prior to nucleofection and $4 \times 10^{6}$ cells were transfected with $6 \mu \mathrm{~g}$ of plasmid DNA ( $\sim 1.0-1.5 \times 10^{12}$ DNA molecules), except in the case of transfection with the small plasmid, phGf $\Delta \mathrm{G} \Delta \mathrm{R}$, when only $4 \mu \mathrm{~g}$ of DNA were used $\left(1.2 \times 10^{12}\right.$ DNA molecules). For turbofection, $1 \times 10^{6}$ cells were seeded in $60-\mathrm{mm}$ plates 24 h prior to transfection and then were transfected by $6 \mu \mathrm{~g}$ of DNA.

## DNA constructs

The plasmids phGf, a Gateway ${ }^{(8}$ plasmid (\# 22516), and their derivates ph2p (\# 22521) and ph3p (\# 22520) coding for variants of the MPyV minor proteins VP2 and VP3 were obtained from Addgene (Buck et al., 2006; Tolstov et al., 2009). We did modify the plasmids by deletion of the ORF coding for the EGF protein. Briefly, plasmids were double digested with StuI and ClaI, the overhangs were filled in by the Klenow fragment of DNA polymerase I and the plasmid DNA was circularized by ligation. The modified products were named $\mathrm{phGf} \Delta \mathrm{G}, \mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$, and $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$, respectively. In addition, for a control, we further modified the $\operatorname{phGf} \Delta \mathrm{G}$ plasmid by deletion of region 2 (between lambda attachment sites [att sites]; Fig. 1A), which becomes substituted during gateway cloning. The resulting plasmid was named phGf $\Delta G \Delta R$. In detail, the phGf $\Delta G$ plasmid was double digested with Nhe I and Nar I, the overhangs were filled in by the Klenow fragment of DNA polymerase I and the plasmid DNA was circularized by ligation. The phGf derivative plasmid ph2m (\# 22518) carrying gene for the VP2 structural protein of the MCPyV was also obtained from Addgene (Tolstov et al., 2009). The vector pEGFP-N1 was obtained from Clontech. Its derivates, VP2-EGFP-N1 (carrying MPyV VP2 gene) or VP3-EGFP-N1 (carrying MPyV VP3 gene), had been previously prepared in our lab (Huerfano et al., 2010). The plasmid pcDNA3.1 was obtained from Invitrogen.

## CpG analysis

Sequences of the gateway plasmids used in the study were analyzed by using the EMBOSS, CpGPlot program (webbased program) available at EMBL-EBI (www.ebi.ac.uk). For


FIG. 1. Unmethylated CpG motifs in the plasmids and presence of the Toll-like receptor-9 (TLR9) in the NIH3T3 cell line. (A) Analysis of the presence and distribution of CpG dinucleotides was performed by means of EMBOSSES CpGPlot. The CpG motifs of plasmid DNA are presented by black arrows, the position of the motifs within the plasmid are indicated on the top of the arrows in nucleotide (nt) numbers. The boxes in bold represent the sequences of VP2 and VP3 of Mouse polyomavirus (MPyV). Sequences of the phGf $\Delta \mathrm{G}$ plasmid were arbitrarily divided into three regions. Dotted lines in the expression vectors, $\mathrm{ph} 2 \mathrm{p} \Delta$ and $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$, indicate sequences deleted by cloning. (B) The methylation state of phGf $\Delta \mathrm{G}$ plasmid (lanes 1, 2), $\mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$ plasmid (lanes 3, 4), or $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$ plasmid (lanes 5, 6) was tested by Hpa II digestion. Hpa II digested (lanes $2-4$ ) and control non-digested (lanes 1,3,5) plasmids were resolved by $0.8 \%$ agarose electrophoresis. (C) Confocal section of NIH3T3 cells (untreated or mock-transfected cells) stained with antibody against the TLR9 receptor (green) and by DAPI. (D) Levels of the TLR9 protein in cells nucleofected with phGf $\Delta \mathrm{G}, \mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$, or ph3p $\Delta \mathrm{G}$ plasmids and in mock-transfected cells ( 4 h post-transfection) were analyzed in Western blots using anti-TLR9 antibody. Antibody against $\beta$-actin was used as loading control.
the analysis, we used standard parameters (Window length 100, Obs/Exp CpG ratio 0.6, Min C+G 50\%, and Min Length 200).

## Plasmid DNA digestion and methylation

DNA was subjected to cleavage by restriction enzyme, HpaII (Thermo Scientific). Restriction digestion was confirmed by $0.8 \%$ agarose gel electrophoresis stained by Gel red nucleic acid stain ${ }^{\mathrm{TM}}$ (Biotium). In addition, when required, DNA was methylated using the CpG methyltransferase M.SssI (New England Biolabs), according to manufacturer's instructions.

## Quantitative real-time polymerase chain reaction

Total RNA was extracted using the High Pure RNA Isolation Kit (Roche) according to the manufacturer's protocol. The RNA concentration was measured by a spectrophotometer, and the integrity was evaluated using an Agilent 2100 bioanalyzer (Agilent); reverse transcription was carried
out with the iScriptcDNA Synthesis kit (Bio-Rad Laboratories) according to a producer's manual. cDNAs were amplified by polymerase chain reaction (PCR) using primers sets:

STAT1, 5'-GGAGGTGAACCTGACTTCCA-3' and $5^{\prime}$ -TCTGGTGCTTCCTTTGGTCT-3'; Mx-1, 5'-GGTCGGCTT CTGGTTTTGTA- $3^{\prime}$ and $5^{\prime}$-GAACAGGTCCACTTCCTCCA3'; IRF1, 5'-CCTGGGTCAGGACTTGGATA-3' and $5^{\prime}$-TT CGGCTATCTTCCCTTCCT-3'; IRF7, 5'-GAAGACCCTGAT CCTGGTGA- $3^{\prime}$ and $5^{\prime}$-CCAGGTCCATGAGGAAGTGT-3'; and IFN $\beta$, $5^{\prime}$-CCCTATGGAGATGACGGAGA- $3^{\prime}$ and $5^{\prime}$-CT GTCTGCTGGTGGAGTTCA- ${ }^{\prime}$.

Quantification of PCR products in real time was performed in a Light Cycler 480 II from Roche using the Light Cycler ${ }^{(8)} 480$ SYBR Green I Master kit, according to the manufacturer's protocol. Quantification of target gene expression was performed using Light Cycler 480 II software based on the relative quantification method, determining the concentration of target amplicons normalized to the reference $\beta$-actin gene.

## IFN $\beta$ measurement

IFN $\beta$ was assessed in sample supernatants using the Verikine ${ }^{\text {TM }}$ IFN $\beta$ kit, a sandwich enzyme-linked immunosorbent assay (ELISA) from PBL Biomedical Laboratories, according to the manufacturer's recommended protocol. In brief, after transfection, $1.2 \times 10^{6}$ cells were resuspended in 2.5 mL of DMEM supplemented with serum, seeded into 3cm plates and incubated at $37^{\circ} \mathrm{C}$ in a humidified incubator with $5 \% \mathrm{CO}_{2}$ atmosphere. Supernatants were collected at indicated times and ELISA was performed. Absorbance was measured by an ELISA reader ( 450 nm ).

## Evaluation of cytotoxicity

The release of LDH occurring upon cell lysis was quantified using a CytoTox 96 cytotoxicity assay kit (Promega), according to the manufacturer's instructions. Briefly, cells were transfected and then seeded on 24 -well plates, and 2 h post-transfection, the medium was replaced by fresh medium to remove the cells that died due to the electrical pulse. Later, at indicated times, the medium from growing cells were collected to measure LDH. The total numbers of cells was obtained by treatment of cells with Triton X-100. Absorbance was measured by an ELISA reader ( 490 nm ).

## Proliferation assay

After transfection, the cells were resuspended in complete medium, seeded on 96 -well tissue culture plates (confluence of $\sim 20 \%$ ) and incubated at $37^{\circ} \mathrm{C}$ in a humidified incubator with $5 \% \mathrm{CO}_{2}$ atmosphere. After 2 h , the medium was replaced by fresh medium and the cells were further incubated and, at selected times, we tested the ability of cells to cleave the tetrazolium salt to formazan as an indicator of an active metabolism in cells. Briefly, proliferation reagent, WST-1 (Roche) was suspended in medium without red phenol (ratio $1 / 10$ ) and $100 \mu \mathrm{~L}$ of the suspension was added to cells. Cells were further incubated at $37^{\circ} \mathrm{C}$ for 3 h and then the absorbance was measured by an ELISA reader ( 450 nm ).

## Western blot analysis

Cells were harvested at the indicated time points and washed with phosphate-buffered saline (PBS), then they were resuspended in ice-cold cell lysis buffer ( 10 mM Tris/ $\mathrm{HCl}, \mathrm{pH} 7.4,1 \mathrm{mM}$ EDTA, $150 \mathrm{mM} \mathrm{NaCl}, 1 \%$ Nonidet P-40, $1 \%$ sodium deoxycholate, and $0.1 \%$ SDS) supplemented with a protease inhibitor cocktail (Complete Mini EDTA free [Roche]). Cell lysis was carried out by incubating the cells for 20 min on ice. Cell debris was removed by centrifugation. The concentration of proteins was determined using a standard Bradford protein assay. Cellular proteins $(50 \mu \mathrm{~g})$ were applied to SDS/PAGE, blotted onto polyvinylidene difluoride membranes, immunostained with antibodies, and developed using an enhanced chemiluminiscence reagent (Pierce).

## Immunofluorescence analysis

Cells were grown on coverslips and, at indicated times postnucleofection, cells were fixed, with $4 \%$ paraformaldehyde for 15 min and permeabilized with $0.5 \%$ Triton X-100 in PBS for 5 min . After washing in PBS, cells were incubated
with $0.25 \%$ bovine serum albumin and $0.25 \%$ porcine skin gelatin in PBS for 30 min . Immunostaining with primary and secondary antibodies was carried out for 1 h and 30 min , respectively, with extensive washing with PBS after each incubation. Coverslips were mounted on droplets of glycerol with $4^{\prime}, 6^{\prime}$-diamidino-2-phenylindole (DAPI). Images were obtained by using a Leica TCS SP2 confocal microscope.

## Antibodies

The antibodies used were mouse monoclonal anti-phosphoHistone H2A.X (Ser 139) (Millipore); mouse monoclonal anti $\beta$-actin (Sigma-Aldrich); rabbit polyclonal anti-TLR9 (Abcam); rabbit polyclonal anti-IRF3 (Abcam); rabbit monoclonal anti-phospho IRF3 (Ser 396) (Cell Signaling Technology); rabbit polyclonal anti-NF-кB p65 (Santa Cruz); goat anti-mouse and goat anti-rabbit conjugated with peroxidase (Pierce); and goat anti-rabbit IgG conjugated with Alexa fluor 488 (Molecular Probes).

## Results

## Analysis of CpG distribution and methylation state of the plasmids

We have previously found that introduction of plasmid DNA by nucleofection into mouse fibroblasts induces upregulation of the endosomal receptor, TLR9 (our unpublished results). Since TLR9 recognizes unmethylated CpGs, we evaluated the quantity of the CpG motifs in the plasmids and their methylation state. For this study, we used the plasmid, phGf, a gateway-adapted destination plasmid and two of its derivatives, the expression vectors, ph 2 p and ph 3 p , that were previously prepared by insertion of the sequences encoding the minor structural proteins VP2 or VP3, of MPyV into phGf (Tolstov et al., 2009). The plasmids include an ORF that codes for the EGFP protein. We removed the EGFP sequences to exclude any cellular responses that could be launched by EGFP expression. The modified products were named phGf $\Delta \mathrm{G}$ (destination vector), $\mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$, and $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$ (expression vectors). Table 1 summarizes the features of the plasmids. Before CpG analysis, we arbitrarily divided the sequence of phGf $\Delta \mathrm{G}$ into three regions (Fig. 1A) to facilitate

Table 1. Plasmid Features and Its Expression Products

| Name | $\begin{aligned} & \text { Size } \\ & \text { (bp) } \end{aligned}$ | Type of plasmid according to gateway system | Expression products |
| :---: | :---: | :---: | :---: |
| phGf | 5608 | Destination plasmid | EGFP |
| ph2p | 4932 | Expression vectors | EGFP and VP2 |
| ph3p | 4568 |  | EGFP and VP3 |
| phGf $\Delta \mathrm{G}$ | 4601 | Destination plasmid | None |
| phGf $\Delta \mathrm{G} \Delta \mathrm{R}$ | 2855 | Destination plasmid without region between att sites | None |
| ph2p 4 G | 3925 | Expression vectors | VP2 |
| ph3p 4 G | 3561 |  | VP3 |
| pEGFP-N1 | 4728 | Non gateway | EGFP |
| pEGFP-VP2 | 5688 | Non gateway | EGFP-VP2 |
| pEGFP-VP3 | 5343 | Non gateway | EGFP-VP3 |
| pcDNA3.1 | 5428 | Non gateway | None |

the description of the CpG motifs. In expression vectors (ph2p $\Delta \mathrm{G}$ and $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$ ), the region 2 (between att sites) was lost during cloning by recombination and was replaced by a gene of interest, in this case by the MPyV VP2 or VP3 genes (Fig. 1A). We evaluated the presence of CpG motifs in the plasmids by using the cgplot program from the European Molecular Biology Laboratory-European Bioinformatics Institute (EMLB-EBI) commonly used to study vertebrate genomes to find promoters of housekeeping genes (Larsen et al., 1992). The program identifies regions of at least 200 nucleotides with a high content of GC ( $>50 \%$ ) and observed/expected ratio of CpG greater than 0.6 (GardinerGarden and Frommer, 1987). The results of the analysis are summarized in Figure 1A. We found that the positive strand of PhGf $\Delta \mathrm{G}$ has four predicted islands, one long ( $\sim 700 \mathrm{bp}$ ) located in region 1, two short islands ( $\sim 200 \mathrm{bp}$ ) within region 2 , and one medium size island ( $\sim 400 \mathrm{bp}$ ) in region 3. The expression plasmids coding for the VP2 and VP3 proteins retained the same long and middle size motifs of regions 1 and 3 as $\mathrm{phGf} \Delta \mathrm{G}$. In addition, the $\mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$ plasmid has two islands in the VP2 sequence, a long one ( 669 bp ) and a short one ( 241 bp ); the ph3p $\Delta \mathrm{G}$ plasmid DNA has one island in the VP3 sequence that joins the long island of region 1 , resulting in a very long island ( $\sim 1400 \mathrm{bp}$ ). For the complement strands of all plasmids used, similar regions were predicted as for the positive ones (Supplementary Table S1; Supplementary Data are available online at www.liebertpub .com/dna).

Next, to follow the methylation state of some of the CpG sequences within the plasmids, we used the restriction enzyme, HpaII, which recognizes only unmethylated CpG within the sequence $5^{\prime} \ldots$ CCGG... $3^{\prime}$ (Fig. 1B). The plasmid phGf $\Delta \mathrm{G}$ contains 23 repetitions of this sequence, while $\mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$ or $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$ contain 16 and 15 , respectively (Supplementary Table S2). Some of the fragments produced by HpaII digestion have very similar length or are too small to be properly resolved by agarose gel electrophoresis. However, we were able to relate at least six bands in digest of each of the three plasmids to the sizes of the expected fragments (Supplementary Table S2). From this experiment, we can conclude that each plasmid contains at least some unmethylated CpG dinucleotides.

## Evaluation of the presence of the TLR9 receptor in NIH3T3 fibroblasts

We hypothesized that the IFN response is induced after recognition of unmethylated CpGs by the TLR9 endosomal receptor. Supporting our hypothesis, three studies ( Li et al., 2004; Platz et al., 2004; Di et al., 2009) reported responses to CpGs through TLR9 of nonimmune cells. Another two studies reported that both immune and nonimmune cells rapidly upregulate the production of the receptor after exposure to agonists of TLR9 (Bourke et al., 2003; Ewaschuk et al., 2007). Therefore, we followed the expression of the TLR9 in the 3T3 fibroblast cell line. First, we confirmed by indirect immunofluorescence that 3T3 fibroblasts produce TLR9 under standard growing conditions and that the production is not affected by mock nucleofection (Fig. 1C). In addition, we evaluated by western analysis the levels of TLR9 after nucleofection of the cells and found an upregulation of TLR9 after nucleofection with plasmid DNAs but
not after mock nucleofection (Fig. 1D). Next, we characterized the type I IFN response rendered by introduction of plasmids into the mouse fibroblasts and evaluated the role of CpG motifs in this response.

## Type I IFN response after plasmid DNA nucleofection

We first measured the levels of IFN $\beta$ mRNA by quantitative real-time-PCR (qRT-PCR) and secretion of IFN $\beta$ protein by ELISA (Fig. 2A, B, respectively). We detected high levels of IFN $\beta$ mRNA in cells transfected with phGf $\Delta \mathrm{G}$ and only moderate amounts of IFN $\beta$ mRNA in cells transfected with either $\mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$ or $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G} 2 \mathrm{~h}$ post-transfection. In agreement with this result, at this time post-transfection, we were able to detect IFN $\beta$ only in the growing medium of cells transfected with phGf $\Delta \mathrm{G}$ (the method we used for measuring IFN has a sensitivity of $15 \mathrm{pg} / \mathrm{mL}$ ). However, later, 5 h post-transfection, a higher production of IFN $\beta$ mRNA correlated with high levels of IFN $\beta$ for all transfected cells. Nevertheless, the production of IFN $\beta$ was $\sim 2.5$ times lower in cells transfected with either $\mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$ or $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$ in comparison with cells transfected with phGf $\Delta \mathrm{G}$. To exclude any possible differences in the uptake of the plasmids, we determined the efficiency of transfection using the original phGf plasmid encoding EGFP as destination vector, or expression vectors ( $\mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$ or $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$ ) encoding the minor structural proteins of MPyV. We found that the efficiency of transfection was similar ( $\sim 25 \%-34 \%$ ) for all three plasmids (Supplementary Table S3), indicating that the uptake of plasmids was also similar. All together, the above results show that region 2 , which is present only in the phGf $\Delta \mathrm{G}$ vector, may contain sequences that positively affect vector recognition by DNA sensors. The levels of IFN produced in cells transfected with the phGf $\Delta \mathrm{G}$ plasmid were very high, comparable with those described, for example, in Rautsi et al. (2007) for potent inducers of IFN - mRNA from mouse muscles cells, or by in vitro transcribed RNA of vesicular stomatitis virus glycoprotein.

The remarkably stronger IFN production induced by the $\mathrm{phGf} \Delta \mathrm{G}$ vector in comparison with that induced by $\mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$ or $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$ raised a question of possible differences in subsequent steps of the IFN signaling that might result in a different expression of IFN-inducible genes. To answer this question, we quantified the mRNA levels of IFN-inducible genes, IRF1, IRF7, and genes activated during the establishment of the antiviral state, including $M x-1$ and STAT1 (Fig. 2 C ). We found a remarkable but comparable induction of transcription of IRF1, IRF7, and STAT1 in cells transfected with either plasmid 5 h post-transfection. This indicates that in spite of the different levels of IFN produced, all three plasmids induce IFN signaling resulting in establishment of the antiviral state. However, supporting the very high IFN $\beta$ induction by the phGf $\Delta \mathrm{G}$ plasmid, markedly stronger $M x-1$ expression was detected in cells transfected with this plasmid.

There is an important fact that should be considered. The destination vector, $\mathrm{phGf} \Delta \mathrm{G}$, induced a strong and very fast IFN response (within 2 h ), while IFN response induced by expression vectors, $\mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$ or $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$, was weaker and delayed (detected 5 h post-transfection). This makes us speculate about the nature of the IFN induction launched by expression vectors. There are three possibilities to explain

FIG. 2. Interferon (IFN) type I response after nucleofection of mouse NIH3T3 fibroblasts with phGf $\Delta \mathrm{G}$ plasmid or its derivatives. Cells were transfected with phGf $\Delta \mathrm{G}$, ph2p $\Delta \mathrm{G}$, or $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$ plasmids at the indicated times post-transfection. Cells were harvested for preparation of mRNAs ( $\mathbf{A}, \mathbf{C}$ ) and growth medium supernatants for measurement of secreted IFN (B). (A) The level of IFN $\beta$ mRNA was measured by quantitative real-time polymerase chain reaction (qRT-PCR). (B) The production of IFN $\beta$ was analyzed by enzyme-linked immunosorbent assay (ELISA). (C) The levels of mRNA of genes regulated during IFN responses, IRF 1, 7, MX-1, and STAT 1, were measured by qRT-PCR. For all experiments ( $\mathrm{A}-\mathrm{C}$ ), mock-transfected cells were included as a negative control. Data represent the mean values of three independent experiments.

this: (1) either DNA regions remaining in expression vectors from phGf $\Delta \mathrm{G}$ are less efficiently recognized by cells (e.g., due to the influence of different adjacent sequences) and therefore, the IFN response is delayed; (2) the induction is caused by the inserted nucleotide sequence of the minor proteins; and (3) the VP2 and VP3 gene products might be responsible for the delayed IFN $\beta$ production. To test the role of vector sequences in the IFN responses, we modified the destination vector $\mathrm{phGf} \Delta \mathrm{G}$ by deleting the region between the att sites (see Fig. 1A), thus, generating the double modified destination vector $\mathrm{phGf} \Delta \mathrm{G} \Delta \mathrm{R}$, which corresponds to $\mathrm{phGf} \Delta \mathrm{G}$ vector sequences present in expression vectors $\mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$ and $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$. Then, we nucleofected the cells by the double modified plasmid and quantified IFN $\beta$ mRNA levels. We found that levels of IFN induction are similar to those obtained after delivering the expression vectors by nucleofection (Fig. 3A). To test the contribution of gene or amino acid sequences of VP2 or VP3 to the IFN responses, we used the pEGFP-N1 vector and its derivatives, VP2-EGFP-N1 and VP3-EGFP-N1 carrying EGFP fusion genes for VP2 or VP3 (Huerfano et al., 2010). Features of these plasmids are shown in Table 1. A comparison of the IFN levels produced by transfection of pEGFP-N1 vector versus its derivatives, VP2-EGFP-N1 and VP3-EGFP-N1, is straightforward since the traditional method of cloning via restriction enzyme cleavage preserved all vector sequences after cloning. Efficiencies
of transfection by using these plasmids were comparable ( $33 \%-39 \%$; Supplementary Table S3), thus allowing us to compare responses induced by them. We measured the levels of IFN $\beta 5 \mathrm{~h}$ post-transfection (Fig. 3B) and found that cells transfected with pEGFP-N1, or with its derivatives, induced comparable amounts of IFN $\beta$, indicating that neither VP2/VP3 gene sequences nor their products play a significant role in the response. From these experiments, we can conclude that similarly, in the case of $p h 2 p \Delta G$ or $p h 3 p \Delta G$ plasmids, the IFN response is induced by vector DNA sequences. An additional observation that can be extracted from the above data is that nucleofection of NIH3T3 cells induces an IFN response not only with phGf $\Delta \mathrm{G}$-derived plasmids but also with the pEGFP-N1 plasmid. As pEGFP-N1 encodes EGFP, we cannot exclude the contribution of the EGFP protein to the response. Therefore, to test the induction of IFN responses by another unrelated plasmid, we investigated the antiviral state establishment (by quantification of $M x \mathrm{mRNA}$ ) after nucleofection by commonly used pcDNA3.1 (features of the plasmid are shown in Table 1). The results presented in Figure 4A show that nucleofection of the pcDNA3.1 plasmid also induced a remarkable upregulation of $M x$ gene expression. Thus, nucleofection of different plasmid DNAs into NIH3T3 apparently can induce IFN responses.

We were interested whether dsDNA nucleofection induces IFN responses also in other cell lines. Therefore, we


FIG. 3. IFN induction after nucleofection of mouse fibroblasts with plasmid DNAs. (A) The double modified destination vector, $\mathrm{phGf} \Delta \mathrm{G} \Delta \mathrm{R}$, was introduced into NIH3T3 cells by nucleofection and the levels of IFN $\beta$ mRNA at 5 h posttransfection were quantified by qRT-PCR. Data represent the values of three experiments. (B) NIH3T3 cells were nucleofected with VP2-EGFP-N1, VP3-EGFP-N1, or EGFP-N1, and at 5 h post-transfection, the supernatants of growing cells were used for detection of IFN $\beta$ levels by ELISA. Data represent the values of two independent experiments. For all experiments (A, B) mock-transfected cells were used as a negative and cells transfected with phGf $\Delta \mathrm{G}$ plasmid as a positive control.
measured the levels of of $M x$ mRNA in primary MEF cells nucleofected with either pcDNA3.1 or phGf $\triangle \mathrm{G}$ plasmids Quantitative PCR performed 5 h postnucleofection revealed that both plasmids induced upregulation of $M x$ gene expression (Fig. 4B). However, because of very low transfectability of these cells (only $5 \%$ of cells expressed EGFP after transfection with the phGf plasmid), we were not able to compare the IFN response of NIH3T3 and MEF cell lines. Nevertheless, we can conclude that, also MEF cells respond to nucleofection with dsDNA by induction of IFN responses.

## DNA signaling and the cell fate

To follow possible DNA damage signaling induced by nucleofection with the gateway plasmids, we evaluated the presence of $\gamma$-histone 2A.X. This histone is a modified isoform of histone 2A.X, produced by phosphorylation of the serine in position 139 by ataxia telangiectasia mutated (ATM)


FIG. 4. Establishment of the antiviral state after nucleofection of NIH3T3 or mouse embryonic fibroblast (MEF) cells with plasmid DNAs. Mouse 3T3 fibroblast (A) or MEF cells (B) were nucleofected with the indicated plasmid and, 5 h post-transfection, the levels of $M x$ mRNA were quantified by qRT-PCR. Mock-transfected cells were used as a negative control.
or DNA-dependent protein kinase (DNA-P) or by other kinases in response to dsDNA breaks (Li et al., 2005). As soon as 2 h post-transfection, we observed an upregulation of $\gamma$ histone 2A. X in cells transfected with phGf $\Delta \mathrm{G}$ (Fig. 5A). The early sensing of DNA damage coincides with the early production of IFN $\beta$ (Fig. 2B). Interestingly, cells transfected with the expression vectors $\mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$ or $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$ exhibited DNA damage later (after 5 h post-transfection) at the time that coincided with the detection of IFN $\beta$.

As we detected $\gamma$-histone 2A.X upregulation sensing DNA damage in the cells nucleofected with the phGf $\Delta \mathrm{G}$ plasmid we were interested in the fate of the transfected cells. As it has been described that prolonged IFN $\beta$ treatment induces cell death or inhibition of cell proliferation, we tested both cytotoxicity and the ability of the cells to proliferate. First, we followed cell death by measuring the release of lactate dehydrogenase as an indicator of membrane damage at different times post-transfection. Cells transfected with the phGf $\Delta \mathrm{G}$ plasmid did not undergo significant cell death when compared with the mock transfected control cells (Fig. 5B), indicating that, in spite of high IFN levels, there is no induction of cell death (within 24 h post-transfection). The cells transfected with the expression vectors coding for VP2 and VP3 died after 24 h as expected since the proteins were able to bind and perforate membranes and to induce cell death


FIG. 5. DNA damage signaling and fate of NIH3T3 cells after nucleofection with plasmid DNAs. Cells were nucleofected by Amaxa with phGf $\Delta \mathrm{G}, \mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$, or $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$ plasmids. At the indicated times post-transfection, cells or supernatants were collected. (A) Proteins of cell lysates were immunobloted for detection of $\gamma$-histone 2A.X. Detection of $\beta$-actin was performed as a control for sample loading. (B) The medium of the growing cells was collected to evaluate cytotoxicity by measuring LDH. Values are related to that of LDH release obtained by treatment with 9\% Triton X-100 ( $=100 \%$ ). Data represent the mean values obtained by measuring duplicates of three independent experiments. (C) Cell proliferation was followed by measuring bioreduction of tetrazolium salt, using an ELISA reader ( 450 nm ). OD values were aligned to the baseline ( 0 time, OD value) and the resulting fold increase values were plotted. Three independent experiments were performed, and comparable results were obtained. For better graph clarity, the results of one representative experiment are presented. For all experiments (A-C), mock-transfected cells were used as a negative control.
(Huerfano et al., 2010). Then, we followed the rate of cell division, after 24 and 48 h post-transfection. We could not compare the influence of the phGf $\Delta \mathrm{G}$ plasmid presence on cell proliferation with that of the MPyV VP2- and VP3expressing vectors, $\mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$ or $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$, for high toxicity of VP2 and VP3 proteins. Therefore, apart from phGf $\Delta \mathrm{G}$, we included two additional plasmids in this experiment for
comparison. One of them, the ph2m plasmid, is a derivative of phGf carrying the gene of the VP2 minor structural protein of the MCPyV. Unlike the MPyV structural proteins, VP2 of the MCPyV possess only weak (if any) cytotoxicity when measured up to 24 h postnucleofection (our unpublished results). The second plasmid, phGf $\Delta \mathrm{G} \Delta \mathrm{R}$, contains only phGf $\Delta G$ sequences present in the expression vectors. We found that nucleofection of either of the plasmids, caused arrest of cell cycle progression (Fig. 5C). This indicates that nucleofection by the plasmids derived from the phGf gateway plasmid (but not mock nucleofection) induces inhibition of cell proliferation. In addition, we also evaluated the rate of proliferation of NIH3T3 cells after nucleofection with the pcDNA3.1 plasmid (Fig. 5C) and also found that transfection by this plasmid caused arrest of cell cycle progression.

## Turbofect cationic transfection instead of nucleofection dramatically decreased IFN $\beta$ induction

Transfection of naked DNA or wrapped by a cationic solution is known to induce differential IFN responses (Rautsi et al., 2007). Therefore, we evaluated the induction of IFN when transfecting cells by turbofect (cationic solution) with the $p h G f \Delta G$ destination vector or $p h 3 p \Delta G$ and $p h 2 p \Delta G$ expression vectors. First, we evaluated the efficiency of transfection as an indicator of DNA uptake using the destination vector, phGf carrying EGFP-coding sequences and expression vectors, $\mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$ or $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$ for expression of the MPyV VP2 or VP3 genes. We found that for all the plasmids, the amounts of cells expressing genes carried by vectors were similar ( $\sim 15 \%-18 \%$, see Supplementary Table S3). Efficiency of transfection was lower (approximately one half) when compared to values reached by nucleofection. In agreement with our results, differences in efficiency of transfection by using different methods have been documented (Maurisse et al., 2010; Contreras et al., 2012). Next, we measured the levels of secreted IFN $\beta$ by ELISA. Surprisingly, we were not able to detect any IFN, indicating that IFN production by cells (if any) was under the detection limit of our system $(15 \mathrm{pg} / \mathrm{mL})$. Therefore, we proceeded by measuring IFN $\beta$ mRNA levels by RT-PCR at 8 and 24 h post-transfection. Figure 6 shows increased IFN $\beta$ transcription in cells transfected with all three plasmids when compared with mocktransfected cells. As in the nucleofection experiments, IFN transcription was the highest for cells transfected with the phGf $\Delta \mathrm{G}$ plasmid. However, the levels of IFN induction by all plasmids were dramatically decreased. While induction of IFN by phGf $\Delta \mathrm{G}$ plasmid was increased 1000 -fold (in comparison with mock nucleofection), at the time 5 h -postnucleofection, only approximately sevenfold increase was detected 24 h postturbofection with the same plasmid (in comparison with mock turbofection). From all these results, it can be concluded that the method of DNA delivery into cells is crucial for the strength of the IFN response.

## The mechanism of recognition of nucleofected DNA is TLR9 independent and involves NF-кB activation

For evaluation of the contribution of the CpG motifs to the IFN responses, we methylated cytosine residues within the recognition sequence $5^{\prime} \ldots C G \ldots 3^{\prime}$ of the phGf $\Delta \mathrm{G}$ destination plasmid by the methyltransferase M.SssI. Methylation of the plasmid was confirmed by prevention of digestion by HpaII


FIG. 6. IFN $\beta$ induction in NIH3T3 cells transfected by Turbofect. Cells were transfected with phGf $\Delta \mathrm{G}, \mathrm{ph} 2 \mathrm{p} \Delta \mathrm{G}$, or $\mathrm{ph} 3 \mathrm{p} \Delta \mathrm{G}$ plasmids and at the indicated times posttransfection, mRNA was extracted. The levels of IFN $\beta$ mRNA were quantified by RT-PCR. Data of two independent experiments are presented. Mock-transfected cells were used as a negative control.
(Fig. 7A). Then, we transfected the cells with the unmethylated or methylated plasmids and, 5 h after nucleofection, measured the production of IFN $\beta$ by ELISA (Fig. 7B). We did not find any significant differences in the IFN levels in the cells transfected with methylated or unmethylated DNA. This indicates that there are apparently other features of the plasmid DNA rather than CpG motifs sensed by cells, and that, cytoplasmic DNA sensors (and not the endosomal TLR9 receptor), are responsible for sensing the DNA. To follow the possible pathways involved in IFN induction through DNA sensors, we investigated the role of IRF3, and NF-кB transcription factors in the signaling. IRF3 is ubiquitously expressed and activated by serine phosphorylation at its C-terminus, in the serine/threonine cluster site. Phosphor ylation promotes dimerization of the protein. Dimers, translocate to the nucleus to bind specific DNA targets (Lin et al., 1998) Transcription factor, NF-кB, consists of homo-


FIG. 7. Production of IFN $\beta$ by NIH3T3 cells after nucleofection with methylated or unmethylated phGf $\Delta \mathrm{G}$ plasmid DNA. (A) The phGf $\Delta \mathrm{G}$ plasmid was treated with the methyltransferase M. SssI to methylate the CpG motifs. Prevention of the digestion by HpaII indicated the methylation state of the plasmid. Untreated plasmid was used as a positive control of Hpall digestion. (B) Cells were transfected either with unmethylated or methylated plasmid, and the levels of IFN $\beta$ production were assayed by ELISA. The data represent the values of two independent experiments.
and heterodimers of $\mathrm{NF} \mathrm{\kappa B} 1$ /p50 and RelA/p65 subunits. NF-кB dimers become activated by induced proteasomal degradation of the IkB inhibitor. Active NF-кB transcription factor subunits translocate to the nucleus and induce target gene expression (Baeuerle and Baltimore, 1988). We selected these two transcription factors because they were found to be activated by transfection of double-stranded oligonucleotides into mouse fibroblasts (Ferguson et al., 2012). In addition, IRF3 has been involved in signaling induced by at least four of nine described DNA sensors, while NF-кB has been involved alone or in conjunction with IRF3 in at least three of nine described sensors (Keating et al., 2011). We followed by confocal microscopy the translocation of NF-кB and IRF3 into the cell nucleus after nucleofection of cells with the phGf $\Delta \mathrm{G}$ plasmid. One hour post-transfection $\mathrm{NF}-\kappa \mathrm{B}$ exhibited marked nuclear localization in a significant subpopulation of cells (Fig. 8A) ( $\sim 12 \%$ of the whole cell population, where efficiency of nucleofection by phGf transfection was $25.5 \%$ ), while only $4 \%$ of such cells were detected in mocktransfected cells. IRF3 was located almost exclusively in the cytoplasm at any of the times examined ( $40 \mathrm{~min}, 1,3$, and 5 h post-transfection) (Fig. 8B, shows representative pictures). We noticed that $\sim 2 \%$ of both nucleofected and mocknucleofected cells exhibited a low level of IRF3 in the nucleus (see Fig. 8B picture 3, bottom panel). As IRF3 is known to have an important role in signaling through many DNA sensors, we decided to follow, in addition to nuclear translocation, serine phosphorylation of the protein at 1,3 , and 5 h post-transfection. Although we were not able to detect any phosphorylated IRF3 after 1 h (not shown) or 5 h posttransfection, very low signal of the phosphorylated protein was detected 3 h post-transfection (Fig. 8C, top). Intriguingly, from 3 h post-transfection, abundant levels of a product of low molecular weight recognized by the antibody against phosphorylated IRF3 were observed in plasmid-transfected but not in mock-transfected cells (Fig. 8C, top). The fact that the product was detected also by a polyclonal antibody recognizing IRF3 regardless of its phosporylation (in lysates of cells transfected with plasmid and in mock-transfected cells) (Fig. 8C, bottom) suggests that it might be a degradation product of IRF3. Together, the data suggest a role for NF-кB in IFN induction, while the role of IRF3 is not so clear. If there is a role of IRF3 in IFN induction, the activation seems to be dynamic and tightly regulated by cells. Thus, both nuclear translocation of IRF3 and its phosphorylation were difficult to follow.

## Discussion

Transfection of cells by plasmid vectors is a widely used method to obtain efficient expression of desired genes for studying cellular responses to their expression or the behavior of their products. However, the insertion of DNA into the cells induces immunoresponses that could interfere with the result interpretation in an experimental setting. In this study, we documented a strong IFN response, DDR activation, and inhibition of cell proliferation induced by nucleofection of mouse fibroblasts with plasmid DNA. Interestingly, we did not find high levels of IFN when transfecting the same plasmids by the cationic polymer (Turbofect) into the cells. These results point to the role of a DNA entry mechanism as key for DNA sensor recognition.


FIG. 8. Activation analysis of transcription factors NfкB and IFN regulatory factor (IRF3). (A, B) Activation of the factors was followed 1 h postnucleofection of NIH3T3 cells with phGf $\triangle \mathrm{G}$ plasmid or after mock nucleofection. Selected confocal microscopy sections are presented. Cells were fixed and stained by (A) an antibody against nuclear factor-kappa (NF-кB) p-65 (green) and by DAPI (blue) or by (B) an IRF3-specific antibody (green) and DAPI (blue). (C) IRF3 phosphorylation in NIH3T3 cells nucleofected with phGf $\Delta \mathrm{G}$ or mock nucleofected was analyzed by Western blotting. Cells were lysed at the indicated times, separated by SDS electrophoresis, and blotted. Immunostaining was performed by phospho-IRF3 (Ser396) antibody, specific for the epitope containing phosphorylated serine at position 396. Polyclonal antibody against the IRF3 protein was used as a control.

In detail, although the mechanism of DNA cell delivery during transfection is not completely understood it is known that DNA delivered by liposomes or cations enters the cells via endocytosis (Legendre and Szoka, 1992; Yasuda et al., 2005). Variations in the type of early endosomes that transport the DNA (fast maturing or static) or differences in the mechanism of DNA escape from endosomes may be responsible for the differences in DNA sensing and in the ef-
ficiency of nuclear delivery (review in Nguyen and Szoka, 2012).

Even less is known about electroporation. Until very recently, it was accepted that DNA may enter cells through transient membrane pores. In 2011, Rosazza et al. (2011) demonstrated that during DNA electroporation, actin polymerizes under the plasma membrane in places where DNA is aggregated. The authors postulated that there is formation
of endocytic-like vesicles (Rosazza et al., 2011). Interestingly, nucleofection is a type of electroporation that combines electrical parameters with a buffer solution, which, by an unknown mechanism, delivers DNA straight into the cell nucleus (Gresch et al., 2004). We speculated that the "straight delivery" of DNA into the nucleus proposed as a mechanism for nucleofection, implies only a faster cytoplasmic DNA traffic, since, in our model, DNA cytoplasmic sensors were activated by nucleofected DNA. The way of trafficking of this DNA and the mechanism of its sensing by cell cytoplasmic sensors has to be assessed. Apparently, unlike cationic DNA delivery, nucleofection arouses DNA recognition by cytoplasmic DNA sensors. We found early postnucleofection translocation of NF-кB suggesting the role of this transcription factor in signaling, which leads to IFN production. The role of IRF3 in light of our results remains controversial. At first, lack of nuclear translocation of the protein strongly suggests that the factor is not signaling. The low levels of IRF3 in the nuclei of some cells (DNA or mock nucleofected) are consistent with the fact that the protein normally shuttles between the nucleus and the cytoplasm, and due to the presence of nuclear export signals in the protein, the cytoplasmic subpopulation is dominant (Lin et al., 1998). The presence of a small subpopulation of IRF3 phosphorylated at serine 396 in cells 3 h posttransfection with phGf $\Delta \mathrm{G}$ (Fig. 8C) may indicate some activation of the protein that, however, does not result in significant translocation of IRF3 but rather in its degradation as suggested by the appearance of low molecular weight product recognized by antibody specific for phosphorylated IRF3. The possibility that phosphorylation of IRF3 may represent a signal for subsequent degradation by the proteasome pathway was previously suggested (Lin et al., 1998). Further investigation will be required to identify the specific sensor responsible for dsDNA sensing in mouse NIH3T3 fibroblasts and the role of IRF3 in consequent signaling leading to IFN induction.

Although the plasmids used here were rich in unmethylated CpG motifs, and cells were overexpressing TLR9, we demonstrated that the motifs did not play an important role in foreign DNA recognition. The reason can be (1) in the method of transfection and/or (2) in the absence of recognition of sequences flanking the CpG motifs. Indeed, Yoshinaga et al. (2006) found that macrophages responded with higher production of inflammatory cytokines when stimulated by DNA containing CpGs complexed with cationic lipids rather than by naked DNA. In our hands, CpG motifs apparently did not contribute to the IFN signaling either when Amaxa nucleofection was used or during cation polymer delivery. Nevertheless, it is also possible that the sequences flanking CpG motifs in our vectors prevent receptor recognition. It has been described that differences in the levels of IFN response in humans and mice were caused by varying recognition of the CpG's flanking sequences by these two species (Weiner, 2000).

In addition, although we found some differences in IFN responses induced by Amaxa nucleofection with different plasmids, phGf $\Delta \mathrm{G}$, phGf $\Delta \mathrm{G} \Delta \mathrm{R}$, or pcDNA3.1, we observed that the three plasmids have similar effects on cell proliferation. Consistent with our results, other side effects of nucleofection have been recently reported. Anderson et al. (2013) found that nucleofection induces transient Eif2 $\alpha$ (eu-
karyotic initiation factor $2-\alpha$ subunit) phosphorylation, which results in a general decrease in translation initiation events. Another group (Mello de Queiroz et al., 2012) reported a cell type-dependent increase in the metabolic rate of cells after nucleofection. Therefore, special consideration and additional controls must be taken into account when using transfection for studies of cell responses.

Taken together, all our data and previous reports suggest that the method of transfection, the nature of the DNA, and also transfected cell types determine the degree of the immunoresponse induced. Therefore, neither a specific method nor methylation of DNA can guarantee weak IFN responses and should be assessed for each specific experimental setting.

Concerning the particular set of plasmids used in this study, we should point out that when using the gateway system for cloning by replacement of a part of the vector sequences with genes of interest, the preferable control would be expression vectors with mutated ATG of inserted genes rather than the original destination vector to avoid misleading results.

We observed activation of the DDR pathway, which is a network that detects and repairs DNA breaks. How is the activation of this pathway in the context of transfection induced? There are two possible explanations: (1) transfected DNA is sensed as broken DNA and activates the response as suggested in Wake et al. (1984) or (2) DDR activation may be connected with IFN production. It has been described that the production of reactive oxygen species (ROS) induces DNA double-stranded breaks during the IFN response (Moiseeva et al., 2006). In fact, we detected high levels of ROS at 5 h postnucleofection (data not shown). In addition, it was recently described that macrophages exposed to $\gamma$-radiation concomitant with DDR activation undergo a type I IFN response indicating crosstalk between these two pathways (Mboko et al., 2012). However, how IFN is connected with DDR is not understood. The responses to transfection of DNA could be a good model for studying this process.
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The minor structural protein VP2 and its shorter variant, VP3, of mouse polyomavirus (MPyV) are essential for virus exit from the endoplasmic reticulum (ER) during viral trafficking to the nucleus. Here, we followed the role of putative hydrophobic domains (HD) of the minor proteins in membrane affinity and viral infectivity. We prepared variants of VP2, each mutated to decrease hydrophobicity of one of three predicted hydrophobic domains: VP2-mHD1, VP2-mHD2 or VP2-mHD3 mutated in HD1 (amino acids (aa) 60-101), HD2 (aa 125-165) or HD3 (aa 287-307), respectively. Transient production of the mutated proteins revealed that only VP2-mHD2 lost the affinity for intracellular membranes. Cytotoxicity connected with the ability of VP2/VP3 to perforate membranes decreased markedly for VP2-mHD2, but only slightly for VP2-mHD1. The mutant VP2-mHD3 exhibited properties similar to the wild-type protein. MPyV genomes, each carrying one of the mutations, were prepared for virus production. MPyV-mHD1 and MPyVmHD2 viruses could be isolated, while the HD3 mutation in VP2/VP3 prevented virus assembly. We found that both MPyV-mHD1 and MPyV-mHD2 viruses arrived at the ER without delay and were processed by ER residential enzymes. However, the ability to associate with ER membranes was decreased in the case of MPyV-mHD1 and practically abolished in the case of MPyV-mHD2. Interestingly, while MPyV-mHD2 was not infectious, infection of MPyV-mHD1 virus was delayed. These findings reveal that HD2, common to both VP2 and VP3, is responsible for the membrane binding properties of the minor proteins, while HD1 of VP2 is likely required to stabilize VP2-membrane association and to enhance viral exit from the ER.

## Introduction

Mouse polyomavirus (MPyV) belongs to the Polyomaviridae family, a group of non-enveloped DNA tumorigenic viruses. In common with other non-enveloped viruses, penetration of intracellular membranes is a crucial step for the delivery of the genome into the
nucleus. However, to date, our understanding of the polyomavirus membrane penetration process is still incomplete. Non-enveloped viruses use diverse and sophisticated mechanisms to cross host membranes. For example, human adenovirus 2 is internalized into

[^0]clathrin-coated vesicles after binding to the coxsackievirus adenovirus receptor and $\alpha v \beta 1$ integrin coreceptor. These interactions give rise to conformation changes that support fibre shedding from the viral particle in the endosome, leading to exposure of the mem-brane-lytic internal virion protein VI, which mediates escape of the virus from the endosome [1].

Papillomaviruses enter cells by clathrin coated vesi-cle-mediated endocytosis after attachment to the plasma membrane. At low endosomal pH , virions are partially disassembled and the minor capsid protein, L 2 , is cleaved by furin, a cell-encoded proprotein convertase. L2 cleaved at its N terminus then mediates either escape from endosomes [2] or sorting of the virus to the trans-Golgi network [3]. Recent studies have provided evidence that papillomaviruses require nuclear envelope breakdown during mitosis for delivery of their genomes into the nucleus [4].

Polyomaviruses are internalized, after binding to their receptor, into smooth tightly fitting vesicles. On the productive pathway, the viruses pass through early and late endosomal compartments. Low endosomal pH is required for virus infectivity. The virus is further sorted into the endoplasmic reticulum (ER) prior to nuclear entry [5-7]. Although some changes have been observed in protease sensitivity of viral capsids after binding to the receptor and exposure to low $\mathrm{pH}[7,8]$, the most significant changes are known to occur in the ER. Trafficking of the particles from late endosomal compartments to ER and from ER to the cell nucleus is still not well understood. Evidence for the importance of residential ER chaperones and enzymes in viral infectivity strongly supports the hypothesis that polyomaviruses penetrate the membrane at the ER [9-13].

Intact MPyV capsids ( 45 nm in diameter) have icosahedral symmetry and are composed of 360 copies of the major capsid protein, VP1, and 72 molecules of either VP2 or VP3, the minor capsid proteins. They are arranged such that five molecules of VP1 assemble into each of 72 stable ring-shaped capsomeres, with interpentameric contacts being established by the flexible C-terminal chains of the VP1 molecules $[14,15]$. Capsomere contacts are stabilized by calcium ions and disulfide bridges [16]. Only one molecule of either VP2 or VP3, which is a shorter variant of VP2 lacking first 116 N-terminal amino acids, is located in the inner site of the central cavity of the VP1 capsomere. Thus, neither VP2 nor VP3 is exposed at the surface of the intact capsids $[17,18]$.

In the lumen of the ER, the virus undergoes rearrangements that involve the reduction and/or isomerization of disulfide bonds due to the activity of protein
disulfide isomerase (PDI). For MPyV, isomerases ERp57, PDI and ER29 were found to be required [10], while for BK and SV40 polyomaviruses, ERdj5, PDI and ERp57 were found to mediate conformational changes [11,13]. These conformational changes in the ER lead to the exposure of the minor proteins to the intracellular environment and alterations of the capsid structure, although the overall spherical morphology of the virion is preserved. The changes result in protrusions from the virus particle and the appearance of particle angularity $[13,19,20]$. Several studies support the essential role of the minor proteins, VP2 and VP3, for polyomavirus infectivity in the very early phase of infection [21-23]. Studying VP2 and VP3 function, we and others have demonstrated their viroporin-like properties. They bind and perforate host cell membranes [24] or microsomes [25].

Although the 3D crystallographic structures of the minor proteins of polyomaviruses have not been solved (because of the insolubility or hydrophobicity of the proteins, preventing crystal formation), for MPyV VP2, a short C-terminal peptide (residues 214 318) was crystalized in complex with VP1 capsomeres. Residues 269-296 were shown to form an $\alpha$-helix. The hydrophobic helix was shown to be responsible for interactions of VP2 and VP3 with VP1 pentamers [18]. In addition, computer analysis and circular dichroism spectroscopy of MPyV VP2 and VP3 have revealed that both proteins are highly hydrophobic with a high $\alpha$-helical content [25,26]. In agreement, the viroporins described so far are proteins that contain one or several $\alpha$-helices that work as transmembrane domains [27].

To date, there are only studies on SV40 regarding the role of the hydrophobic regions of the minor structural proteins, where three protein domains with membrane affinity, essential for virus infectivity, were characterized for VP2 [28]. Apart from hydrophobicity it has been proposed that the N -terminal negatively charged glutamic acid residue in position 17 of VP2 protein of SV40 polyomavirus is important for virus association with ER translocon proteins, Bap31 and J chaperones DNAJB14 (B14) or DNAJB12 (B12) [20,29]. The authors suggest that virus association with the translocon could promote viral exit from ER to the cytosol. Glutamic acid residues at the very N terminus of VP2 are present in all polyomaviruses [20].

There are significant differences in the sequences of the minor capsid proteins of the polyomaviruses [18]. Therefore, molecular mechanisms of interactions of minor proteins with membranes and their role in virus escape into the cytosol can differ for individual members of Polyomaviridae family.

In this study, we created and analysed three variants of MPyV VP2, which were mutated in the predicted hydrophobic domains. We also introduced the mutations into the MPyV genome and prepared mutated viruses. Using a combination of microscopy, infectivity assays and biochemistry, we followed the role of the hydrophobic domains in membrane interactions and viral infection. Based on our results, we propose that hydrophobic domain 2, common for both VP2 and VP3, is responsible for the membrane binding properties of the MPyV minor proteins, while HD1, present only in VP2, is required after membrane binding of VP2 for another interaction to enhance virus exit from the ER.

## Results

## One of three predicted hydrophobic domains of the minor capsid protein VP2 displays very strong affinity for cell membranes

As MPyV VP2 is the longer variant (319 aa) of the two minor capsid proteins, and the VP3 sequence is identical with the C-terminal 203 amino acids of VP2, we analysed the hydrophobicity of the sequence of MPyV VP2 protein to define hydrophobic domains (HD) of VP2 and VP3 using four software programs. Each of the programs uses different features to determine membrane spanning regions. The membrane protein explorer program (MPEX) uses the experimentally defined Wimley-White whole-residue hydrophobicity scale and biological partitioning scale (octanol scale). The octanol scale measures the partitioning of hydrophobic $\alpha$-helices into the bilayer interior; thus the program takes in account thermodynamic and biological properties of amino acids [30]. The PRED-TMR program uses an algorithm that relies solely on information given by the sequence itself. The algorithm is based on a modified Sipos-von Heijne [31] scale. In addition, the algorithm combines a standard hydrophobicity analysis with a detection of potential termini (starts and ends) of transmembrane regions [32]. The tMPRED program uses algorithms based on the statistical analysis of a database of naturally occurring transmembrane proteins [33]. Finally, the нммтор program is based on the hypothesis that the localizations of the transmembrane segments and the topology are determined by the differences in the amino acid distributions in various structural elements of the proteins rather than by specific amino acid compositions of the analysed sequence [34]. A summary of the results obtained by the all programs used is presented in Fig. 1A. A consensus of the amino acid range of
the predicted hydrophobic domains is given at the bottom of the table in Fig 1A. In total, three domains were predicted, hydrophobic domain 1 (HD1) from amino acids 60-101, hydrophobic domain 2 (HD2) from amino acids 126-165 and hydrophobic domain 3 (HD3) from amino acids 287-307. From the three domains only HD2 and HD3 are present in the VP3 sequence (VP3 starts from aa 116). It was noted that HD2 was detected only by the program mpex which, as detailed above, considers thermodynamic and biological properties of amino acids. The plot generated by mpex is presented in Fig. 1B. The HD domains predicted are marked by red lines and the consensus sequences from all programs are marked by blue lines.

Three mutated variants of VP2 were then prepared, each with decreased hydrophobicity in a single one of the three domains. Since the addition of charged
A

| Program | HD domains (aa position) |  |  |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 |
| MPEX | $69-101$ | $126-165$ | $287-305$ |
| Pred-TMR | - | - | $287-307$ |
| TMpred | $60-100$ | - | $287-307^{*}$ |
| HMMTOP | $81-100$ | - | $288-307$ |
| Consensus | $\mathbf{6 0 - 1 0 1}$ | $\mathbf{1 2 6 - 1 6 5}$ | $\mathbf{2 8 7 - 3 0 7}$ |



Fig. 1. Hydrophobic domains of MPyV VP2 minor capsid protein. (A) The sequence of VP2 protein of the mouse polyoma virus A3 strain was analysed using software programs as detailed in 'Results'. Predicted hydrophobic domains were annotated according to their position in the protein. (B) Hydropathy plot of VP2 sequence when analysed by the MPEX program. The black curve is the actual profile; the superimposed green curve is a smoothed version of the profile. Hydrophobic domains predicted by MPEX are marked by red lines while the consensus derived from all the program data is marked by blue lines. MPEX assumes a pH of the environment of 7. The default state of histidine ( h ) is thus neutral, the positions of these residues in the sequence being indicated on the graph by an orange spot. *Score slightly above the cutoff.


Fig. 2. Design of substitution mutants. (A) Schematic diagram of WT VP2-EGFP protein and mutants VP2-mHD1-EGFP, VP2-mHD2-EGFP and VP2-mHD3-EGFP, each mutated in one of three hydrophobic domains (HD1, orange; HD2, green; HD3, blue; the boundaries of each are given as amino acid position in the relevant protein) to decrease their hydrophobicity. Amino acid substitutions are indicated below the respective mutants. EGFP sequence fused to the C terminus of VP2 is not shown. (B) The hydrophobicity plots generated by the MPEX program for each mutant and WT (for comparison) are displayed. The black curve is the actual profile; the superimposed green curve is a smoothed version of the profile. Hydrophobic domains predicted are marked by red lines. MPEX assumes the pH of environment $=7$. The default state of histidine ( h ) is thus neutral, the positions of these residues in the sequence being indicated on the graph by an orange spot.
amino acids has been shown to efficiently disrupt hydrophobicity of transmembrane domains [28,35], each of the hydrophobic domains was mutated by replacement of three selected hydrophobic amino acids with charged hydrophilic ones: valine ( V ) with lysine $(\mathrm{K}$ ), leucine ( L ) with aspartic acid (D), or leucine and methionine (M) with lysine. This approach is in agreement with studies of topology of membrane proteins that reveal that charged residues are often present in sequences flanking their hydrophobic transmembrane domains, while in the transmembrane domains, they are under-represented [36]. This applies to VP2 of MPyV too. Thus, putative hydrophobic domains are
intended to function as flanking regions, once the mutations are introduced.
Mutated protein variants were subjected to analysis using the above-described programs to confirm the decrease of the hydrophobicity of mutated domains. A similar analyses of replacements of hydrophobic amino acids by alanine or polar amino acids (serine, glutamine, asparagine) showed inconsistent and/or insignificant decrease of hydrophobicity in the domains 1 or 3 . Therefore, these types of substitutions were not performed for the study.
We prepared the mutated genes by using the plasmid VP2-EGFP-N1 [24] (containing the VP2 gene

Fig. 3. Affinity of VP2-EGFP protein or its mutants, VP2-mHD1-EGFP, VP2-mHD2-EGFP or VP2-mHD3-EGFP, for ER membranes. Mouse NIH3T3 fibroblasts were transfected by nucleofection and processed 4.5 h post-infection. Confocal microscopy analysis was performed by fixing cells and staining with antibody against ER markers (red): (A) ER luminal BiP chaperone; (B) ER membrane protein B14. The minor structural proteins were re-stained with anti-VP2/3 IgG (green). DNA was stained by $4^{\prime}, 6^{\prime}$-diamidino-2-phenylindole (DAPI). Representative confocal sections are presented. Bars: $5 \mu \mathrm{~m}$.

from MPyV A3 strain, fused with enhanced green fluorescent protein (EGFP) sequences) as a template. The mutations introduced into the individual domains are shown in Fig. 2. The hydrophobicity plots obtained by mPEX for each mutant are also presented.

To analyse how the introduced mutations affected the membrane binding of VP2, we performed confocal fluorescence microscopy and cell fractionation. To identify ER, first we used antibodies against BiP , a resident chaperone in the ER, as well as an antibody against the ER membrane protein B14, for confocal microscopy colocalization studies. Then we followed localization of wild-type (WT) VP2-EGFP and VP2 mutants in transfected fibroblasts. In agreement with our results published earlier [24], WT VP2 was present in the nucleus and also in the cytosol, colocalizing there with both BiP and B14 (Fig. 3A,B, respectively). VP2-mHD1-EGFP and VP2-mHD3-EGFP mutant proteins displayed similar behaviour to WT VP2, being associated with intracellular membranes. In contrast the mutated protein with decreased hydrophobicity in HD2 (VP2-mHD2-EGFP) localized in the cell nucleus or cytosol but it lost affinity for the membranes. Next, cells were analysed by western blotting to determine the distribution of WT VP2 or VP2 mutant variants in the various fractions. As shown in Fig. 4A, we
routinely observed that the protein mutated in the hydrophobic domain 2 (VP2-mHD2-EGFP) was present in the nuclear and cytosolic fractions but its presence in the membrane fraction was negligible. The other mutants (VP2-mHD1-EGFP and VP2-mHD3EGFP) were distributed in all fractions, membrane, nuclear and cytosolic, similar to WT protein. To analyse of the fractionation data further, optical densities corresponding to the intensities of VP2 proteins were quantified. The percentage of total WT or mutated VP2 proteins in the respective membrane fraction is presented in Fig. 4B. While the proportion of mem-brane-bound VP2-mHD1-EGFP (20-22\%) and VP2-mHD3-EGFP ( $19-27 \%$ ) was comparable with that of WT VP2-EGFP protein (18-21\%), only $0-3 \%$ of the protein mutated in HD2 (VP2-mHD2-EGFP) was detected in the membrane fraction.

To confirm the role of the putative hydrophobic domain 2 of VP2 in membrane binding, we prepared three short versions of VP2 protein (fused to EGFP), deleting large amino acid stretches in such a way that each VP2 variant contained only one intact hydrophobic domain. The predicted loss of hydrophobicity by deletions was consistent with analysis using the mPEX software. Deletion mutants were prepared using plasmids VP2- or VP3-EGFP-N1. In


Fig. 4. Affinity of VP2-EGFP protein or its mutants, VP2-mHD1-EGFP, VP2-mHD2-EGFP or VP2-mHD3-EGFP, for cellular membranes analysed by cell fractionation. Mouse NIH3T3 fibroblasts were transfected by nucleofection and processed 4.5 h post-infection. (A) Western blot analysis of cell fractions. Cells were fractionated into membrane (Mem), nuclear ( Nu ) and cytosolic (Cyt) fractions and the fractions were analysed by western blotting for the presence of VP2 protein or, as control, fraction markers calnexin, lamin A/C or glyceraldehyde 3phosphate dehydrogenase (GAPDH), respectively. (B) The relative amounts of VP2 protein or mutated variants in individual fractions were quantified by densitometry. The relative proportions of individual proteins detected in the membrane fractions are compared and expressed as a percentage. Data from two independent experiments are given.
all deleted variants, the nuclear localization signal (NLS) was preserved. A summary scheme of mutant variants is presented in Fig. 5A. Deletion mutants were analysed similarly to the substitution mutants by confocal fluorescence microscopy and by cell fractionation. Confocal microscopy revealed that only the variant carrying intact HD2 still colocalized with ER membranes (Fig. 5B). Both variants carrying HDl or HD3 lost the ability to bind intracellular membranes and were located in the cell nucleus and, partly, also in the cytosol. Figure 5C shows a representative picture of the western blot of membrane, nuclear and cytosolic fractions of VP2 deletion variants, and Fig. 5D, based on quantification of band densities, shows the proportions of the mutated proteins bound to membranes. In agreement with results obtained by substitution mutant analysis, only domain 2 (HD2) was found abundantly ( 23 and $37 \%$ of total cellular VP2 in two independent experiments) in the membrane fraction, while $0-3 \%$ was detected for the protein HD1-EGFP carrying domain 1 only, and $1.5-4 \%$ for HD3-EGFP carrying domain 3.

Taken together, it was concluded that domain 2 is a strongly hydrophobic region of the minor capsid proteins, and is responsible for their binding to intracellular membranes.

## Loss of hydrophobicity of the minor capsid proteins affected their ability to induce cell death

Previously, we showed in transfected cells producing VP2 that its binding to intracellular membranes leads to cell death [24]. Therefore, we were interested to determine whether cytotoxicity of VP2 substitution mutants would be in agreement with their changed membrane affinity. We transfected cells with EGFP variants WT VP2-EGFP, VP2-mHD1-EGFP, VP2-mHD2-EGFP or VP2-mHD3-EGFP and followed the release of lactate dehydrogenase (LDH) into the cell medium 12 h post-transfection. We found that, in contrast to WT protein, VP2 mutated in the HD1 displayed a slightly reduced ability to induce cell death while the protein with mutated HD2 exhibited markedly reduced cell toxicity that only slightly exceeded that obtained with control plasmid expressing EGFP. By contrast, VP2 mutated in HD3 was still able to kill cells almost as efficiently as WT VP2 (Fig. 6). Altogether, our results indicate that the cytotoxic properties of the mutated VP2s reflect their affinity for intracellular membranes. The results also revealed that the HD2 present in both VP2 and VP3 is responsible for membrane binding and cell death induced by membrane damage.

## Genomes carrying mutation in HD1 of VP2 or in HD2 of VP2 and VP3 are able to generate virions

To understand the role of hydrophobic regions of the minor capsid proteins during early steps of infection, we prepared by site-direct mutagenesis MPyV genomes mutated in the hydrophobic domains of VP2/3 gene, as described above (Fig. 2). We used as a template the plasmid pMJG [37], which contains the entire genome of MPyV strain A3, interrupted by EcoRI sites in the large tumour (LT) gene. Next, we investigated the ability of mutated genomes to form viral particles. For this, the genomes were excised from the mutated plasmids with EcoRI and recircularized with DNA ligase. Mutant or WT genomes were transfected into 3T6 mouse fibroblasts and after 6 days, viruses were isolated. The viruses mutated in HD1, HD2 and HD3 of VP2 were designated MPyV-mHD1, MPyV-mHD2 and MPyV-mHD3, respectively. All three mutated genomes were efficiently transcribed and replicated and capsid proteins could be detected by immunofluorescence (data not shown). However, transfection of the MPyV-mHD3 genome did not result in efficient virion production. Mostly pentamers and only a few viral particles could be isolated. We suggest that mutation at the very C terminus, which is employed in VP1-VP2/VP3 interaction, can affect the assembly and/or stability of the virus. Virions of mutated genomes MPyV-mHD1 and MPyV-mHD2 could be isolated. Nevertheless, the yield of MPyVmHD2 particles (measured by haemagglutination) from the same amount of transfected DNA was repeatedly two orders lower than that of the WT and MPyVmHD1 mutant. Isolated virions of MPyV-mHD1 and MPyV-mHD2 mutants were characterized by electron microscopy. Both mutants displayed normal morphology, i.e. icosahedral particles of approximately 50 nm diameter (Fig. 7A). SDS/PAGE of isolated virions of mutated viruses stained by SYPRO ${ }^{\circledR}$ Ruby Protein Gel Stain (Fig. 7B) and western blot analysis with antibody directed against the minor proteins, VP2 and VP3 (Fig. 7C), confirmed the presence of all three structural proteins, which migrated according to their size. Moreover, the presence of cellular histones in mutant virions can be seen in the Fig. 7B, in similar proportions to that of the WT virus.

## Infectivity of the mutated viruses is affected

Next, we explored the ability of mutant viruses MPyVmHD1 and MPyV-mHD2 to infect permissive cells. First, we quantified the numbers of virions by measuring the virus DNA content by qPCR. Then, we infected cells with equal amounts of WT or mutated


Fig. 5. Membrane affinity of VP2-EGFP deletion mutants carrying one of three hydrophobic domains, HD1, HD2 or HD3. (A) Scheme of the deletion mutants. WT VP2-EGFP is presented for comparison. HD1, orange; HD2, light green; HD3, blue; NLS, red; and EGFP, dark green (B) Confocal microscopy. Mouse $3 T 3$ fibroblasts were transfected with the individual deletion variants using nucleofection, fixed 4.5 h post transfection and stained with antibody against BiP/ER marker (red); minor structural proteins were re-stained with anti-VP2/3 IgG (green) DNA was stained with DAPI. Representative confocal sections are presented. Bars: $5 \mu \mathrm{~m}$. (C) Western blot analysis of cell fractions Membrane, nuclear and cytosol fractions of cells prepared 4.5 h post-transfection were analysed by immunoblotting for the presence of VP2 protein or, as control, fraction markers calnexin, lamin A/C or GAPDH, respectively. (D) Relative amounts of VP2 deletion variants in individual fractions were quantified by densitometry. The relative proportions of individual proteins detected in the membrane fractions are compared and expressed as a percentage. Data from two independent experiments are given.
virus, and 24 h post-infection (hpi), we counted numbers of infected cells by detection of early LT antigen by immunofluorescence. Surprisingly, at this time, almost no infection was detected, not only for the virus mutated in HD2 but also for the virus mutated in HD1. Infection by WT virus led to the expression of LT in approximately $70-80 \%$ of the cell population, while LT expression in cells infected with MPyVmHD1 or MPyV-mHD2 was < 2\% (Fig. 8A).
To reveal whether this was due to a delay in the virus infection cycle, we infected cells with mutated viruses as described above and counted LT positive cells 48 and 72 hpi . The results demonstrated a substantial rise of infected cells 72 hpi by the MPyVmHD1 mutant but not by the virus mutated in domain HD2 (Fig. 8B). In agreement with our previous experiments (Fig. 7A), when cells were transfected with the same amount of mutated genomes, only low yields of MPyV-mHD2 virions were obtained, while abundant
amounts of WT virus and MPyV-mHD1 virus were isolated 6 days post-infection (the interval in which reinfection takes place). Together, our data indicate that the MPyV-mHD2 mutant has abolished infectivity while the MPyV-mHD1 mutant virus is markedly delayed in the early phase of the infection cycle.

## Mutations on hydrophobic domains affect association of virions with membranes in ER

Previous studies revealed that in the productive pathway, MPyV is sorted through early and late endosomal compartments to the ER [7]. Therefore, we tested whether both mutated viruses could be detected, similar to the WT virus, in ER at early time post-infection. We followed colocalization of mutated viruses within the ER using antibodies against BiP (luminal) or B14 (membrane) protein and against VP1 in a proximity ligation assay (PLA). In this assay, the appearance of


Fig. 6. Cytotoxicity of WT VP2 protein or its mutated variants. Mouse NIH3T3 fibroblasts were transfected with plasmids encoding WT VP2-EGFP or mutants (VP2-mHD1-EGFP, VP2-mHD2-EGFP or VP2-mHD3-EGFP). After transfection, cells were seeded onto 24-well plates and dead or non-adherent cells were removed 3 h post-transfection and incubated in fresh culture medium. At 12 h post-transfection samples were processed to measure the LDH released into the medium. Values are presented relative to that of the LDH release obtained after treatment of cells by Triton X-100. Mock-transfected and EGFP-expressing cells were used as controls. Data in the graph represent mean values $\pm$ SD from three experiments. Toxicity of WT vs. each mutant or mutant (VP2-mHD2-EGFP) vs. EGFP was compared by Student's $t$-test. $P$ values are presented and asterisks represent statistically significant differences (**P 0.01 ).


Fig. 7. Characterization of mutant viruses. Mutated MPyV-mHD1, MPyV-mHD2 or WT MPyV genomes were transfected into 3T6 fibroblast, and 6 days post-transfection virions were isolated and purified by CsCl gradient centrifugation. (A) Electron microscopy (negative staining) pictures of virus preparations; the haemagglutination titre of each viral fraction is presented at the bottom of each picture (haemagglutination units ( HU ) $\cdot \mathrm{ml}^{-1}$ ). (B) The same number of particles of each virus were denatured and separated by SDS/ PAGE (4-20\% gradient gel), then stained with SYPRO ${ }^{\circledR}$ Ruby Protein Gel Stain. (C) Western blot analysis of virion preparations using an antibody against MPyV VP2NP3 proteins.
fluorescent spots indicates that the proximity of target proteins is $<40 \mathrm{~nm}$. We selected the time 5 hpi , since, at this time, a subpopulation of the WT virus has previously been detected in ER [7,38]. The PLA spots per cell were quantified in three independent experiments in 40 cells per experiment for each virus variant. Analysis of infected cells using anti-BiP detected all three viruses (WT, as well as both mutated viruses) in the ER lumen in comparable amounts However, using anti-B14, we found a dramatic decrease of PLA spot numbers in cells infected with MPyV-mHD2 in comparison with those present in WT MPyV infected cells. In cells infected with PyV-mHD1, the decrease of PLA spots was not as strong as in the case of MPyVmHD 2 . Thus, mutated viruses have a problem in associating with ER membranes. Figure 9 shows representative pictures of PLA spots (Fig. 9A,B) and a graph of quantitative analysis (Fig. 9C).

Further, we examined whether mutant viruses are modified by ER-resident enzymes (which include
enzymes that disrupt disulfide bonds). For this, we employed an assay previously used for SV40 and BK [ $9,11,20,39]$ that monitors appearance of VP1 monomers and oligomers. Specifically, Shelhaas [11] found that during SV40 infections, ERp57 enzyme eliminates specific interpentameric disulpfide bonds, which leads to release of a subpopulation of monomers from the capsids. Although the disulfide bonded networks in MPyV are different from those in SV40 capsids, previous studies have shown that in vitro treatment of the virus by ERp57 generates monomers and oligomers of VP1 [40]. We performed non-reducing SDS/PAGE to monitor the appearance of monomers, dimers or oligomers of VP1. We prepared lysates of cells infected with WT or mutant viruses under alkylating conditions to prevent disulfide bond isomerization during preparation of the lysates. Analysis of VP1 by immunoblotting showed that while 3 hpi, no VP1 was detected on running gel, at later times, 5 and 8 hpi , VP1 monomers, dimers or oligomers of WT and all mutants were


Fig. 8. Infectivity of mutant viruses MPyV-mHD1 and MPyVmHD2. Mouse 3T6 cells were grown on coverslips to $40 \%$ confluency and infected with WT MPyVor mutant viruses MPyVmHD1 or MPyV-mHD2. The amounts of viruses used were the equivalent of 15 ng of viral DNA per sample. Cells were fixed at the indicated times and stained with antibody against the early viral antigen, LT, and by DAPI. (A) The percentage of LT positive cells ( 24 hpi ) was calculated by counting about 500 cells per experiment. Data in the graph represent mean values of three independent experiments $\pm$ SD and infectivity of WT vs. each mutant was compared by Student's $t$-test. $P$ values are presented. Asterisks represent statistically highly significant differences (*** $P \leq 0.001$ ). (B) The columns represent numbers of LT positively stained cells at 48 or 72 hpi scored per 10 microscopy fields. At these times, uninfected cells had divided several times so a meaningful percentage of infected cells compared to the total cell population could not be calculated. Data in the graph represent mean values $\pm$ SD from three experiments. Values of LT positive cells for each mutant in the two different time points were compared by Student's $t$-test. $P$ values are presented. Asterisks

present (Fig. 10A), suggesting that all viruses underwent conformational changes in the ER lumen at similar times post-infection.

Together these results indicate that mutated viruses are sorted to the ER without delay, and are processed there by ER-resident enzymes. However, their affinity to membrane is seriously impaired. This suggests a possible defect of the mutated viruses in ER exit.

To follow this, we prepared the ER-enriched microsomal fraction 16 hpi to determine whether virus genomes were still in the ER. Cells were infected (using the same amounts of virus genome equivalents for WT and each mutant), and 1 hpi extracellular virions were neutralized with polyclonal antibodies against VP1 to
prevent further viral entry. Cells were then incubated for 6 h (as the loading control, representing the viral subpopulation that arrived at the ER) or 16 hpi . Fractions at 6 hpi were tested by western blotting using antibody against B14 protein (ER marker) to control loading and antibody against VP1 to detect the virus arriving to ER (Fig. 10Ba). Fractions of microsomes from cells harvested at 16 hpi were used for DNA extraction by phenol/chloroform, and viral DNA was amplified by PCR using primers against the LT gene. As control, 16 h microsomal fractions were subjected to western blotting for detection of B14 (microsomal marker). Significant amounts of amplified genomes were detected in the case of MPyV-mHD1 and MPyV-mHD2 mutants (Fig. 10Bb) while only a negligible DNA signal was detected in the sample where WT virus was used.

Together, the above results suggest that mutant viruses with decreased hydrophobicity in minor structural proteins are retained in the ER, apparently as a consequence of impaired association with, and an action on, ER membranes. Infectivity assays revealed that for the MPyV-mHD1 mutant, the exit from the ER appears to be delayed as its early LT antigen could be detected no sooner than 72 hpi (Fig. 8B). Exit of the second mutant, MPyV-mHD2, from the ER seems to be completely prevented. No LT production was detected 72 hpi (Fig. 8B) and even during longer periods post-infection (not shown).

## Sensitivity of the mutated viruses to reducing agents, proteases or ER enzymes is not affected by mutations in the hydrophobic domains

Although we did not observe any changes in capsid stability generated by introduction of the mutations in the HD1 or HD2 domains, and in addition in the ER we detected specific disassembly of virions into monomers for all examined viruses (WT, MPyV-mHD1 and MPyV-mHD2), we could not exclude the possibility that mutant viruses could be processed in the ER lumen in a manner that might differ from that observed for WT virus. Therefore, we further evaluated (a) the ability of capsids to disassemble, (b) further morphology changes that are induced by ER proteins (the level of disassembly as well as the exposure of the minor capsid proteins VP2/3), and (c) the pattern of sensitivity to proteases. We found that mutant viruses, as well as WT, were able to disassemble within 300 s to pentamers when treated with dithiothreitol (DTT) and the calcium chelator ethylene glycol-bis ( $\beta$-aminoethyl ether)- $N, N, N^{\prime}, N^{\prime}$-tetraacetic acid (EGTA; Fig. 11Aa,b), indicating that the mutations introduced do not prevent chemical induced virus


Fig. 9. Proximity ligand assay (PLA) of VP1 and markers of ER in cells infected by WT or mutant viruses. Mouse 3 T6 fibroblasts were grown on coverslips infected with MPyV WT or mutants (MPyV-mHD1 or MPyV-mHD2) using amounts of virus equivalent to 15 ng of virus DNA per coverslip. Infected cells were fixed 5 hpi and PLAs performed using primary mouse antibody against VP1 and rabbit antibody against ER luminal marker BiP (A) or mouse antibody against VP1 and rabbit antibody against ER membrane marker B14 (B). As secondary antibodies, the PLA oligoprobe tagged anti-mouse and anti-rabbit antibodies were used. Red spots represent products of oligonucleotide ligation, which takes place only when the oligo probes are in close proximity $(<40 \mathrm{~nm})$. Nuclei were stained with DAPI. As a control, uninfected cells were also assayed. At the bottom of each picture, the average of the numbers of PLA spots from three independent experiments is presented (for each experiment 40 cells were analysed). (C) Graph presenting the values of the PLA spots quantified in three independent experiments for VP1 +BiP antibodies (blue columns) or VP1 +B 14 antibodies (red columns). Data in the graph represent mean values of three independent experiments $\pm$ SD. Samples were compared by Student's $t$-test. $P$ values are given and asterisks represent statistically highly significant differences ( ${ }^{* * * P \leq 0.001 \text { ). }}$
disassembly. When we treated capsids with ER luminal extract, using electron microscopy, we found that both mutant viruses, MPyV-mHD1 and MPyV-mHD2,
undergo structural changes similar to those observed for WT. Structural changes led to deformation of particles and, in some cases, to the appearance of


Fig. 10. Analysis of ER processing of virions and exit of their genomes from the ER. Mouse $3 T 6$ fibroblasts were grown on 6 cm -diameter plates and infected with MPyV WT or mutants (MPyV-mHD1 or MPyV-mHD2) using amounts of virus equivalent to 40 ng of virus DNA per plate. (A) Western blots of non-reducing SDS/PAGE for detection of VP1 monomers during infection. Cells were infected with WT or mutant viruses at indicated times post-infection. Cell lysates prepared under alkylating conditions and separated by 4-12\% non-reducing gradient SDS/PAGE were immunoblotted for detection of VP1. Three controls were included: lysates of non-infected cells (NI), samples harvested 3 hpi reduced by DTT and, as a loading control, reduced samples for GAPDH detection. VP1 monomers and dimers are indicated by one and two asterisks, respectively. (B) Detection of viral genomes in the ER 16 hpi. Cells were processed 16 hpi (and 6 hpi as loading control) for isolation of enriched microsomal fraction by gradient centrifugation. (a) Control western blot analysis of the presence of VP1 in the microsomal fractions 6 hpi; (b) 1\% agarose electrophoresis of viral genomes isolated from the microsomal fractions 16 hpi, amplified by PCR using LT primers. As a control, microsomal fractions 16 hpi were western blotted and stained by antibody against the ER marker B14.
previously described [13] tubular protrusions (Fig. 11Ac; see arrows). The frequency of deformed viruses was determined by observing 200 particles of each virus variant, and revealed no substantial differences between WT virus ( $81 \%$ ) and viruses mutated in HD1 ( $86 \%$ ) or HD2 ( $79 \%$ ) of VP2, indicating that mutant viruses underwent no structural modification by ER enzymes, similar to the WT. In addition, treatment of both WT and mutant viruses with ER luminal extract resulted in exposure of the minor capsid proteins (Fig. 11Ac, right panel). Finally, when we investigated the sensitivity of mutated viruses to trypsin or proteinase K treatment, we found no difference between WT virus and the mutants (Fig. 11B). Taken together these results indicate that mutants and WT virus are likely to be equally stable and sensitive to host cell factors, such as ER enzymes. Thus, the reduction of infectivity of viruses mutated in VP2/VP3
hydrophobic domains is connected with interactions of the minor capsid proteins with ER membranes rather than with conformation changes of virions.

## Discussion

Several years of intensive research have resulted in a detail description of the life cycle of polyomaviruses. Nevertheless, molecular mechanisms of some steps of the viral infection need to be further clarified. MPyV, when entering cells along a productive pathway, associates with the endosomal system, passing from early to late endosomes from where the virus is further sorted to the ER. In the lumen of the ER, the virus is processed to expose the minor capsid proteins, and following that it enters the cytosol, just before the viral genome can be detected in the cell nucleus [19,20]. The mechanism by which this transition occurs is poorly


Fig. 11. Mutations in VP2 hydrophobic domains 1 or 2 do not affect virus stability. (A) Electron microscopy (negative staining) of isolated WT or mutant viruses (MPyV-mHD1 or MPyV-mHD2): (a) untreated, (b) treated with 2 mm DTT and 5 mm EGTA for 300 s , or (c) treated by ER luminal extract for 2 h . Note in the left hand panel virus with morphological changes due to the ER luminal extract treatment. The percentage of virions that underwent changes was calculated by analysing features of 200 virions per WT or each mutant. Values are presented in the images. A fraction of the virus treated with ER luminal extract (right panel) was stained with antibodies against VP2/3 protein, followed by a secondary antibody conjugated with 5 nm gold particles (black dots). Bars: 50 nm . Arrows indicate selected features. (B) Western blot of WT and mutant viruses treated with proteinase K or with trypsin, using anti-VP1 antibody.
understood. Previous studies made by our group and others have shown that the MPyV minor structural proteins, VP2 and VP3, when expressed individually, interact with intracellular membranes of host cells [24]. The interaction of minor capsid proteins with microsomal membranes was also observed in vitro [25].

Here, we have approached the question of how the hydrophobic sequences of the MPyV minor structural
proteins contribute to viral translocation to the cytosol. We used mutation analysis to examine the contributions of individual hydrophobic sequences of the minor capsid proteins in the exiting of virions from the ER. First, we defined the theoretical or potential hydrophobic regions of the minor capsid proteins. On the basis of programs available online, we generated three consensual hydrophobic domains for the larger
minor capsid protein, VP2. We showed previously that both VP2 and VP3 proteins when expressed individually interact with membranes and cause them damage [24]. We now show here that HD2, present in both the VP2 and VP3 minor proteins, is responsible for the minor proteins' ability to bind to membranes, as an HD2-EGFP fusion protein colocalized with ER membranes, while VP2 mutated in HD2 lost this ability. Consistent with this, the virus mutated in VP2/VP3 domain 2 was found in the ER lumen but poorly associated with membranes and was retained in ER. Retention of virus in the ER reflects the inability of the minor capsid proteins to interact with ER membrane. As a consequence, the mutated virus does not productively infect cells. The results of the study of HD1 at the unique N -terminal part of VP2 (not present in VP3) are not so explicit. Isolated HD1 fused with EGFP did not exhibit any affinity for membranes, while the VP2 protein mutated in HD1 bound membranes efficiently. However, the virus mutated in VP2 HD1 was found to be retained in ER for longer, exhibiting some defects in associating with ER membrane (at least a delay in the association, since at 5 hpi the virus did not properly bind to membrane in comparison to WT) and the infectivity of the virus was significantly delayed. From all these results, we suggest that viroporin-like activity of VP2 could be exerted by cooperation of both HD1 and HD2 domains. In our proposed model, HD2 binds with high affinity to ER membrane facilitating either subsequent or simultaneous membrane interaction with HD1, which stabilizes VP2-membrane association and possibly mediates the ability of the protein to induce membrane perforation.
This model is consistent with data showing that viroporins with two $\alpha$-helices follow a similar pathway, in which a second domain inserts into the membrane only after the insertion of the first domain. It has been suggested that insertion of the second domain facilitates oligomerization to enhance the viroporin activity [41].

Interestingly, HD3, which corresponds to the amino acid stretch at the C terminus of VP2/VP3 that was described earlier by crystallography as an $\alpha$-helix [18], did not display viroporin properties under the evaluated conditions. VP2 protein mutated in HD3 was still able to bind to membranes efficiently and to induce cytotoxicity. HD3 alone fused with EGFP localized in the cell nucleus and did not bind membranes. In the context of the virus, this hydrophobic region makes contact with the central cavity of VP1 pentamers and until considerable conformation change has taken place, it is not free for interactions with cellular structures. Unfortunately, in our hands, any mutation introduced to decrease hydrophobicity of HD3 affected
virion assembly and/or stability. Interestingly, at low pH ( pH 5 ), a peptide representing the last 35 amino acids from the C terminus of VP2/VP3 (containing the HD3) acted as a protein transduction domain able to interact with and perforate liposomes (our unpublished data). These data suggest that HD3 behaves as a hydrophobic domain under low pH conditions. Although MPyV first enters the cell in acidic vesicles, because MPyV seems not to be disassembled in these endosomes, the HD3 sequence will not be exposed and, therefore, is probably prevented from any membrane interaction. Further, in the ER, where polyoma virion remodelling was described [9,19], pH conditions are not optimal for viroporin-like action of this domain.

Our results are in agreement with those from an earlier study where authors, using an in vitro system, demonstrated that VP2 protein added to isolated microsomes bound to and perforated their membranes, while VP3 protein (lacking HD1) bound membranes but was not able to perforate them [25].

Here, we show that VP2 protein with mutated HD1 binds membranes as efficiently as WT VP2 but its cytotoxicity is lower. Indeed, in our previous study [24], we noticed a slightly decreased ability of VP3 (which lacks this domain) to perforate the cells by measuring LDH release at 12 h post-transfection. Nevertheless, later ( 24 h post-transfection), both VP2 and VP3 were able to efficiently kill all cells transfected. We suppose that these differences in the kinetics of cell killing can be explained by different abilities of VP2 and VP3 to perforate membranes, as observed in the in vitro experiment [25] mentioned above. As membranes can be perforated by different mechanisms, for instance the transient modification of membranes, pore formation, or total local disruption [27], we assume that VP2 mutated in HD1 or VP3 (lacking HD1) can induce, through the integration of HD2, transient membrane modification into the membrane. Thus, the overexpression of the proteins may finally result in membrane disruption. On the other hand, WT VP2 may act as a real lytic factor that induces efficient and fast pore formation, most likely by oligomerization after insertion of the HD1 domain. Our conclusion is supported by the experiments showing that the mutant virus carrying mutation in HD1 is retained in the ER, but later, with a delay of 2 days, when the membrane is destabilized, the virus exits the ER and continues in productive infection.
It was shown that SV40 interacts with ER transloconrelated proteins through recognition of an N -terminal positively charged glutamic acid residue in position 17 of the VP2 protein [20,29]. These findings have led
to the hypothesis that the virus exploits a translocon channel to exit from the ER to the cytosol. Recent studies, trying to clarify the role of ER translocon proteins during early steps of infection by SV40 polyomavirus, revealed that B14/B12, which are localized in foci, bind to small glutamine-rich tetratricopeptide repeatcontaining protein $\alpha$ (SGTA) in an Hsp70-dependent manner: STGA engages the virus and acts as a driving force essential to complete virus penetration to the cytosol [13]. Our studies show that in addition to the possible interactions between MPyV minor proteins and ER translocon, direct membrane interactions of hydrophobic domains, HD1 of VP2 and HD2 common to both VP2 and VP3, are necessary for the efficient exit of MPyV from the ER and for virus infectivity. The results presented in this paper are in agreement with Giorda et al., [28], who described three hydrophobic domains in the VP2 protein of SV40 virus, which are required for viral infectivity. Thus, polyomaviruses exploit hydrophobic properties of minor proteins to exit to the cytosol on their way to the nucleus, where they replicate.

## Materials and methods

## Cell lines and viruses

Mouse fibroblasts, 3T6 (ATCC; Manassas, VA, USA; CCL-96) and NIH 3 T3 (ATCC; CRL-1658), were grown at $37^{\circ} \mathrm{C}$ in a humidified incubator with a $5 \% \mathrm{CO}_{2}$ atmosphere, using Dulbecco's modified Eagle's medium (DMEM) from Sigma-Aldrich (St Louis, MO, USA) supplemented with $10 \%$ fetal bovine serum (Thermo Fisher Scientific, Waltham, MA, USA) and 4 mm l-glutamine (Thermo Fisher Scientific). Mouse polyomavirus, A3 strain (GenBank: J02289.1) was prepared using pMJG plasmid, which contains the entire genome of MPyV strain A 3 Derivatives of pMJG, MPyV-mHD1, MPyV-mHD2 and MPyV-mHD3, were used as a source of mutated genomes. To prepare WT and mutated MPyV genomes, the viral sequences were excised from the plasmids with EcoRI and circularized. Ligation mixtures were used for the transfection of 3T6 cells by nucleofection. Cells transfected were incubated for $6-8$ days and then virus was isolated by CsCl gradient centrifugation [42].

## Plasmids and transfections

We used the plasmids VP2-EGFP-N1, VP3-EGFP-N1 [24], a derivative of the vector pEGFP-N1 (Clontech, Mountain View, CA, USA) encoding MPyV minor capsid proteins, VP2 or VP3, and the pMJG plasmid containing the entire genome sequence of the mouse polyomavirus strain A3 [37].

VP2-EGFP-N1 and pMJG plasmids were used as templates for introducing mutations into the hydrophobic
domains of the minor capsid proteins using the QuikChange site-directed mutagenesis Kit (Stratagene, La Jolla, CA, USA)

Short versions of VP2 or VP3 protein with deletions were prepared by using VP2-EGFP-N1 or VP3-EGFP-N1 plasmids. The deletion variant of VP2 carrying intact HD1 (HD1-EGFP) only was prepared by restriction of VP2-EGFP-N1 with KpnI and BamHI. The fragment corresponding to the vector plus the sequence encoding the first 122 amino acids of VP2 protein was isolated and fused to a synthetic oligonucleotide encoding VP2 NLS (EEDGPQKKKRRL). The second hydrophobic domain fused to EGFP (HD2-EGFP) was prepared using the VP3-EGFPN 1 plasmid as template for PCR. The fragment generated encodes the VP3 sequence with deletion of 13 amino acids (aa 285-297) in the C terminus part, upstream of the NLS. To produce this fragment, we used the following set of primers: VP3 (Bg/II): $5^{\prime}$-CAGAC AGATCT AGAAA-TATGGCGTTGATACC-3'; and $\mathrm{VP}(2+3)$ deltaHX (EcoRV) 5'-CAGAC GATATC AGTGACTCTTTGG-TGGGAC-3'. Next, the Bg/II-EcoRV fragment of the VP3-EGFP-N1 vector was replaced by the PCR product generated above.

The third domain fused to EGFP (HD3-EGFP) was prepared using VP3-EGFP-N1 plasmid as a template for PCR to generate a fragment lacking 40 amino acids at the N terminus of VP3 (126-165 aa numbering in VP2). To produce this fragment, we used the following set of primers: VP3 DD 2 NheI: $5^{\prime}$-TT GAC GCT AGC ATG GCG TTG ATA CCA3'; and VP2/3 ${ }^{\prime}$ D2 HindIII: $5^{\prime}$-AT CTG AAG CTT TCG CCA AGT CCC GAG ACG CCG CTT TTT C- $\mathbf{3}^{\prime}$. The PCR product was cloned into the plasmid EGFP-N1.

Plasmid DNAs were prepared using the EndoFree maxi kit (Qiagen, Hilden, Germany), diluted in TE and stored at $-20{ }^{\circ} \mathrm{C}$. Plasmid concentration and purity were determined by nanodrop (Thermo Fisher Scientific). Transfections were performed by electroporation within a Nucleofector ${ }^{\text {TM }}$ device, using Amaxa-kit V (Lonza, Basel, Switzerland) according to the manufacturer's instructions. Briefly, cells were seeded 24 h before transfection, and $4 \times 10^{6}$ cells were transfected with $6 \mu \mathrm{~g}$ of plasmid DNA.

## Viral genome quantification

Isolated viral particles were treated by DNase I to remove residual extracellular DNA. After DNase inactivation, capsids were disassembled by proteinase K and DTT treatment, then viral DNA was extracted by phenol/chloroform followed by ethanol precipitation according to the protocol previously described [43]. Viral DNA was quantified by real-time PCR assay using $\mathrm{iQ}^{\mathrm{TM}}$ SYBR $^{\circledR}$ Green Supermix (Bio-Rad Laboratories, Hercules, CA, USA) detection. The primers sets used were the following: VP1: $5^{\prime}$-GCAA-GAAGGCGACGAC- $3^{\prime}$ and $5^{\prime}$-TGGCCTCCCTCATAAG-T-3'; and LT: $5^{\prime}$-GCTGACAAAGAAAGGCTGCT- $3^{\prime}$ and

5'-AGCCGGTTCCTCCTAGATTC-3'. Thermal cycling was performed in a Light Cycler 480 II (Roche, Penzberg, Upper Bavaria, Germany). DNA concentrations were calculated using a standard curve of known viral DNA concentrations.

## Hemagglutination assay

Viruses were subjected to haemagglutination assays using guinea pig erythrocytes as previously described [42]. Te HA titre was defined as the reciprocal of the highest virus dilution showing haemagglutination.

## SDS/PAGE and western blot analysis

Samples for reducing SDS/PAGE were resuspended in Laemmli buffer [44] and applied to gradient gels of 4-20\% (Mini-PROTEAN ${ }^{\circledR}$ TGX, Bio-Rad) or $10 \%$ acrylamide gels. Next, the gels were either stained using SYPRO ${ }^{\circledR}$ Ruby Protein Gel Stain (Thermo Fisher Scientific) or electroblotted to nitrocellulose or polyvinylidene fluoride membrane and immunostained using the indicated antibodies.

For non-reducing SDS/PAGE, cell lysates were prepared under alkylating conditions using $N$-ethylmaleimide (Sigma-Aldrich), according to the protocol of Jiang et al. [39]. Next, cell lysates were resuspended in the sample buffer - NuPAGE ${ }^{\circledR}$ LSD (Thermo Fisher Scientific) under non-reducing conditions. Samples were run on NuPAGE ${ }^{\text {® }}$ Bis-Tris on 4-12\% gradient gel (Thermo Fisher Scientific) with running buffer without antioxidants.

## Cell fractionation

Cells were transfected by Amaxa nucleofector, and at indicated times cells were collected and fractionated using the subcellular protein fractionation kit for cultured cells (Thermo Fisher Scientific), according to manufacturer's instructions.

## Antibodies

The primary antibodies used were rabbit polyclonal anti-BiP from Abcam (Cambridge, UK), rabbit polyclonal anti-DnaJB14 (B14) from Proteintech (Chicago, IL, USA), rabbit anti-calnexin (Abcam), mouse monoclonal anti-lamin A/C (Santa Cruz Biotechnology, Dallas, TX, USA), rabbit polyclonal anti-GAPDH (Santa Cruz), rabbit polyclonal anti-VP1 antibody and mouse monoclonal anti-VP2/3 (prepared in our laboratory), mouse monoclonal anti-VP1 and rat monoclonal anti-LT (provided by B. E. Griffin, Imperial College of Science, Technology and Medicine at St Mary's, London, UK).

The secondary antibodies used were goat anti-mouse and goat anti-rabbit conjugated with peroxidase, donkey
anti-mouse conjugated with AlexaFluor 488 and donkey anti-rabbit conjugated with Alexa Fluor 546, all from Thermo Fisher Scientific. Goat anti-mouse conjugated with 5-nm diameter gold particles was obtained from GE Healthcare (Waukesha, WI, USA).

## Electron microscopy

Samples for negative staining were processed by placing a drop of sample on a carbon-coated copper or nickel grid (where indicated, samples loaded on the grid were incubated with antibodies and gold particles as detailed in the figure legends) and then the grid was stained with $2 \%$ phosphotungstic acid. The samples were observed with a JEOL JEM (Akishima, Tokyo, Japan) 1200EX electron microscope operating at 80 kV .

## Immunofluorescence staining

Cells were grown on coverslips and at the appropriate time points fixed with $4 \%$ paraformaldehyde in PBS for 15 min and permeabilized with $0.5 \%$ Triton X-100 in PBS for 5 min . After washing in PBS, cells were incubated for 30 min with $0.25 \%$ bovine serum albumin and $0.25 \%$ porcine skin gelatine in PBS. Immunostaining with primary and secondary antibody was carried out for 1 h and 30 min , respectively, with extensive washing with PBS after each incubation. Coverslips were mounted on droplets of glycerol with $4^{\prime}, 6^{\prime}$-diamidino-2-phenylindole (DAPI). Images were obtained with a TCS SP8 confocal microscope (Leica, Wetzlar, Germany).

## Proximity ligation assay

The assay was performed using the Duolink kit (SigmaAldrich) according to the manufacturer's instructions. The probes used were anti-rabbit plus (DUO92002) and antimouse minus (DUO92004). The infected cells were fixed and incubated with two combinations of antibodies: mouse antibody against VP1 and rabbit antibody against BiP (ER luminal marker) or mouse antibody against VP1 and rabbit antibody against B14 (ER membrane marker). After washing, cells were incubated with PLA oligoprobe tagged secondary anti-mouse and anti-rabbit antibodies. Then the ligation reaction was performed. For detection of ligation products, in situ PCR was carried out and products visualized by hybridization of fluorescently labelled oligonucleotides ( $\lambda_{\text {ex }}=594 \mathrm{~nm}$ and $\lambda_{\mathrm{em}}=624 \mathrm{~nm}$ ). The signal was detected by fluorescence microscopy.

## ER luminal extract preparation

Mouse microsomes from Sigma-Aldrich were used as a source of luminal proteins. In brief, to prepare luminal
extract, approximately 1 mg of microsomes was treated with detergent buffer ( $23 \mathrm{~mm} N$-octyl $\beta$-d-glucopyranose, 25 mm Tris $\mathrm{pH} 7,250 \mathrm{~mm}$ sucrose) for 30 min on ice. Then detergent was removed by using SM-2 BioBeads from Bio-Rad.

## Enriched microsomal fractions

Crude ER microsomal fractions were prepared by differential centrifugation using the ER Isolation Kit (SigmaAldrich), according to the manufacturer's instructions.

## Virion treatment with proteinase K and trypsin

From viral stocks, samples equivalent to $0.4 \mu \mathrm{~g}$ of protein were diluted in PBS to a final volume of $10 \mu \mathrm{~L}$. Then, samples were treated either with Proteinase $\mathrm{K}\left(2.5 \mathrm{ng} \cdot \mathrm{mL}^{-1}\right.$ final concentration) or with trypsin ( $1 \mathrm{mg} \cdot \mathrm{mL}^{-1}$ final concentration) and incubated for 20 min on ice. Then, the samples were resuspended in Laemmli buffer and subject to SDS/PAGE.

## Virus infection

Cells were seeded on $13-\mathrm{mm}$ glass coverslips and grown to a confluency of about $40 \%$. For infection, cells were washed with serum-free DMEM and incubated with MPyV diluted in serum-free medium for 1 h at $37{ }^{\circ} \mathrm{C}$. The infection start point was measured from when the virus was added to cells. After virus adsorption, cells were washed to remove the unbound virus and incubated in DMEM supplemented with $10 \%$ FBS until the indicated times.

## Cytotoxicity measurement

The release of LDH that occurred upon cell lysis was quantified using a CytoTox 96 cytotoxicity assay kit (Promega, Fitchburg, WI, USA), according to the manufacturer's instructions. Briefly, cells were transfected by electroporation and then seeded on 24 -well plates. Three hours posttransfection, the medium was replaced with fresh medium to remove dead cells (the cells that died due to the electrical pulse). Twelve hours post-transfection, medium from growing cells was harvested to measure LDH. Medium from cells treated by Triton $\mathrm{X}-100$ was harvested to calculate total LDH release. Absorbance was measured by an ELISA reader ( 490 nm ).
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The mechanism by which DNA viruses interact with different DNA sensors and their connection with the activation of interferon (IFN) type I pathway are poorly understood. We investigated the roles of protein 204 (p204) and cyclic guanosine-adenosine synthetase (cGAS) sensors during infection with mouse polyomavirus (MPyV). The phosphorylation of IFN regulatory factor 3 (IRF3) and the stimulator of IFN genes (STING) proteins and the upregulation of IFN beta (IFN- $\beta$ ) and MX Dynamin Like GTPase 1 (MX-1) genes were detected at the time of replication of MPyV genomes in the nucleus. STING knockout abolished the IFN response. Infection with a mutant virus that exhibits defective nuclear entry via nucleopores and that accumulates in the cytoplasm confirmed that replication of viral genomes in the nucleus is required for IFN induction. The importance of both DNA sensors, p204 and cGAS, in MPyV-induced IFN response was demonstrated by downregulation of the IFN pathway observed in p204-knockdown and cGAS-knockout cells. Confocal microscopy revealed the colocalization of p204 with MPyV genomes in the nucleus. cGAS was found in the cytoplasm, colocalizing with viral DNA leaked from the nucleus and with DNA within micronucleus-like bodies, but also with the MPyV genomes in the nucleus. However, $2^{\prime} 3^{\prime}$-Cyclic guanosine monophosphate-adenosine monophosphate synthesized by cGAS was detected exclusively in the cytoplasm. Biochemical assays revealed no evidence of functional interaction between cGAS and p204 in the nucleus. Our results provide evidence for the complex interactions of MPyV and DNA sensors including the sensing of viral genomes in the nucleus by p204 and of leaked viral DNA and micronucleus-like bodies in the cytoplasm by cGAS.

## Introduction

The Polyomaviridae family of small nonenveloped DNA tumor viruses consists of viruses that infect birds and mammals. Presently, 14 human polyomaviruses have been described $[1,2]$. Some, notably the BK polyomavirus (BKPyV), the JC polyomavirus (JCPyV), the Merkel cell polyomavirus (MCPyV), and the trichodysplasia spinulosa polyomavirus (TSPyV), were
found to have a clear association with human diseases [3-6]. Human polyomaviruses are prevalent in the healthy population [7] and cause disease in immunosuppressed hosts. The high prevalence of polyomaviruses in the healthy population suggests that these viruses modulate the immune response to keep low levels of replication in favor of persistence [8-10].

## Abbreviations

$2^{\prime} 3^{\prime}$-cGAMP, $2^{\prime} 3^{\prime}$-Cyclic guanosine monophosphate-adenosine monophosphate; cGAS, cyclic guanosine-adenosine synthetase; IFI16, interferon-gamma-inducible protein 16; IFN, interferon; IFN- $\beta$, interferon beta; IRF3, interferon regulatory factor 3 ; MPyV, mouse polyomavirus; MX-1, MX Dynamin Like GTPase 1; p204, protein 204; STING, the stimulator of IFN genes.

Two nonhuman members of the family, the simian virus 40 (SV40) and the mouse polyomavirus (MPyV), have served as models for the study of the polyomavirus replication cycle, cellular processes, such as DNA replication and endocytosis, targeting the cell nucleus, and mechanisms of cell transformation. In this study, MPyV was used as a model polyomavirus to study the host mechanisms of viral DNA sensing. MPyV has a capsid with icosahedral symmetry composed of 72 pentamers of the major capsid protein, VP1. One molecule of the two minor capsid proteins, either VP2 or VP3, is noncovalently bound to the central cavity of each VP1 pentamer [11,12]. Inside the capsid, the circular double-strand (ds) DNA genome, approximately 5.3 kbp long, forms a condensed nucleocore with cellular $2 \mathrm{~A}, 2 \mathrm{~B}, 3$, and 4 histones. The genome encodes four early regulatory proteins, large tumor antigen (LT), small T antigen (ST), middle T (MT), and tiny T antigen (reviewed in [13]), and three late gene structural proteins, VP1, VP2, and VP3. The genomes of polyomaviruses are transcribed and replicated in the cell nucleus. Electron microscopy studies of MPyV minichromosomes isolated from cell nuclei have shown that there are gaps free of nucleosomes present in approximately $20 \%$ of genomes. The gaps were mapped to the regulatory region, between the origin of replication (ORI) and late transcription start [14-16].

MPyV virions are internalized by host cells in monopinocytic vesicles and sorted through the early and late endosomes to the endoplasmic reticulum (ER) [17-19]. In the ER, the virus undergoes conformational changes that promote the exit of remodeled and partially disassembled virions to the cytosol [20-22]. At approximately 6 h postinfection (hpi), the partially disassembled viral particles interact with importins, which promote viral DNA translocation to the nucleus via nucleopores [23]. Once the viral genomes appear in the nucleus, transcription of the early region starts. Genome replication initiated by the LT antigen and coincident late transcription from the complementary strand can be detected from 12 to 15 hpi . At 20-24 hpi, there is a dramatic change in the relative abundance of the late/early transcripts dependent on massive viral DNA replication (reviewed in [13]). The new virus progeny is assembled and released from infected cells at 40 48 hpi [24].

Innate immune DNA sensors are proteins that recognize pathogenic DNA and induce the production of interferon (IFN) and other host cytokines. DNA sensors are localized in the endosomes, free in the cytosol and, unexpectedly, in the cell nucleus. Toll-like receptor 9 (TLR9) is the only DNA sensor found in
endosomes [25-27], whereas at least 11 DNA sensors were found to signal from the cytosol: DNA-dependent activator of IFN regulatory factors (DAI) [28]; RNA polymerase III (converting the cytosolic poly (dA-dT) DNA into $5^{\prime}$-pppRNA, which is then recognized by the RIG-I pathway) [29]; absence in melanoma 2 (AIMS 2) [30]; IFN-gamma-inducible protein 16 (IFI16) or its mouse ortholog, protein 204 (p204) [31-33]; leucine-rich repeat containing protein [34]; Ku70/Ku80 protein [35]; DEAH box polypeptide 9 and DHX36 (DEAH box polypeptide 36) [36]; DDX41 helicase [37]; cyclic guanosine-adenosine synthetase (cGAS) [38,39]; and IFN-inducible protein X (IFIX) [40]. Of these sensors, IFI16 (p204 in mice) and IFIX [32,40-43] were found to sense DNA in the nucleus. In addition, cGAS, described as a cytosolic sensor, is found in both the cytoplasm and the cell nucleus and there is one report suggesting its nuclear activation. The authors showed that in dendritic cells, the overproduction of cGAS fused to the nuclear localization signal (NLS) functionally upregulates the cellular innate immune responses [44]. The mechanisms used by DNA nuclear sensors to distinguish self-DNA from foreign DNA in the nucleus are an emerging topic of study [44-52]. It was shown that nucleosomes are barriers that prevent IFI16 from targeting selfDNA in the nucleus [45]. Likewise, it was shown that cGAS anchors nucleosomes. The nucleosome-binding interface was shown to be occupied by the DNA binding surface of the sensor, thus preventing sensing of self-DNA [53]. For IFI16 and cGAS, post-translational modifications including phosphorylation, acetylation, glutamylation, and ubiquitination have been shown to affect the activity or distribution of the protein [41,46-48,51,54,55].

At present, the most well-characterized mechanisms of DNA sensing are those mediated by IFI16 (p204 homolog) and by cGAS. The nuclear sensing of viral DNA by IFI16 has been studied widely in herpes viral infections. In detail, after the binding of IFI16 to herpesvirus genomes, IFI16 is acetylated and exported to the cytosol where it is available for interaction with the stimulator of IFN genes (STING) [56,57]. Further studies showed that IFI16 or p204 oligomerizes on DNA to induce the formation of filaments [45,50,58,59]. Coimmunoprecipitation experiments revealed that IFI16 forms complexes with STING and promotes the recruitment and activation of Tank-binding kinase 1 (TBK1). A model was proposed, in which IFI16 filaments recruit STING and TBK1, resulting in the phosphorylation of STING (at serine 366 in humans and 365 in mice). The phosphorylation of STING induces the recruitment of IFN-regulating
factor 3 (IRF3) and its phosphorylation via TBK1. The activation of IRF3 transcription factor results in IFN type I production [60,61].

The sensor cGAS binds to DNA in the cytoplasm and catalyzes the synthesis of cyclic guanosine-adenosine di-phosphate, $2^{\prime} 3^{\prime}$-Cyclic guanosine monophos-phate-adenosine monophosphate ( $2^{\prime} 3^{\prime}$-cGAMP) [62]. The dinucleotide $2^{\prime} 3^{\prime}$-cGAMP binds to STING, which is then translocated to perinuclear areas where it interacts with TBK1 and the signaling proceeds as described for IFI16, resulting in the production of IFN type I.

We hypothesized that MPyV genomes could be sensed by DNA sensors either at early times postentry when the virus transported in endosomes is released into the cytosol to be imported to the nucleus or, alternatively, later after infection when the viral DNA replicates in the cell nucleus. In this study, we have shown that the MPyV virus is hidden from innate immune system recognition at early postinfection times. Nevertheless, viral DNA genomes are sensed during replication in the nucleus. MPyV genomes are sensed by p204 in the nucleus, while in the cytoplasm, viral DNA leaked from the nucleus and micronucleuslike bodies (which increase in incidence with the progress of infection) are sensed by cGAS.

## Results

## Interferon response is detected at late stages of the MPyV infection cycle

Interferon response to DNA occurs extremely rapidly. Previously, it has been described that mouse fibroblasts already produce an abundance of IFN beta (IFN- $\beta$ ) at 2 h after DNA transfection. In addition, murine skeletal myoblasts were also shown to produce IFN- $\beta$ at 4 h after DNA transfection [63,64]. To study whether MPyV induced an IFN response in its natural host and to evaluate the possible time when the response was induced, we followed the expression of IFN- $\beta$ and the IFN-regulated gene $M X-1$ by qPCR in mouse fibroblasts ( 3 T 6 cells) within the time interval of $5-30 \mathrm{hpi}$. Representative experiments are displayed in the graphs in Fig. 1. Using five multiplicity of infection (MOI; Fig. 1A) and MOI 30 (Fig. 1B), we detected the upregulation of IFN- $\beta$ mRNA in the cells from 24 hpi, with an increase at 30 hpi . In addition, significant upregulation of MX Dynamin Like GTPase 1 (MX-1) mRNA was detected at 30 hpi in both MOI 5 - (Fig. 1A) and MOI 30 -infected cells (Fig. 1B). Interestingly, at 30 hpi , the levels of IFN- $\beta$ and MX-1 mRNA were higher in cells infected with a higher MOI (sevenfold for IFN- $\beta$ and
twofold for MX-1). Our data suggested that the main IFN response was launched at late postinfection times when viral DNA replication occurs and that the strength of the IFN response was dependent on MOI.
We noticed that the strength of IFN response induced by MPyV, in cells infected with MPyV MOI 30, was low when compared with responses obtained previously in mouse fibroblasts transfected with plasmid DNA (pDNA) [63]. To verify this, we exposed 3T6 cells to different stimuli, such as pDNA, CpG, dinucleotides, polyinosinic:polycytidylic acid (poly (I: C)), or $2^{\prime} 3^{\prime}$-cGAMP (Fig. 1C,D), for the indicated times (described in Materials and methods), and we measured the expression of $I F N-\beta$ and $M X-1$ genes by qPCR . The results are presented in Fig. 1C,D. We observed that 3 T 6 fibroblasts stimulated with pDNA or other stimuli upregulated the IFN- $\beta$ mRNA by 4000 - to 80000 -fold. In contrast, for MPyV infection at MOI 30 (Fig. 1B), IFN $-\beta$ mRNA was upregulated only by approximately 300 -fold. The levels of MX-1 mRNA differed based on the stimulus applied, but were, in some cases, comparable with those induced by MPyV. The data suggested that the induction of IFN$\beta$ gene expression in response to MPyV infection was moderate in comparison with the responses induced by pDNA or other stimuli, whereas the regulation of the IFN-inducible $M X-1$ gene appears to be tightly controlled in 3 T 6 cells.

## Interferon response to MPyV infection is dependent on the activation of STING and IRF3 proteins

Next, we focused on signaling related to the IFN response. We followed the time of activation (by phosphorylation) of IRF3, an essential transcription factor for $I F N-\beta$ gene regulation. In addition, we also followed the phosphorylation of STING, a protein described as mediator of the IFN type I production in response to pathogenic intracellular DNA and a variety of intracellular pathogens. By western blotting, we detected the phosphorylation of both STING and IRF3 at 24 hpi (Fig. 2A). At 18 hpi, we did not detect phospho-STING or phospho-IRF3; thus, we concluded that activation occurred within $18-24 \mathrm{hpi}$. Accordingly, confocal microscopy images of the cell sections revealed phosphorylated STING (green) as patches in the cytoplasm of cells at 24 hpi , but not in the control (mock-infected) cells (Fig. 2B). These results suggested that MPyV is recognized by the immune system late postinfection and that the viral nucleic acids were likely to be first sensed in the nucleus during viral DNA replication.


To determine the influence of STING on the signaling leading to IFN- $\beta$ production during MPyV infection, we used a MEF-STING knockout (MEF-STING KO) and parental MEF-STING wild-type (wt) cell lines. We first confirmed the absence of STING protein in the KO cells by immunoblotting (Fig. 2C, upper western blot). Next, we analyzed IRF3 activation in response to MPyV in the KO cells. The phosphorylated IRF3 isoform was not detected in the infected MEF-STING KO cells, but was abundant in the infected MEF-STING wt cells (Fig. 2C, lower western blot). We then followed the IFN response by qPCR (Fig. 2D) and found that there was no upregulation of $I F N-\beta$ or $M X-1$ gene expression in the MEF-STING KO cells (Fig. 2D). In contrast, the MEF-STING wt cells responded to MPyV infection by increasing levels of INF- $\beta$ (188-fold) and MX-1 (48-fold) mRNAs. To characterize the ability of MEFSTING KO cells to respond to other stimuli, such as RNA, the cells were treated with poly (I:C). We followed the levels of phosphorylated IRF3 by western blotting (Fig. 2E) and IFN mRNA levels by qPCR
(Fig. 2F). We found that MEF-STING KO cells could activate IRF3 and induce $I F N-\beta$ and $M X-1$ gene expression when stimulated by RNA. Thus, our results showed that STING protein is essential for the induction of the IFN- $\beta$ response during MPyV infection. Given that STING and IRF3 are phosphorylated in the same time frame during MPyV infection (Fig. 2A) and that STING KO cells do not activate IRF3 in response to MPyV infection (Fig. 2C), this provides support for the model in which activated STING promotes the recruitment of IRF3 to TBK1 active sites [61].

## The presence of MPyV genomes in the cell nucleus is crucial for the induction of the interferon response

To further confirm the essential role of late (nuclear) phases of MPyV infection in the DNA sensing in contrast to the early phase, when the virus travels undetected by sensors in endosomes (Fig. 1), we used a mutated MPyV that was unable to translocate efficiently to the cell nucleus (a mutant previously constructed and


Fig. 2. STING and IRF3 are involved in the IFN response induced by MPyV. (A) Mouse $3 T 6$ fibroblasts were infected with MPyV $(\mathrm{MOI}=10)$. At the indicated times, cell lysates were prepared and phospho-IRF3 (p-IRF3), phospho-STING (p-STING), or GAPDH and LT antigen as controls, were detected by western blotting. (B) Mouse 3 T6 fibroblasts were either mock-infected (MI) or infected with MPyV $(\mathrm{MOI}=3)$, fixed at 24 hpi, and stained by DAPI (blue) and by antibodies directed to MPyV early LT antigen (red) and phospho-STING (pSTING; green). Confocal microscopy images of representative cell sections are presented. Bars $=10 \mu \mathrm{~m}$. (C) MEF-STING KO or STING wt cells were infected with MPyV $(\mathrm{MOI}=20)$ and the cell lysates were prepared at 30 hpi. The samples were analyzed by western blotting for the presence of STING, phospho-IRF3 (p-IRF3), and GAPDH as a loading control. (D) MEF-STING KO and STING wt cells were mockinfected or infected with MPyV $(\mathrm{MOI}=20)$. At 30 hpi , RNA was isolated and subjected to qPCR for quantification of IFN- $\beta$, MX-1 and GAPDH mRNAs, with values normalized to the transcripts in the mock-infected cells (MI). (E, F) MEF-STING KO or STING wt cells were treated with poly $(I: C)(+)$ or not treated (MT) and cells were collected after 16 h . Cell lysates were prepared and the presence of phosphoIRF3 ( p -IFR3) and GAPDH (as a loading control) was followed by western blotting (E). RNA was isolated and the IFN- $\beta$, MX-1, and GAPDH mRNA levels were quantified by qPCR (F). For (A), (C), and (E), each of the presented western blots is representative of at least two independent experiments. For (D) and (F), the presented data correspond to the mean values of three independent experiments; the corresponding SD values are presented. Selected data were compared using Student's $t$-test. Asterisks indicate $P$-values representing

characterized in our laboratory) [23]. The virus mutant that lacks the NLS of the structural proteins enters cells efficiently and can be released, similar to the wt virus, into the cytosol after its trafficking to ER. However,
because of the lack of NLS, the virus exhibits defective nuclear entry via nucleopores and its infectivity is decreased by $80 \%$. Here, stocks of the mutated virus were produced after transfection of the mutated


Fig. 3. IFN response in MPyV-infected cells is strongly dependent on the presence of viral genomes in the cell nucleus. 3T6 fibroblasts were infected with MPyV-wt (wt) or MPyV-mutated in NLS ( $\triangle \mathrm{NLS}$ ) with MOI corresponding to 200 genomes per cell, as quantified by qPCR. The cells were collected at 5 or 30 hpi for the preparation of cell lysates and 30 hpi for isolation of RNA. (A) Cell lysates were subjected to western blotting and assayed for phospho-IRF3 (p-IRF3), phospho-STING (p-STING), and GAPDH. The western blot shown is representative of two experiments. (B) RNAs were isolated and the mRNA for IFN- $\beta, M X-1$ (B), or for LT (C) were measured by qPCR. For $(B)$ and ( $C$ ), the presented data correspond to mean values of three independent experiments (performed with three different viral stocks); the corresponding SD values are presented. For each experiment, the values were normalized to those of wt virus. The data were compared using Student's $t$-test. Asterisks indicate $P$-values representing statistically significant differences (IFN- $\beta,{ }^{* * * P=0.0006 ; ~ M X-1 \text {, }}$ *** $P=0.0007 ; L T, * * P=0.0021$ ).
genomes. In the same way, wt MPyV was prepared as a control. We followed the IFN response (as described previously) and the levels of infection by measuring LT viral antigen production. The western blot (Fig. 3A) revealed that IRF3 and STING phosphorylated proteins were markedly lower in the cells infected with NLS mutant virus compared with that in wt MPyV-infected cells. In agreement, we found the expression of the IFNrelated genes significantly decreased in the cells infected with the NLS mutant virus. Specifically, the levels of IFN- $\beta$ mRNA decreased by $60 \%$ and the levels of MX1 mRNA decreased by $70 \%$ (Fig. 3B). Accordingly, lower expression of LT antigen (by 70\%) was observed in the cells infected with the NLS mutant virus compared with that of cells infected with the wt virus (Fig. 3C). These results strongly support the above observation that IFN induction is associated with the late phase of infection, in which viral genomes replicate in the cell nucleus.

## The DNA sensor p204 is involved in IFN- $\beta$ induction during MPyV infection

Previously, human herpesvirus was shown to be sensed in the nucleus by the innate immune DNA sensor, IFI16. We hypothesized that the mouse protein related to IFI16 protein, p204, could sense MPyV DNA in the nucleus during viral genome replication. To test the
involvement of p204 in the induction of IFN by MPyV, we followed the IFN response in cells with downregulated p204. For this, we used small interfering RNAs (siRNAs) against p204 (si-p204) or random siRNA as the control. Knockdown efficiency was confirmed by western blotting (Fig. 4A). The levels of p204 decreased approximately by $60 \%$ in the cells treated with si-p204 in comparison with those in untreated cells or cells treated with random siRNA. The effect of p204 knockdown on $I F N-\beta$ and $M X-1$ transcription was assessed by RT-qPCR. The results (Fig. 4B) showed that both IFN- $\beta$ and MX-1 mRNA levels were significantly reduced (by $65 \%$ and $55 \%$, respectively) in the p204-knockdown cells compared with the nonsilenced control cells. Finally, a substantial decrease (by $47 \%$ ) of activated IRF3 in p204-knockdown cells was estimated from phospho-IRF3 and GAPDH band densities on the western blot (Fig. 4C). To better understand the mechanism of p204 activation, we assessed the localization of p204 and replicating MPyV genomes in infected cells by confocal microscopy. For that, we labeled MPyV genomes by fluorescence in situ hybridization (FISH), p204 by a specific antibody, and whole DNA by $4^{\prime}, 6^{\prime}$-diamidino-2-phenylindole (DAPI). Using a standard fixation protocol, p204 was spread throughout the nucleus and clear colocalization with MPyV genomes was observed only sporadically (data not shown). To uncover interaction between viral

Fig. 4. p204 plays a role in IFN induction by MPyV infection. (A-C) Mouse 3 T6 fibroblas cells were transfected with p204 siRNA. Random siRNA transfection or untransfected cells were used as the control. After 48 h , the cells were infected with $\mathrm{MOI}=20$ or mock-infected and incubated for 30 h . (A) A representative western blot (of the three prepared) is presented. (B) IFN- $\beta$ or MX-1 mRNA levels were measured by qPCR. The values were normalized to GAPDH mRNA levels. The data presented correspond to mean values of three independent experiments; the corresponding SD values are presented. Samples were compared by Student's $t$ test. Asterisks indicate $P$-values representing statistically significant differences (IFN- $\beta$, **P = 0.0053; MX1 ** $P=0.0064$ ). (C) Cell lysates were prepared and subjected to immunoblotting for evaluation of the levels of phospho-IRF3 (p-IRF3) and GAPDH. A representative western blot (of the three prepared) is presented.

Fig. 5. p204 accumulates in areas of MPyV DNA replication. MEF cells were infected with MPyV $(\mathrm{MOI}=5)(\mathrm{A})$ or mock-infected (B) and incubated for 24 h . EdU was added for the last 30 min of incubation. Then, cells were treated for 5 min with pre-extraction buffer and fixed. For immunofluorescence, cells were stained with anti-p204 (green) and anti-MPyV LT (far red, displayed as magenta or green) antibodies. EdU was visualized by the Click-iT EdU reaction (red, displayed as magenta) and DNA was stained by DAPI (displayed as white). Representative confocal cell sections were analyzed. Scale bar $=5 \mu \mathrm{~m}$.


DNA and p204, the cells were stained using a protocol including prefixation permeabilization (using a pre-extraction buffer) [65]. Replicating genomes were labeled by EdU and the p204 protein and viral LT antigen
were detected by using specific antibodies. We found that p204 accumulated in the areas of replication/transcription of viral genomes where it markedly colocalized with EdU-labeled replicating viral genomes and


Fig. 6. cGAS is activated during MPyV infection. (A) Mouse $3 T 6$ fibroblasts were mock-infected (MI) or infected (I) with MPyV (MOI = 3) for 24 h or treated with etoposide (Et) for 6 h . Then, the cells were collected and subjected to subcellular fractionation. The fractions [cytosolic and nuclear-soluble (s), and nuclear-insoluble (ins)] were immunoblotted and stained with antibodies against cGAS or, as controls, against GAPDH, Histone $3(\mathrm{H} 3)$, or LT. (B) Mouse $3 T 6$ fibroblasts were infected with MPyV $(\mathrm{MOI}=5)$, and at the indicated times, dinucleotides were extracted from the cells, and samples were analyzed by LC-MS for detection of $2^{\prime} 3^{\prime}-c G A M P$. Mock-infected cells or cells transfected were included as controls. In addition, an internal control of commercial $2^{\prime} 3^{\prime}$-cGAMP was spiked into the lysate of mock-infected cells. Specific transitions for $2^{\prime} 3^{\prime}$-cGAMP $(675.1>136.1,675.1>524.1,675.1>312.1,675.1>506.0,675.1>152.1,675.1>476.0$, $675.1>330.0$ ) were used to detect $2^{\prime} 3^{\prime}-c G A M P$. In the graph, transition 506.0 is shown. $2^{\prime} 3^{\prime}$-cGAMP (retention time: $8.75-8.82 \mathrm{~min}$ ) is shown in the spike and indicated by arrows in the samples when present. (C) MEF-cGAS KO or wt MEF were cultivated for 24 h , and the cell lysates were prepared and subjected to western blotting for detection of cGAS. GADPH was detected as the control. (D) MEF-cGAS KO cells were either mock-transfected (MT) or transfected with 26 -mer DNA (G3-YSD) or with poly (I:C). After 16 h , the cells were collected, and RNA was isolated. IFN- $\beta$, MX-1, and GAPDH mRNA levels were quantified by qPCR. (E, F) MEF-cGAS KO and cGAS wt cells were infected with MPyV $(\mathrm{MOI}=5)$ and incubated for 30 h before collection for RNA preparation. RNAs were isolated and used to measure IFN- $\beta$, MX-1 (E), and LT (F) mRNA levels by GPCR. (D-F) The data presented correspond to mean values of three independent experiments; the corresponding SD values are presented. Selected data were compared using Student's $t$-test. Asterisks indicate $P$-values representing statistically significant differences. For (D) IFN- $\beta,{ }^{* * *} P=0.0004$; for (E) IFN- $\beta,{ }^{* * *} P=0.0002$; for (F) the $P$-value obtained did not show statistically significant differences, denoted as ns, $P=0.0807$.

LT antigen (Fig. 5A). In mock-infected cells (Fig. 5B), p204 was distributed throughout the nucleus in distinct dots that, in part, overlapped with EdU-labeled replicating cellular DNA (Fig. 5B). Collectively, our results showed that p204 was involved in the induction of IFN response by MPyV and indicated that p204 became activated in the cell nucleus. However, to uncover the detailed role of p204, further research is required.

## The DNA sensor cGAS is essential for IFN- $\beta$ production in MPyV-infected cells

Although described as a cytosolic sensor, cGAS is located not only in the cytoplasm but also in the cell nucleus. During DNA transfection, both IFI16 and cGAS sense DNA independently. In contrast, during herpesvirus infection, cGAS was found to bind to IFI16, promoting its stability by preventing its degradation [57]. Therefore, we assessed whether cGAS participated in the IFN response induced by MPyV.

First, we followed the subcellular localization of cGAS in infected cells by cell fractionation. As controls, we also fractionated noninfected cells and noninfected cells treated with etoposide. Etoposide, upon forming a ternary complex with DNA and topoisomerase II, causes breaks in dsDNA. It has been shown that upon DNA damage, cytosolic cGAS translocates to the nucleus [46]. The cells were fractionated into three fractions: cytosolic, nuclear-soluble, and nuclear-insoluble, and we detected cGAS by western blotting (Fig. 6A). We found that during infection, as well as in uninfected cells, cGAS was found in both the nuclear-insoluble fraction and the cytosolic fraction. In contrast with cells treated with etoposide, we did not observe significant mobilization of the cytoplasmic cGAS pool to the nucleus.

As the activation of cGAS in response to DNA binding results in the production of $2^{\prime} 3^{\prime}$-cGAMP, we followed the production of the dinucleotide during infection by liquid chromatography-mass spectrometry (LC-MS). Infected or mock-infected 3T6 cells were harvested from 6 to 30 hpi and processed for the detection of $2^{\prime} 3^{\prime}$-cGAMP. We first detected $2^{\prime} 3^{\prime}$ cGAMP at 24 hpi and its synthesis has increased substantially by 30 hpi (Fig. 6B).

To determine whether cGAS activation had any effect on the induction of IFN expression by MPyV, we analyzed IFN responses in MEF-cGAS KO or MEF-cGAS wt cells. First, we verified the knockout of cGAS by western blotting (Fig. 6C). Next, we performed an additional control, to confirm that the cGAS KO cells responded to RNA but did not
respond to DNA stimulus via cGAS. To achieve this, we transfected the cells with either poly ( $\mathrm{I}: \mathrm{C}$ ) or with the cGAS agonist G3-YSD. G3-YSD is a $26-$ mer DNA sequence derived from the HIV-1 RNA genome, which has a Y-shape owing to a palindromic sequence flanked by unpaired guanosine trimers. This DNA sequence has been identified as a minimal recognition motif required for cGAS activation. After measurement of the mRNA levels by qPCR, we found that in the MEF-cGAS KO cells, poly (I:C) induced the upregulation of $I F N-\beta$ and $M X-1$ whereas G3-YSD did not induce an IFN response (Fig. 6D). Next, we used qPCR to measure the levels of IFN- $\beta$ and MX-1 mRNA in MPyV-infected MEF-cGAS KO or MEFcGAS wt cells (Fig. 6E,F). In cGAS KO cells, the IFN- $\beta$ mRNA levels were dramatically lower (by ninefold) than in MEF-cGAS wt cells. Accordingly, while high production of MX-1 mRNA was induced in MEF-cGAS wt cells, almost no detectable mRNA production was observed at the same time postinfection in cGAS KO cells. As an infection control sample, we measured the levels of mRNA of LT antigen in the MEF-cGAS KO and MEF-cGAS wt cells and found no significant difference. Our results showed that there was a particularly important contribution from cGAS activation in the IFN response induced by MPyV. Nevertheless, it is important to highlight that the IFN response is not completely abolished by the absence of cGAS. Thus, we can conclude that at least two mechanisms are activated in parallel during MPyV infection: viral genome sensing by p204 and activation of cGAS.

## cGAS senses DNA leaked from the nucleus to cytoplasm and micronucleus-like bodies

Further, we addressed the question of whether cGAS participated in IFN induction by MPyV through sensing of viral DNA in the nucleus, as recently described [44], or if there are other mechanisms that lead to cGAS activation. Using confocal microscopy, we followed whether cGAS present in the nucleus had an affinity for replicating MPyV genomes. To achieve this, mouse fibroblasts expressing cGAS-EGFP were prepared and infected with MPyV. Then, cells were subjected to FISH using sequences of the MPyV genome as a probe (Fig. 7). Surprisingly, we found colocalization of viral DNA with cGAS in different subcellular compartments. We observed strong colocalization of cGAS with viral DNA probably leaked from the nucleus to the cytosol in a subpopulation of cells (Fig. 7A-C). Further, in a subpopulation of cells, the cGAS signal overlapped with MPyV genomes in the


Fig. 7. cGAS colocalizes with MPyV genomes and micronucleus-like bodies. (A-D) 3T6 cells expressing GFP-cGAS were infected with MPyV $(\mathrm{MOI}=3)$ and fixed at 24 hpi. (A C) Cells were stained with antiGFP (green) to enhance the signal, and then subjected to FISH with MPyV DNA probe labeled with biotin, followed by staining with anti-biotin antibody (magenta). Confocal sections of the cells displaying colocalization of GFP-cGAS with MPyV genomes are presented. Bars $=10 \mu \mathrm{~m}$. (D) Cells were stained with anti-LT antibody (red), cGAS-EGFP was visualized by anti-GFP (green), and DNA was labeled by DAPI staining. Confocal sections of the cells displaying micronucleus-like structures colocalizing with GFP-cGAS are presented. Bars $=10 \mu \mathrm{~m}$. (E) Mouse fibroblasts infected at MOI 3 or mock-infected were fixed at 24 hpi and DNA was labeled by DAPI staining. The cells were scored for the presence of micronucleus-like bodies; the results are summarized in the graph. The data presented correspond to mean values of three independent experiments (At least 250 cells in each experiment were examined); the corresponding SD values are presented. Student's $t$-test was performed. Asterisks indicate $P$-values representing statistically significant differences ( $* P=0.0152$ ).

Fig. 8. Leakage of DNA to cytosol during MPyV infection. MEF cells were infected with MPyV $(\mathrm{MOI}=3)$ in presence of EdU After 24 h, the cells were fixed, the Click-iT EdU reaction was performed, and the cells were used for FISH with MPyV DNA probe labeled with biotin and detected with antibiotin antibody. Representative confocal section of cells displaying EdU DNA (magenta) and viral DNA (green). A white asterisk is used to highlight the infected cell among the uninfected ones. $\mathrm{Bar}=5 \mu \mathrm{~m}$


Fig. 9. $2^{\prime} 3^{\prime}$-cGAMP is detected only in the cytosolic fraction of infected cells. Mouse fibroblasts were infected with MPyV at MOI 5 or mock-infected (MI). After 30 h , the cells were fractionated. Two independent experiments were performed (A) The fractions were verified by western blotting using antibodies against lamin A/C for the nuclear fractions, GAPDH for the cytosolic fraction, and LT (to verify infectivity). One of two representative experiments is displayed. (B) The cell fractions were used for detection of $2^{\prime} 3^{\prime}$-cGAMP by competitive ELISA. Standards were prepared in the cell lysis buffers. Two independent experiments are displayed (exp1 and exp2). (C) Nuclear fractions were analyzed by LC-MS. Specific transitions for $2^{\prime} 3^{\prime}$-cGAMP $(675.1>136.1,675.1>524.1,675.1>312.1$, $675.1>506.0,675.1>152.1,675.1>476.0,675.1>330.0)$ were used to detect $2^{\prime} 3^{\prime}-C g a m p$. One of two representative experiments is displayed. As the spike, commercial $2^{\prime} 3^{\prime}$-cGAMP was used.
nucleus (Fig. 7C) and, unexpectedly, we also found micronucleus-like bodies loaded with cGAS (Fig. 7D).

Next, we compared the number of micronucleus-like bodies in mock-infected and infected cells at the time postinfection when IFN induction became detectable. For this experiment, we used cells not overexpressing cGAS to exclude any effect of the overexpression on the formation of micronucleus-like bodies. MPyV-infected or mock-infected cells were fixed and subjected to DAPI staining; then, using confocal microscopy, micronucleus-like bodies were counted. Although we observed micronucleus-like bodies in both infected and mock-infected cells, the total number of micronucleuslike bodies in infected cells was significantly higher than in mock-infected cells (Fig. 7E).

To provide a more convincing demonstration that the viral cytosolic DNA detected in infected cells was leaked from the nucleus, we labeled the host and viral
replicating DNA with EdU and then performed FISH for detection of MPyV genomes to search for overlapping signals in the cytosol. In detail, EdU was added to the growth medium at the beginning of infection and at 24 hpi click chemistry was used to detect EdU and FISH. As expected, we detected EdU and the MPyV genome signal colocalizing in the cytosol. In addition, only the EdU signal (not colocalized with MPyV genomes) apparently corresponding to leaked host DNA was detected in the cytosol (Fig. 8). Next, to determine whether the interactions of cGAS with MPyV minichromosomes in the cell nucleus resulted in cGAS activation, we analyzed the levels of $2^{\prime} 3^{\prime}-$ cGAMP in separated cytosolic and nuclear fractions of infected cells. The separation of nuclear and cytosolic fractions was verified by western blotting (Fig. 9A) and the fractions were examined for $2^{\prime} 3^{\prime}$-cGAMP by competitive ELISA (Fig. 9B). We found an abundance


Fig. 10. Absence of cGAS did not affect either the interaction of p204 with the MPyV genomes or its level in cells. (A) MEF-cGAS KO cells were infected with MPyV $(M O I=3)$ and incubated for 24 h . The cells were treated for 5 min with pre-extraction buffer and then fixed. Next, the cells were stained with anti-MPyV LT antigen (magenta) and anti-p204 (green) antibodies. The image shows a confocal section of the nucleus of the infected cell. Scale bar $=5 \mu \mathrm{~m}$. (B,C) MEF wt and cGAS KO cells were infected with MPyV $(\mathrm{MOI}=5)$. At 30 hpi, cell lysates were prepared and analyzed by western blotting to follow the p204 levels. As a control, antibodies against cGAS, GAPDH, and LT antigen were used. Three independent experiments were performed (B). The graph represents comparison of levels of p204 (related to levels of GAPDH loading controls) in MEF-cGAS wt and MEF-cGAS KO cell lysates. The data presented correspond to mean values of three independent experiments; the corresponding SD values are presented. Student's $t$-test was performed. The $P$-value obtained did not show statistically significant differences, denoted as ns, $P=0.85$ (C).
of $2^{\prime} 3^{\prime}$-cGAMP in the cytosolic fraction of infected cells. However, we did not detect any $2^{\prime} 3^{\prime}$-cGAMP in the nuclear fractions of infected cells, similar to all fractions of control (uninfected) cells. To confirm the absence of $2^{\prime} 3^{\prime}$-cGAMP in the nuclear fractions of infected cells by a second method, we analyzed the samples by LC-MS. A representative chromatogram of the nuclear fraction of infected cells is shown in Fig. 9C: $2^{\prime} 3^{\prime}$-cGAMP was not detected in the nuclear fractions; only traces of a dinucleotide with different spectra were found.

Our results strongly suggest that cGAS senses viral DNA present in the cytosol but is not activated in the nucleus of MPyV-infected cells. Colocalization of cGAS with viral genomes in the nucleus may represent an additional role of the nuclear cGAS independent of its activation. However, the activation of cGAS in the cytosol reflects its interactions not only with viral or cellular DNA leaked from the nucleus, but also with
micronucleus-like bodies formed by genotoxic stress induced by the infection.

## Absence of cGAS does not affect the interaction of $\mathbf{p} 204$ with MPyV genomes in the cell nucleus or the levels of p204

As the ability of cGAS to degrade IFI16 on the genomes of herpesviruses in the nucleus has been reported [57], we investigated whether cGAS had similar effects on p204 in MPyV infection. First, we assessed whether cGAS absence affects the colocalization of p204 with viral genome replication sites. To achieve this, we used confocal microscopy to examine the colocalization of p204 with LT viral antigen in cGAS KO cells (Fig. 10A). We found that p 204 protein could be preferentially seen in LT spots, similar to infected wt cells (Fig. 5A). Thus, our results indicated that the absence of cGAS did not impair p204 localization on viral

DNA replication areas. In addition, we examined the possible contribution of cGAS to the prevention of fast turnover of p204. Therefore, we examined the levels of p204 protein in MPyV-infected cGAS KO and wt cells by western blotting. We found that at 30 hpi , the levels of p204 in lysates of both cell lines were comparable, regardless of the presence or absence of cGAS (Fig. 10B,C). The above results showed that cGAS did not stabilize p204 on viral genomes and suggested that the sensing of MPyV genomes by both DNA sensors occurs simultaneously, but independently.

## Discussion

Nucleic acids of pathogens can be recognized through pattern recognition receptors by host cells. This leads to production of IFN and other hundreds of proteins with antiviral effects. In the past decade, many sensors of invading nucleic acids have been described and an understanding of the molecular bases of DNA and RNA immune recognition has emerged. Genomes of herpes simplex virus-1, kaposi's sarcoma-associated herpesvirus, vaccinia virus, murine gamma herpesvirus 68 , adenovirus, hepatitis B virus, and HIV (reviewed in [66]) have been shown to be recognized by specific nucleic acid sensors. We therefore aimed to determine whether small DNA viruses, such as polyomaviruses, which travel to the nucleus in endosomal compartments and have genomes organized into minichromosomes, are recognized by host DNA sensors. We focused on the possible interactions between MPyV genomes and host DNA sensors, p204 (closely related to human IFI16) and cGAS. We found that regardless of the MOI, a moderate IFN response was launched not sooner than the late phase of infection (approximately 24 h ), at the time when genome replication occurs.

The absence of IFN induction at early times postinfection suggests that the virus is hidden or invisible for the immune system when sorted through the endosomal system to ER. Although virions, partially disassembled in the ER, appear in the cytosol prior to their importin-mediated transfer to the nucleus [23], their genomes remain inaccessible to interaction with cytosolic DNA sensors for several reasons. At first, genomic DNA in polyomavirus virions is tightly packed in the form of a nucleocore condensed with cellular histones (except H 1 ) and the capsid protein VP1, making it inaccessible to other protein interactions. Indeed, studies of polyomavirus have suggested that the release of the nucleocore into relaxed minichromosomes with nucleosomes occurs in the cell nucleus [67]. Subsequently, depending on cell type, only small fractions of internalized virions travel by productive endocytic
pathway to the ER and then are released into the cytosol [19,23]. Substantial portions of virions remain in late recycling endosomes from where they exit cells and in endolysosomal compartments where they are subject to degradation. Moreover, in the cytosol, viruses can be degraded by proteosomes and any DNA released from proteasomes is probably degraded rapidly by exonuclease TREX-1 (which can degrade dsDNA). The activation of proteasomal systems during BK polyomavirus infection has been documented [68] and genomes of herpesvirus present in the cytosol or HIV reverse transcripts were degraded by TREX-1 [69,70]. All these previous observations account for the absence of IFN induction during transport of the virus into the nucleus and are in agreement with observed poor IFN response induced by the mutant virus with impaired ability to enter the nucleus (Fig. 3).

In the late phase of MPyV infection, replicating and transcribing viral DNA accumulate in the cell nucleus. The induction of IFN response at this time suggested the involvement of a nuclear DNA sensors. Therefore, we focused on the p204 protein-the mouse homolog of the human IFI16 protein found to sense herpesvirus DNA genomes in the cell nucleus. The ability to sense pathogenic DNA in the nucleus raised questions about the mechanisms preventing self-DNA recognition. IFI16 was found to be excluded from self-DNA recognition by the presence of nucleosomes that impede the one-dimensional movement (scanning) of the protein along DNA. The scanning of DNA allows the clustering of IFI16 required for its activation [45,50,58,59]. Herpesvirus genomes are chromatinized after they enter the nucleus. In addition, the density of nucleosomes is lower, their distribution more irregular, and histone association looser than that of the host DNA [71,72]. Therefore, their genomes are easily sensed by IFI16 in the nucleus [42]. Much smaller polyomavirus genomes are in complex with cellular histones already in virions, and in the nucleus, they function covered by nucleosomes in the form of minichromosomes. We did not expect too significant colocalization of p204 with viral genomes. However, MPyV genomes may overcome the restriction owing to the absence of nucleosomes in the regulatory region that includes sequences for transcription regulation and the ORI [14-16]. Indeed, we revealed that p204 interacts with replicating MPyV genomes (EdU-labeled viral DNA) and with the early viral LT antigen shown to bind the ORI region to promote viral replication. We cannot exclude that during replication, transcription, or repair processes, partial removal of histones from genomes can contribute to p204 sensing.

The activation of p204 during MPyV DNA sensing could involve post-translational modifications and/or
complexation with other molecules. During the recognition of herpesvirus genomes, the formation of a protein complex between IFI16, BRCA1 [DNA damage responses (DDRs) protein], and the histone H 2 B plays a significant role in IFI16 activation [73,74]. In addition, the acetylation of p 204 , similar to that described for IFI16 in herpesvirus genome sensing, could also control shuttling of p 204 between the cytoplasm and the nucleus during p204 activation [41,56]. Our preliminary results from a proximity ligation assay using antibodies against p204 and acetylated lysine revealed the acetylation of p204 and/or the formation of a complex of p204 and an acetylated protein in the nucleus of infected cells (Data not shown). Further experiments will be needed to determine the molecular mechanism through which the p204 protein activates STING. Efforts to investigate the role of p204 in IFN$\beta$ gene induction further have been hampered by the unavailability of anti-p204 antibodies applicable for immunoprecipitation experiments. Interestingly, although it has been described that IFI16 can sense pathogenic DNA in both the cytoplasm and the nucleus $[32,33,42,45,75]$, p204 does not seem to contribute to the cytosolic sensing of MPyV genomes. We did not observe high subpopulation of p204 in the cytosol. Some sporadic spots of p204 seen in the cytosol (data not shown) could correspond to the acetylated protein(s) (data not shown) shuttling from the nucleus to the cytosol to activate STING.

Recently, a new noncanonical pathway for IFN induction has been described [76]. In this pathway, ubiquitinylated, but not phosphorylated, STING extensively activates NF-kB and only minimally activates IRF3. The noncanonical pathway is postulated to be induced by dsDNA breaks that recruit p53, IFI16, and TRAF6. In this study, we followed the classical pathway of p204 activation as we found: (a) that massive concomitant STING and IRF3 phosphorylation is induced by MPyV infection and (b) that in p204-knockdown cells, infection by MPyV results in a significant reduction in IFN- $\beta$ production associated with a marked decrease in IRF3 phosphorylation. Nevertheless, the contribution of noncanonical pathway to the IFN response induced by MPyV needs to be explored. Indeed, DNA damage response is activated during replication of the MPyV genome.

We further investigated involvement of the DNA sensor cGAS in the sensing of MPyV genomes. Using cGAS KO experiments, we demonstrated that cGAS was essential for the induction of IFN response by MPyV. The multiple locations of viral and cellular DNA colocalizing with cGAS was intriguing and surprising. However, we detected production of $2^{\prime} 3^{\prime}$ -
cGAMP only in the cytosolic fraction and not in the nuclear fractions of infected cells, consistent with most studies confirming cGAS sensing of DNA, its activation, and $2^{\prime} 3^{\prime}$-cGAMP production in the cytosol [7780]. The production of $2^{\prime} 3^{\prime}$-cGAMP as a result of DNA sensing in the nucleus has been described in only one study. The authors of this study showed that dendritic cells produce low levels of $2^{\prime} 3^{\prime}$-cGAMP in response to the overexpression of cGAS fused with the NLS sequence [44]. Our results, despite detection of abundant presence of cGAS in the nucleus and its occasional colocalization with MPyV genomes (Fig. 7C), strongly support the cytosolic sensing of cGAS and underline the existence of a tight regulatory mechanism that prevents sensing of MPyV DNA by cGAS in the nucleus. The binding of cGAS to nucleosomes and post-translational modifications, such as phosphorylation and acetylation, are involved in the prevention of self-DNA sensing $[48,53]$. The presence of cGAS on the viral genomes can be explained by its engagement in DDRs activated during polyomavirus replication. It was recently shown that cGAS colocalizes with H2AX and PARP1 in sites of DNA ds breaks (DSBs). cGAS binding to the site of DSBs was shown to inhibit homologous recombination repair by disruption of the formation of the PARP1-TIMELESS complex and by preventing the loading of RAD51 [46,81].

An increasing number of studies shows that cGAS and IFI16, besides their direct function in DNA recognition, can interact and affect the activation of STING in the cytosol $[43,60]$. In the nucleus, cGAS was shown to interact with IFI16 bound to herpesvirus DNA and protect IFI16 from proteasomal degradation [57]. We did not observe any detectable difference in the levels of p204 protein in infected wt MEFs and cGAS KO MEFs (Fig. 10). We also were not able to detect complexes of cGAS and IFI1 6 proteins in infected or noninfected cells by coimmunoprecipitation assays (data not shown). We assumed that structural differences between human IFI16 and its mouse ortholog, p204, distinct properties of host cells, and differences in the arrangement of nucleosomes on DNA accounted for the different findings obtained in this study.

It is well established that cGAS senses in the cytoplasm self-originated DNA present in micronuclei and activates IFN response [82]. The formation of micronuclei is the result of chromosome mis-segregation caused by replication stress or chromosomal instability. It requires the completion of mitotic cell division. Nevertheless, the cells in interphase (as during MPyV infection) can also display signs of stress, such as chromatin herniation, lamina alterations, and DNA DSBs allocated in the nuclear envelop opening sites,
which result in the formation of nuclear blebs (mi-cronucleus-like bodies). Once a micronucleus is formed, the nuclear envelope reseals rapidly, assisted by the ESCRT III membrane-remodeling machinery [83,84]. Micronucleus membranes are fragile and defects in their biochemical composition have been characterized [85]. Thus, micronucleus-like bodies, similar to micronuclei, may also have defects in membranes that make DNA accessible to cGAS sensing.
Cells infected with polyomaviruses have several characteristics supporting the formation of micronu-cleus-like bodies and leakage of DNA into the cytosol. Polyomaviruses induce host genome instability by the actions of their early regulatory proteins. They activate the host DDR to prolong the S-phase, but also have the ability to inhibit DDR downstream effectors, for example, by suppressing p 53 to avoid untimely p 53 -induced apoptosis or senescence $[86,87]$. S-phase arrest induced by DDR enables exploitation of cellular DNA replication machinery for viral genome replication. Massive replication of viral genomes is accompanied by a large rearrangement and enlargement of the cell nucleus and nuclear envelope remodeling; membrane disruption may be caused by the viroporin properties of minor structural proteins of MPyV, VP2, and VP3. Specifically, viroporins may be responsible for the disruption of nuclear and ER membranes $[20,88]$.
The induction of IFN type I by human JCPyV in human astrocytes or by BKPyV in microvascular endothelial (cells that are a potential BKPyV reservoir) has been described $[89,90]$. Our study represents the first effort to understand the molecular mechanisms that govern IFN induction in polyomavirus infections. Here, we presented two mechanisms of sensing of MPyV DNA, one through the interaction of p204 with viral genomes in the nucleus and the second in the cytosol by cGAS binding of DNA fragments leaked directly from the nucleus or sensing DNA accessible after membrane disruption of micronucleus-like bodies. The sensors p204 and cGAS appear to be activated independently by the virus during infection. Surprisingly, the production of IFN is moderate in MPyV-infected cells, suggesting a tight regulation of the IFN response by cells and by the intervention of viral antigens. The moderate IFN induction may contribute to polyomavirus persistency in the host.

## Materials and methods

## Cell lines and viruses

Mouse 3 T6 fibroblasts (ATCC, Manassas, VA, USA; CCL96), mouse embryo fibroblasts (MEFs) M-Fb-481 (Lonza,

Basel, Switzerland), immortalized MEF-STING wt, MEFSTING KO, MEF-cGAS wt, and MEF-cGAS KO (kindly provided by J. Cambier, University of Colorado, USA, and J. Rehwinkel, University of Oxford, UK) were grown at $37{ }^{\circ} \mathrm{C}$ in a humidified incubator with an atmosphere of $5 \%$ $\mathrm{CO}_{2}$, using Dulbecco's modified Eagle's medium (DMEM) from Sigma-Aldrich (St. Louis, MO, USA) supplemented with $10 \%$ fetal bovine serum (Invitrogen, Waltham, MA, USA) and 4 mm L-glutamine (Invitrogen). The MPyV strain BG (GenBank: AF442959.1) was isolated and purified from infected 3T6 cells using the standard protocol for purification by CsCl [91]. Mutant viruses lacking the NLS in capsid proteins (MPyVANLS: VP1K6Q-S7R-G8R-VP2/VP3 K314A-K315A-R317A) were prepared as described in [23]. In detail, a pMJG plasmid containing the entire genome of MPyV BG strain was used for mutagenesis. Next, the mutated or wt genomes were used for the transfection of 3 T6 cells. After transfection, viruses were purified as described above [91] and purity of preparations was followed by electron microscopy using negative staining as described before [23].

## Generation of 3 T6 cell line expressing GFP-cGAS

For the production of N -terminally eGFP-tagged mouse cGAS, the plasmid pMSCVpuro-eGFP-mcGAS, coding for GFP-cGAS (gift from Andrew Jackson \& Martin Reijnsplasmid \# 108675 from Addgene, Watertown, MA, USA) [82], was transfected using Lipofectamine into Phoenix Ecotropic cells for the production of the retrovirus. Then, the retrovirus was used for transduction of 3 T 6 cells in the presence of polybrene. Mouse cells were further selected for stable integration using $1-10 \mu \mathrm{~g} \cdot \mathrm{~mL}^{-1}$ puromycin.

## Viral genome quantification

The quantification of MPyV genomes was performed by real-time PCR assay using $\mathrm{iQ}^{\mathrm{TM}}$ SYBR® ${ }^{\circledR}$ Green Supermix (Bio-Rad Laboratories, Hercules, CA, USA), as described in [23]. The primer sets used were: VP1, 5'-GCAAGAA-GGCGACGAC-3' and $5^{\prime}$-TGGCCTCCCTCATAAGT- $3^{\prime}$; and LT $5^{\prime}$-GCTGACAAAGAAAGGCTGCT- $3^{\prime}$ and $5^{\prime}$ -AGCCGGTTCCTCCTAGATTC-3'.

## Reverse transcription quantitative PCR

Total cellular RNA was extracted using High Pure RNA Isolation Kit (Roche, Penzberg, Upper Bavaria, Germany) in accordance with the manufacturer's protocol. The RNA concentration and purity were measured by a nanodrop spectrophotometer (Thermo Fisher Scientific, Waltham, MA, USA). Reverse transcription was performed using the iScriptcDNA synthesis kit (Bio-Rad Laboratories) in accordance with the manufacturer's instructions. cDNAs were amplified by PCR using the following primer sets:
$M X-1, \quad 5^{\prime}$-GGTCGGCTTCTGGTTTTGTA- $3^{\prime}$ and $5^{\prime}$ -GAACAGGTCCACTTCCTCCA-3';
$G A P D H, \quad 5^{\prime}$-ATGACATCAAGAAGGTGGTG- $3^{\prime}$ and 5'-ATACCAGGAAATGAGCTTG-3';
$I F N-\beta, 5^{\prime}$-CCCTATGGAGATGACGGAGA- $3^{\prime}$ and $5^{\prime}$ -CTGTCTGCTGGTGGAGTTCA- ${ }^{\prime}$;
spliced $L T, 5^{\prime}$-GAACCGGCTTCCAGGGCTC- $3^{\prime}$ and $5^{\prime}$-CTTAGGCGGCGACTGGTAG-3'.
The quantification of PCR products in real-time was performed in a LightCycler 480 II (Roche) using the LightCycler ${ }^{\circledR} 480$ SYBR Green I Master kit (Roche) in accordance with the manufacturer's protocol. The quantification of target gene expression was performed using LightCycler 480 II software based on the relative quantification method, which determined the concentration of target amplicons normalized to the reference gene GAPDH.

## SDS/PAGE and western blotting analysis

The cells were harvested and then resuspended in modified RIPA buffer ( 10 mm Tris $/ \mathrm{HCl}, \mathrm{pH} 7.4,1 \mathrm{~mm}$ EDTA, $150 \mathrm{~mm} \mathrm{NaCl}, 1 \%$ Nonidet P-40, 1\% sodium deoxycholate, $0.1 \%$ SDS) supplemented with protease inhibitor cocktail (Complete Mini EDTA free from Roche). Then, the cells were lysed in RIPA for 20 min on ice and cell debris was removed by centrifugation. The proteins were resuspended in Laemmli buffer and separated by $10 \%$ SDS/ PAGE. The gels were blotted to nitrocellulose membranes and immunoassayed using the indicated antibodies. The proteins were visualized by chemiluminescence using the application of AI-600 (GE Healthcare, Chicago, IL, USA).

## Nuclear-cytoplasmic fractionation

We used either the nuclear and cytosol extraction kit to prepare cell fractions in accordance with the manufacturer's instructions (G-Biosciences, Saint Louis, MO, USA) or performed extraction using NP40 in accordance with the protocol described by Nabbi et al. [92]. In addition, when required, nuclear fractions were further separated into soluble and insoluble fractions. Nuclear fraction was resuspended in Solution B ( 3 mm EDTA, 0.2 mm EGTA, and 1 mm DTT) and incubated on ice for 30 min . The soluble fraction was separated by centrifugation at $1700 g$ for 4 min at $4^{\circ} \mathrm{C}$. The pellet containing chromatin was washed with Buffer B, and the chromatin pellet was lysed in RIPA buffer.

## Antibodies

Rat monoclonal anti-large T antigen (LT; provided by B. E. Griffin, Imperial College of Science, Technology and Medicine at St. Mary's, London, UK), rabbit polyclonal antibody against GAPDH (Sigma-Aldrich), rabbit polyclonal anti-phospho-IRF3 (Ser369(4D4G); Cell Signaling Technology,

Danvers, MA, USA), rabbit polyclonal anti-phospho-IRF3 (Ser369 (D601M); Cell Signaling Technology), rabbit polyclonal anti-phospho-STING-Ser365-D8F4W (Cell Signaling Technology), rabbit polyclonal anti-phospho-STING (Ser365(D1C4T); Cell Signaling Technology), rabbit polyclonal against IFI16/p204 (Elabscience, Houston, TX, USA), rabbit polyclonal anti STING/anti MPYS (Sigma), rabbit monoclonal anti cGAS (Cell Signaling Technology), polyclonal rabbit anti-biotin antibody (A150; Bethyl Laboratories, Montgomery, TX USA), rabbit IgG-HRP (Bio-Rad), goat anti-rat IgG-HRP (Bio-Rad), Cy3® goat anti-rabbit IgG (Thermo Fisher Scientific), Alexa Fluor ${ }^{\circledR} 488$ goat antirabbit IgG (Thermo Fisher Scientific), Alexa Fluor ${ }^{\circledR} 488$ goat anti-rat IgG (Thermo Fisher Scientific), Alexa Fluor ${ }^{\circledR}$ 488 goat anti-rabbit (Cell Signaling Technology), and Alexa Fluor ${ }^{\circledR} 647$ goat anti-rat IgG (Thermo Fisher Scientific).

## Immunofluorescence staining

The cells were grown on coverslips. At the indicated time points, the cells were fixed in $4 \%$ paraformaldehyde (PFA) for 15 min or ice-cold methanol for 10 min at $-20^{\circ} \mathrm{C}$ and permeabilized with $0.5 \%$ Triton X-100 in PBS for 5 min (after fixation with PFA). After washing in PBS, the cells were incubated with blocking solution ( $0.25 \%$ BSA and $0.25 \%$ porcine skin gelatin in PBS) for 30 min . Immunostaining was conducted with primary and secondary antibodies for 1 h and 30 min , respectively, with extensive washing in $1 \times$ PBS after each incubation.
The coverslips were stained with DAPI, mounted on droplets of Anti-Fade Fluorescence Mounted Medium (Abcam, Cambridge, UK), and images were obtained using a LSM 880NLO confocal microscope (Carl Zeiss, Oberkochen, Germany).

## Immunofluorescence staining with pre-extraction buffer

Cells were grown on coverslips. At the indicated time points, the medium was removed, and the cells were incubated for 5 min on ice with pre-extraction buffer containing 25 mm HEPES, $50 \mathrm{~mm} \mathrm{NaCl}, 3 \mathrm{~mm} \mathrm{MgCl}_{2}, 300 \mathrm{~mm}$ sucrose, and $0.5 \%$ Triton X-100 ( pH 7.4 ). The cells were then washed once with $1 \times$ PBS and fixed with ice-cold methanol for 10 min at $-20^{\circ} \mathrm{C}$. After washing in PBS, cells were incubated for 30 min in blocking buffer, as above, and the staining was performed as for regular immunofluorescence staining (as described above).

## Fluorescence in situ hybridization combined with immunofluorescence or Edu labeling

We performed FISH in combination with immunofluorescence in accordance with the protocol described by Solovei and Cremer [93]. In brief, cells were grown on coverslips,
fixed with $2 \%$ PFA for 10 min , permeabilized with $0.5 \%$ Triton X-100 for 10 min , incubated in blocking solution ( $1 \%$ BSA/PBS) for 1 h , and stained by the selected antibodies or subjected to Edu Click chemistry. The cells were postfixed with $4 \%$ PFA for 5 min , treated with RNAse, and incubated with $20 \%$ glycerol/PBS for 1 h . Then, five freeze-thaw cycles were performed in liquid nitrogen. The cells were then equilibrated in $50 \%$ formamide $/ 2 \times \mathrm{SSC}$ for 8 h and hybridized with the MPyV DNA probe generated by nick translation using BioNick DNA Labeling System (Invitrogen). Denaturation and hybridization were performed as follows: $90^{\circ} \mathrm{C}-2 \mathrm{~min}, 80^{\circ} \mathrm{C}-2 \mathrm{~min}, 70^{\circ} \mathrm{C}-2 \mathrm{~min}$, $60^{\circ} \mathrm{C}-2 \mathrm{~min}, 50^{\circ} \mathrm{C}-2 \mathrm{~min}, 42^{\circ} \mathrm{C}-1 \mathrm{~h}$, and $37^{\circ} \mathrm{C}$ overnight. After hybridization, the cells were washed three times in $2 \times$ SSC at $37{ }^{\circ} \mathrm{C}$ and twice in $0.1 \times$ SSC at $60^{\circ} \mathrm{C}$. Each wash step was performed for 10 min . After washing, the cells were incubated with blocking solution ( $1 \%$ BSA/PBS) for 1 h and processed for the detection of biotin by using antibodies. Coverslips were stained with DAPI and mounted on droplets of Anti-Fade Fluorescence Mounted Medium (Abcam). Images were obtained using a LSM 880NLO confocal microscope (Carl Zeiss).

## Viral infection

Cells were seeded on $13-\mathrm{mm}$ glass coverslips or plates and grown to a confluency of approximately $50 \%$. On the day of infection, the cells were washed with serum-free DMEM and incubated with MPyV diluted in serum-free medium for 1 h at $37^{\circ} \mathrm{C}$. The start of infection was measured from the time the virus was added to cells. After virus adsorption, the cells were washed to remove the unbound virus and incubated in DMEM supplemented with $10 \%$ FBS for the indicated times.

## Cell stimulation with inducers of IFN

Polyinosinic:polycytidylic acid (GE Healthcare) was used to stimulate 3 T 6 cells; specifically, $2 \times 10^{6}$ cells were transfected by TurboFect (Thermo Fisher Scientific) with $20 \mu \mathrm{~g}$ of poly (I:C). The cells were incubated for 16 h and then collected for isolation of RNA or for the preparation of cell lysates. c-di-GAMP (InvivoGen, San Diego, CA, USA), pDNA, CpG oligonucleotide (InvivoGen) or 26mer DNA (G3-YSD, InvivoGen) were used to stimulate 3 T6 cells as follows: cells $\left(4 \times 10^{6}\right)$ were transfected with $4 \mu \mathrm{~g}$ of $\mathrm{c}-\mathrm{di}-\mathrm{GAMP}, 6 \mu \mathrm{~g}$ of pDNA, or $4 \mu \mathrm{~g} \mathrm{CpG}$ by Amaxa nucleofector (Lonza), incubated for a further 6 h , and collected for the isolation of RNA.

## EdU click chemistry

The Click-iT EdU reaction was performed in accordance with the instructions for the Click-iT imaging kit (Invitrogen). In brief, a solution of $20 \mu \mathrm{M}$ EdU was prepared in
complete medium and added to growing cells on coverslips to a final concentration of $10 \mu \mathrm{~m}$. After incubation for 30 min , the cells were fixed, permeabilized, blocked in $3 \%$ BSA/PBS, and subjected to Click-iT reaction.

## siRNA transfection

Sense and antisense siRNA for p204 were prepared in Lipofectamine in accordance with manufacturer's instructions (Thermo Fisher Scientific). The siRNA sequences were: $5^{\prime}$-GUUUCAUCAAGAUAUCAAAtt- $3^{\prime}$ and $5^{\prime}$ -UUUGAUAUCUUGAUGAAAtg- $3^{\prime}$. As a control, the Silencer® Select Negative Control \#1 siRNA (Thermo Fisher Scientific) was used.

## 2'3'-cGAMP detection by LC-MS

For detection of $2^{\prime} 3^{\prime}$-cGAMP, the cells were detached using trypsin and $4 \times 10^{6}$ cells were collected and used for the experiment. The cells were washed five times with 1 mL of $1 \times$ PBS and lysed in lysis buffer $(20 \%$ acetonitrile and $40 \%$ methanol in deionized water). Then, the lysates were heated for 10 min at $60^{\circ} \mathrm{C}$ and cooled for 10 min on ice. After cooling, the samples were centrifuged at 17000 g for 10 min at $4^{\circ} \mathrm{C}$, and the supernatant was collected in a clean Eppendorf tube (Supernatant A). The pellet produced in the previous centrifuge step was washed in $500 \mu \mathrm{~L}$ of $\mathrm{H}_{2} \mathrm{O}$ and centrifuged at 17000 g for 10 min at $4^{\circ} \mathrm{C}$, and the supernatant was collected in a clean Eppendorf tube (Supernatant B). Supernatants A and B were combined and centrifuged at 17000 g for 5 min at $4^{\circ} \mathrm{C}$ and transferred to a new Eppendorf tube. To prepare the samples for analysis by LC-MS, the samples were frozen at $-80^{\circ} \mathrm{C}$ for 1 day, dried by vacuum centrifugation, and resuspended in $40 \mu \mathrm{~L}$ of $\mathrm{H}_{2} \mathrm{O}$.

As control, an internal standard of 100 pmol of $2^{\prime} 3^{\prime}-$ cGAMP was spiked into the lysate of mock-infected cells or cells transfected with a pDNA and collected after 2 h .
$2^{\prime} 3^{\prime}$-cGAMP expression was measured using a Dionex Ultimate 3000RS LC system coupled to a TSQ Quantiva mass spectrometer (Thermo Fisher Scientific) using an ESI source in positive mode with the following ion source parameters: ion transfer tube temperature, $300^{\circ} \mathrm{C}$; vaporizer temperature, $125^{\circ} \mathrm{C}$; spray voltage, 3500 V ; sheath gas, 35 arbitrary units (au); auxiliary gas, 5 au . A $\mathrm{ZIC}^{(8)}$ HILIC column $(150 \mathrm{~mm} \times 2.1 \mathrm{~mm}, 5 \mu \mathrm{~m})$ from Merck (Darmstadt, Germany) was used to separate the analytes. The column was maintained at room temperature and an injection volume of $2 \mu \mathrm{~L}$ was used per sample. A gradient elution was set from $15 \%$ B to $60 \%$ B (A: $95 \%$ acetonitrile and $5 \% 10 \mathrm{~mm}$ ammonium acetate $\mathrm{pH} 9.3, \mathrm{~B}: 10 \mathrm{~mm}$ ammonium carbonate in water, pH 9.3 ) in 7.3 min at a flow rate of $200 \mu \mathrm{~L} \cdot \mathrm{~min}^{-1}$, followed by a washing phase ( 2.7 min of $60 \% \mathrm{~B}$ ) and an equilibration phase ( 9 min of $15 \% \mathrm{~B}$ ). For the targeted determination of $2^{\prime} 3^{\prime}$-cGAMP,
a selective reaction monitoring assay was used, which was developed previously, comprising infusion of the pure compound and monitoring the following seven transitions: $675.1>136.1,675.1>524.1,675.1>312.1,675.1>506.0$, $675.1>152.1,675.1>476.0$, and $675.1>330.0$. The integration of $2^{\prime} 3^{\prime}$-cGAMP peak areas was related to the transition $675.1>506$, which provided appropriate signal intensity and was less affected by the matrix effect.

## 2'3'-cGAMP ELISA detection

$2^{\prime} 3^{\prime}$-cGAMP ELISA was performed in accordance with the manufacturer's protocol using $2^{\prime} 3^{\prime}$-cGAMP ELISA Kit (Arbor Assays, Ann Arbor, MI, USA). In brief, mock-infected or infected cells, $\left(1.5 \times 10^{6}\right)$ were used for fractionation with the kit described above. The fractions were handled on ice and immediately used for ELISA. The $2^{\prime} 3^{\prime}$ cGAMP standards were prepared in the cytosolic and nuclear cell lysis buffers to achieve precise calculation of the $2^{\prime} 3^{\prime}$-cGAMP concentration in the samples. The cell fractions or standards were added to the ELISA plates, followed by antibodies against $2^{\prime} 3^{\prime}$-cGAMP and HRP-la-beled- $2^{\prime} 3^{\prime}$-cGAMP for a competition assay. After incubation for 2 h , the plates were washed; subsequently, the reaction was developed using TMB and stopped by HCl . The optical density (OD) was measured at 450 nm using a microplate ELISA reader (Tecan, Männedorf, Switzerland). The data were processed using the Four Parameter logistic (4PL) curve calculator available online (myassays.com) as recommended by the manufacturer.

## Statistical analysis

Student's $t$-test was performed using the graphpad PRISM software, version 6.0 (GraphPad Software, La Jolla, CA, USA). Asterisks indicate $P$-values representing statistically significant $\quad$ differences $\quad\left({ }^{*} P \leq 0.05, \quad{ }^{* *} P \leq 0.01\right.$, *** $P \leq 0.001, * * * * P \leq 0.0001$ ).
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Simple Summary: Mouse polyomavirus (MPyV) is widely used as a model for cancer development studies. In many preceding studies, its tumorigenic potential was attributed to a virus protein called middle T antigen (MT), which possesses a transforming ability through activation of cell-associated tyrosine kinases, resulting in increased cell growth. Here, we studied the effects of the innate immune responses triggered by MPyV in mouse fibroblasts. We found that recognition of MPyV by Toll-like receptor 4 (TLR4), a sensor of the innate immunity system, induces the production of interleukin 6 (IL-6) and other cytokines without inhibiting virus multiplication. The cytokine microenvironment changed the phenotype of adjacent noninfected fibroblasts toward the cancer-associated fibroblast (CAF)-like phenotype associated with increased chemokine production and invasiveness. Thus, our data indicate that MPyV contributes to the CAF-like phenotype in mouse fibroblasts via a TLR4-driven inflammatory response.

Abstract: The tumorigenic potential of mouse polyomavirus (MPyV) has been studied for decades in cell culture models and has been mainly attributed to nonstructural middle T antigen (MT), which acts as a scaffold signal adaptor, activates Src tyrosine kinases, and possesses transforming ability. We hypothesized that MPyV could also transform mouse cells independent of MT via a Toll-like receptor 4 (TLR4)-mediated inflammatory mechanism. To this end, we investigated the interaction of MPyV with TLR4 in mouse embryonic fibroblasts (MEFs) and 3T6 cells, resulting in secretion of interleukin 6 (IL-6), independent of active viral replication. TLR4 colocalized with MPyV capsid protein VP1 in MEFs. Neither TLR4 activation nor recombinant IL-6 inhibited MPyV replication in MEFs and 3T6 cells. MPyV induced STAT3 phosphorylation through both direct and MT-dependent and indirect and TLR4/IL-6-dependent mechanisms. We demonstrate that uninfected mouse fibroblasts exposed to the cytokine environment from MPyV-infected fibroblasts upregulated the expressions of MCP-1, CCL-5, and $\alpha$-SMA. Moreover, the cytokine microenvironment increased the invasiveness of MEFs and CT26 carcinoma cells. Collectively, TLR4 recognition of MPyV induces a cytokine environment that promotes the cancer-associated fibroblast (CAF)-like phenotype in noninfected fibroblasts and increases cell invasiveness.

Keywords: mouse polyomavirus; MPyV; mouse fibroblasts; CAF; TLR4; IL-6; spheroid invasiveness


## 1. Introduction

Polyomaviruses are DNA tumor viruses that are widely spread in nature; they infect mammals and birds. Serological studies and DNA sequencing have shown that polyomaviruses are highly prevalent in the human population. To date, 14 human polyomaviruses have been described. Among them, BK polyomavirus (BKPyV), JC polyomavirus (JCPyV), Trichodysplasia spinulosa polyomavirus, and Merkel cell virus (MCPyV) cause disease in humans. The oncogenic potential of the polyomaviruses was demonstrated several decades ago for simian polyomavirus virus 40 and for mouse polyomavirus (MPyV), but among the human viruses, MCPyV was not clearly linked to the development of skin cancer only in 2007 [1-3].

Currently, MPyV continues to be the best model to study tumorigenesis since, for the human MCPyV infection of primary dermal fibroblasts, specific conditions are needed [4]. MPyV induces a variety of tumors when inoculated in newborn mice [5]. Its tumorigenic potential has been studied for many years in cell culture models and was attributed mainly to the viral nonstructural middle T antigen (MT), which possesses high transforming ability [6,7]. MT is inserted into the endoplasmic reticulum membrane through the KDEL sequence at the C-terminus; from there, it migrates to the cell periphery [8]. MT localized on both endosomal and plasma membranes act as a scaffold signal adaptor, which activates Src tyrosine kinases [9,10], PI3K [11], PLC- $\gamma 1$ [12], and PKB/Akt [13], and other cellular kinases. Modulation of cellular signaling by MT creates favorable conditions for viral replication which can, under some circumstances, be reverted to cellular transformation [14]. Besides MPyV T antigens, host genetic variations and the immune response play an important role in the susceptibility to MPyV tumorigenesis [15]

In general, activation of the innate immune responses inhibits the initial viral spread and leads to proper activation of the adaptive immune response [16,17]. Velluipallai et al. [18] showed that Toll-like receptor (TLR) 4 is the key mediator of the cytokine response, which governs susceptibility to tumor development during MPyV infection. Particularly, the authors showed that polymorphism in TLR4 drives the differences in susceptibility to tumor induction by MPyV in the resistant mouse strain C57BR/cdJ (BR) in contrast to the susceptible mouse strain PERA/Ei (PEA). Antigen-presenting cells (APCs) from the BR strain recognize MPyV through TLR4 and produce IL-12, which induces the TH1 T cell response, whereas APCs from the PEA strain produce IL-10, which favors the TH2 cell response [18,19].

Many cytokines such as IL-6 or TNF- $\alpha$ are produced during wound healing in mice [20], and it was shown that cytokines like TGF- $\beta$ and TNF- $\alpha$ increase replication of human polyomaviruses in vitro [21,22]. Moreover, the triggering of chronic inflammation by persistent viral infections has been clearly demonstrated [23]. Chronic inflammation is associated with hyperproduction of cytokines that support growth, promote immunosuppression of T lymphocytes, and are commonly present in the cancer environment [24,25]. For example, IL-6 overproduction by stromal cells supports tumor growth through STAT3 activation [26], promotes cancer-associated fibroblast (CAF)-induced cancer invasion, and was recently shown to promote resistance of cancer cells to therapy, proving its broad pro-tumorigenic role [27,28].

Several lines of evidence link persistent polyomavirus infection with inflammationassociated pathologies in humans. Results obtained on the mouse model support the role of polyomaviruses in chronic inflammation. MT-transformed endothelial cells (MT-ECs) continually secrete IL-6, which serves as both an autocrine and paracrine growth factor [29,30]. Consistently, MT-EC-transplanted mice treated with anti-IL-6 antibodies showed a lower frequency of metastases [29], supporting the notion that the cytokine environment drives tumorigenesis and metastasis formation [24]. Here, using a cell culture model, we addressed the question of whether TLR4 recognition of MPyV induces cytokine secretion in mouse fibroblasts, which alters fibroblast phenotype and promotes cell invasiveness in vitro.

## 2. Materials and Methods

### 2.1. Cell Lines and Virus

We grew 3T6 (ATCC; CCL-96) mouse fibroblasts, mouse embryonic fibroblasts (MEFs) (ATCC; CCL-13), and mouse CT26 colon carcinoma cells at $37^{\circ} \mathrm{C}$ in a $5 \% \mathrm{CO}_{2}$-air humidified incubator using Dulbecco's modified Eagle's medium (DMEM; Sigma-Aldrich, Saint Louis, MO, USA) supplemented with 10\% fetal bovine serum (Thermo Fisher Scientific, Waltham MA, USA) and Pen/strep (Thermo Fisher Scientific). MPyV (BG strain) was purified from infected 3 T 6 cells and titrated as previously described [31]. Cell-free medium from MPyVinfected cells (MPyV-CM) was prepared with $10 \%$ sucrose cushion ultracentrifugation The absence of MPyV virions in MPyV-CM was tested by flow cytometry. Total exosome isolation from MPyV-CM was performed with Total Exosome Isolation Reagent obtained from Thermo Fisher Scientific

### 2.2. Inhibitors, Antibodies, and Reagents

TLR4 inhibitor CLI-095, TLR4 agonist lipopolysaccharide (LPS), TLR4 antagonist LPS-RS, JAK1/2 inhibitor ruxolitinib, and bafilomycin A1 were obtained from InvivoGen (San Diego, CA, USA). Recombinant mouse IL-6 was purchased from PeproTech (Cranbury, NJ, USA). siRNA targeting mouse TLR4 and control siRNA were purchased GE Healthcare Dharmacon (Lafayette, CO, USA). Lipofectamine RNAiMAX Transfection Reagent was ob tained from Thermo Fisher Scientific. Mouse monoclonal antibody targeting mouse $\alpha$-SMA was obtained from R\&D systems (Minneapolis, MN, USA). Mouse monoclonal antibody anti-MPyV T antigens, mouse monoclonal antibody targeting MPyV LT antigen and rabbit polyclonal antibody targeting VP1 were used as described previously [31-33]. Mouse monoclonal antibodies targeting mouse TLR4 were purchased from Santa Cruz (Dallas, TX USA) and Abcam (Cambridge, UK). Rabbit polyclonal antibody targeting mouse Rab11 and mouse monoclonal antibody targeting mouse ALIX were obtained from Santa Cruz. Mouse monoclonal IgG1 antibody targeting GAPDH was obtained from Thermo Fischer Scientific. Rabbit monoclonal antibody targeting STAT3, rabbit monoclonal antibody targeting phospho-STAT3 (Tyr705), and rabbit monoclonal antibody targeting phospho-STAT-3 (Ser727) were obtained from Cell Signaling Technology (Danvers, MA, USA). Goat antimouse monoclonal antibody conjugated with Alexa Fluor 488, goat anti-mouse monoclonal antibody conjugated with Alexa Fluor 546, and goat-anti-mouse conjugated with APC were purchased from Thermo Fisher Scientific. Donkey anti-rabbit monoclonal antibody conjugated with PE was obtained from Biolegend (San Diego, CA, USA).

### 2.3. Cell Stimulation In Vitro and Viral Infection

MEF and 3 T 6 cells were stimulated with $1 \mu \mathrm{~g} / \mathrm{mL}$ LPS (Invivogen, San Diego, CA, USA). To inhibit TLR4 function, cells were pretreated with $10 \mu \mathrm{~g} / \mathrm{mL}$ LPS-RS (Invivogen) or $1 \mu \mathrm{M}$ CLI-095 (Invivogen) 1 h before LPS or MPyV addition. The 3T6 cells or MEFs were infected with MPyV at a multiplicity of infection (MOI) $=5$ plaque-forming units (PFU)/cell (when not specified otherwise), diluted in serum-free medium for 1 h at $37^{\circ} \mathrm{C}$. After virus adsorption, complete DMEM medium with $10 \%$ FBS was added.

### 2.4. Immunofluorescence Staining and Confocal Microscopy

Cells were washed with PBS and then fixed with $4 \%$ formaldehyde in PBS for 15 min . Cells were then permeabilized with $0.5 \%$ Triton X-100 in PBS for 5 min and washed $3 \times$ with PBS. Cells were blocked with $1 \%$ BSA for 1 hour and incubated with rabbit polyclonal antibody to VP1 [31], mouse monoclonal anti-TLR4 antibody (Abcam), and rabbit polyclonal anti-Rab11 antibody (Santa Cruz). Mouse monoclonal antibody targeting mouse $\alpha$-SMA (R\&D systems) was used for $\alpha$-SMA staining. We used goat anti-mouse conjugated with Alexa Fluor 488 and goat anti-rabbit conjugated with Alexa Fluor 546 as secondary antibodies. Images were obtained with a TCS SP8 confocal microscope (Leica Wetzlar, Germany). Pearson's correlation coefficient (PCC) was calculated as previously described [34] using ImageJ [35] with the JaCoP plugin [36]

### 2.5. Measurement of IL-6 Secretion

The amount of IL-6 produced by 3T6 or MEFs was measured in cell-free supernatants using mouse ELISA kits (Mabtech, Stockholm, Sweden). Briefly, 3 T6 or MEFs were stimulated by LPS or infected with MPyV, and cell-free supernatants were collected 24 h post-stimulation or -infection. Supernatants were centrifuged and analyzed according to the manufacturer's protocol.

### 2.6. Determination of IL-6, CCL2 /MCP-1, SDF-1, $\alpha-S M A$, and IP-10 Expression

Total cellular RNA was isolated using a High Pure RNA Isolation Kit (Roche). cDNA was synthesized using an iScript cDNA Synthesis Kit (Biorad, Hercules, CA, USA). The mRNA of interest was amplified with a LightCycler 480 SYBR Green I Masterkit (Roche, Basel, Switzerland) using the following primers: IL-6: forward: $5^{\prime}$-CGTGGAAATGAGAAA AGAGTTGTGC-3' and reverse $5^{\prime}$-CAGGTAGCTATGGTACTCCAGAAG-3'; CCL2/MCP1 forward: $5^{\prime}$-AAGACTGAATGGCTGGATGGC-3'; SDF-1: forward: 5'-AACTCGCTCCTC ССТСТTCG- $3^{\prime}$ and reverse $5^{\prime}$-GGGAAGAGTTTACCGTCAGGT- $3^{\prime}$; $\alpha$-SMA: forward: 5'-CTACGAACTGCCTGACGGG-3' and reverse $5^{\prime}$ - GCTGTTATAGGTGGTTTCGTGG$3^{\prime}$; IP-10: forward: $5^{\prime}$-TGCAGGATGATGGTCAAGCC-3' and reverse $5^{\prime}$-CACTTGAGCG AGGACTCAGA-3'; and Ppia: forward: $5^{\prime}$-AAGACTGAATGGCTGGATGGC-3' and reverse $5^{\prime}$-CATTCCTGGACCCAAAACGC- $3^{\prime}$. Relative expression levels were calculated using the $2^{-\triangle \Delta C T}$ method. Mouse peptidylprolyl isomerase $A$ (Ppia) was used as the endogenous control.

### 2.7. TLR4 Silencing Using siRNA

MEFs were plated to $70 \%$ confluency 1 day before transfection. Then, siRNA against TLR4 or control siRNA was transfected using RNAiMAX (Thermo Fisher Scientific). TLR4 expression was analyzed 48 h post-transfection by Western blot.

### 2.8. Determination of STAT3 Phosphorylation, Alpha-SMA, ALIX, and TLR4 by Immunoblotting

Total STAT3 and alpha-SMA in the whole cell lysate of MEFs were determined by Western blot using of rabbit monoclonal antibody targeting STAT3 (Cell Signaling using Technology) and mouse monoclonal antibody targeting mouse $\alpha$-SMA (R\&D systems). Phosphorylation of STAT3 in the whole cell lysate of MEF cells was analyzed by Western blot using rabbit monoclonal antibody targeting phospho-STAT3 (Tyr705) (Cell Signaling Technology) and rabbit monoclonal antibody targeting phospho-STAT-3 (Ser727) (Cell Signaling Technology). ALIX was determined in exosomes isolated from MPyV-CM by Western blot using mouse monoclonal antibody targeting ALIX (Santa Cruz). After incubation with the appropriate horseradish peroxidase-conjugated secondary antibody, the membranes were washed, and the protein bands were detected with SuperSignal West Femto Maximum Sensitivity Substrate (Thermo Fisher Scientific). Densitometric analyses were performed using an Amersham Imager 600 (GE Healthcare Life Science, Marlborough MA, USA). Band intensities were normalized to GAPDH detected by mouse monoclonal antibody targeting GAPDH (Thermo Fisher Scientific). The whole un-cropped images of Western blots are shown in Figure S1.

### 2.9. Determination of STAT3 Phosphorylation and MPyV Infection of MEFs by Flow Cytometry

To determine MPyV-infected cells by flow cytometry, MEFs or 3T6 cells were trypsinized and fixed with $4 \%$ formaldehyde in PBS for 15 min . Cells were then permeabilized with $0.1 \%$ Triton X-100 in PBS for 5 minutes and washed $3 \times$ with PBS. Cells were incubated with the mouse monoclonal anti-MPyV T-antigen common region. For flow cytometry analysis of phospho-STAT3 (Tyr705), cells were fixed in $4 \%$ formaldehyde for 10 min , permeabilized by $90 \%$ methanol for 30 min , and stained by rabbit monoclonal antibody targeting phospho-STAT3 (Tyr705) (Cell Signaling Technology). We used goat antimouse conjugated with APC (Thermo Fisher Scientific) and donkey anti-rabbit conjugated with PE (Biolegend). Live/dead cell discrimination was performed using a Zombie Green ${ }^{\mathrm{TM}}$

Fixable Viability Kit (BioLegend). Samples were analyzed using a BD LSR FORTESSA cytometer (BD Biosciences, San Jose, CA, USA), and data were processed using FLOWJO software (Treestar, San Carlos, CA, USA)

### 2.10. Cell Invasiveness Assay

Cells were grown in micro-mold 3D Petri Dish Microtissues (Merck, Darmstadt, Germany) according to the manufacturer's protocol for 2 days to obtain multicellular spheroids of defined size. Then, the spheroids were transferred and embedded into a 3D collagen matrix (final composition $1 \mathrm{mg} / \mathrm{mL}$ rat tail collagen, $1 \times$ RPMI medium, 15 mM HEPES, $1 \%$ fetal bovine serum, and $50 \mu \mathrm{~g} / \mathrm{mL}$ gentamicin) and overlaid with either conditioned medium from MPyV-infected MEFs (MPyV-CM) or control conditioned medium from noninfected MEFs (MOCK-CM). In the case of inhibitor treatment, $1 \mu \mathrm{M}$ ruxolitinib or an equivalent amount of DMSO was added to the overlaying conditioned medium. Images of spheroids were taken immediately after embedding into collagen ( 0 h ) and after invasion ( 48 h ) using a Nikon ECLIPSE TE2000-S microscope. The area of the spheroids before and after invasion was measured using Fiji software, and the relative invasion index was calculated. The data were statistically analyzed in GraphPad Prism 6 (GraphPad Software, La Jolla, CA, USA) using one-way ANOVA. The presented data are summarized from 3 independent biological replicates, and a minimum of 5 spheroids per condition and replicate were analyzed.

### 2.11. Statistical Analysis

Quantitative variables are expressed as the mean $\pm$ standard error of the mean (SEM). To compare the levels of cytokine production and transcription of mRNA by MEFs and 3T6 cells, we used the Mann-Whitney test and a two-tailed $t$-test. For flow cytometry analyses we used a two-tailed $t$-test. For the cell invasiveness assay, we used one-way ANOVA. For TLR4/VP1 colocalization, we used Kolmogorov-Smirnov test. Data were analyzed with GraphPad Prism 6 (GraphPad Software). A $p$-value of $\leq 0.05$ was considered significant.

## 3. Results

3.1. Mouse Embryonic Fibroblasts and $3 T 6$ Cells Recognize MPyV through TLR4 and Secrete IL-6

The ability of mouse macrophages to recognize MPyV particles by TLR4 and secrete various cytokines [18] led us to investigate whether MEFs recognize MPyV infection in a similar way. We measured IL-6 secretion by MEFs infected with MPyV $(\mathrm{MOI}=5)$ or as a control, in MEFs stimulated with TLR4 agonist LPS. To further confirm the specific TLR4 activation, TLR4 was inhibited by pretreatment with LPS-RS (TLR4 antagonist) or by CLI-095 (TLR4 inhibitor) (Figure 1a). Both MPyV-infected MEFs and LPS-stimulated MEFs produced significant amounts of IL-6. Pretreatment of MEFs exposed to MPyV or LPS with TRL4 antagonist LPS-RS and TLR4 inhibitor CLI-095 led to the inhibition of IL-6 secretion (Figure 1a). Next, we investigated whether the multiplicity of infection influences IL-6 secretion and whether 3 T6 fibroblast cells are able to recognize MPyV. The 3T6 cells were infected with various MOI, and IL-6 secretion was measured until 7 days post-infection (Figure 1b). IL-6 secretion by 3T6 cells was time-dependent and correlated with the level of MOI. To verify the hypothesis that TLR4 recognizes the virus but does not require the viral nuclear phase (transcription/replication), we used bafilomycin A1. Bafilomycin A1 inhibits the vacuolar $\mathrm{H}^{+}$-ATPase preventing endosomal acidification. In MPyV infection, this drug causes viral accumulation in early endosomes, thereby preventing further viral trafficking. We previously showed that bafilomycin A 1 reduces MPyV replication in 3T6 cells by $90 \%$ [32]. Here, cells were treated with bafilomycin and infected with MPyV or, as a control, with LPS. We observed that IL-6 production was inhibited (Figure 1c) neither in the MPyV infection nor in the LPS control (Figure 1c). Thus, active viral replication is not necessary for IL-6 production. Collectively, MEFs and 3T6 cells recognized MPyV infection, and the TLR4 recognition of MPyV was dose-dependent, although it was independent of active viral replication.


Figure 1. Toll-like receptor 4 (TL4)-mediated recognition of mouse polyomavirus (MPyV) in mouse fibroblasts. (a) The production of interleukin (IL)-6 by mouse embryonic fibroblast (MEFs) stimulated with lipopolysaccharide (LPS) or infected with MPyV (multiplicity of infection $(\mathrm{MOI})=5$ ) in the presence of LPS-RS or CLI-095. (b) The kinetics of IL-6 secretion by 3 T6 cells infected with MPyV with various MOI, 7 days post-infection (DPI). (c) The effect of bafilomycin A1 pretreatment on IL-6 secretion by 3 T6 cells infected with MPyV $(\mathrm{MOI}=5)$ or stimulated with LPS. ${ }^{* *} p<0.01$; two-tailed Mann-Whitney test.

### 3.2. TLR4 Colocalizes with MPyV Capsid Protein VP1 in MEF

We showed earlier that MPyV particles enter cells in monopinocytic vesicles that are further sorted through the endosomal system and localized to various endosomal components including Rab5-, Rab7-, and Rab11-positive endosomes [33]. Here, we infected MEFs and analyzed whether the TLR4 receptor also colocalizes with the virus in the endosomes using confocal microscopy. We observed colocalization of MPyV (detected by VP1 capsid protein staining) and TLR4 as early as 2 h post-infection (2 hpi) at a high virus input $(\mathrm{MOI}=10)$. As a result, large clusters of TL4-VP1 were detected (Figure 2a) At the same time point, we followed MEFs infected with low virus input ( $\mathrm{MOI}=1$ ) and observed only sporadic colocalization of MPyV (VP1) and TLR4. Conversely, very strong colocalization of TLR4 and VP1 at low virus input ( $\mathrm{MOI}=1$ ) was observed 4 days postinfection ( 4 dpi ) (Figure 2b), as quantified using Pearson's correlation coefficient (PCC) by including pixels that co-localize between both channels. PCC values can range from +1 (perfect correlation) to -1 (perfect anti-correlation) (Figure 2c). The colocalization between VP1 and TLR4 was greater at 4 dpi than at 2 hpi. In addition, since Rab11 endosomes, which are a part of the route of sorting of MPyV, play an essential role in the trafficking of TLR4 during activation, we followed mutual colocalization of Rab11 and TLR4 in MPyV-infected MEFs and MOCK-treated MEFs. We observed colocalization between TLR4 and Rab11 in infected MEFs (Figure 2d). Thus, our data showed that the virus colocalizes with TLR4 in the endosomal compartments and that TLR4 is internalized to Rab11-positive endosomal compartments during MPyV infection of MEFs.


Figure 2. Colocalization of TLR4 and VP1 in MEFs. (a) Confocal section of MEFs infected with MPyV at a high virus input $(\mathrm{MOI}=10)$. VP1 (red) and TLR4 (green) were stained by specific antibodies and DNA by DAPI. Colocalization of VP1 and TLR4 was analyzed 2 h post-infection. (b) Confocal section of MEFs infected with MPyV at a low virus input (MOI $=1$ ). VP1 (red) and TLR4 (green) were stained by specific antibodies and DNA by DAPI. Colocalization of VP1 and TLR4 was analyzed 4 days post-infection. (c) Colocalization between intracellular virus and TLR4, expressed as Pearson's coefficient. (d) Confocal section of MEFs infected with MPyV at a high virus input (MOI = 10). Rab11 (red) and TLR4 (green) were stained by specific antibodies, DNA by DAPI. Colocalization of Rab11 and TLR4 was analyzed 2 h post-infection. White squares show enlarged regions of VP1 and TLR4 or TLR4 and Rab11 colocalizations. Bars $=10 \mu \mathrm{~m}$. ${ }^{* * *} p<0.001$; Kolmogorov-Smirnov test.
3.3. Neither TLR4 Activation Nor Recombinant IL-6 Inhibits MPyV Replication in MEFs and 3 T6 Cells

TLR4 activation in MEFs or 3T6 cells led to the production of proinflammatory cytokine (Figure 1). In primary human hepatocytes, TLR4 stimulation inhibits HBV replication [37]. We tested whether pharmacologic targeting of TLR4 signaling with CLI-095 affects MPyV replication in MEFs determined by the expression of T antigens (Figure 3a). Inhibition of TLR4 signaling in MEFs by CLI-095 did not lead to the decrease in T-antigenpositive MEFs. The same result was obtained with 3 T6 cells (Figure S2). It was previously reported that human polyomavirus BKPyV is highly resistant to proinflammatory cytokines [38]. Thus, we stimulated TLR4 in 3T6 cells with LPS or exposed the cells to recombinant IL-6 and IFN- $\gamma 24 \mathrm{~h}$ prior to MPyV infection. Consistent with previously published data [39], only IFN- $\gamma$ pretreatment inhibited MPyV infection in 3 T6 cells (Figure 3b). Then, we confirmed our results with siRNA targeting TLR4 in MEFs (Figure 3c,d). TLR4 silencing reduced IL-6 production in MEFs induced by both MPyV and LPS (Figure 3d), while the quantity of large T-antigen (LT) was unchanged (Figure 3c). Altogether, our results demonstrated the nonprotective role of TLR4 activation against MPyV infection in MEFs and 3T6 cells.


Figure 3. Effect of TLR4 signaling on MPyV lifecycle in MEFs. (a) Flow cytometry analysis of the percentage of MPyVpositive MEFs determined by expression of T antigens in the presence or absence (MOCK) of TRL4 inhibitor CLI-095 $(10 \mu \mathrm{M})(\mathbf{b})$ Relative infectivity of MPyV in 3 T6 cells pretreated with IFN $-\gamma(100 \mathrm{IU} / \mathrm{mL})$, IL-6 $(10 \mathrm{ng} / \mathrm{mL})$, LPS $(10 \mu \mathrm{~g} / \mathrm{mL})$ or mock-treated (MOCK) determined by expression of T antigens. Relative infectivity was assessed by flow cytometry, and data were normalized to MOCK. (c) The effect of TLR4 silencing on TLR4 and LT levels in MPyV-infected MEFs was followed by Western blot. The values shown below each band represent the relative quantity of TLR4 or LT determined by densitometry normalized to the MOCK-infected MEFs treated with control siRNA. GAPDH was used as a loading control (d) The effect of TLR4 silencing on the IL-6 production in MEFs infected with MPyV or stimulated with LPS measured by ELISA. ${ }^{*} p<0.05 ;{ }^{* * *} p<0.001$; two-tailed $t$-test.

### 3.4. MPyV Induces STAT3 Phosphorylation via IL-6

Since TLR4 activation did not inhibit MPyV replication in MEFs and 3T6 cells, we decided to test whether TLR4-mediated IL-6 secretion affects cell signaling. Similar to MT, which promotes STAT3 activation [40], IL-6 also induces STAT3 phosphorylation [41]. First, we showed that T-antigen-positive MEFs contain elevated levels of phosphorylated STAT3 at Y705 compared to T-antigen-negative MEFs using PhosphoFlow cytometry (Figure 4a). Then, we analyzed the effect of the cytokine environment induced by TLR4 recognition of MPyV on STAT3 phosphorylation in noninfected MEFs. We prepared conditioned media (CM) from MPyV-infected fibroblasts (MPyV-CM) or control media from MOCK-infected fibroblasts (MOCK-CM) by ultracentrifugation in a $10 \%$ sucrose cushion to separate infectious viral particles (present in pellets) from cytokines (present in the supernatant). We confirmed the presence of IL-6 ( $600-800 \mathrm{pg} / \mathrm{mL}$ ) in MPyV-CM by ELISA. Because IL-6 is known to be associated with and transferred by exosomes [42,43], and we detected an exosome marker ALIX in the exosomal pellet of MPyV-CM by Western blot (Figure S3a), we quantified IL-6 level in exosomes isolated from MPyV-CM. IL-6 was not detected in the isolated exosomes by ELISA (Figure S3b). No virus infectivity was detected after MPyV-CM treatment of MEFs. We assessed whether cytokines, including IL-6 present in MPyV-CM, induce STAT3 phosphorylation at Y705 and S727 by means of Western blot. MPyV-CM significantly elevated the phosphorylation of STAT3 in MEFs, whereas MOCK-CM did not (Figure 4b). To elucidate whether the cytokine environment is
responsible for the induction of STAT3 phosphorylation in MEFs, we used JAK1/2 inhibitor ruxolitinib and anti-IL-6 antibodies. Both anti-IL6 antibodies and ruxolitinib decreased the phosphorylation of STAT3 at Y705 (Figure 4c). Thus, our results disclosed a dual mechanism of STAT3 activation due to the presence of MT in MPyV-infected MEFs and IL-6 present in the supernatant.


Figure 4. Induction of STAT3 phosphorylation in MEFs by MPyV-CM. (a) Fluorescence intensity of STAT3 phosphorylation at Y705 in T-antigen-positive or -negative MEFs. MEFs were infected with MPyV to reach approximately $50 \%$ T-antigen-positive cells to assess the distribution of STAT3 phosphorylation in one sample using PhosphoFlow. Red-colored histogram represents T-antigen negative MEFs, whereas blue-colored histogram represents T-antigen-positive MEFs. (b) Western blot analysis of STAT3 phosphorylation at Y 705 and S727 in MEFs treated with MPyV-CM or MOCKCM. Recombinant IL-6 ( $10 \mathrm{ng} / \mathrm{mL}$ ) was used as the positive control. Total STAT3 and GAPDH served as the loading control. (c) The effect of anti-IL-6 antibodies (Abs) and JAK1/2 inhibitor Ruxolitinib on the MPyV-CM-induced STAT3 phosphorylation at Y705. As a control for anti-IL-6 antibodies, an isotype antibody control (ISO ctrl) was included. The results are representative of three independent experiments.

### 3.5. MPyV Infection Induces Cytokine Environment That Changes MEF Phenotype

Quiescent fibroblasts exposed to CM from cancer organoids alter the phenotype to CAFs and support tumor growth [44]. Thus, we tested whether MPyV-CM treatment can alter the MEF phenotype. First, we analyzed the expression of alpha-smooth muscle actin ( $\alpha$-SMA), which serves as a marker of CAFs [45]. We found that $\alpha$-SMA expression was elevated in MPyV-CM-treated MEFs compared with MOCK-CM-treated MEFs (Figure 5a). Then, we analyzed the $\alpha$-SMA structure using confocal microscopy. $\alpha$-SMA formed vigorous bundles in MPyV-CM-treated MEFs compared with MOCK-CM-treated MEFs. Thus, not only higher expression but also morphological changes in $\alpha$-SMA were observed in MPyV-CM-treated MEFs (Figure 5b). Conversion of normal fibroblast to CAFs is associated with the secretion of various cytokines/chemokines, which support the cancer environment [46]. As such, we analyzed the mRNA levels of SDF-1, MCP-1, CCL-5, and $\alpha$-SMA in MPyV-CM-treated MEFs (Figure 5c). Except for SDF-1, we detected high levels of transcription of CAF-associated cytokines in MPyV-CM-treated MEFs.


Figure 5. MPyV infection induces a cytokine environment that changes the fibroblast phenotype. (a) Analysis of alphasmooth muscle actin ( $\alpha$-SMA) expression in MEFs treated with MPyV-CM or MOCK-CM. The values shown below each band represent the relative quantity of $\alpha$-SMA determined by densitometry normalized to non-treated MEF. GAPDH was used as the loading control. The $\alpha$-SMA expression was analyzed 48 h post-treatment. (b) Confocal images of $\alpha$-SMA distribution in MEFs treated with MPyV-CM or MOCK-CM. Laser settings and acquisition conditions were constant for both samples. The $\alpha$-SMA distribution was analyzed 48 hours post-treatment. (c) The qPCR analysis of relative mRNA levels in MEFs treated with MPyV-CM. The qPCR analysis was performed 48 h post-treatment. Relative mRNA level was normalized to MOCK-CM-treated MEFs. Mouse Ppia was used as the endogenous control. The data are the mean $\pm$ SEM of four independent experiments. ${ }^{*} p<0.05 ;{ }^{* * *} p<0.001$; two-tailed $t$-test.

### 3.6. MPyV Infection in Fibroblasts Establishes Cytokine Environment That Supports Cell Invasiveness

CAFs promote the invasive behavior of cancer cells by both direct and indirect mechanisms [45]. It was also reported that MT-expressing endothelial cells produce IL-6 and induce recruitment of host endothelial cells in vivo [29]. Thus, we tested whether cytokines produced by MPyV-infected fibroblasts can also alter cell invasiveness. To this end, we employed spheroid invasion assays in 3D collagen gels, which are used to mimic in vitro cell dissemination in 3D conditions [47]. We cultured noninfected MEFs (Figure 6a) and mouse colon carcinoma cell line CT26 (Figure 6b) as spheroids and supplemented them with MPyV-CM or MOCK-CM. MPyV-CM significantly increased the spheroid invasion in both cell types. Next, we tested whether JAK1/2 inhibitor ruxolitinib is able to block spheroid invasion. Ruxolitinib pretreatment decreased spheroid invasion in MPyV-CM-treated MEFs (Figure 6 c ) but not in CT26 cells (Figure 6d), pointing to a difference between primary embryonic fibroblast and cancer-derived cell-line invasiveness. Collectively, MPyV-infected fibroblasts secrete cytokines that affect cellular motility. In particular, the ability of ruxolitinib to significantly inhibit cell invasion shows that IL-6 or other JAK1/2-activating cytokines contribute to the increased invasive behavior of MEFs.


Figure 6. MPyV-induced cytokine environment promotes cell invasiveness. (a) Invasiveness of MEF cell-spheroid in a 3D collagen matrix in the presence of MPyV-CM or MOCK-CM. (b) Invasiveness of CT26 cell-spheroid in a 3D collagen matrix in the presence of MPyV-CM or MOCK-CM. (c) The effect of JAK1/2 inhibitor ruxolitinib on MPyV-CM-mediated MEF spheroid invasiveness a 3D collagen matrix. (d) The effect of JAK1/2 inhibitor ruxolitinib on MPyV-CM-mediated CT26 spheroid invasiveness in a 3D collagen matrix. The data are the mean $\pm$ SEM of three independent experiments with a minimum of five spheroids per condition. The spheroid invasiveness was analyzed 48 h post-treatment. ${ }^{* * *} p<0.001$; **** $p<0.0001$; one-way ANOVA test.

## 4. Discussion

In this study, we found that TLR4-mediated recognition of MPyV in MEF and 3 T6 cells led to the formation of a cytokine environment that did not affect MPyV replication. Our data suggest a novel mechanism, where MPyV replication promotes a CAF-like phenotype in adjacent noninfected fibroblasts and increases the cell invasiveness of primary embryonic cells and cancer-derived cells in vitro

TLR4-mediated recognition of MPyV in MEF and 3T6 cells led to the secretion of proinflammatory cytokine IL-6 and was virus-dose-dependent. We did not observe any cytokine production 24 h post-infection from 3T6 cells when a low viral input was used. However, IL-6 production increased progressively over time, suggesting that uncontrolled viral propagation surpasses the TLR4 activation threshold [48]. When we blocked MPyV infection with bafilomycin A1, IL-6 secretion was not reduced. This is consistent with a previous report showing that MPyV virus-like particles containing only VP1 capsid protein activated the innate immune response in mice [19]. Altogether, we confirmed by TLR4 antagonist LPS-RS, TLR4 inhibitor CLI-095, and TLR4 siRNA targeting that TLR4 is a key mediator of the cytokine response in MPyV-infected MEFs. Our results are consistent with previously published data on TLR2/TLR4 double-knockout macrophages, in which the TLR4 cDNA from BR mice conferred a robust IL-12 response to MPyV [18]

Surprisingly, we did not observe any effect of TLR4 activation or inhibition on MPyV replication in MEFs and 3 T6 cells. Recombinant IL-6 did not show any significant effect on MPyV replication in mouse fibroblasts. Similar to our findings, replication of BKPyV is resistant to proinflammatory cytokines [40]. Only IFN- $\gamma$ was able to inhibit MPyV infection [41]. Silencing of TLR4 reduced the amount of IL-6 produced by MEFs; however, the level of LT antigen was unchanged. We observed TLR4 clusters after MPyV infection that colocalized with Rab11. We previously showed that sorting Rab11-positive recycling endosomes did not represent a productive pathway for the infection of MPyV, and viral particles in them were observed only in a low quantity ( $14.9 \pm 0.9 \%$ ) [33]. Moreover MPyV viral particles also localize in Rab5-, Rab7-, Rab11-, LAMP-2-, and caveolin-positive endosomes [33,49]. Our results indicate that trafficking of TLR4 to Rab11 endosomes may be a part of the sorting of the receptor that occurs during TLR4 activation [50]. It has been shown that Rab11 can translocate from recycling endosomes to autophagosomes in response to autophagy induction and assist in the fusion of late endosomes with autophagosomes [51]. Crispr/Cas9 targeting of TLR4 or MEFs from TLR4-knockout mice could be used for specific localization of TLR4 and MPyV in future experiments to decipher the connection of TLR4 with MPyV trafficking.

IL-6 is a multi-functional cytokine that plays roles not only in viral defense but also in the pathogenesis of viral diseases. Exogenous recombinant IL-6 activates STAT3 transcription factor, which is also activated by MPyV MT and is associated with MPyV-induced cell transformation in vitro [42]. MPyV-CM induced strong STAT3 phosphorylation in MEF despite a lower amount of IL-6 in MPyV-CM ( $600-800 \mathrm{pg} / \mathrm{mL}$ ) compared to recombinant IL-6 (10 ng/mL). Crosstalk between other cytokines/chemokines and IL-6/STAT3 signaling pathway could be responsible for the MPyV-CM-induced STAT3 phosphorylation. Moreover, exosomes present in MPyV-CM can potentially transfer IL-6 [43], although no IL-6 was detected in the exosome isolated from MPyV-CM by ELISA. More precise analysis of exosomes in a culture medium supplemented with exosome-depleted FBS and more sensitive detection of IL-6 are needed to exclude the role of exosomal IL-6. Altogether, our and other results have shown that MPyV activates STAT3 by phosphorylation directly through MT and indirectly via TLR4-mediated IL-6 production [42].

CAFs represent variable fibroblast populations with several specific effects such as $\alpha$-SMA expression, cytokine/chemokine secretion, and extracellular matrix remodeling [45]. Soluble factors such as proinflammatory cytokines IL-1- $\beta$ or IL-6 promote the pro-tumorigenic fibroblast phenotype [44,46]. We found that CM from MPyV-infected MEFs alters normal MEFs to express more $\alpha$-SMA. Higher $\alpha$-SMA expression in MEFs was also connected with a higher level of mRNAs encoding CCL5 and MCP-1 chemokines.

Several studies reported that CAF-mediated production of CCL5 and MCP1 modulates the cancer environment [52,53]. Our data showed that MPyV replication in MEFs induces a cytokine environment, which promotes the CAF-like phenotype in fibroblasts. MPyV resembles human papillomaviruses that also alter fibroblast phenotype through the IL6/STAT3 pathway [54,55]. Further investigation is necessary to clarify whether persistent MPyV infection alters the fibroblast phenotype in vivo.

Injection of mice with MT-expressing mouse endothelial cells that secrete soluble factors induced rapid recruitment of host non-transformed endothelial cells into the site of injection [34,52]. Moreover, supernatants from MT-expressing mouse endothelial cells stimulated in vitro invasiveness of cancer cell lines [56]. Thus, we investigated whether the MPyV-induced cytokine environment affects the cell invasiveness of MEFs or the colon carcinoma cell line, CT26. Both MEFs and CT26 migrated more efficiently in the presence of CM from MPyV-infected MEFs, and the migratory effect was inhibited by JAK1/2 inhibitor ruxolitinib in the case of MEFs. However, the lack of ruxolitinib effect on CT26 cell invasiveness suggested that cancer cells are able to circumvent the inhibition of JAK1/2 using an alternative pathway. In addition, the conditioned medium from MPyV-infected MEFs contains several soluble factors, which may have different cellular specificities, and induces both JAK1/2-dependent and -independent increases in cellular invasiveness. This finding is consistent with that of a previous study in which several soluble factors affecting cellular motility were identified in supernatants from MT-expressing endothelial cells [56].

## 5. Conclusions

Here, we demonstrated that mouse fibroblasts recognize viral MPyV particles by TLR4 and created a cytokine environment that is nonprotective against MPyV, increases cellular motility, and changes the phenotype of noninfected fibroblasts toward CAF-like phenotype. Aberrant TLR4 activation in the cancer environment can support tumor growth [57,58]. Thus, active MPyV replication contributes to tumor formation also via a TLR4-driven chronic inflammatory response. Demonstration of the hijacking of the TLR4 pathway in mouse fibroblasts by infecting MPyV illustrates a subtle equilibrium between the antiviral and proviral tumorigenic roles of innate immunity in different cell contexts
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Appendix II: another publications of author


[^0]:    Abbreviations
    aa, amino acids; B12, DNAJB12; B14, DNAJB14; DAPI, 4 ${ }^{\prime}$, $6^{\prime}$-diamidino-2-phenylindole; EGFP, enhanced green fluorescent protein; ER, endoplasmic reticulum; GAPDH, glyceraldehyde 3-phosphate dehydrogenase; HD, hydrophobic domain; hpi, hours post-infection; LDH, lactate dehydrogenase; LT, large tumour; MPEx, membrane protein explorer; MPyV, mouse polyomavirus; NLS, nuclear localization signal; PDI, protein disulfide isomerase; PLA, proximity ligation assay; $W$, wild-type.

