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Abstract 

The aim of this work is to systematically investigate the role of anharmonic corrections and 

solvation effects in vibrational spectra and thus try to explore two important sources of errors 

in spectra simulations of molecules in polar liquids. Several anharmonic methods were imple­

mented in one program package and applied to a number of small and medium-sized systems 

(up to 26 atoms), which enabled consistent comparison of performance of the methods. 

AU of the implemented anharmonic methods are based on the expansion of the nuclear 

potential in the fourth-order Taylor series. While all of the anharmonic methods significantly 

improved the region of hydrogen stretching vibrations, the agreement with experiment was not 

significantly improved in mid- and low- frequency region. According to the results, selection of 

a good electronic model is very important and errors in the ab initio potential easily surpass 

the anharmonic corrections. In agreement with previous results, it has been shown that a high­

precision model must be used for evaluation of harmonie frequencies, but it may be sufficient 

to evaluate the anharmonic corrections at a lower level of electronic theory. Performance of a 

number of electronic methods and basis sets were compared for selected systems. 

One of the issues investigated was numerical stability of the anharmonic methods. Most 

sensitive to potential variations were the perturbation methods, partly because many near­

degenerate energy levels occur in larger systems. Therefore, a modified degeneracy-corrected 

formula was developed and successfully applied to a number of systems. The solvation effects 

were accounted for by including the polarizable continuum model into the electronic calculations. 

Inclusion of anharmonic and solvation corrections improved parts of spectra. However, a detailed 

peak-to-peak assignment was not possible due to the limited precision of the approximative 

electronic and vibrational methods used. 

Finally, on model zwitterionic dipeptides, the Boltzmann averaging was used for lowest­

frequency modes in order to investigate the effect of molecular flexibility on vibrational spectra. 
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CHAPTER 1 

lntroduction 

Vibrational spectroscopy is one of the main spectroscopic methods employed by molecular 

biology and biophysics. It comes in many flavors and is an invaluable technique for studying the 

structure of molecules either in solid, liquid or gas phase. lt is particularly useful for determining 

the structure and dynamics of biological molecules (or even whole living systems}, for they can 

be studied by the Raman technique non-destructively in water, their natural environment. 

Time-resolved vibrational spectroscopy enables the visualization and tracking of fundamental 

events such as molecular reaction mechanisms or protein folding. Advanced systems utilizing 

high-power pulse lasers enable the study of the dynamics of fast processes occurring in the 

region of picoseconds. Vibrational spectroscopy has found its way from academic laboratories 

into practical applications across a range of diverse fields including: biomedical, pharmaceutical, 

agricultural, forensic and many more. 

The most commonly used vibrational techniques are infrared absorption (IR) and Raman 

spectroscopy. While IR spectroscopy measures the decrease in the intensity of incident light 

due to excitation of vibrational energy levels in a molecule, Raman spectroscopy measures 

light inelastically scattered from a sample with a frequency different from that of incident 

light. Both methods have their chiroptical variants, collectively known as vibrational optical 

activity (VOA}. The IR form is known as vibrational circular dichroism (VCD). In an analogy 

to electronic circular dichroism, VCD is a measurement of differential absorption of left- and 

right-polarized light. The Raman form, known as Raman optical activity (ROA}, measures 

differential inelastic scattering with respect to left- and right-polarized light. The largest ROA 

signals are often associated with vibrations of the most rigid chiral parts of molecular structure 

and therefore ROA is particularly suitable for conformation studies of peptides. Although the 

first part of the work presented here concerns vibrational spectroscopy in general, the main 

focus lies in the interpretation and modeling of Raman and ROA spectra. 

Raman scattering was first observed in 1928 [1]. Because it is such a weak effect (only one 

photon from a million scatters inelastically), it was not used widely until the development of 

laser and multichannel detectors. In the 1970s, the ability of chiral molecules to differentially 

scatter circularly polarized light was first predicted [2,3) and observed shortly afterward [4). The 

number of photons scattered with different circular polarization is of three orders of magnitude 

weaker than the Raman signal. The ROA experiment therefore requires delicately sensitive 

instrumentation, which was not commercially available until 2003. Among the few laborato­

ries which developed their own ROA spectrometers is the Institute of Physics of the Charles 
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University in Prague [5-7]. 
Vibrational spectra are generally very complex and consist of a large number of peaks. The 

peak intensity and position are sensitive to molecular structure and conformation, therefore 

the spectra are highly characteristic for each molecule. The analysis of measured spectra is 

not straightforward. In some applications it is sufficient to inspect spectra empirically by 

comparing marker bands with characteristic features of known structural motifs, but for detailed 

understanding and interpretation accompanying ab initio calculations are essential. Although a 

remarkably good agreement of calculation with experiment can be achieved on model systems [8], 

theoretical predictions for larger or medium-sized molecules give only qualitative results and 

differ significantly from experiment, especially in the high-frequency region of the spectra. One 

of the goals of this work is therefore to provide a theoretical support for interpretation of 

spectra measured by the high-quality ROA instrument at the Institute of Physics of the Charles 

University in Prague. 

Due to the complexity of the calculations involved it is necessary to use many approximations 

to simplify the computational problem down to a feasible level. Thus several sources of errors 

are introduced. The most prominent one is the limited accuracy of electronic methods used for 

evaluation of the potential energy surface, on which the nuclei vibrate. The inaccurate potential 

energy surface (PES) is then further simplified to allow calculation of vibrational frequencies 

using, traditionally, the harmonie approximation. Moreover, unless studying molecules in the 

gas phase, the molecular vibrations may be strongly affected by interactions with other molecules 

of the same kind or by interactions with solvent molecules. Developments in these areas will 

be outlined in the following paragraphs and after that the structure of this document will be 

given. 

Developments 

The starting point for prediction of molecular properties is usually the harmonie approximation. 

Because it generally overestimates observed frequencies ( especially the hydrogen stretching vi­

brations) some kind of correction is applied to account for anharmonic effects. Because the 

errors in calculations appeared largely systematic, scaling of force field constants by empiri­

cal factors had been suggested [9, 10]. The method can be remarkably successful [11], but it 

may fail when experimental reference data are not available. There has been also consider­

able effort to account for anharmonic effects directly by including the anharmonic part of the 

potential into the vibrational Schrodinger equation. However, calculation of the anharmonic 

potential is computationally demanding task. In the past many applications relied on empiri­

cal or semi-empirical force fields with parameters determined by fitting of an analytic function 

to experimental data, but the accuracy of such models is not very high [12, 13]. For small 

and medium sized molecules, accurate ab initio potential energy surface can be calculated at 

selected points around the equilibrium geometry and interpolated by use of standard approx­

imation techniques [14]. This approach is particularly useful, when only interactions between 

a limited number of vibrational modes can be considered and thus only integrals of limited 
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dimension need to be evaluated [15, 16]. Another approach is to represent the potential by the 

lowest coefficients of Taylor series, determined from analytic second derivatives calculated at 

geometries displaced from the optimized geometry along nuclear coordinates (17]. Working in 

the basis of linear harmonie oscillator wave functions, only one-dimensional integrals need to 

be considered this way at the cost of truncating the higher coefficients of the Taylor expansion. 

In this work, PES was represented by a Taylor polynomial of the fourth order. 

The beauty of the harmonie approximation is that it enables one to split the multidimen­

sional Schr&linger equation into a set of independent one-dimensional problems with a simple 

analytic solution. For anharmonic potentials this is generally not possible and therefore ap­

proximative methods must be employed. The vibrational self-consistent field method (VSCF) 

developed by Bowman in 1978 [18] became very popular. The method includes anharmonic 

terms in the potential, yet retains separability of the harmonie approximation. Once the an­

harmonic potential is known, the method is efficient enough to be applied to large systems 

with thousands of degrees of freedom, such as was the case of the protein BPTI studied by 

Roitberg and Gerber [13]. The efficiency of VSCF comes at the price of lower accuracy, because 

the method neglects correlation of vibrational motions. Several extensions to VSCF have been 

therefore proposed, in a close parallel to methods applied in the electronic mean-field prob­

lem. The most general method is the vibrational configuration interaction (VCI), which looks 

for a solution expanded in some complete basis set, for instance linear harmonie oscillators 

(LHOs) or the VSCF solutions [19]. An alternative method is the vibrational perturbation 

theory (VPT}, where the Rayleigh-Schr&linger perturbation method is used to correct either 

the harmonie [20, 21] or the VSCF approximation (22]. Recently, Christiansen formulated vi­

brational coupled cluster theory (VCC) [23]. In this work, multiple anharmonic methods were 

implemented: VCI in the basis of LHOs, VSCF, and VPT of the second order for both the 

VSCF and harmonie approximation. 

For biochemical problems it is important that vibrational spectra can be collected in an 

aqueous environment. Because the conformational changes induced by solvation often have a 

large effect on the spectra, there is a need for computationally affordable model. Continuum 

models are very popular, where the solute molecule is placed in a cavity surrounded by a 

polarizable continuum, whose reaction field modifies the energy and the properties of the solute 

molecule [24]. Polarizable continuum models are flexible and efficient, but they partially neglect 

important effects, such as hydrogen bonding and dispersion interactions. More precise but 

computationally expensive is inclusion of explicit solvent molecules. In this work, the conductor 

solvent model CPCM was used [25]. 

Document structure 

The document is organized as follows. In the introductory Chapter 1, a brief account on 

developments in the ab initio modeling of vibrational spectra of large molecules in liquid phase 

is given. 

Chapter 2 is devoted to theory. First there is a reminder of basic concepts and notations 
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of quantum chemistry, then a review of electronic methods used in this study for evaluation of 

potential energy surface follows. Although PES constitutes mere input data in this work, the 

choice of proper electronic method for evaluation of PES is of utmost importance for modeling 

of vibrational spectra. The vibrational problem is then reviewed and the anharmonic methods 

VCI, VPT and VSCF are discussed. The theory required for understanding how the intensities 

of IR, VCD, Raman and ROA transitions can be determined, follows. The chapter finishes with 

a review of the conductor solvent model. 

In the concluding Chapter 3, the results of anharmonic calculations performed on a number 

of systems are presented, starting from the benchmark two-dimensional Henon-Heiles potential 

up to real molecules containing 26 atoms. The chapter also briefty summarizes two papers 

published by the author of this work in the Journal of Computational Chemistry and the 

Journal of Chemical Physics. Some preliminary results for the next paper under preparation 

are included. 

10 



CHAPTER 2 

Theory 

2.1 Basic concepts of quantum mechanics 

In this section will be presented a cursory review of quantum mechanical principles and approx­

imations ubiquitous in quantum chemical calculations. 

In the quantum view of the world, a system at a time t is represented by astate vector I '11 ( t)) 
in a Hilbert space. State vectors can be projected onto a particular basis, e.g. the coordinate 

basis {Ir)} 
'll(r, t) = (rl'll(t)). (2.1.1) 

A system of N spinless particles in three-dimensional space can be described by a wave fu.nction 

'11(x1, yi, zi, ... , ZN, t) of 3N + 1 variables. Physical observables are represented by self-adjoint 

operators, that is, ones whose matrix is Hermitian. 1 A distinct role is played by the Hamiltonian 

operator H, which gives the value of energy and also determines time evolution of a system 

through the Schrodinger equation 

i1ia'11~, t) = H'll(r, t). (2.1.2) 

When the Hamiltonian does not depend on time, a stationary wave function can be separated 

into product functions 

'll(r, t) = \ll(r) cp(t), cp(t) = e-iEt/li.
1 (2.1.3) 

and the Schrodinger equation can be simplified into 

:fI \ll(r) = E'll(r). (2.1.4) 

The stationary wave function changes as a function of time only by a complex phase, therefore 

the probability amplitude 

(\ll(r) cp(t)1'11(r) cp(t)) = j \ll*(r) cp*(t) \ll(r) cp(t) dr dt = ('11(r)l'11(r)) (2.1.5) 

is constant. 2 

1 A Hermitian matrix is identical to its transpose with complex conjugate elements. An operator is defined as 
an entity which, when acting on a vector, converts it into a vector. The operator Ó is completely determined by its 
matrix representation Oi; in a complete basis {li)} by the expansion Ólj) = Li Oi; li). Note that Oi; = (ilÓlj). 

2The asterisk symbol (•) denotes complex conjugate. 
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Our system of interest is a molecule which consists of Nn nuclei and Ne electrons. The 

stationary wave function of a molecule can be found by solving the time--independent Schrodinger 

equation 

[ 

li2 82 li2 82 ] - L 2M„ 8R2. - L 2m ar2 . + V(R,r) '11(R,r) = E\Jl(R,r), 
a;ER 1 a, a;Er e a, 

(2.1.6) 

where R = { x1, Y1, ... , ZNn} are the nuclei positions, r == { x1, Y1, ... , Z Ne} are the positions of 

electrons, me is mas of electron and Mi is mass of i-th nucleus. 

In a vacuum without external fields and without relativistic effects, the only forces between 

the particles are Coulomb interactions. The potential then has the form 

V(R ) _ _±_ [~ 1 ~ ZiZ; _ ~ Zi ] 
,r - 4'1reo L,,, Ir· - r·I + L,,, I~ -R·I L,,, I~ -r·I ' i<j I J i<j 'J i,j J 

(2.1.7) 

where the electron i at ri has charge -e and the nucleus at ~has charge eZi. 

An analytic solution to this mathematical problem exists only for the simplest case of atoms 

with a single electron, such as the hydrogen atom or the He+ ion. For other systems it must be 

solved numerically by employing approximative methods. The dimension of the problem grows 

very quickly and many simplifications must be introduced. Because even the smallest nucleus 

is much heavier than an electron3 , the motions of electrons and nuclei can be separated and the 

wave function can be expressed as a prod uct of the electronic and the nuclear part 

'11(R, r) = '11e(r; R) '11n(R). (2.1.8) 

The equation is called adiabatic approximation, and it is justified by the fact that the electronic 

charge distribution adjusts almost instantaneously to slow changes in nuclear positions. When 

the Schrodinger equation is applied to the adiabatic wave function, it is common to neglect 

nuclear derivatives of the electronic wave function V n'l/Je in the nuclei kinetic energy term 

(2.1.9) 

In the Bom-Oppenheimer approximation (BOA), Eq. 2.1.6 can be then written as 

[- L 2: i:. + Vee +Ven] '11e(r; R) = Ee(R) '11e(r; R) 
a;Er e a, 

(2.1.10) 

[- L 2:. 8~2. + Vnn] '11n(R) - En '11n(R). 
a;ER 1 01 

(2.1.11) 

3The proton-electron mass ratio is 1836. 
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The electronic part of the wave function now depends on the positions of nuclei only parametri­

cally. lf evaluated for different nuclear positions, the electronic energy is obta.ined as a function 

of R. This function is known as the potential energy surface. Thus in the Born-Oppenheimer 

approximation, the nuclei move on a potential energy surface obtained by solving the electronic 

problem 2.1.10. 

The mathematical separation of nuclear and electronic motions respects experimental ob­

servation, because transitions between electronic states are usually energetically well separated 

from vibrational and rotational transitions: electronic transitions correspond to energies of pho­

tons from the visible and ultraviolet region of spectra, but energy differences between vibrational 

states are measured in the infrared region. Similarly, energy differences between rotational states 

correspond to photons from the microwave region and are therefore well separated from the in­

frared region of vibrational transitions. Consequently, nuclear vibrations can be often treated 

separately from rotational motions. Before proceeding to this problem, approximate electronic 

methods of quantum chemistry will be outlined. 

13 



2.2 General techniques 

2.2.1 The variational principie 

An important approach for finding solutions to the eigenvalue equation 

(2.2.1) 

is the variational principle, which states that the expectation value of the Hamiltonian is larger 

or equal to the exact ground state energy 

Eo :5 ('11IHl'11}, (2.2.2) 

where 1'11) is normalized, that is, ('111'11) = 1. The inequality can be easily proved. The function 

lllt} can be expanded into the complete set {'11n} of orthonormal eigenfunctions of H, so that 

(\lllHl\11) = L C: c; ('11ilHl'11;) = L ICil2 Ei ~ L ICil2 Eo = Eo. (2.2.3) 
i,j 

Thus the task of finding the ground state eigenfunction takes on the form of determining the 

optimum set of coefficients {Ci}· As will be shown, it can be solved by matrix diagonalization. 

Since the function 1'11) is normalized, the coefficients are subject to the constraint 

('111'11) = L ICil 2 = 1. (2.2.4) 

The problem of minimizing the function ('11IHl'11) can be solved by the method of Lagrange 

multipliers. The Lagrange function is 

C(ci,c2, ... ) = ('11IHl'11) - E((\111'11) -1) 

- ~ cj C; ('11ilHl'11;) - E (~ ICil2 
- 1) . 

'·' i 

(2.2.5) 

Note that the second term in the equation is zero and therefore the minimum of both ('11IHl'11) 
and C occurs at the same value of coefficients. The values Ci which minimize C are then sought 

by finding the extreme of C 

k= 1, ... (2.2.6) 

which yields the standard matrix eigenvalue problem 

(2.2.7) 
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In general, the basis {Wn} is infinitely large, but only a limited number of functions can be 

included in practice. Within a given finite subspace, the lowest eigenvalue is the best approxi­

mation to the ground state energy. 

2.2.2 Perturbation method 

Perturbation theory (PT) is a tool for finding an approximate solution to a problem which is 

too complicated to be solved exactly. It starts from an exact solution to a simpler problem 

and applies a small disturbance to the system. For instance, the harmonie potential describes 

the vibrational motion of molecules rather well and thus the anharmonic terms in the potential 

can be regarded es a perturbation. Another example is the interaction of electromagnetic 

radiation with molecules, inside of which much stronger electrostatic interactions take effect. 

The anharmonicity of the vibrational potential does not depend on time. In such case we 

talk about time-independent perturbation theory. On the other hand, electromagnetic radiation 

falls in the category of time-dependent perturbation, because the radiation electromagnetic field 

varies with time. 

Time-independent perturbation theory 

Assume that the system of interest can be described by a Hamiltonian H which can be split into 

a part ft(O) with known exact solutions and a small perturbation W. An arbitrary dimensionless 

parameter A is introduced 
H = flCO) + AW. (2.2.8) 

Because the Hamiltonian depends on A, also the energy and wave functions depend on it. lt is 

assumed that for a weak perturbation they can be written in terms of power series 

E = E(O) +A E(l) + A2 E(2) + ·. · 

1'11) = l'l/J(O)) +A l'l/J(l)) + A2 l.,p(2)) + ... ' (2.2.9) 

where E(o) is the energy of the unperturbed system and .,pCO) is the corresponding wave function. 

Inserting the power series into the Schrooinger equation 2.1.4 and comparing terms of each power 

of A, one obtains an infinite series of simultaneous equations 

ft(O)l'l/J!O)) 

:H:<0)1.,µ!1)) + w1.,µ!0
)) 

flCO)l'l/J!2)) + Wl'l/J!1)) 

= 

= 

E!O)l'l/J!O)) 

E!O) l'l/J!l)) + E!l) l'l/J!O)) 

E!o)l'l/J!2)) + E!1)l'l/J!1)) + E?)l'l/J!o)) (2.2.10) 

The first-order correction to the i-th solution 'Ňi can be expanded in the basis set of unperturbed 

solutions 'l/J~o) 
.,µ!l) = L Cij 'l/JJO). 

j 
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When the second equation is multiplied by the hra vector ('1/J~o) I, the expression for the first-order 

energy correction is obtained 

(2.2.12) 

The coefficients can be determined by multiplying the second equation by the vector .,pi0> 

(2.2.13) 

The second-order correction is obtained in a similar way from the third equation of 2.2.10 

(2.2.14) 

Simplified degeneracy treatment 

The perturbation expressions fail when two or more degenemte states with the same energy oc­

cur. The perturbation operator W can split the degenerate energy levels. The set of problematic 

degenerate states D = { .,p!0>} is replaced by their linear combination 

</>; = L Cji '1/J!O) (2.2.15) 
iED 

obtained by diagonalization of the perturbation operator W in the basis of the degenerate states, 

that is, by solving the eigenvalue problem 

i,j,k E D. (2.2.16) 

The value of the perturbed energy of the degenerate states is then 

(2.2.17) 

Because of a large number of near-degenerate and degenerate energy levels in large systems, the 

following simplified degeneracy-corrected formula [26) was used in practical calculations instead 

of the formula Eq. 2.2.14 

E~2>' = '°' !(E· - E-) ± !J(E- - E·)2 + 4W;z. 
i L.J 2 J i 2 i J IJ I 

#i 
(2.2.18) 

In the formula is used + sign when Ei > E; and - sign when Ei < E;. As shown in Appendix 

A.1, for non-degenerate states the formula leads to the standard perturbation formula. In the 

case of two-fold degeneracy, the formula is exact. 
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Time-dependent perturbation theory 

When the perturbation operator is not stationary and changes with time, the time-dependent 

Schrodinger equation (Eq. 2.1.2) must be used 

in: = (H: + W(t)] w(t). (2.2.19) 

The state of the system at time t can be expressed in terms of the stationary solutions 1/J; to 

the unperturbed Hamiltonian 

'11(t) = L c;(t) e-iE;t/li.1/J;. 

j 

(2.2.20) 

Inserting it into Eq. 2.2.19 and multiplying by the stationary hra vector (1/Jkl, the equation can 

be reduced to partial differential equations for the amplitudes 

(2.2.21) 

Up to this point, the expression is exact. Similarly to the stationary PT, the approximation is 

introduced that the coefficients ck can be expanded in terms of the perturbation parameter .X 

(2.2.22) 

By compa.ring terms with each power of .X, iterative solutions are obtained. The amplitudes in 

the first-order approximation can be written as 

(2.2.23) 

In the pa.rticular case of electromagnetic radiation, the perturbation is oscillating with angular 

frequency w 
W(t) = Weiwt + W*e-iwt (2.2.24) 

and the equation can be easily integrated. To simplify the equation, assume that the system was 

initially in the state 1/J;. Therefore the initial values of amplitudes are Ck(O) = Ókj· Integrating 

the equation with the perturbation in the harmonie form, one obtains 

1 [ e-i(w;1c-w)t _ 1 e-i(wwtw)t _ 1] 
Ck(t) = I; Wk; + Wk'; . 

" Wjk - W Wjk + W 
(2.2.25) 

When studying resonance effects, such as absorption of photons, the frequency of the incident 

light w is close to the frequency Wjk· The first term will be therefore much more significant and 
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we neglect the other. The probability amplitude is then 

{2.2.26) 

This result will become useful later when discussing transition probabilities between vibrational 
states in Sec. 2.5. 
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2.3 Approximate methods of quantum chemistry 

The quality of predicted vibrational frequencies and intensities undoubtedly rises and falls with 

the quality of the nuclear potential energy surface. Severa! electronic structure methods have 

been used in this study to test the influence of the nuclear potential on calculated spectra. 

2.3.1 The Hartree-Fock approximation 

The electronic wave function in Eq. 2.1.10 depends only on spatial coordinates. The spin 

associated with an electron gives an additional two-valued degree of freedom. The one-electron 

wave function with spin is represented by a product of the spatial part and one of the two spin 

functions, a or {3, corresponding to spin-up and spin-down 

,,P(z) = ,,P(r) a or ,,P(z) = ,,P(r) {3. (2.3.1) 

The wave functions ,,P(z) are called spin orbitals, where z is a generalized coordinate which 

includes spatial and spin coordinate. 

Because the electrons obey the Fermi-Dirac statistic, the wave function must change sign 

upon exchange of any pair of electrons. The antisymmetry of the wave function is in the Hartree­

Fock theory (HF) enforced by the use of wave functions in the form of a Slater determinant. 

Given a set of linearly independent spin orbitals {'l/Ji(zi)}, the n-electron Slater determinant is 

(2.3.2) 

The factor 1/Jn! is a normalization factor. The mathematical form of the determinant assures 

that upon switching two rows (i.e. exchanging two electrons), the wave function changes sign. 

If a single spin-orbital was occupied by two electrons, two identical columns would make the 

determinant zero. 

For a wave function in the form of a Slater determinant, the expectation energy is given as 

a sum of one-electron kinetic terms 

(2.3.3) 

and two-electron potential terms 

~ L [(ij I ij) - (ij I ji)] , 
i,j 

(2.3.4) 

where 

(2.3.5) 

The first two-electron term of the potential corresponds to the classical Coulomb repulsion, 
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the other is the so called exchange term with no classical analog, which is not zero only for 

electrons with parallel spins. The integrals are usually expressed using the convenient form of 

the Coulomb operator ji and the exchange operator Ki 

(2.3.6) 

(2.3.7) 

The exchange integrals arise because of the antisymmetric nature of the wave function. The 

operator is non-local, in the sense that when operating on .,P(zo), it does depend on the value 

of z throughout all space, not just at zo. 

The Hartree-Fock theory is based on the variational principie described in Sec. 2.2.1, but 

instead of differentiating with respect to the coefficients, the more general technique of functional 

variation is used. To find the best energy, the functional E['11e) = ('11elHl'11e) is minimized with 

respect to the spin orbitals {1/Ji(zi)}. Introducing the Lagrange multipliers ťi and assuming 

orthonormality of the spin orbitals, the functional C has the form 

C.[{1/Ji}] = ~)ilhli) + ~ L [(ij I ij) - (ij I ji)) - L ťi( (1/Jil'l/Ji) - 1). 
i y i 

(2.3.8) 

Minimizing the functional C by setting its first variation to zero, one arrives at the Hartree-Fock 

equations 

i= 1, ... ,n. (2.3.9) 

Note that although the equations formally resemble linear eigenvalue equations, the Coulomb 

and exchange operators depend on the solutions 1/Ji· Therefore the Hartree-Fock equations are 

usually solved by iterative procedures. Starting from an initial guess of the spin orbitals, the 

equations are solved to obtain new spin orbitals. The solutions are inserted into the equa­

tions again and new orbitals are calculated. The procedure is repeated until self-consistency is 

reached, i.e. the spin orbitals do not vary. 

Only for atoms is it common to calculate the equations numerically. Molecular calculations 

are performed by expanding the spatial part of spin orbitals (also known as molecular orbitals) 

into a set of k known spatial basis functions ( atomic orbitals) 

k 

11/Ji) = L Ciµ l<Pµ) i = 1, ... , n, n :::;: k. (2.3.10) 
µ=l 

The problem leads to the Roothaan equations 

k k 

L Fvµ Ciµ = ťi L Svµ Ciµ i= 1, ... , n, v= 1, ... , k, (2.3.11) 
µ=l µ=l 

20 



where 

(2.3.12) 

(2.3.13) 

The equations are solved iteratively with the aid of matrix diagonalization. Because the molec­

ular orbitals 'I/Ji are in Roothaan equations approximated by a linear combination of a finite 

number of atomic orbitals </>µ., the quality of the solution depends on the quality and the num­

ber of atomic orbitals. The problem of choice of basis set will be discussed in Sec. 2.3.7. 

The Hartree-Fock approximation plays an important role in quantum chemistry. By de­

scribing the electronic wave function by a product of one-electron functions, it is possible to 

split the multidimensional Schrooinger equation 2.1.6 into a set of one-dimensional equations 

2.3.9 and solve large many-body problems.4 However, in this description the electrons move 

independently in a mean field electrostatic potential, which leads to an error in the prediction 

of the total molecular energy. The energy calculated by Roothaan equations in a finite basis is 

larger than the exact solution of Hartree-Fock equations, and the Hartree-Fock energy lies higher 

than the Schodinger energy. The difference between the Hartree-Fock limit and the Schooinger 

energy is called correlation energy. Although the neglect of correlation energy may lead to large 

deviations from experimental results, Hartree-Fock approximation serves as a starting point for 

more accurate methods. 

2.3.2 Configuration interaction 

The main deficiency of the Hartree-Fock method is the neglect of correlation between motions 

of electrons with different spins. A principal and conceptually simple solution to this problem is 

to solve the secular equation (Eq. 2.2. 7) in the basis of, for example, variously configured Slater 

determinants, obtained by solving Roothaan's equations. The method is known as configumtion 

intemction (CI). With a complete basis, the full CI method yields the exact solution. ln practical 

applications, however, only a finite basis set can be used. A systematic approach to forming the 

basis set is to take the HF solution and replace a limited number of occupied spin orbitals 'I/Ji 
by virtual orbitals5 'l/Ja, to form singly, doubly, etc., excited determinants {'lllf;'~:::}. The number 

of thus created functions grows exponentially with the size of the system. Even when including 

only singly and doubly excited determinants, the method is impractical for all but the smallest 

4The dominant step in Hartree-Fock calculations is the evaluation of all two-electron integrals in the basis of 
atomic orbitals 

(ij I kl) = L c;„ cj„ cu c,„ (µ11 I Au). (2.3.14) 

The number of the integrals grows as O(N4
) with the number of atomic orbitals. Fortunately, many of the 

integrals are negligibly smalt and may be screened out by employing the Schwartz inequality. In modem quantum 
chemistry programs, the scaling can be reduced below O(N3

) [27J. 
5For k spatial functions </>„, the eigenvalue problem 2.3.11 yields for each i a set of 2k orthonormal spin 

orbitals. The n spin orbitals with the lowest energies are called occupied, while the remaining 2k - n are called 
virtual spin orbitals. 
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systems.6 Another problem of partiaJ CI is that it is not size consistent, that is, a sum of 

energies calculated for non-interacting subsystems is not equal to the energy calculated for the 

whole system. 

2.3.3 Coupled cluster 

The size inconsistency of the CISD method is remedied by another approximate approach to 

full CI, called coupled cluster theory (CC) (28]. The exact wave function in the coupled cluster 

formalism is expressed in terms of the exponentiaJ operator 

Ť A 1 A2 1 A3 
e =l+T+-T +-T +··· 

2 6 ' 
(2.3.15) 

operating on the ground state Slater determinant. The operator Ť is a cluster operator 

(2.3.16) 

where the subscribed operators cluster linear combinations of singly, doubly, etc., excitations of 

the reference wave function. For instance, 

t2'110 = L tfJ'11iJ, 
i>j 
a>b 

(2.3.17) 

where the expansion coefficients tfJ'::: are to be determined. To better see a link, or rather a 

difference, between the CC and CI methods, compare the expressions for the exact CC wave 

function 

'11cc = [1 + (Ť1 + Ť2 + · · ·) + ~(Ť1 + Ť2 + · · · )(Ť1 + Ť2 + · · ·) + · · ·] '110. (2.3.18) 

and the exact CI wave function 

(2.3.19) 

For example, the four-excitation operator C4 can be decomposed into the terms 

(2.3.20) 

The CCSD method (29] truncates the operator Ť after the second term. A rather tedious 

derivation of CCSD equations starts by inserting the CCSD wave function in the Schrooinger 

6Such a calculation is referred to as singly {CIS} and doubly {CISD} excited configuration interaction. CISD 
scales as O{N6

). 
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equation and projecting onto a set of functions '110, {'11i} and {'11fj} 

('11olH - Ele(Ť1 +Ť2) '110) = o, 
('11f IH - Ele(ti +t2> '110) = o, (2.3.21) 

('11fJIH - Ele(Ťi +t2> '110) = o. 

Because the Hamiltonian contains at most two-electron operators, only a limited number of 

expansion terms are non-zero. For example, the first equation evaluates to 

(2.3.22) 

The energy E from the first equation is inserted into the two other equations and evaluated 

in terms of the coefficients tf and tfJ to obtain nonlinear equations, which have to be solved 

iteratively. 

The CCSD method solves the size consistency problem of CI and effectively includes also 

some triple and quadruple excitation terms of the CI [29]. CCSD scales as O(N6 ). 

2.3.4 Mrztller-Plesset perturbation theory 

The correlation effects can be accounted for also by employing the Rayleigh-Schrodinger per­

turbation theory. The perturbation method where the Hartree-Fock solution appears as the 

zero-order approximation is known as the M11ller-Plesset perturbation theory [30]. It is com­

pletely analogous to the vibrational perturbation theory given in Sec. 2.4.5. In this work the 

perturbation theory of the second order (MP2) was used. The method gives often results similar 

to CCSD, but scales more favorably with the size of the molecule: MP2 scales as O(N4 ). 

2.3.5 Density functional theory 

An alternative approach to the electronic problem is the density functional theory (DFT). In 

the Born-Oppenheimer approximation the electrons move in an "external" static potential of 

nuclei 

(2.3.23) 

The rest of the Hamiltonian 

F - - °""" _1i_2 _a_2 + _e_2 °""" _1_ 
- L...J 2m 8r2 411"eo L...J Ir· - r·I 

ct;Er e ct; i<j i 3 

(2.3.24) 

is the same for all n-electron systems, therefore the Hamiltonian and hence the ground state 

l'11o) is completely determined by the external potential Ven· The ground state wave function 

gives rise to the ground state electronic density 

(2.3.25) 
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The density functional theory is based on the concept of the electronic density as the funda­

mental vari.able. Formal justification for utilizing the three-dimensional function p( r) instead of 

the many-dimensional wave function '110 comes from the theorems of Hohenberg and Kohn (31). 

They presented an elegant proof, that the external potential Ven ( and therefore the Hamiltonian 

and also the ground state solution) is uniquely determined by the corresponding ground state 

electronic density, up to an additive constant. Consequently, the variational principie for the 

energy functional 

(2.3.26) 

can be formulated. Given any electronic density p' associated to a n-electron system with an 

external potential V', the energy will be always higher than or equal to that of the ground state 

Ev [p) ~ Ev [p'J. (2.3.27) 

Thus the ground state energy may be determined by minimization with respect to the electronic 

density alone. The original formulation requires that the ground state is non-degenerate and that 

densities must be associated with some external potential. These requirements were weakened 

by Levy [32) in the new constrained search formulation, where the only requirement is that the 

density must be obtainable from some n-electron wave function. 

Although the theorems assure the existence of the universa! functional F(p) = ('11 plFl\11 p), 
which is independent of the external potential, its exact form is not known. In the practical 

computational method introduced by Kohn and Sham [33), the problem of many interacting 

electrons is treated as the problem of non-interacting electrons, with the difference accounted 

for by addition of some extra terms. The electrons are described by one-dimensional functions 

'I/Ji known as K ohn-Sham orbitals. The functional is formally split into three parts 

1 I p(r) p(r') , 
F[p) = T[p) + 2 Ir _ r'I dr dr + Exc[P)· (2.3.28) 

The first term is the kinetic energy of non-interacting electron gas, the second is the classical 

electrostatic electron-electron interaction and the remaining term is the unknown exchange­

correlation energy, containing non-classical electron-electron interactions and the difference be­

tween the kinetic energy of interacting and non-interacting system. The effective Kohn-Sham 

potential is defined 

VA = VA + I p( r') dr' + óExc[P) 
KS - en I 'I r r-r ap 

(2.3.29) 

and the Kohn-Sham equations are obtained by use of the variational principie 

i= 1, ... ,n. (2.3.30) 
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The electronic density is determined from the Kohn-Sham orbitals by 

n 

p(r) = 2 L l'l/Ji(r)l2. (2.3.31) 
i=l 

The factor of 2 is valid for systems with closed shells and comes from a double degeneracy due 

to the spin of electrons. 

Note that HF is in a sense just a special case of DFT, with the correlation part of the 

energy Ec being zero and the exchange part Ex being equal to the mean value of the exchange 

operator Ki (Eq. 2.3.7). Because the form of the exchange-correlation energy functional and its 

derivative is usually too complex to be integrated analytically, the exchange-correlation energy 

must be evaluated by numerical integration, which adds a source of numerical errors to DFT 

implementations, in contrast to HF. 

DFT approximations 

In any practical implementation, the unknown exchange-correlation energy Exc[P] must be ap­

proximated and a large number of functionals have been proposed. The construction of the 

functionals is not straightforward and there is no systematic way for improving them. The 

functionals often incorporate some empirical parameters. For instance, the exchange energy 

functional of Becke [34] contains one numerical parameter, which was determined by a least 

squares fit to exact atomic Hartree-Fock exchange energies of noble gas atoms. 

The first and simplest approximation to the exchange-correlation energy is the local den­

sity approximation (LDA) [33). The exchange-correlation energy is defined as a sum of local 

contributions E~~A, which are set equal to that of a homogeneous electron gas 

(2.3.32) 

Although the approximation is simple and justified only for slow varying densities, it gives qual­

itatively accurate results even for systems with rapidly varying charge densities. A straight­

forward generalization of LDA to include electron spin is the local spin density approximation 

(LSDA), where the exchange-correlation energy per particle becomes a function of two spin 

densities E~~DA(p0 , P{J)· The local density approximations were known to overestimate bond 

energies. New exchange correlation functionals were devised, which depend also on density gra­

dients and higher order density derivatives. These methods fall in the category of genemlized 

gmdient approximation (GGA) methods. 

In this work the functionals BPW91 and B3LYP were used. The BPW91 functional com­

bines the exchange energy functional of Becke [34] and the correlation energy functional of 

Perdew and Wang [35). The hybrid B3LYP functional [36) includes an empirical mixture of 

Hartree-Fock exchange energy with the non-local exchange-correlation energy of Lee, Yang and 

Parr [37]. 
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2.3.6 Semi-empirical methods 

The computational cost of quantum mechanical ab initio methods restricts their use only for 

small systems. Many molecules of interest are much larger and therefore computationally less 

demanding methods have been developed. In this study, the method PM3 has been used 

for comparison with quantum mechanical models. It is based on the Hartree-Fock formalism 

described in Sec. 2.3.1, but it uses a simplified Hamiltonian, avoiding the calculation of compu­

tationally expensive two-electron integrals. To compensate for the approximations, empirical 

parameters are introduced. 

In the PM3 method, only the valence electrons are considered. The central simplification is to 

not permit overlaps of atomic orbitals (</>µ.in Eq. 2.3.10) residing on different atomic centers. The 

two-electron Coulomb and exchange integrals (Eq. 2.3.14) are simplified to ignore all integrals 

with atomic orbitals residing on different atoms as well as all three- and four-centers integrals. 

The interactions with core electrons and nuclei are approximated by an average potential in 

which the valence electrons move. 

2.3. 7 Basis sets 

The accuracy of electronic structure calculations is limited not only by the form of the wave 

function and the Hamiltonian, but also by the basis set used for the expansion of the wave 

function. In this section, the basis sets which were used in this study for evaluation of the 

nuclear potential, will be reviewed. 

Any complete basis set may be used in Eq. 2.3.10. However, in practical calculations it 

is advantageous to use functions which resemble real atomic orbitals. For instance, the Slater 

type orbitals can be used for their similarity to atomic orbitals of the hydrogen atom. However, 

because they are not suitable for fast calculation of two-electron integrals (Eq. 2.3.5), Gaussian 

type orbitals were introduced. Atomic orbitals of this type are expressed as a linear combination 

of Gaussian primitives 

(2.3.33) 

where N is a normalization factor. The sum of exponents at Cartesian coordinates L = n + m + l 
is used to mark functions as s-type (L=O), p-type (L=l), d-type (L=2), /-type (L=3), etc. The 

Gaussian primitives can be grouped into fixed linear combinations to form contracted Gaussian 

fu.nctions 

</>µ.(r) = L dpµ Bp(ctpµ, r). (2.3.34) 
p 

Coefficients and exponents of the Gaussian functions are chosen from a best fit to some the­

oretically justified function. For instance the <P1s orbital may be chosen to be the best fit to 

the Slater function e-r /.ji, which is the solution for the ls orbital of the hydrogen atom. In 

another approach the parameters apµ and dpµ are varied to minimize the total energy. 

Even though the contracted Gaussian functions are not optimal,7 they permit fast calculation 
7 For example, the <Pta function has a zero slope at zero, while Slater function has a finite slope. At large 

values of r the Gaussian function decays more rapidly. See Fig. 2.1. 
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Figure 2.1: Least squares fit of variable number of Gaussian functions to the Slater ls function. Six 
Gaussian functions provide enough flexibility and fit the Slater function well. 

of two-electron integrals. In the simplest type of calculation, the set { t/>µ} is minimal and consists 

of one function (ls) for hydrogen and helium, five functions (ls, 2s, 2pz,y,z) for first row atoms 

Li to Ne, and so on. The minimal basis set may give qualitatively correct results of chemical 

bonding, but it has a limited flexibility. Extended basis sets are therefore introduced. 

Split-valence basis set 

The simplest basis set used in this study is the 6-31G basis set [38]. Inner shells of heavy 

atoms are represented by single functions, composed of a sum of six Gaussian functions. Each 

valence shell is split into an inner and an outer part, expanded into three and one Gaussian 

functions, respectively. For instance, the valence shell of first row atoms will be described by 

four sp orbitals expanded into three Gaussian functions and four sp orbitals described by a single 

Gaussian function. The same set of exponents o may be shared in sp shells, which significantly 

speeds up calculations. lf each of the minimal basis functions, not only the valence orbitals, 

were split into two, such a basis set is known as double zeta. 

The 6-31G functions do not extend sufficiently far to adequately describe valence regions of 

oxygen and other atoms. Therefore the triple split basis set, 6-311G, was introduced, where 

four additional atomic orbitals are added to the valence shell of the first row atoms [39]. 

Polarization functions 

To create a well balanced basis set, also functions with higher angular quantum numbers must 

be added. A basis set with d-type functions added to first row atoms is usually denoted by a 

single star * or (d). lf in addition to that p-type functions are added to hydrogen, such a basis 

set is indicated by two stars ** or (d,p). These functions are called polarization functions, 

because they give electrons the potential to respond to an electric field. For instance, the 

spherical symmetry of the minimal ls orbital for the hydrogen atom must be combined with a 

p-type function to enable charge redistribution in the direction of the electric field. 
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Diffuse functions 

When the electronic density is more spread over the molecule, it is appropriate to include flmc­

tions with smaller Gaussian exponents a. Diffuse functions are most important in description 

of anions and weakly bound complexes involving hydrogen bonding or cation-molecule interac­

tions. A basis set with diffuse functions on heavy atoms is indicated by + and a basis set with 

diffuse functions on heavy atoms and hydrogen is indicated by ++. The inclusion of diffuse 

functions can prolong calculations significantly, but it seems to be important for evaluation of 

tensors responsible for Raman scattering and Raman optical activity. 

Correlation consistent basis sets 

Basis sets optimized for use with methods which attempt to describe correlation effects require 

functions with high angular momenta. For instance, the correlation consistent polarized valence 

triple-zeta set cc-pVTZ includes three s, two pand one d function for the hydrogen atom and 

four s, three p, two d and one f function for first row atoms [40). 
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2.4 N uclear motion 

The previous sections summarized the approximative methods of quantum chemistry which 

enable calculation of the molecular energy of a given nuclear configuration. By minimizing the 

energy with respect to nuclear positions, one obtains the equilibrium geometry of the molecule. 

In practical calculations, it is not easy to find such a configuration, because PES contains for 

larger systems a wealth of local minima. Chemical intuition and molecular dynamics simulations 

must be therefore often harnessed. Having found an appropriate nuclear configuration, the 

investigation of vibrational motions may begin. 

2.4.1 Harmonie approximation 

The separation of electronic and nuclear motions in Eq. 2.1.11 provided an equation which has 

a simple form in space-fixed Cartesian coordinates. The equation is, however, in most cases too 

complicated to be integrated directly. The Hamiltonian is therefore expressed in molecule-fixed 

coordinates, which leads to a form more complex, but containing terms with clear physical 

interpretation enabling meaningful simplifications [41, 42]. 

The new coordinate system is positioned in the nuclear center of mass and rotates with 

the molecule. The nuclear positions are expressed with respect to the molecule-fixed system 

in normal mode coordinates Qi, which are defined as a linear combination of mass-weighted 

displacement vectors 

j = 1, ... ,n. (2.4.1) 

The transformation matrix S is determined by enforcing the ( definitional) requirement that the 

force field matrix is diagonal in normal mode coordinates (see below). The reference nuclear 

configuration rf is chosen to minimize the potential energy surface for a given electronic state. 

Under the assumption of small amplitudes of vibrations, the nuclear potential may be ex­

panded in power series 

(2.4.2) 

where f::..r0 . = r 0 . -r~ .. The term Vo can be neglected, as it adds only a constant to the energy. 
I I '"°"I 

Because the reference geometry rf was chosen to minimize the potential, the first derivative 

term is also zero. Truncating the expansion after the third term, the potential can be expressed 

in terms of the Hessian, known also as the force field matrix 

(2.4.3) 

For consequent simplification of the kinetic operator, it is convenient to introduce the diagonal 
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matrix of nuclear masses M and the mass-weighted force field matrix F' 

F' = M-1/2 F M-1/2. (2.4.4) 

Since the mass-weighted force field matrix is obviously symmetric, it can be diagonalized by 

an orthogonal matrix, which is by definition the transformation matrix S. ln the convenient 

matrix notation, the potential energy can be then written as 

2V = tl..t F tJ.. 

_ tl..t M1/2 M-1/2 F M-1/2 M1/2 tJ.. 

- qtstF'SQ (2.4.5) 
a2v 2 

= ~aQ~Qi, 

where tJ.. is the vector of the displacements ~rai and a matrix transpose is denoted by the 

superscript t. 
It can be shown from the invariance of V that for nonlinear molecules, six from the total of 

3n eigenvalues Vii = 82V/8Q~ will come out zero, or, due to errors in electronic calculations, 

close to zero. These modes correspond to translational and rotational movement. There are 3n 

variables in the space-fixed coordinate system, but only m = 3n - 6 degrees of freedom in the 

molecule-fixed system of norma! mode coordinates.8 

While the potential energy operator was significantly simplified, the kinetic operator is 

complicated by the rotating coordinate system. The vibration-rotation kinetic operator in 

norma! mode coordinates derived by Watson [43] is given by 

(2.4.6) 

where j is the total angular moment um operator, -n- is the vibrational angular moment um 

operator and µ0 p is inverse of the moment of inertia tensor. lt is common to neglect the 

vibrational angular momentum. The Hamiltonian for a non-rotating molecule is then in the 

harmonie approximation given by 

(2.4.7) 

Thus, vibrational motions have been separated from rotations. Moreover, because of the neglect 

of higher-order terms in the potential in Eq. 2.4.2, the Hamiltonian does not contain any coupling 

between norma! mode coordinates. The harmonie approximation thus enables splitting of the 

8For linear molecules m = 3n - 5. 

30 



m-dimensional vibrational Schrooinger equation into a set of m one-dimensional problems 

i= 1, ... ,m, (2.4.8) 

with 

(2.4.9) 

The equations are known from the theory of the linear harmonie oseillator and have an analytie 

solution. The eomplieated vibrational motion of a moleeule ean be looked at as a superposition 

of independent vibrations of linear harmonie oseillators. Perhaps surprisingly, the model of 

atoms eonneeted to equilibrium positions by tiny springs deseribes the moleeular vibrations 

rather well. The properties of linear harmonie oseillators will be diseussed in more detail in the 

next seetion. 

2.4.2 Linear harmonie oscillator 

The problem of the linear harmonie oseillator (LHO) is given by the. equation 

[ 
/i2 82 1 ] 

-2m8x2 + 2mw2x2 1/J(x) = E'l/J(x), (2.4.10) 

where m is the mass of the oseillating particle and w is the characteristie frequeney of the 

oscillation. The problem has well known solutions. The eigenvalues take diserete, equidistantly 

spaced values 
1 

En = (n+ 2)/iw, n=0,1, ... (2.4.11) 

and the eorresponding eigenstates are 

·'· (x) = 4rmw 1 e-F.2/2 H (C) 
'f/n V -;Ji" J2n n! n ""' ' 

{= f;-x, (2.4.12) 

where Hn are the Hermite polynomials 

H (C) - ( l)n (2 rf'I. -(2 n""' - - e ~ne . (2.4.13) 

The first five Hermite polynomials are 

Ho({) - 1, 

H1({) - 2{, 

H2({) = 4{2-2, 

Ha({) = se3 
- 12e, 

H4({) = 16{4 - 48{2 + 12 

and the eorresponding harmonie oseillator wave funetions 1/Jn are plotted in Fig. 2.2. Beeause the 
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Figure 2.2: Wave functions of the linear harmonie oscillator for n = O, ... , 4. 

Hermite polynomials are orthogonal, important overlap properties of linear harmonie oscillator 

wave functions may be formulated, which give rise to many useful approximations and enable 

derivation of selection rules for spectroscopic transitions. For instance, the following identity 

can be derived 

! 
{;f .fiil if k= n + 1, 

(?/Jnlxl?/Jk) = /;f A if k= n -1, 

O otherwise 

(2.4.14) 

and it will be used several times in Sec. 2.5 to show that a transition between two vibrational 

states cannot occur if their quantum numbers n do not differ by a prescribed value. This and 

similar identities also enable fast evaluation of multi-dimensional integrals of wave functions 

expanded in the basis of LHO. 

2.4.3 Anharmonic potential 

Despite its simplicity, the harmonie approximation gives surprisingly accurate results for en­

ergies well below the dissociation limit when the potential is expressible as a second-order 

polynomial. Obviously, it must fail for strongly anharmonic potentials and for highly excited 

vibrational states. The mathematical form of the second-order polynomial does not allow for 

bond breaking - when the distance between two nuclei increases, the energy would grow to 

infinity, instead of approaching a constant value of the bond dissociation limit. This behavior 

is demonstrated in Fig. 2.3 showing the plot of a scan along the symmetric C-H stretching 

vibration mode of formaldehyde calculated at the CCSD/cc-pVTZ level (Fig. 2.4), and the har­

monie approximation of the potential. Another problem of the harmonie approximation is that 

it assumes that the vibrational modes are independent, i.e. can be described by independent 

one-dimensional Schrodinger equations. While it is sometimes reasonable to assume that the 

modes oscillate independently in the anharmonic potential, in other cases they are strongly 

correlated (44). 

The most obvious way to extend the harmonie approximation is to include the higher-order 

terms of the Taylor expansion 2.4.2 into the Hamiltonian. The vibrational Schrodinger equation 
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Figure 2.3: Comparison of exact (CCSD/cc-pVTZ scan) and harmonie potential of the symmetric C-H 
stretching vibration of formaldehyde. 

is then no longer separable into a set of independent equations and the problem must be treated 

in its full dimensionality. Basically, all methods developed for improvement of HF described 

in Sec. 2.3 are in some form applicable also to the problem of molecular vibrations, as will be 

shown in the following sections. 

Evaluation of the anharmonic potential is computationally a demanding task. In this work an 

approximate potential was obtained by numerical differentiation of second-order energy deriva­

tives calculated at geometries displaced from an equilibrium geometry along nuclear coordi­

nates. By performing 6n + 1 calculations in Cartesian coordinates ( or 2m + 1 calculations for 

displacements along normal modes), cubic and semidiagonal quartic force field constants can 

be obtained. Using the shorthand notation for the force field derivatives 

v~i.B; = 

V"'"+a 
Oi{j; = 

the cubic constants were obtained from the formula 

(2.4.15) 

The quartic constants were evaluated as 

(2.4.16) 

Note that only quartic constants with at most three indices different may be obtained from the 

6n + 1 geometries. These constants will be referred to as semidiagonal quartic constants. 9 

9The precision of eonstants obtained by numerieal differentiation is limited. As shown in Appendix A.4, the 
errors ean be quite large. 
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Figure 2.4: The symmetric C-H stretehing vibration in formaldehyde. 

Potential derivatives with respeet to the normal mode coordinates are obtained from Carte­

sian derivatives by linear transformation. For example, the cubic terms are calculated by the 

for mula 

(2.4.17) 

where S is the transformation matrix (Eq. 2.4.1 and Eq. 2.4.5) and mi are the nuclear masses. 

It should be noted that even though the semidiagonal quartic Cartesian derivatives may be 

used for generating quartic normal-mode derivatives with all indices different, the normal-mode 

anharmonic potential used in this work was also only semidiagonal, that is, the potential of the 

form 

(2.4.18) 

was used. The quartic semidiagonal potential is indeed a more appropriate description of the 

nuclear potential, as can be seen for example in Fig. 2.5. 
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Figure 2.5: Comparison of exaet (CCSD/cc-pVTZ sean), semidiagonal quartie and harmonie potential 
of the symmetric C-H stretching vibration in formaldehyde. 
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2.4.4 Vibrational self-consistent field 

With the introduction of the anharmonic terms into the potential (Eq. 2.4.18), the vibrational 

Schrooinger equation is no longer separable into independent one-dimensional problems. The 

VSCF method [18] retains the low dimensionality of the harmonie approximation at the cost of 

neglect of coupling between vibrational modes. The method approximates the exact potential 

by an effective mean-field potential, a treatment conceptually identical to the HF method. 

The VSCF method assumes that the vibrational wave function can be represented by a 

product function 

(2.4.19) 

lt is reasonable to use normal coordinates in VSCF, where separability is used only as an 

approximation, because in the limit of negligible coupling the use of normal coordinates will 

give an exact solution. Application of the variational principie for the function 'Pi(Qi) leads to 

the set of equations 

i= 1, ... ,m. (2.4.20) 

The subscripts i go over all one-mode functions and the superscripts indicate µ-th solution of 

the equation, so that µ = O, for example, is the ground state solution. The effective one-mode 

potentials are defined by 

Vť{Qi) =(II cpj;{Q;)IV{Q1, · · · 1 Qm)I II cpj; {Q;)) (2.4.21) 
j~i j~i 

and the total VSCF energy is 

{2.4.22) 

Because the potentials V/' in Eq. 2.4.20 depend on the unknown solutions which are to be 

determined, the equations are solved iteratively. First, trial wave functions 'Pi are used for 

evaluation of the averaged potential. The new set of wave functions obtained by solving the 

equations is then used for evaluation of a new effective potential. The procedure is repeated 

until self-consistency is reached, that is, until the eigenvalues Ei do not change significantly. 

Note that both the ground and excited states may be obtained by inserting cpf into Eq. 2.4.21 

with either µ = O or µ '=/:- O. The notation used for the one-mode functions 'Pi is therefore 

somewhat ambiguous. An excited VSCF function will be a product of variously excited one­

mode functions, each of them depending on the excitation of others. Therefore, to explicitly 

refer to the µ-th solution of Eq. 2.4.20 with the effective potential 

v~·····"m =(II cp;;1v1 II cp?), 
j~i j~i 
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the following notation will be used 
<P':i 111, ... ,llm 

and for the totaJ wave funetion 
,y, - II "''i"I·····"m 
':l' µ;v - c.pi • 

i 

This topie was brought to attention to emphasize the fact that although the VSCF method 

yields self-eonsistent excited states \li "i"• they are generaJly not orthogonaJ to each other. If 

orthogonal states are needed, excited funetions '11µ;" may be used. However, they are not self­

consistent. In this work, two variants of VSCF are distinguished. The standard self-eonsistent 

excited states \li "i" are referred to as to e VSCF. The orthogonaJ excited states \li „;o will be 

referred to as to gVSCF. Whilst in eVSCF the iterative VSCF algorithm is run for each excited 

state, in gVSCF the iterative proeedure is run only onee for the ground state. 

Fig. 2.6 depiets an example of the effective VSCF potentiaJ, the ground state and first 

excited solution with energy levels, ealeulated in the harmonie and VSCF approximations. The 

asymptotie behavior of the VSCF potentiaJ is eorreet (the smaJl embedded graph) and also 

low-energy states are better deseribed by VSCF than by the har_monie approximation. 

\ 
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Figure 2.6: Potential of the symmetric C-H stretching vibration in formaldehyde. The black solid line 
is the harmonie potential with two lowest eigenstates and eigenvalues. The green dashed line is the 
effeetive VSCF potential represented by a polynomial of 4-th order and the red dots are results of a scan 
along the normal mode. The caleulations were performed at the CCSD/ce-pVTZ level. 

2.4.5 Vibrational perturbation theory 

Another approach to aceount for the anharmonie potentiaJ and eoupling effeets is the pertur­

bation theory developed in Sec. 2.2.2, page 15. Depending on the amount of anharmonicity of 

the system, either the harmonie approximation or VSCF may be used as starting points for the 
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perturbation theory. When the potential is only weakly anharmonic, the perturbation operator 

wHarm = ~ L Vi;k QiQ;Qk + 214 L Vi;kk QiQ;Q~. 
i,j,k i,j,k 

(2.4.23) 

is used to correct the harmonie Hamiltonian (Eq. 2.4.7) [20, 21]. In this work, second order 

perturbation theory was used, and it will be denoted as PT2/Harm. 

For larger anharmonicities, it is advantageous to start with VSCF solutions, which are doser 

to the exact solution, and to use the perturbation operator [22] 

(2.4.24) 

The second order perturbation theory used to correct VSCF solutions will be denoted as 

PT2/VSCF.10 Note that VSCF solutions are correct within first-order perturbation theory. 

A comment should be made about the basis set of unperturbed VSCF solutions. The 

expansion functions in Eq. 2.2.11 are eigenstates of the unperturbed Hamiltonian and therefore 

they are orthogonal. Using the notation introduced in the previous section, the index i in the 

perturbation formula 2.2.14 must be replaced by 1.11, ... , lim and the summation must go over 

all possible excitation combinations µ1, ... , ~ to yield the second-order perturbation formula 

foreVSCF 

E (2) _ ~ 1('11..,;ulWl'11µ;u)l 2 

u;u - ~ (O) (O) • 
µ Eu;u-Eµ;u 

(2.4.25) 

Similarly, the PT /gVSCF variant is given by 

E(2) = ~ 1('11..,;olWl'11µ;o)l 2
. 

u;O ~ E(O) _ E(O) 
µ u;O µ;O 

(2.4.26) 

2.4.6 Vibrational configuration interaction 

The most general approach to the anharmonic problem is to look for a solution in the form of 

linear combination of some basis functions and determine the solution by use of the variational 

principie. It is convenient to use LHO or VSCF product functions as the expansion basis 

set [20, 46]. For example, the VSCF basis set is generated in a direct analogy to the electronic 

CI method from the ground state '11o;o(Qi, ... , Qm) by replacing a limited number of one-mode 

functions cp~;o(Qi) by excited solutions 'i'ť;0(Qi)· The LHO basis set can be formed analogously. 

Because the number of states thus created grows very fast with the number of vibrational 

modes, it is necessary to formulate a criterion for selection of functions into the basis set. First, 

the number of total excitations in a basis function '11 µ;O must not exceed a prescribed value 

10The method is in literature known also as the correlation-corrected VSCF (CC-VSCF} l45J. However, as 
pointed out already by Christiansen l23J, this nomenclature is rather unfortunate, because it confticts with 
abbreviations widely used for electronic structure methods. The CC abbreviation is recognized as abbreviation 
for coupled cluster theory. 

37 



nexe, that is Ei µi :5 nexe· Second, only a certain number of states '11,.,. with largest ratios 

(2.4.27) 

is included, where functions '11u are constrained by the condition Ei I.li :5 1, that is, '11u is either 
the ground state or some of the singly excited states. 

In this work, the basis of LHOs was used. 
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2.5 Molecules in radiation fields 

2.5.1 Electromagnetic radiation 

So far, stationary vibrational states of molecular nuclei have been discussed. Transitions between 

the states can be mediated through electromagnetic mdiation, usually represented by a self­

propagating planar wave with electric and magnetic field components oscillating at right angles 

to each other and to the direction of the propagation. The non-quantized electromagnetic 

radiation can be expressed in terms of the scalar potential cp(r, t) and the vector potential 

A(r, t), which are related to the electric field E and the magnetic field B by 

8A 
E = -Vc,o- at, 
B = v X A. (2.5.1) 

The definition of the potentials is not unique, but depends on the gauge transformation, which 

may change the potentials, but preserves the electric and magnetic field vectors. For instance, 

using the gauge V · A = O and cp = O, the wave equations for the electromagnetic field in a 

vacuum may be obtained 

(2.5.2) 

e0 is the permittivity and µo the permeability of the vacuum. The radiation vector potential is 

then given by 

A(r,t) = Aocos(wt +k· r), (2.5.3) 

where k is the wave vector in the direction of propagation. 

An important concept in spectroscopy is the polarization of light. In a linearly polarized 

light beam, the tip of the electric field vector in a fixed plane perpendicular to the direction 

of propagation traces out a line with time. Linearly polarized light can be regarded as a 

superposition of coherent left and right circularly polarized light beams of equal amplitude. In 

a circularly polarized light beam, the tip of the electric field vector traces out a circle. Circularly 

polarized light is said to be right handed or left handed depending on whether the electric field 

vector rotates clockwise or anticlockwise, respectively, when viewed by an observer looking 

towards the source of light. 

2.5.2 · Optical activity 

A structure is called optically active, if it responds differently to right and left circularly polar­

ized light. In the phenomenon of optical rotation, the circularly polarized components propagate 

through a chiral sample with different velocities, which introduces a phase difference, causing 

a change of the orientation of the plane of polarization. A difference in absorption of the 

two circular components results in ellipticity of the initially linearly polarized light beam. The 

ellipticity depends on the difference of absorption indices for left and right circularly polarized 

light, the circular dichroism of the medium. In optically active molecular or crystal structures 
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one can also observe difference in scattering, for example, the Rayleigh or Raman scattering. 

Optical activity is a property of crystal structures or individual molecules with sufficiently 

low symmetry so that the system is not superposable on its mirror image. A molecule without 

symmetry plane or a center of inversion is known as chiral. Optical activity may be associated 

with electronic, vibrational or rotational transitions. 

2.5.3 Absorption 

A system of particles with charges qi and masses mi in an electromagnetic field is described by 

the Hamiltonian 

(2.5.4) 

Realizing that the operators pand A commute, and neglecting the second-order term A 2 , the 

term linear in A can be regarded as a time-dependent harmonie perturbation. The results of 

Sec. 2.2.2 may be then applied to the perturbed Hamiltonian 

A A L q· H = Ho - -' A ·Pi· 
m· i i 

(2.5.5) 

The probability amplitude of the transition from a state 'l/J; to a state 'l/Jk at time t was shown 

to be proportional to 

l:!..w =w;k-w. (2.5.6) 

As illustrated in Fig. 2.7, the function has large values only for the limited frequency range 

l~wl < 271" /t. The transition can therefore occur only if the frequency w of the light impinging 

on the molecule is very close to the frequency Wjk· For example, for the value t = lOµs, the 

interval ( - 2~, 2~) is smaller than 1.3 MHz. The laser light is not perfectly monochromatic, but 

has a finite line width. Having a laser with a very narrow line width of 3 MHz (0.0001 cm-1 ), 

-27r/t 27r/t 

Aw (Hz) 

Figure 2. 7: Probability amplitude of absorption as a function of frequency of incident light. 
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the frequency ftuctuations of the incident light will greatly exceed the frequency range of the 

transition's ma.ximal likelihood. Thus in experiments taking longer than, for example, lOµs, 

the function can be regarded as a t5 function centered at Wjk· Because the integral of /(Aw) 

evaluates to 11" t/2, the function can be written in the form 

/(Aw) = ó(Aw) 211"t. (2.5.7) 

Another simplification can be introduced for molecules much smaller than the wavelength of the 

incident light. For instance, light of the argon-ion laser has wavelength 514.5 nm, dimension of 

a small dipeptide is 1 nm and a typical length of the C-H bond is 0.1 nm. The magnitude of 

the vector potential can be therefore regarded as having a constant value over the spatial extent 

of the vibrational motion. Expanding the coordinate-dependent part of the vector potential 

Ao ( r) in a power series around the molecular center of mass 

Ao(r) = Ao eik·r = Ao(l + ik · r + · · · ), (2.5.8) 

only the first term Ao( r) ~ Ao can be taken in the first approximation. The assumption of large 

wavelengths leads to a simplified expression for probability amplitudes of transitions, known as 

the dipole approximation: When the potential in Ho in Eq. 2.5.5 commutes with the coordinate, 

it can be easily shown that the following relation is valid 

(2.5.9) 

The overlap Wk; from Eq. 2.2.26 can be then written as 

(2.5.10) 

Introducing the electric dipole moment 

(2.5.11) 

the probability amplitude of the transition from the state 1/J; to the state 1/Jk can be written as11 

(2.5.12) 

Thus a molecule in the presence of a radiation field may undergo a transition to an excited 

state, if the frequency of the radiation matches the energy difference between the states. The 

probability of the transition, and hence the observed absorption intensity, depends on the value 

of the dipole strength D 

(2.5.13) 

11 The factor of three in the denominator comes from averaging for isotropie samples. 

41 



Because no assumption was made about the wave functions .,P, the result is valid for the overall 

wave functions including the electronic, vibrational and spin part. lmportant relations, such as 

Francle and Condon principle (47,48] may be derived. However, in this text we are interested in 

transitions between vibrational states with an unchanged electronic state (usually the ground 

state). 

Absorption observables 

The connection between the theory of absorption and experiment is the Lambert-Beer law 

A= log10 Io/I = ecL, (2.5.14) 

which relates the absorbance A to the molecular property of molar extinction coefficient e and 

to the experimental conditions, the concentration c, and the path length L of the light through 

the sample. The molar extinction coefficient e is usually expressed in L mo1-1 cm-1. 

Integrated contributions of a molecular transition \J!Í -+ \J!k to e are proportional to the 

dipole strength of the transition D(j -+ k). 

Selection rules 

Because of the separability of the total wave function into the electronic and the nuclear part 

(Eq. 2.1.8), the transition dipole moment µki between the states \J!k and \J!Í may be written as 

(2.5.15) 

where 

(2.5.16) 
i,a i,a 

When the electronic part of the transition dipole moment is expressed in normal coordinates 

and expanded in Taylor series 

{2.5.17) 

the overlap properties of LHO wave functions (Eq. 2.4.14) cause only the terms linear in Qi 

to evaluate to non-zero in Eq. 2.5.15. Thus in the harmonie approximation, only transitions 

between vibrational states \J!Í -+ \J!k for which k = j ± 1 are permitted. Moreover, only 

transitions of those modes are allowed which change the magnitude of the electric dipole moment 

in the course of the vibration. Closer inspection of the wave functions and the transition dipole 

moment operator leads to symmetry-based selection rules for molecules with high symmetry. 

For example, for molecules with a center of inversion, bands that are active in IR spectra are 

not active in Raman spectra, and vice versa. For general systems no such rule can be applied, 

but the value of the transition dipole moment can be evaluated numerically. 
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a b c 

Figure 2.8: Energy-level diagram illustrating Rayleigh (a), Stokes (b) and anti-Stokes (c) Raman scat­
tering. 

The tensor of first order derivatives of the electronic part of the transition dipole moment 

with respect to nuclear positions is called atomic polar tensor (APT). For anharmonic vibra­

tional wave functions, also higher-order terms of the Taylor expansion Eq. 2.5.17 may evaluate 

to non-zero. 

2.5.4 Raman scattering 

In absorption spectroscopy, a beam of light is passed through a sample and its attenuation 

is monitored as a function of wavelength, that is, weakening of photon flow with frequencies 

already present in the incident light is detected. On the other hand, in Raman spectroscopy the 

sample is illuminated by monochromatic light and the intensity of photon flow with frequencies 

originally absent from incident light is monitored. 

Raman scattering is a two-photon process, where the impinging photon is annihilated and 

a new photon is scattered. Most of the light is scattered elastically with unchanged frequency, 

when the initial and the final states have the s_ame energy (Rayleigh scattering, Fig. 2.8a). A 

small fraction of photons may end up in astate with higher (2.8b) or lower (2.8c) energy. In the 

case b, the scattered light has lower frequency and is known as Stokes scattering. It is a distinct 

phenomenon from fluorescence, because Raman scattering is observed for any frequency of the 

incident light, not only for a particular resonant frequency. The process depicted in Fig. 2.8c 

is anti-Stokes scattering, which yields photons with higher frequency than the frequency of the 

incident light. It occurs much less frequently, because higher-energy levels are less populated, 

as dictated by Boltzmann's law. Raman spectra are usually recorded in the visible or near-UV 

region of the electromagnetic radiation, but are plotted as differences from the wavelength of 

incident light. The frequency differences correspond to frequencies measured by IR spectroscopy. 

Clearly, for any Stokes transition there is a corresponding anti-Stokes transition with the same 

frequency difference from the central peak of the elastic Rayleigh scattering. 

Classical description 

In a classical treatment, scattered light is generated by oscillations of electric and magnetic 

multipoles which are induced in a molecule by the incident light wave. The most significant 

contribution to light scattering comes from the induced electric dipole moment 

µind =a·E, (2.5.18) 
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where a is the electric dipole-electric dipole polarizability tensor and E is the electric field 

vector. An oscillating electric field will result in an oscillating induced dipole moment, which 

in turn will produce an electromagnetic field oscillating at the frequency of the incident light, 

modulated by intrinsic frequencies of molecular vibrations. The polarizability can be expanded 

into a power series with respect to nuclear displacements along vibrational modes Qi and the 

expansion truncated after the second term 

(2.5.19) 

Denoting the frequency of the electric field oscillations by w, the intrinsic frequencies of nuclear 

vibrations by Wi, 

E = Eo coswt, 

Qi - Q? COSWit, 

and inserting in Eq. 2.5.18, one obtains the expression 

µ}nd = Eo · ao coswt + ~Eo · ~ Qi :~i [cos(w - wi)t + cos(w + Wi)t]. 
I 

(2.5.20) 

The induced electric dipole thus oscillates at multiple frequencies. The first harmonie term with 

the frequency of the incident light corresponds to Rayleigh scattering. Additionally, for each 

vibrational mode Qi there are two terms that correspond to Stokes and anti-Stokes scattering. 

Quantum-mechanical description 

Although the classical description provides a valuable insight into the origin of Raman scattering, 

it does not explain quantization of energy levels and does not give a quantitatively correct 

recipe for evaluation of transition probabilities. Quantum-mechanical expressions for transition 

probabilities of Raman scattering can be found from time-dependent perturbation theory of 

the second order. Similarly to Eq. 2.5.15 and Eq. 2.5.16, the polarizability transition element 

between states wi - wi may be then written in terms of electronic polarizability. In so-called 

Placzek approximation [49], an adiabatic wave function is used. Assuming that the electronic 

part of the state wi = '11'~ '11'~ does not change during the transition, the components of the 

electronic polarizability tensor are then given by 

a,{3 = x,y,z. (2.5.21) 

The summation goes over all excited electronic states '11'~ of the molecule and Wki = Wk-Wi is the 

difference between angular frequency of the initial state '11'~ and the state '11'~. The vibrational 
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transition polarizability between the vibrational states 'li~ and 'li~ is then 

{2.5.22) 

Raman observables 

The transition polarizability is a second rank tensor. Therefore the electric dipole moment 

µ.ind = a· E, and hence the probability of a transition, depends on the orientation of a molecule 

with respect to the incident light. The intensity of light scattered by a sample of randomly 

oriented molecules may be expressed in terms of tensor invariants, which are independent of the 

coordinate system rotations. The resultant expressions are dependent only on the scattering 

geometry, that is, on the angle between the direction of the incident and the scattered light. In 

particular, the Raman and ROA instrument at the Institute of Physics collects light scattered 

backwards. The total intensity of the back-scattering experimental setup is given by 

/(180°) = 45a2 + 7{J(a)2 . (2.5.23) 

Here a is the isotropie invariant of the polarizability tensor 

(2.5.24) 

and {J(a)2 is the symmetric anisotropie invariant of the polarizability tensor 

{J(a)2 = ~ L 3a!p - aQQctpp, 
Q,.B=x,y,z 

(2.5.25) 

where aQp are components of the transition polarizability 2.5.22. 

Selection rules 

When the electronic polarizability 2.5.22 is expanded in Taylor series with respect to nuclear 

positions and expressed in normal mode coordinates 

(2.5.26) 

the overlap properties of LHO wave functions may be used again to formulate selection rules 

for Raman transitions. Taking terms of polarizability linear in Qi, only transitions between 

vibrational states qti - q,i such that i= j ± 1 are allowed within the harmonie approximation. 

The polarizability must change in course of the vibration so that 8ae/8Qi is non-zero. For 

anharmonic wave functions, also higher-order terms may become significant. 
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Figure 2.9: Energy-level diagram illustrating VCD. 

2.5.5 Vibrational circular dichroism 

Vibrational circular dichroism detects differences in attenuation of left and right circularly 

polarized light passing through a sample (Fig. 2.9). The fundamental quantity associated with 

the infrared absorption was the dipole strength (Eq. 2.5.13), a quantity which depends on 

the transition electric dipole moment. When the next term of the vector potential expansion 

(Eq. 2.5.8) is included in the perturbation operator, the transition probability for absorption 

of circularly polarized light can be found to be proportional not only to the dipole strength, 

but also to the quantity of the rotational strength. The differential absorption 6.A = AL - AR 

is therefore proportional to the rotational strength R which depends on both the electric and 

magnetic dipole transition moments 

(2.5.27) 

The magnetic dipole moment is defined as 

(2.5.28) 

where particle i at ri has charge qi, mass mi and linear momentum Pi· Sensitivity of the 

handedness of a molecule toward circularly polarized light results from the form of the rotational 

strength (Fig. 2.10). 

The magnetic transition dipole moment mki can be expanded in Taylor series with respect 

to nuclear mementa. 12 The tensor of first derivatives with respect to nuclear mementa is called 

atomic axial tensor (AAT). lt should be noted that the appearance of the magnetic dipole 

moment in the transition probability expression brings a difficulty to practical calculations of 

VCD intensities, because the AAT tensor generally depends on the choice of coordinate system 

origin. 

2.5.6 Raman optical activity 

Light scattered from chiral samples carries a small degree of circular polarization, and the 

scattered intensity is slightly different in right and left circularly polarized light. ROA can be 

12Derivatives with respect to nuclear positions vanish in the Born-Oppenheimer approximation. 
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X r = ( rx, ry, rz) 
P = (Px , Py , P z) 

rn = r X p = (Tnx, Tny, Tnz) 

rn1 
- (-Tnx, Tny, -Tnz) 

r' = (rx' -ry' rz) 
P 1 = (Px , - Py, P z) 

Figure 2.10: The mirror plane on the picture contains the axes x and z. Electric dipole moments of two 
enantiomers differ in sign of the y component (µ=(µz, µ11 , µz) and µ'=(µz, -µ 11 , µz)), while magnetic 
dipole moments differ in sign of the x and z components. Therefore, the rotational strength must have 
opposite sign for two enantiomers. 

observed in a number of forms, depending on the polarization of the incident and the scattered 

light. For instance, in the scattered circular polarization (SCP) experiment, the incident light 

is linearly polarized and differences in circular polarization of the scattered light are measured. 

In the dual circular polarization (DCP), both the incident and the scattered light are circularly 

polarized, either in phase (DCP1) or out of phase (DCPu). The calculations in this work were 

performed for the incident circular polarization (ICP) form, where the sample is illuminated by 

a circularly polarized light and the total scattered intensity is measured. 

Similarly to Raman scattering, the theory of ROA intensities may be derived by employing 

time-dependent perturbation method of second order. Analogously to VCD, the term linear 

in r of the vector potential expansion 2.5.8 must be included in the perturbation operator to 

describe Raman optical activity. The multipoles associated with ROA are then the electric 

dipole moment µ. (Eq. 2.5.11), the magnetic dipole moment m (Eq. 2.5.28), and the traceless 

electric quadrupole moment 8, 

a,{3 = x,y,z, (2.5.29) 

where particle i at ri has charge qi. In the weak-field approximation, it turns out that the 

multipoles induced in a molecule by electromagnetic radiation are given as 

µ~d L 1 L I 8Bp 1 L 8E.., (2.5.30) = OapEp + - Gal37ft + 3 Aap-y 8R + ... ' 
f3 w f3 {3,-y f3 

mind - _.!. LGÍJa a::+ ... , (2.5.31) Q 

w f3 

9ind 
afj = L A0 p7 E7 + · · · , a,{3,"{ = x,y,z, (2.5.32) 

{3,-y 
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tl.J =JR_ JL 

ICP ROA 

Figure 2.11: Energy-level diagram illustrating ICP ROA experiment. 

where E is the electric field vector and B is the magnetic field vector. The tensor a is the 

linear polarization of the electric dipole moment by an electric field (the electric dipole-electric 

dipole polarizability, see Eq. 2.5.21), G' determines the linear polarization of the electric dipole 

moment by the magnetic field component of the incident light ( the electric dipole-magnetic dipole 

polarizability) and A determines the linear polarization of the electric dipole moment by the 

electric field gradient of the incident light ( the electric dipole- electric quadrupole polarizability). 

In Placzek approximation, the tensors are given by the formulae · 

(2.5.33) 

(2.5.34) 

Analogously to the transition dipole moment (Eq. 2.5.17) and electric dipole-electric dipole 

polarizability (Eq. 2.5.26), also the tensors G' and A can be expanded in Taylor series with 

respect to nuclear positions and transformed into normal modes. Thus obtained derivatives are 

then used in practical calculations of ROA intensities. 

ROA observables 

For a sample of randomly oriented molecules, the difference in scattering of circularly polarized 

light for the back-scattering geometry is proportional to 

JR - JL = ~ [,8(G')2 + (1/3),8(A)2) , (2.5.35) 

where c is the speed of light, JR and JL are the intensities scattered in right and left circularly 

polarized incident light. The invariants ,8(G')2 and ,8(A)2 are defined as 

,8(G')2 = ~ L ( 3aap G~p - Oaa Gpp) 1 

a,(j 

(2.5.36) 

,8(A)2 1 
- 2w L Oa(j EQ'"fó A.yófj, (2.5.37) 

a,(j,7,6 
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where w is the frequency of the incident light, a, {3, 'Y, ó - x, y, z and e is the permutation 

symbol. 
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2.6 Spectral shapes 

Spectra were simulated using Lorentz band shapes, so that a peak centered at ;;i with intensity 

li contributes to a spectrum by 

(2.6.1) 

where ll. is a full width at half-maximum height (FWHM). For absorption spectra, Ji was 

calculated using Eq. A.2.8. Raman spectra were evaluated using Eq. 2.5.23 and ROA spectra 

using Eq. 2.5.35. When contributions from multiple conformers were averaged in Raman and 

ROA spectra (see Sec. 3.2.2), the curve Si was multiplied by the Boltzmann factor 

(2.6.2} 

where ll.E; is the relative energy of j-th conformer. 

2. 7 Solvation models 

Vibrational spectra may be strongly affected by interactions with molecules of the same kind 

or by interactions with molecules of a solvent. In biochemical applications, solvent effects are 

particularly important because hydration is often responsible for three-dimensional structure 

and conformational flexibility of many biologically active molecules. There are two major types 

of methods for evaluating solvent effects: those treating the solvent as a continuous medium 

and those that include individua! solvent molecules. 

Inclusion of explicit solvent molecules in ab initio calculations is computationally very de­

manding. For example, quantum mechanical dynamics simulations of hydration shells of alanine 

zwitterion revealed that there are on average six water molecules in the first hydration shell 

in the vicinity of the charged C02 and NHt alanine sites [50]. Therefore 18 atoms of water 

molecules must be included in calculations in addition to the 13 atoms of the alanine molecule. 

In continuum models, the solute molecule (possibly supplemented by some solvent molecules 

from the first solvation shell} is placed in a cavity surrounded by a continuum medium. The 

polarizable continuum model {PCM} [24] represents the solvent by an infinite polarizable medium 

characterized mainly by its dielectric constant. The cavity is formed by spheres centered on 

each atom and the surface of the cavity is divided into small regions {called tesserae) on which 

are evaluated charges induced by the solute. The conductor-like screening model (COSMO) 

which is based on the assumption that the solvent may be represented by a conducting cavity, 

became extremely popular [51]. COSMO uses a scaled conductor boundary condition instead of 

the much more complicated dielectric boundary condition. The most important practical aspect 

is that the procedure replaces the norma! component of the electric field on the cavity tesserae 

with the electrostatic potential, arriving at a noticeable reduction in computational costs. The 

conductor-like PCM (CPCM) [25] used in this work is an implementation of COSMO in the 
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PCM framework, where a correction for dielectric behavior is included. Some practical aspects 

of CPCM calculations are discussed in Appendix A.4. 
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CHAPTER 3 

Results 

3.1 Performance of anharmonic methods 

3.1.1 Model potentials 

The anharmonie methods reviewed in Sec. 2.4 were implemented in the Gvrn software package 

[52] and applied to a number of systems. The eorreetness of the program was verified on simple 

potentials studied previously, for example, by Bowman, Christoffel and Norris [18,22,46]. 

The two-dimensional Henon-Heiles potential is defined as 

(3.1.1) 

the parameters were set to wl = 0.29375, w~ = 2.12581, A = -0.1116 and TJ = 0.08414. The 

three-dimensional Christoffel potential 

(3.1.2) 

was used with the values wl = 0.49, w~ = 1.69, w~ = 1.00, A=µ= -0.10 and TJ= ( = 0.10. 

The vibrational Sehrooinger equation was solved for these potentials using the harmonie 

approximation, VSCF, VCI and perturbation methods. The ealeulated energies are shown 

in Tables 3.1 and 3.2 as differenees from the VCI results. AU methods improve harmonie 

approximation. Both VSCF variants give similar results, but eVSCF gives eonsistently smaller 

errors. The differenees ean be for some modes exeeptionally large. For example, the energy 

of the 101) state (Tahle 3.1) is predieted by gVSCF with an error five times larger than by 

eVSCF. On the other band, the value obtained from the eVSCF ealeulation is comparable to 

PT2/Harm. The perturbation theory improves results of both the harmonie and the VSCF 

approximation. 

The best results are given by the PT2/eVSCF method. The results of the PT2/Harm 

approach indieate that the harmonie approximation is a poor starting point for perturbation 

calculations, at least in the ease of the model potentials. However, the results of all perturbation 

methods are eomparable for real molecules and none of them gives clearly better energies than 

any of the others. 
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E- E(VCI) IOO) 110) 120) 101) 
Harmonie 0.00837 0.02604 0.05313 0.03911 
gVSCF 0.00084 0.00307 0.00564 0.01404 
eVSCF 0.00084 0.00303 0.00546 0.00277 
PT2/Harm 0.00031 0.00162 0.00469 0.00276 
PT2/gVSCF 0.00001 0.00013 0.00045 0.00075 
PT2/eVSCF 0.00001 0.00003 0.00008 0.00006 
E(VCI) 0.99163 1.51595 2.03085 2.41891 

Table 3.1: State energies obtained for the Henon-Heiles potential by various methods, shown as differences 
from the values obtained by VCI. (Dimensionless numbers.) 

E-E(VCI) 1000) 1001) 1010) 1100) 1101) 1200) 
Harmonie 0.00625 0.01433 0.02814 0.01485 0.02328 0.02689 
gVSCF 0.00128 0.00564 0.01259 0.00323 0.00793 0.00532 
eVSCF 0.00128 0.00258 0.00618 0.00322 0.00478 0.00528 
PT2/Harm 0.00013 0.00045 0.00103 0.00049 0.00116 0.00117 
PT2/gVSCF 0.00002 0.00015 0.00036 0.00009 0.00053 0.00028 
PT2/eVSCF 0.00002 0.00004 0.00012 0.00004 0.00009 0.00011 
E(VCI) 1.49375 2.48567 2.77186 2.18515 3.17672 2.87311 

Table 3.2: State energies obtained for the Christoffel potential by various methods, shown as differences 
from the values obtained by VCI. (Dimensionless numbers.) 

3.1.2 Water 

One of the smallest real-world systems available for modeling of vibrational spectra is a molecule 

of water. Biomolecules are preferably studied in their natural environment, that is, dissolved in 

water, and therefore vibrational transitions of water often interfere in the spectra of molecules 

of interest. Although the water molecule with only three fundamental vibrational modes may 

look deceptively simple for calculations, in fact it is not. Being very light and polar, water 

molecules in the liquid phase form non-covalently bonded clusters. Some of the vibrational 

motions in these clusters are strongly anharmonic and correlated, therefore the applicability of 

the potential expansion into a fourth-order polynomial is questionable [12). The large number 

of possible configurations of water molecules in the clusters results in broad peaks, which can 

be simulated ab initio possibly only by calculating spectra for each orientation and consequent 

Boltzmann averaging. 

Tahle 3.3 compares experimental frequencies of water vapor [53) with anharmonic calcula­

tions performed at four different levels of electronic theory: CCSD, MP2, B3LYP, and BPW91, 

all with the large cc-p VTZ basis set. In the harmonie approximation, all internuclear potentials 

behave similarly: Best is described the bending mode ó, while the strongly anharmonic 0-H 

stretching modes v8 and Vas show much larger deviation. This is particularly true for CCSD, 

MP2 and B3LYP, but to a lesser extent also for BPW91. This behavior is quite general and can 

be observed also for other molecules. All anharmonic methods significantly improve harmonie 

frequencies calculated at the CCSD, MP2 and B3LYP levels. The internuclear potential calcu­

lated by BPW91 strongly underestimates both the angle and bonds stiffness, which results in 
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Methods Wcalc - Wexp Wcalc - Wharm 

6 lla lloa 6 lla llas 

N Harmonie 84 224 223 
E-t gVSCF 29 134 176 -54 -89 -47 
~ eVSCF 26 134 66 -57 -90 -157 
ó 
u PT2/Harm 21 86 35 -63 -138 -187 -Q PT2/gVSCF 19 91 39 -65 -132 -184 rn o PT2/eVSCF 17 92 37 -66 -131 -186 o VCI 17 91 39 -67 -132 -183 

N 
Harmonie 57 204 220 

E-t gVSCF 2 116 174 -55 -88 -47 
> eVSCF -1 115 65 -58 -89 -156 Q, 

é PT2/Harm -6 68 34 -63 -136 -186 - PT2/gVSCF -8 74 39 -65 -130 -182 C'I o.. 
PT2/eVSCF -10 75 36 -67 -129 -184 ::iE 
VCI -10 74 39 -67 -130 -182 

N Harmonie 44 152 148 
E-t gVSCF -11 68 107 -55 -83 -41 ~ 
é eVSCF -14 67 -2 -58 -84 -149 - PT2/Harm -20 19 -34 -64 -133 -182 

o.. PT2/gVSCF -22 27 -28 -66 -125 -176 
~ 
~ PT2/eVSCF -23 27 -30 -67 -124 -.178 
CQ VCI -24 27 -28 -68 -125 -175 
N Harmonie 18 54 52 
E-t 

gVSCF -38 -36 4 -56 -90 -48 ~ 
é eVSCF -41 -37 -107 -59 -91 -159 - PT2/Harm -47 -84 -136 -64 -138 -188 .... 

Cil PT2/gVSCF -49 -79 -133 -67 -133 -185 a: PT2/eVSCF -50 -78 -136 -68 -133 -188 o.. 
CQ VCI -51 -79 -133 -68 -133 -185 

Expt. (wexp) 1595 3652 3756 

Table 3.3: Calculated and measured [53] frequencies of water vapor. Frequencies of three fundamental 
vibrations {bending 6, symmetric stretch v8 , and antisymmetric stretch v08 ) are shown as differences from 
experimental values {the middle columns). In the columns on the right the magnitudes of anharmonic 
corrections are shown. The vibrational potential was evaluated at the CCSD/cc-pVTZ, MP2/cc-pVTZ, 
B3LYP /cc-pVTZ and BPW91/cc-pVTZ levels. All frequencies and frequency differences in cm-1• The 
maxima} deviations are emphasized by different color, as explained in the text. 

too low anharmonic frequencies. 

Somewhat surprising may he the exceptionally good overall agreement in the magnitude 

of the anharmonic corrections calculated using different electronic methods, as listed in the 

right part of Tahle 3.3. In particular, the maximal difference in anharmonic contrihutions for 

a given anharmonic method is only 10 cm - l ( the asymmetric stretch Vas calculated at the 

B3LYP and BPW91 level using PT2/eVSCF, the numhers are printed in green color), while 

the maximal difference in the harmonie frequencies is 171 cm-1 (the asymmetric stretch Vas 

calculated at CCSD and BPW91 levels, the numhers are printed in red color). This result is 

in accordance with the well known fact that anharmonic contrihutions are usually smaller than 

10% of harmonie values. 

Electronic calculations with the cc-p VTZ hasis set are computationally very demanding and 

are feasihle only for small molecules. To evaluate the vihrational potential of medium-sized and 

large systems, it is necessary to reduce ·the size of the hasis set and employ electronic meth­

ods with favorahle scaling. Tahle 3.4 shows the results from using several electronic methods 
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CCSD / cc-p VTZ jijliiic==::ť---,----.---,--1 

MP2/cc-pVTZ •-==:J 
B3LYP/cc-pVTZ • i:=:J 
BPW91/cc-pVTZ 

B3LYP /6-311++G** 

B3LYP /6-311+G** 

B3LYP/6-31l++G* •m:::J 
B3LYP /6-31++G** 

B3LYP/6-3l+G* 

B3LYP /6-31G ~;:i:sssssss:i 

BPW91/6-31G ~m~~S'SS:!I 

Water 

HF /6-31G l!!!!J!!.!!!!r==::::i 
PM3 •11111111-== 

o 2 4 6 8 10 12 

Formaldehyde 

o 2 4 6 8 10 12 

Avg 16.I [%] 

• Harmonie 
• PT2/Harm 
• Low 
• mgh 

Furan 

o 2 4 6 8 10 12 

Figure 3.1: Average absolute deviations of fundamental frequencies of water, formaldehyde and furan 
from experimental frequencies observed in the gas phase, as calculated at various levels of the electronic 
theory using the harmonie approximation and the PT2/Harm method. The deviations of hydrogen 
stretching modes are printed in a color different (yellow) from low- and mid-frequency modes (red). 

(B3LYP, BPW91, HF and PM3) and basis sets (6-311++G**, 6-3l+G*, 6-31G). Similarly to 

the ealculations performed using the ee-p VTZ basis set, the differenee in harmonie frequen­

cies greatly exeeeds the differenees in anharmonie eorreetions. The largest differenee in the 

harmonie frequencies of 477 em-1 (the symmetrie streteh Vs ealculated with BPW91/6-31G 

and HF /6-31G) greatly exeeeds the maximal differenee 39 em-1 in the anharmonie eontri­

butions (the asymmetrie streteh Vas ealculated at BPW91/6-31G and B3LYP/6-31+G* using 

PT2/eVSCF). 1 

3.1.3 Formaldehyde 

The results of ealculations on formaldehyde follow the general pattern observed for water and, 

as will be seen later, also for other moleeules. Usually, the hydrogen stretehing vibrations eome 

out too large from the harmonie approximation and all anharmonie methods tend to improve 

the agreement with the experiment in this region. The low- and mid-frequeney modes, however, 

are often quite close to the experimental values already within the harmonie approximation. 

Anharmonie methods shift the harmonie frequencies toward the red end of the speetrum and 

oeeasionally ehange the order of modes. 

As shown in Fig. 3.1, very good agreement with experiment ean be observed for anharmonie 

frequencies ealculated at the CCSD/ee-pVTZ and MP2/ee-pVTZ levels. With the exeeption of 

the asymmetrie C-H stretehing vibration Vas (Table 3.5), both VSCF methods as well as the 

perturbation methods give eonsistently similar results and do not exhibit dramatie differences 

observed for model potentials in Sec. 3.1.l. The largest deviation of anharmonic frequencies 

from experimental values in the CCSD/cc-pVTZ ealculation is observed for the symmetric C=O 

1The semi-empirical method PM3 was not included in the comparison. 
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Methods Wcalc - Wexp Wcalc - Wharm 

6 l/s l/as 6 l/s l/as 

Harmonie 8 166 166 

* 
gVSCF -42 76 121 -49 -90 -46 

* eVSCF -45 75 10 -53 -90 -156 o.. o 
~+ PT2/Harm -51 28 -19 -59 -138 -185 
M,...; PT2/gVSCF -53 33 -15 -61 -132 -182 r:o ...... 

M PT2/eVSCF -54 34 -19 -62 -132 -185 I co VCI -55 33 -16 -63 -132 -183 

* Harmonie 68 85 105 o gVSCF 9 2 64 -58 -83 -41 + ...... eVSCF 7 1 -43 -61 -84 -148 M 
~ PT2/Harm 2 -49 -76 -66 -134 -181 ---o.. PT2/gVSCF -1 -41 -70 -68 -125 -175 
~ 
M PT2/eVSCF -2 -40 -71 -69 -124 -176 
r:o VCI -2 -40 -69 -70 -125 -174 

Harmonie 23 -33 29 o gVSCF -37 -122 -21 -60 -89 -50 ...... 
M 

eVSCF -40 -124 -138 -62 -91 -167 ~ 

--- PT2/Harm -47 -174 -175 -70 -142 -203 o.. 
~ PT2/gVSCF -49 -163 -166 -72 -131 -195 
M PT2/eVSCF -51 -163 -168 -74 -130 -197 r:o 

VCI -51 -163 -165 -74 -130 -193 

o Harmonie 1 -140 -76 
...... gVSCF -59 -241 -138 -60 -101 -63 
M 
~ eVSCF -62 -243 -259 -63 -103 -183 

--- PT2/Harm -69 -289 -289 -70 -149 -213 ...... 
Ol 

~ PT2/gVSCF -72 -283 -286 -73 -143 -210 
o.. PT2/eVSCF -73 -283 -290 -74 -143 -215 r:o 

VCI -74 -283 -286 -75 -143 -210 
Harmonie 142 337 389 

o gVSCF 71 248 348 -71 -88 -42 
...... eVSCF 68 247 233 -74 -90 -156 M 
~ PT2/Harm 61 196 198 -81 -141 -191 
---li.. PT2/gVSCF 59 204 205 -83 -132 -184 
il:: PT2/eVSCF 58 205 204 -84 -131 -186 

VCI 57 205 206 -85 -132 -183 
Harmonie 146 217 234 
gVSCF 70 99 65 -76 -119 -169 

M eVSCF 62 13 59 -84 -204 -175 
::E PT2/Harm 50 16 53 -96 -202 -180 o.. 

PT2/gVSCF 50 -9 40 -97 -226 -194 
PT2/eVSCF 47 -18 38 -99 -235 -196 
VCI 47 -13 37 -99 -231 -197 
ExpL. (wexp) 1595 3652 3756 

Tahle 3.4: Calculated and measured [53] frequencies of water vapor. Comparison of frequencies calculated 
with different electronic methods and lower-quality hasis sets. See also Tahle 3.3. All frequencies and 
frequency differences are in cm- 1. The maximal deviations are emphasized by different color, as explained 
in the text. 

stretching mode v81 • The anharmonicity of the mode is weak (1% of the harmonie frequency) 

and therefore all anharmonic methods yield essentially the same value. The large difference 

from experiment must be therefore attributed to an inadequate description of the C=O bond 

strength by the CCSD/cc-pVTZ method. The same mode is described exceptionally well by the 

MP2 and BPW91 methods. However, the behavior of the electronic methods is too complex 

to draw straightforward conclusions. For example, it is interesting to notice that the frequency 
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Methods Wcalc -Wexp Wcalc - Wharm 

Óoop Óoa Óa "'•• "'•2 "'o• Óoop Óaa Ós "'•1 "'•2 "'a• 
N Harmonie 48 41 61 85 175 182 
E-4 gVSCF 5 -5 25 70 52 94 -43 -46 -36 -15 -123 -88 
~ eVSCF 2 -7 24 69 50 15 -45 -48 -37 -16 -125 -167 
é PT2/Harm 3 -5 19 64 4 31 -45 -45 -41 -21 -171 -151 -Q PT2/gVSCF o -9 19 63 7 -13 -47 -50 -42 -21 -169 -195 
~ PT2/eVSCF -1 -10 19 63 7 6 -48 -51 -42 -22 -169 -176 o VCI o -10 19 63 8 -3 -48 -51 -42 -21 -167 -185 

N 
Harmonie 41 31 54 28 189 201 

E-4 gVSCF -1 -14 22 9 68 115 -42 -45 -32 -18 -121 -86 
~ eVSCF -4 -16 20 8 66 36 -45 -47 -33 -20 -123 -165 
8 PT2/Harm -4 -14 14 5 15 35 -45 -44 -40 -23 -174 -166 - PT2/gVSCF -6 -18 15 3 23 -5 -47 -48 -39 -24 -166 -205 C"i 

Cl. PT2/eVSCF -7 -19 15 3 23 16 -48 -50 -39 -25 -166 -185 :E 
VCI -7 -18 15 3 24 13 -48 -49 -39 -24 -165 -187 

N Harmonie 36 20 36 78 97 90 
E-4 gVSCF -8 -26 o 66 -38 -8 -44 -46 -36 -12 -134 -98 > Q. eVSCF -11 -28 -1 65 -40 -92 -47 -48 -37 -13 -136 -182 I 

.[ PT2/Harm -11 -26 -4 58 -78 -107 -46 -45 -41 -19 -174 -197 
Cl. PT2/gVSCF -14 -30 -5 59 -85 -116 -49 -50 -41 -19 -182 -206 
~ 
(<:) PT2/eVSCF -15 -32 -6 58 -85 -125 -50 -51 -42 -19 -182 -215 
CQ VCI -14 -31 -5 58 -84 -140 -50 -51 -41 -19 -180 -230 
N Harmonie -11 -20 -8 23 14 -6 E-4 gVSCF -55 -67 -45 11 -119 -101 -45 -47 -37 -11 -133 -95 > 
Q. eVSCF -59 -69 -46 10 -121 -187 -48 -49 -38 -13 -135 -181 ! PT2/Harm -57 -66 -50 4 -162 -204 -47 -46 -42 -19 -176 -198 ..... 

c:n PT2/gVSCF -61 -71 -51 4 -168 -210 -50 -51 -42 -19 -181 -204 
~ PT2/eVSCF -62 -72 -51 4 -168 -220 -51 -52 -43 -19 -181 -214 Cl. 
CQ VCI -61 -72 -51 4 -166 -232 -51 -52 -43 -19 -180 -226 

Expt. (Wexp) 1167 1249 1500 1746 2782 2843 

Tahle 3.5: Ca.lculated and measured [54] frequencies of formaldehyde in the gas phase. AH frequencies 
and frequency differences in cm - 1 . 

of the C=O stretching mode Vs1 is predicted with similar deviation by the CCSD and B3LYP 

methods (~ 80 cm-I) and by the MP2 and BPW91 methods (~ 25 cm-I). On the other 

hand, the C-H stretching vibrations Vs2 and Vas are predicted similarly by the CCSD and MP2 

methods, while the B3LYP and BPW91 methods predict the frequencies far too low. 

Similarly to the behavior observed for water, the magnitudes of the anharmonic contri­

butions differ much less than the harmonie frequencies (Tables 3.5 and 3.6). The maximal 

difference in anharmonic contributions for a given anharmonic method is 68 cm-I ( the asym­

metric stretching mode Vas calculated at the CCSD/cc-pVTZ and B3LYP/6-31+G* levels using 

PT2/Harm), while the maximal difference in harmonie frequencies is 462 cm-I (vas calculated 

at the BPW91/cc-pVTZ and HF/6-31G levels). 

3.1.4 Furan 

Furan is a rigid planar molecule made of an aromatic cycle containing oxygen. Consisting of 

nine atoms, furan has 21 vibrational modes. As mentioned in Sec. 2.4.6, the size of the basis 

set used in VCI calculations grows very fast with the number of normal modes and only a 

fraction of the states can be included in a practical computation. In particular, the value of 
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Methods Wcalc -Wexp Wcalc - Wharm 

Óaop Óas Ós Vs1 Vs2 Vas Óaop Óas Óa Vsi Va2 Vas 

Harmonie 35 11 31 68 104 101 

* 
gVSCF -11 -33 -4 56 -36 -1 -47 -44 -34 -11 -140 -102 

* eVSCF -15 -36 -5 55 -38 -86 -50 -46 -36 -12 -142 -187 o.. o 
>+ PT2/Harm -14 -33 -8 49 -76 -104 -49 -44 -39 -19 -180 -205 ..::i+ PT2/gVSCF -17 -38 -9 49 -84 -111 -52 -49 -40 -19 -188 -212 C') .... 
l%l .... 

C') PT2/eVSCF -18 -39 -10 49 -85 -122 -53 -50 -40 -19 -189 -223 eb VCI -17 -39 -9 49 -83 -93 -53 -49 -40 -19 -187 -194 

* Harmonie 24 18 44 77 149 147 o gVSCF -20 -28 9 65 7 45 -43 -46 -36 -12 -142 -103 + .... eVSCF -23 -31 8 64 5 -41 -47 -49 -37 -13 -144 -189 C') 

eb PT2/Harm -22 -28 4 57 -38 -71 -46 -46 -41 -20 -187 -219 -o.. PT2/gVSCF -25 -33 3 58 -42 -69 -49 -51 -41 -20 -191 -217 
~ 
C') PT2/eVSCF -26 -34 3 57 -42 -81 -50 -52 -42 -20 -191 -229 
l%l VCI -26 -34 3 57 -41 -57 -50 -52 -42 -20 -189 -204 

Harmonie 36 25 60 2 181 192 o gVSCF -11 -25 33 -19 35 86 -47 -49 -27 -21 -147 -106 .... 
C') 

eVSCF -14 -27 31 -21 33 -2 -49 -51 -29 -23 -149 -194 eb - PT2/Harm -12 -23 22 -23 -2 1 -48 -48 -38 -25 -184 -191 o.. 
~ PT2/gVSCF -15 -29 24 -25 -15 -50 -51 -53 -36 -27 -196 -242 
C') PT2/eVSCF -17 -30 25 -26 -16 -42 -53 -55 -35 -28 -197 -234 l%l 

VCI -16 -29 25 -26 -14 -28 -52 -54 -35 -28 -195 -220 

o Harmonie -4 -10 20 -49 87 84 
.... gVSCF -52 -61 -7 -72 -59 -21 -48 -51 -26 -23 -147 -106 
C') 

eb eVSCF -55 -63 -9 -74 -62 -111 -51 -53 -29 -25 -149 -196 - PT2/Harm -53 -59 -19 -74 -96 -108 -49 -49 -39 -26 -183 -192 .... 
C) 

~ PT2/gVSCF -57 -65 -16 -78 -110 -154 -53 -55 -36 -29 -197 -239 
o.. PT2/eVSCF -58 -66 -16 -79 -111 -145 -54 -57 -35 -30 -198 -230 l%l 

VCI -57 -66 -16 -78 -108 -131 -53 -56 -36 -29 -195 -215 
Harmonie 162 125 173 164 425 456 

o gVSCF 117 78 143 144 294 364 -45 -46 -30 -20 -131 -93 
.... eVSCF 114 76 141 142 292 282 -48 -48 -32 -21 -133 -174 C') 

eb PT2/Harm 115 79 135 140 247 280 -47 -46 -38 -24 -179 -176 -i:... PT2/gVSCF 113 74 136 138 247 232 -49 -50 -37 -26 -178 -224 :c PT2/eVSCF 112 73 136 137 247 255 -50 -51 -37 -26 -178 -201 
VCI 112 73 136 138 248 254 -50 -51 -37 -26 -177 -203 
Harmonie -119 -159 -212 242 216 184 
gVSCF -87 -160 -210 240 19 38 32 -2 2 -1 -197 -145 

C') eVSCF -92 -166 -211 240 13 -49 27 -8 1 -2 -203 -232 
~ PT2/Harm -94 -167 -215 195 5 -57 25 -8 -3 -47 -211 -241 o.. 

PT2/gVSCF -97 -170 -216 203 -34 -81 22 -11 -3 -38 -250 -265 
PT2/eVSCF -99 -171 -216 204 -38 -83 20 -13 -4 -38 -254 -267 
VCI -98 -170 -216 203 -34 -78 21 -12 -3 -39 -249 -262 
Expt. (wexp) 1167 1249 1500 1746 2782 2843 

Table 3.6: Calculated and measured [54] frequencies of formaldehyde in the gas phase. Ali frequencies 
and frequency differences in cm-1• 

1000 states, used by default in this work, constitutes only 1.53 of the 65780 possible states 

with at most 5 excitations. The VCI calculation was therefore repeated for the MP2/cc-pVTZ 

potential also with 4000, 5000 and 6000 basis functions to check the convergence behavior of 

VCI. The calculation in the smallest basis set yielded absolute average error of 26 cm-I, which 

is nearly half of the error of the harmonie approximation (49 cm-I). With 4000 states (63 of 

the possible states), the error is reduced below 20 cm-I. With 5000 (7.63) and 6000 (9.13) 

functions, the VCI results do not differ significantly and can be thus regarded as converged (see 

58 



Tahle 3.8, page 60, and also Ref. 26). 

The best agreement with the experiment give the perturbation methods with the potential 

calculated at the MP2/cc-pVTZ level: the absolute average error was only 10 cm-I. 

3.1.5 N-methyl acetamide 

N-methyl acetamide {NMA) serves as a model system for understanding spectroscopic properties 

of the peptide bond. In Tahle 3. 7 are shown calculated frequencies of selected vibrational 

transitions (amide A, I, II, III, IV, and a collective stretching vibration v) in comparison to 

experimental values. As discussed in Appendix A.3, five lowest-energy modes had to be left 

out from the calculations to avoid numerical instabilities. Although the 6000 functions included 

in the basis set for the VCI diagonalization constitute only 4% of the total states, the VCI 

frequencies changed no more than few cm-I from the values calculated in the basis of 5000 

functions. {Data not shown.) The best agreement of anharmonic frequencies with experiment 

was achieved by the B3LYP potential using the perturbation methods. 

3.1.6 a-Pinene 

a-Pinene is an organic compound of the terpene class {Fig. 3.2) which is routinely used as a 

standard for measurements of vibrational optical activity. The molecule is rigid and non-polar. 

Methods Wcalc -Wexp Wcalc - Wharm 

IV v III II I A IV v III II I A 

N 
Harmonie 12 35 33 63 41 203 

E-4 gVSCF -4 30 15 32 25 32 -16 -5 -18 -31 -16 -171 
> eVSCF -5 26 11 27 21 31 -17 -8 -21 -35 -21 -172 Q, 

é PT2/Harm -12 15 -4 20 17 48 -24 -19 -37 -43 -24 -155 - PT2/gVSCF -13 15 -1 16 18 50 -25 -20 -34 -47 -23 -153 N 
c.. PT2/eVSCF -14 14 -2 14 14 51 -26 -21 -34 -48 -27 -152 :;a 

VCI {6000) 6 32 12 41 43 85 -6 -2 -21 -22 1 -119 
N Harmonie 4 14 21 44 29 152 
E-4 gVSCF -13 5 4 16 10 -21 -17 -8 -16 -28 -18 -172 > Q, eVSCF -15 2 o 11 6 -22 -19 -12 -20 -33 -23 -173 é PT2/Harm -21 -8 -14 2 2 -2 -25 -22 -35 -42 -27 -154 -c.. PT2/gVSCF -22 -10 -10 -1 3 -2 -26 -23 -30 -45 -25 -153 
~ PT2/eVSCF -23 -10 -10 -2 1 -1 -27 -24 -30 -47 -28 -153 M 
c:o VCI {6000) -2 13 4 26 29 35 -6 -O -17 -18 1 -116 
N Harmonie -15 -14 -23 -5 -25 68 
E-4 

gVSCF -33 -21 -39 -35 -43 -119 -18 -7 -16 -30 -18 -187 > Q, eVSCF -34 -25 -43 -39 -48 -120 -19 -11 -20 -34 -22 -188 ó 
u PT2/Harm -41 -35 -59 -47 -53 -100 -26 -22 -35 -41 -27 -167 -.... a> PT2/gVSCF -43 -36 -54 -50 -51 -102 -28 -23 -31 -45 -26 -169 
~ PT2/eVSCF -44 -37 -54 -52 -55 -101 -29 -24 -31 -47 -30 -169 c.. 
c:o VCI {6000) -21 -15 -39 -23 -24 -63 -7 -1 -16 -18 2 -131 

Expt. {Wexp) 
0 '626 0 '1089 0 '1259 0 '1500 0 '1728 0 '3498 

0
' Exp. values from Ref. 55. 

"> Exp. values from Ref. 56. 

Tahle 3. 7: Caleulated and experimental frequencies of seleeted vibrational transitions of N-methyl ac­
etamide in the gas phase. The experimental values were obtained by infrared measurements in low­
temperature nitrogen matrix (a) and by resonance Raman spectroscopy (b). AU frequencies and fre­
quency differences are in cm - 1 . 
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Methods Wcalc -Wexp 

1111 1114 1110 1113 1112 lig 118 1121 117 1120 116 115 1119 1118 114 113 1117 1116 112 1115 111 
Q Harmonie 16 19 39 36 41 28 22 23 32 39 37 40 61 44 57 67 74 152 153 152 151 

Harmonie 14 29 5 17 1 4 7 11 31 24 47 25 68 26 37 19 21 160 161 158 156 
gVSCF 46 45 58 73 42 50 o 7 33 25 34 22 53 12 20 4 2 51 41 45 16 

N eVSCF 46 44 50 61 37 38 -O 7 29 23 33 20 44 11 15 -O -5 -6 10 -13 13 
~ PT2/Harm 33 29 3 -3 1 -8 -8 4 9 2 21 6 31 1 -11 -14 -13 -3 -5 -7 -3 
Q, PT2/gVSCF 33 28 14 12 6 3 -8 3 10 3 22 5 32 -1 -8 -9 -9 -13 -21 -20 -3 ó 
~ PT2/eVSCF 34 29 16 12 9 3 -9 3 9 1 21 4 31 -2 -7 -9 -4 5 -13 -9 -O 
C'I 

VCI (1000} 53 48 34 21 18 14 9 20 30 20 42 28 54 21 23 -4 -6 55 31 9 8 o. 
~ VCI (4000) 45 42 29 21 19 11 -1 12 17 9 31 13 44 7 10 -18 -13 52 6 -8 8 

VCI (5000) 44 41 28 21 19 10 -2 12 17 9 31 12 45 6 9 -20 -13 45 2 -12 9 
VCI (6000) 44 41 28 21 18 9 -2 11 17 9 30 13 43 6 9 -21 -14 41 1 -18 7 

N Harmonie 19 22 15 16 19 23 21 21 20 19 20 26 18 27 31 22 37 113 114 116 113 
~ gVSCF 51 41 59 68 53 17 55 17 22 17 7 24 3 13 16 7 21 7 -17 -6 -41 > Q, eVSCF 50 41 53 57 48 16 45 16 18 15 6 23 -4 12 12 3 14 -57 -37 -72 -46 ó 
~ PT2/Harm 36 23 10 -O 15 9 2 13 -O -5 -5 7 -19 2 -12 -10 6 -51 -51 -53 -45 
o. PT2/gVSCF 35 22 18 12 18 9 11 12 o -5 -5 7 -18 1 -10 -6 IO -56 -61 -66 -75 
~ 
C<:I PT2/eVSCF 36 23 20 11 21 8 10 12 -1 -6 -5 6 -18 o -10 -6 15 -16 -55 -96 -89 
al VCI (6000} 46 35 30 18 30 15 16 20 6 2 5 14 -8 8 2 13 3 15 -40 -56 -108 
N Harmonie 1 7 -25 -15 -26 -12 -11 -8 -6 -14 -O -5 -17 -19 -7 -22 -12 51 51 51 49 
~ 
> gVSCF 33 25 28 46 13 22 -18 -13 -4 -15 -13 -8 -33 -33 -22 -37 -28 -66 -83 -73 -105 
Q, eVSCF 32 24 21 33 8 11 -18 -14 -8 -17 -14 -9 -40 -34 -27 -41 -36 -130 -110 -137 -110 ó 
c.i PT2/Harm 15 6 -27 -31 -27 -33 -26 -17 -28 -39 -26 -25 -55 -45 -52 -55 -45 -122 -125 -122 -118 -.... Ol PT2/gVSCF 15 6 -16 -15 -23 -23 -26 -18 -27 -38 -25 -26 -55 -45 -49 -50 -42 -132 -145 -136 -109 
~ PT2/eVSCF 16 7 -13 -15 -20 -24 -27 -18 -29 -40 -26 -27 -54 -47 -49 -50 -38 -102 -131 -175 -149 o. 
al VCI (6000} 28 20 -1 -6 -10 -17 -20 -9 -20 -30 -15 -18 -43 -38 -36 -67 -46 -65 -112 -113 -112 

Harmonie 10 16 9 10 12 16 17 20 17 14 16 22 14 17 25 16 30 111 113 118 115 
gVSCF 53 36 60 65 56 79 10 16 20 14 4 21 o 5 11 1 15 7 -22 -6 -44 
eVSCF 52 35 53 54 51 69 10 15 17 12 3 19 -7 5 7 -2 8 -58 -38 -75 -50 

b PT2/Harm 42 17 9 -5 17 23 2 12 -2 -9 -8 3 -22 -6 -15 -15 4 -48 -51 -58 -46 
PT2/gVSCF 42 17 19 10 22 35 2 11 -2 -8 -7 3 -21 -6 -14 -11 8 -55 -61 -67 -79 
PT2/eVSCF 43 18 21 8 24 35 2 11 -3 -10 -8 2 -20 -7 -14 -11 15 -16 -59 -94 -93 
VCI (6000} 49 30 32 15 33 42 8 19 5 -1 2 10 -10 o -4 -3 -O 11 -41 -53 -54 
Expt. (wexp) 600 603 722 745 838 864 870 873 995 1043 1067 1140 1181 1267 1385 1491 1558 3130 3140 3161 3169 
a CCSD/ee-pVTZ (The evaluation of the anharmonie potential was not possible at this level.} 
b B3LYP/6-311++G** 

Tahle 3.8: Calculated and measured frequencies of fundamental vibrational transitions of furan in the gas phase. The mode numbering and experimental 
values were taken from Ref. 57. Ali frequencies and frequency differences are in cm- 1. The number of states included in VCI calculations is indicated by 
the numbers in brackets. 



Figure 3.2: ( + )-a-Pinene 

Although a-pinene exists in the liquid form, calculations performed for a single molecule in 

the vacuum yield agreeable results. The size of the molecule (26 atoms) restricts the level of 

electronic ab initio calculations to HF or DFT methods and smaller basis sets. Fig. 3.3 (page 62) 

shows Raman spectra calculated using different anharmonic methods at the B3LYP /6-31G** 

level. By visual inspection of dominant peaks in calculated and measured [5] spectra, it is 

obvious that the VCI method gives in this region the worst agreement with the experiment. 

This fact is not surprising, because the diagonalization was performed in the basis of 6000 

functions, which is only 0.04% of the total of almost 14 million states. The best agreement 

was attained by the perturbation methods, as indicated by the red dotted lines. Fig. 3.4 shows 

calculated and measured ROA spectra of (- )-a-pinene. 
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Harmonie 

eVSCF 

Experiment 

500 1000 1500 3000 

Wavenumber ( cm-1) 

Figure 3.3: Calculated and measured Raman spectra of a-Pinene (neat liquid). The vibrational potential 
was calculated using the B3LYP /6-31G** method. Five ofthe lowest-energy modes were left out from the 
calculations to avoid numerical instabilities. Only first derivatives of intensity tensors were considered. 
The VCI calculation was performed in the basis of 6000 functions. 
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Harmonk 

eVSCF 

gVSCF 

500 1000 1500 3000 

Wavenumber (cm-1 ) 

Figure 3.4: Calculated and measured ROA spectra of (-)-a-Pinene (neat liquid). The vibrational po­
tential was calculated using the B3LYP /6-31G** method. Five of the lowest-energy modes were left 
out from the calculations to avoid numerical instabilities. Only first derivatives of intensity tensors were 
considered. The VCI calculation was performed in the basis of 6000 functions. The red dotted lines 
correspond to peaks emphasized in Fig. 3.3. 
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3.2 Publications 

3.2.1 Numerical stability of anharmonic methods (summary) 

The accuracy of calculated vibrational energies depends on the quality of input data ( the poten­

tial energy surface), involved vibrational approximation (harmonie, VSCF, etc.) and numerical 

stability of the method under consideration. 

Because the accuracy of electronic calculations is limited, the cubic and semi-diagonal quartic 

constants obtained by numerical differentiation from second derivatives can differ significantly 

not only for different levels of the electronic theory, but also for different options and parameters 

used in the potential evaluation. For example, harmonie frequencies of alanine evaluated at the 

B3LYP/6-31G**/CPCM level can occasionally differ as much as 136 cm-1 when calculated by 

GAUSSIAN with the default grid (75,302)2 or with the "UltraFine" grid (99,590). The maxima! 

difference in frequencies corrected by anharmonic methods is magnified to almost 400 cm-1 

by some methods. It is expected that different anharmonic methods will respond differently 

to small potential variations. For example, in the mathematical formalism of the perturbation 

method of the second order there is a term which contains summation over many terms with 

the same sign (Eq. 2.2.14). One may expect that the perturbation methods will amplify the 

differences in the anharmonic potential to a different level than, . for example, VSCF. 

In Ref. 26 (see Appendix B) we focused on the numerical stability of anharmonic vibrational 

methods with respect to random variations of anharmonic constants of furan. While VSCF 

proved to be the most resistant to potential variations, the second-order perturbation methods 

turned out to be very sensitive to random degeneracies and provided the least stable results. 

However, the stability could be significantly improved by a simple modification of perturbation 

formula (Eq. 2.2.18). 

Performance of the anharmonic methods was investigated also for other molecules. 

3.2.2 Anharmonic methods applied to solvated systems (summary) 

In an aqueous environment, many amino acids occur in the zwitterionic form. 3 Zwitterions 

interact strongly with water, which makes them ideal model systems for studying properties of 

molecules strongly interacting with polar solvents. 

In Ref. 58 (see Appendix B) we analyzed anharmonic contributions to IR, Raman and ROA 

spectra of alaqine and proline zwitterions (Fig. 3.5), studied previously also in (59, 60). It was 

found that anharmonic effects dominate in the region of C-H and N-H stretching vibrations. 

AU of the anharmonic methods significantly improved harmonie results in this region. Due 

to inaccuracies of the vibrational potential and involved approximations, none of the methods 

enabled peak-to-peak agreement with experiment though. The lower-frequency vibrations (less 

2The default grid has 75 radia) shells and 302 angular points per shell. 
3 A .zwitterion contains positively and negatively charged groups, but its total charge is zero. In amino acids, a 

hydrogen ion from the carboxyl group is removed leaving the carboxyl group negatively charged, while the amino 
group is protonated and positively charged. 
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L-Alanine L-Proline A 
1 

L-Proline B 

Figure 3.5: L-alanine and L-proline zwitterions. The A and B proline conformers have approximately 
the same energy and equal populations in aqueous solutions at room temperature (60]. 

than 2000 cm-1) are in general well described by the harmonie potential. The anharmonic 

methods improved the agreement only occasionally for some C-H and N - H bending modes. 

Conformational flexibility of the molecules contributes to the broadening of peaks, as was 

demonstrated by the Boltzmann averaging of the spectra calculated for different conformers. 

3.2.3 Conformational flexibility (preliminary results) 

Raman and ROA spectra are sensitive to molecular conformation. If a molecule can exist in 

multiple conformations under the given experimental conditions, each of the conformers will 

contribute to the spectra. For flexible molecules, it is expected that some of the spectral bands 

will change their relative intensity and will become broader with increased temperature, as 

more conformers will become energetically accessible. Experimental evidence suggested that 

more flexible molecules have less complex spectral features than the rigid ones. For example, 

experimental Raman and ROA spectra of some small dipeptides (Gly-Pro and Ala-Pro) seem 

to have sharper bands than others (Pro-Gly and Pro-Ala) within 200-750 cm-1 [59]. 

In the paper under preparation, we try to verify that the decreased complexity of the Pro­

Gly and Pro-Ala spectra is due to larger conformational flexibility of these molecules: in the 

"rigid" molecules (Gly-Pro and Ala-Pro), the torsion angle c.p is fixed by the covalent bond in the 

proline ring and only the torsion angle 'ljJ is allowed to move. In the "flexible" molecules (Pro-Gly 

and Pro-Ala) both torsion angles 'ljJ and r.p are allowed to move (Fig. 3.6). To identify possible 

conformers, systematic scanning of the conformation space was performed: one-dimensional 

scans along the angle 'ljJ for the rigid molecules and two-dimensional scans along the angles 'ljJ 

and r.p for the flexible molecules. 

Four local minima have been found for Gly-Pro and Ala-Pro, differing in the puckering 

phase4 or in the cis and trans form (Table 3.9). For Ala-Pro, both cis conformers have signifi­

cantly lower energy, but their geometries appear unrealistic: according to the calculation, one 

of the hydrogens from the NH3 group forms a hydrogen bond with one of the oxygens from the 

C02 group. The calculation shows the vibrational transition associated with this hypothetical 

4The puckering phase is a characterization of the five-membered ring in proline and it is defined in terms of 
torsion angles [61] . There are two proline conformers differing in the puckering phase. They have approximately 
the same energy in aqueous solutions at room temperature (Fig. 3.5). 
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Gly-Pro Pro-Gly 

Ala-Pro Pro-Ala 

Figure 3.6: Trans conformers of Gly-Pro, Pro-Gly, Ala-Pro and Pro-Ala zwitterions. The angle cp is 
fixed in Gly-Pro and Ala-Pro, but is allowed to move in Pro-Gly and Pro-Ala. 

bond as an isolated peak near 2400 cm-1, but there is no such peak present in experimental 

spectra. For Gly-Pro, the two cis conformers also have lower energies, but both appear realis­

tic. Each of the conformers was then used to generate another two geometries by rotating the 

angle 'ljJ and optimizing with 'ljJ held constant. ldeally, the rotation should be large enough to 

estimate the effect on the vibrational spectra, but still allowing decent Boltzmann population 

of the rotamers at room temperature. In Fig. 3. 7 the results of the preliminary calculations ale 

plotted for Gly-Pro. Although the limited number of conformers does not exactly reproduce 

the smooth experimental bands, broadening of the peaks is clearly visible. 

The flexible dipeptides Pro-Gly and Pro-Ala were treated in a similar way. Four local minima 

differing in the puckering phase and in the cis and trans form of the amide bond can exist for 

both molecules. The cis form is known to be energetically much less favorable and therefore 

only the trans form was investigated. For both molecules, two-dimensional PES were generated 

by interpolation between 100 scan points calculated at the B3LYP /6-31G* /CPCM level with 

'P and 'ljJ ranging from 0° to 360°. Raman spectra were then calculated for 26 conformers and 

averaged according to Boltzmann populations at room temperature. Because the evaluation of 

the optical activity tensors is very demanding, the ROA tensors were calculated only for the 

equilibrium geometries. For other conformers, the algorithm described in Ref. 62 was used to 

Gly-Pro cis trans 
0.75 
0.89 

Ala-Pro cis 
o 
<1.1 

trans 
4.8 
5.0 

Tahle 3.9: Relative energies of Gly-Pro and Ala-Pro conformers calculated at the B3LYP /6-
31++G** /CPCM level. They differ in the puckering phase (P1 and P2) or in the cis and trans form. 
The P2 / cis conformer reached a local minimum. The global minimum was not pursued, because the 
geometry seemed unrealistic, as described in the text. [kcal/mol] 
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Pi/ cis 

500 1000 
Wavenumber (cm-1) 

1500 

Figure 3. 7: Calculated and experimental Raman spectra of Gly-Pro (preliminary results). The top panel 
shows Raman spectra calculated for the equilibrium geometry Pi/ cis, the middle panel shows Boltzmann­
averaged spectra of 11 conformers, and in the bottom panel is plotted the measured spectrum. The parts 
of the spectra susceptible to improvement by Boltzmann averaging are emphasized by gray color. All 
calculations were performed at the B3LYP /6-31++G** /CPCM level using the harmonie approximation. 

Pi/trans 

Averaged 

Experiment 

500 1000 
Wavenumber (cm- 1 ) 

1500 

Figure 3.8: Calculated and experimental Raman spectra of Pro-Gly (preliminary results). The top 
panel shows Raman spectra calculated for the equilibrium geometry Pi/trans, the middle panel shows 
Boltzmann-averaged spectra of 26 conformers, and in the bottom panel is plotted the measured spectrum. 
The parts of the spectra susceptible to improvement by Boltzmann averaging are emphasized by gray 
color. All calculations were performed at the B3LYP /6-31++G** /CPCM level using the harmonie 
approximation. 

67 



Figure 3.9: 'fransfer of molecular property tensors from a tripeptide to poly-proline II. 

transfer the tensors to the desired geometries. 

In Fig. 3.8 the results of the preliminary calculations are plotted. The results obtained so 

far for Gly-Pro and Pro-Gly do not seem to confirm the hypothesis that the lesser complexity 

of the Raman and ROA spectra of Pro-Gly and Pro-Ala origin in larger number of conformers. 

The averaging seems to play a role equally important for all of the studied dipeptides. 

3.2.4 Transfer of molecular property tensors (in progress) 

The evaluation of ab initio farce fields and molecular property tensors is feasible only for small 

molecules. Large systems can be treated only approximately, for example, by dividing them into 

smaller pieces, then evaluating the properties on a decent electronic level, and transferring the 

properties to the large molecule (Fig. 3.9). Because the evaluation of the anharmonic potential 

requires a large amount of computer-time, the algorithm described in Ref. 62 was implemented 

also for anharmonic farce constants. The method will be used for anharmonic frequencies of 

poly-pro line II, the calculations are already in progress. 
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CHAPTER 4 

Conclusions 

The aim of this work was to investigate anharmonic and solvation effects in vibrational spectra. 

Severa! vibrational anharmonic methods were coded in two implementations using two different 

programming languages (Fortran and C) to verify the correctness of the software, and thoroughly 

tested on model potentials studied previously by other authors. The anharmonic methods were 

then applied to a number of systems, both small and large (water and a-pinene), rigid and 

flexible (furan and NMA). 

For small molecules, several calculations were performed with potentials obtained at various 

levels of the electronic theory. The most computer-time demandiilg method CCSD/cc-pVTZ 

could be used only for water and formaldehyde. In both cases, the anharmonic frequencies 

based on the CCSD potential deviated from experiment more than the frequencies obtained 

with the MP2/cc-pVTZ potential. The MP2 method gave the best agreement with experiment 

in calculations performed for formaldehyde and furan, while for water and NMA the MP2 

method was outperformed by the B3LYP/cc-pVTZ calculation. The BPW91/cc-pVTZ method 

seems to be biased toward the harmonie approximation, so that the harmonie frequencies often 

give the best results, but anharmonic corrections shift the frequencies far too low. 

For larger molecules, the evaluation of the anharmonic potential is restricted to less accurate 

electronic methods and smaller basis sets. The B3LYP method was tested with several basis 

sets, but the small number of tested molecules (water, formaldehyde and furan) did not allow 

generalization. For furan and formaldehyde, the calculations performed with the cc-p VTZ basis 

set yielded results similar to the results obtained with the 6-311++G** set. Whereas for water, 

a significant difference between the two was observed. Diffuse functions on hydrogens ( ++) 

seemed not to be crucial for water and formaldehyde, but were found important for furan. The 

double split set (6-31++G**) gave identical results for water as for the triple split basis set 

(6-311++G**), but very different for furan. Perhaps expectedly, the polarization functions on 

hydrogen (**) are important for water, but not so much for formaldehyde and furan. Clearly, 

the basis set must be selected on an individual basis to respect the nature of the studied system. 

As expected, the anharmonic effects dominate in the region of C-H and N-H stretching 

vibrations. Ail of the anharmonic methods investigated in this work significantly improved 

harmonie results in this region. Due to inaccuracies of the vibrational potential and involved 

approximations, none of the methods enabled peak-to-peak agreement with experiment though. 

The low- and mid-frequency vibrations are in general described well by the harmonie potential 

and anharmonic corrections do not inevitably improve the agreement with experiment in this 
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region. 

The solvent interactions were accounted for by means of the conductor solvent model CPCM. 

The model correctly stabilized the zwitterionic peptides and provided reasonable vibrational 

frequencies. However, due to numerical instabilities, the conductor model sometimes yields 

inconsistent results and therefore it requires tighter geometry optimization and a higher-density 

integration grid with DFT calculations. Although the treatment of solvation prolongs the 

computation time, the effects of solvation often cannot be neglected. 

Some of the bands in experimental spectra are less intensive and broader, probably because 

of direct interactions with solvent molecules and larger molecular flexibility. To reproduce these 

spectral shapes, full energy scans and the Boltzmann averaging were used successfully. The 

averaging allowed to partially include the anharmonicity of the low-frequency vibrations which 

could not be properly treated by the anharmonic methods. 
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Appendix A 

A.1 Simplified degeneracy treatment 

This Appendix justifies usage of the degeneracy-corrected perturbation formula. lt is shown 

that for non-degenerate states the formula reduces to the standard second-order perturbation 

treatment. 

Non-degenerated states 

The second term in Eq. 2.2.18 may written as 

4W~. 
f = '1 

(Ei - E;)2 ' 
(A.1.1) 

where f is proportional to second power of the perturbation parameter A from Eq. 2.2.8. Using 

first two terms of the expansion 

1 - I 1 - I r,:::-;-: = fi + -X 1 2€ _ -X 3 2€2 + ... v~Tt v~ 
2 8 

, (A.1.2) 

the expression may be then approximated by 

(A.1.3) 

Respecting the ± convention introduced on page 16, it is easy to show that Eq. 2.2.18 then 

evaluates to 

L ~(E; -Ei) ± ~J(Ei -E;)2 +4Wi~ 
jý:i 

By use of the expansion 
1 1 f ------+··· x+t:-x x2 ' 

the formula may be modified as 

(A.1.4) 

(A.1.5) 

(A.1.6) 

The terms which are proportional to higher powers of the perturbation coefficient A are ne­

glected. Thus taking only the first term, one arrives to the standard perturbation formula. 
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Two-fold degenerated states 

When two or more states occur with the same energy, the second-order perturbation formula 

fails. If there are only two degenerate states, it is straightforward to show that the eigenvalues 

from Eq. 2.2.16 are 

(A.1.7) 

Therefore Eq. 2.2.17 evaluates to 

(A.1.8) 

When also interactions with other states are included, an expression identical to 

.,() (2)' 
.c1 +Wu+ E 1 (A.1.9) 

is obtained. 
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A.2 Units 

Frequencies 

In vibrational spectroscopy frequencies are traditionally expressed as wave numbers v in the 

cm-1 units. The wave number is defined as 

;; = 1/>.., (A.2.1) 

where >.. is the wave length of the radiation in a vacuum. 

Experimental absorption intensities 

Absorption spectra in this work were plotted as the molar extinction coefficient e, with peaks 

simulated by Lorentz curves of a fixed width 6. A peak of height h centered at ;;i is given as 

(A.2.2) 

Calculated absorption intensities I are usually given in km/mol (63J. These units are related to 

the experimental quantity e (Lmoi-1cm-1} by (64j 

(A.2.3) 

Using the approximation that 

(A.2.4) 

the unknown height h of the Lorentz curve is determined from the requirement that the area 

under the curve L has to be equal to the area under e 

1
00 

edv = 
-oo 

(A.2.5) 

(A.2.6) 

(A.2.7) 

Inserting this result in Eq. A.2.3, the height of the Lorentz curve is found to be 

h- 1 !_ f2 
- 9.184 X 1Q-3 6 v ;a· (A.2.8) 
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A.3 Computation details 

The force fields and molecular properties were calculated using the GAUSSIAN software [63]. The 

results of anharmonic methods presented in this work were calculated using the G VIB program 

package implemented by the author of this work. The code is freely available for download [52]. 

Unless explicitly stated otherwise, all calculations were performed using the following default 

parameters: 

Force fleld constants 

• The anharmonic constants were calculated by numerical differentiation with a displace­

ment step of 0.025Á. 

VSCF parameters 

• VSCF functions were represented by a linear combination of 15 LHOs. 

• The convergence criterion for VSCF energy was set to 10-6 cm-1. Typically, the energy 

converged after less than 50 iterations. 

VCI and perturbation methods 

• The maximal number of allowed excitations in product functions used in VCI and the 

perturbation calculus was set to nexe = 5. 

• Unless stated otherwise, the VCI calculations were performed in the basis of 1000 func­

tions. 

Spectra simulations 

• The default width (FWHM) of Lorentzian peaks was 6.5 cm-1. 

• The evaluation of second-order derivatives of tensors required for anharmonic Raman and 

ROA intensities is very computer-time demanding. Therefore, the computation may be 

performed using first-order derivatives only. 

• For perturbation methods, the calculation of intensities was not implemented. Instead, 

intensities are taken from the unperturbed solutions. 

For some molecules, the anharmonic methods exhibit convergence problems. The most sensitive 

is the eVSCF method, which often fails to converge unless the lowest-energy modes are left out 

from the calculations. Their coupling to higher-frequency modes is believed to be negligible and 

was in some cases partially accounted for by Boltzmann averaging. 
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A.4 N umerical differentiation and CPCM 

As discussed in Sec. 2.4.3, the vibrational potential can be near a minimum approximated by a 

Taylor expansion. Cubic and semidiagonal quartic derivatives can be calculated by numerical 

differentiation of second order derivatives evaluated at geometries displaced from the equilibrium 

geometry along nuclear coordinates. Some of the constants can be obtained multiple times. For 

instance, the quartic Constant v~;o;P;P; can be obtained twice 

v.o 1 (lJ'P;+l!t. lJ'P;-l!t. 2v:o ) _ 1 (V:o;+l!t. v.o;-l!t. 2lJ'o ) 
o;o;P;P; = f12 Vo;o; + Vo;o; - o;o; - f12 P;P; + P;P; - vP;P; · (A.4.1) 

If the second order derivatives were exact, both formulae would yield exactly the same values. 

However, due to numerical errors of electronic calculations, the values differ in practice. For 

example, calculations performed for alanine at the B3LYP /6-31G** /CPCM level with the dif-
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Differentiation step (Á] 

Figure 4.1: Deviations from expected symmetry of semidiagonal quartic constants calculated at the 
B3LYP /6-31G** /CPCM (red) and the B3LYP /6-31G** (yellow) levels. The two pictures at the top 
illustrate that there is no best differentiation step: the error of the constant Vy3 ,713 ,23 ,23 is minima! for 
the step of 0.06 A. Using this step size will, however, magnify the error of the constant V713 ,713 ,711 " 7111 • 

The third picture shows a well-behaved constant. On the last picture are compared errors of CPCM and 
va.cuum calculations. 
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ferentiation step ~ = 0.025 A give an alarmingly large error: the maximal error is almost 953 

of the value of the largest quartic constant! The magnitude of the error depends on the size 

of the differentiation step. For example, if the step size is increased to 0.06 A, the maximal 

error is reduced below 243. However, the most significant improvement is achieved when the 

calculations are performed without the CPCM model or when the CPCM cavities are held fixed 

at the equilibrium positions and are not allowed to move along with the displaced atoms.1 

Fig. 4.1 shows deviations of selected symmetric quartic constants, calculated for particular 

steps. As shown, a randomly chosen quartic constant is much less stable when calculated using 

the CPCM model (the bottom picture). For most constants, the error changes gradually with 

the step size ( the third picture from the top), but it can be significantly larger for some particular 

step (the top picture). Choosing a different step size does not help, because different constants 

have largest deviations for different steps (the second picture from the top). 

The results in this Appendix were obtained by the GAUSSIAN 03 software, rev. C.02. Ob­

viously, the results are dependent on a number of the program 's options, parameters and opti­

mization criteria. Calculations performed by the same version of the software at a different level 

of theory (HF /6-31G) or for slightly different starting geometry either did not reproduce these 

dramatic errors or gave different error curves. In contrast to the suggestion of Barone (21, 65], 

practical tests (with the CPCM model) favored larger differentiation steps of about 0.05 A. lt 

was not investigated whether larger steps may contaminate the constants by higher order force 

constants or if the constants can be affected by coupling between modes for larger steps. 

1The results of CPCM calculations presented throughout this work were obtained with cavities following the 
displaced atoms. 
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Abstract: On model examples, we compare the perfonnance of the vibrational self-consistent field, variational, 
and four perturbational schemes used for computations of vibrational energies of semi-rigid molecules, with empha­
sis on the numerical stability. Although the accuracy of the energies is primarily dependent on the quality of the 
potential energy surface, approximate approaches to the anharmonic vibrational problem often do not converge to 
the same results due to the approximations involved. For furan, thc sensitivity to variations of the anharmonic poten­
tial was systematically investigated by adding random noise to thc cubic and quartic constants. The self-consistent 
field methods proveď to be the most resistant to the potential variations. The second order perturbational techniques 
are sensitive to random degcneracies and provided the Jeast stable results. However, their stability could be signifi­
cantly improved by a simple generalization of the perturbational formula. The variational configuration interaction is 
practically limited by the size of the matrix that can be diagonalized for larger molecules; however, relatively fewer 
states need to be involved than for smaller ones, in favor of the computing. 

© 2007 Wiley Periodicals, Inc. J Comput Chem 28: 1617-1624, 2007 
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Introduction 

Computations of the vibrational molecular energies beyond the 
hannonic limit appear necessary for many importanl systems 
including biologically relevant molecules, 1 

'
2 solute-solvent com­

plexes.3 and industrially important compounds.4 Particularly, the 
involvement of the anharmonic part is imperative for studies of 
spectral temperature dependencies and molecular stability.5 For 
semi-rigid molecules many methods have been developed,6 

based primarily on perturbation calculus7
-·

9 or vibrational self­
consistent field (VSCF). 1a-i2 Except of small systems, nuclear 
potentials (polential energy surfaccs) used in these computations 
as input parameters are known only approximatcly as they usu­
ally depend on the ab initio approximation of thc electronic 
problem. The errors in thc potential frequently transfer differ­
cntly into the errors of the vibrational energics if also approxi­
mate vibrational schemcs are used. Therefore, in this study, we 
try to compare various approaches and conccntrate on thc stabil­
ity of the vibrational energies obtained by various methods. It 
tums out that small and big molecules behave differently. The 
latter are notoriously affected by the random dcgeneracies of the 

vibrational energy levels, which inhibits application of the per­
turbation calculus. For such cases we propose a generalization 
of the second-order fonnula as outlined below. Our implementa­
tions of the VSCF, variational (vibrational configuration interac­
tion, VCI), and second-order perturbation (PT) methods in one 
program package enabled us to make a consistent comparison. 

In the next section working equations for the VCI, VSCF, 
and PT approaches are outlined. Then their performances are 
tested and discussed for two and three-dimensional analytical 
potentials used for calibration of the anharmonic calculus previ­
ously.12 These tests are followed by applications to real mole­
cules, furan, formaldehyde, and a-pinene. For furan, systematic 
noise was added in various ways to the ab initio potential so 
that the numerical stability of the vibrational algorithms could 
be analyzed. Finally, dependence of VCI energies on the basis 
set size is analyzed. 

Correspondence to: P. Bouř; e-mail: boui@uochb.cas.cz 

Contract/granl sponsor: Agency of the Czech Republic; contract/grant 
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© 2007 Wiley Periodicals, Inc. 



1618 Daněček and Bouř • Vol. 28, No. JO • Jo11rnal oj Computational Chemistry 

Methods 

for semi-rigid molecules the nuclear potential V can be 
expanded in a Taylor series around the equilibrium geometry. 
for example, in the vibrntional nonnal-mode coordinates (Q;) 
and the atomic units, 

Mw2 \MMM 

V(Qi, .. . 'QM) = ~ i<l + 6 L L L CijkQ/2.;Qk 
1=1 1 ~~1 J=I k=I 

l M M M M 

+ 24LLLLduk1Q;QjQkQ, + .. ·, (1) 
1=l J=l k= I l=I 

where M is the number of the modes. 13 For simplicity we neglect 
other anhannonic and rotation-vibration interaction tenns stem­
ming from the kinetic energy operator. To approach the solution 
oť the Schrodinger equation, 

we implemented the VSCF, PT, and VCI approximations as fol­
lows. 

Vibrational Self-Consistent Field 

Following the usual procedure1
•
10 the wavefunction was 

expressed as a product of one-dimensional parts, 

M 

iIT(Qi, · · · , QM) ~ Il 1/J;(Q;), 
i=I 

and the potential as a sum of effective potentials, 

with 

M 

V(Q1, ... ,QM)--> Lv;(Q;), 
i=I 

(2) 

(3) 

Note, that a general VSCF approach is not depcndent on the 
Taylor expansion (1) of the potential; the Taylor fonn; however, 
was used here for the sake of comparison with the other meth­
ods. Under the assumption of the separability the Schrodinger 
equation divides in to a sum of effective 1 D equation, 

- - - 0 + v;(Q;) 1/!;(Q;) = e;i/!;(Q;), ( 
J 82 ) 
2 8Q1 

(4) 

where i = 1 · . · M, and can be easily solved in a harmonie oseil­
lator basis. Because of the dependence of the effective potentials 

on the resultant wavefunction, the so\ving has to be repeated 
"self-consistently" until the energy values (e;) stabilize. Also, a 
self-interaction correction tenn has to be subtracted from the 
energy sum, in order to obtain molecular energy of a physical 
relevance, 

E = L e; - (M - 1)('11IVl'1I). (5) 
i=l.. .M 

As the excited states ean be treated only approximately within 
the VSCF seheme two alternate approaches were implemented. 
First, only the Jowest-energy (ground) states ('1/-1;) were used for 
detennining the potential in eq. (3) (which is referred to as 
gVSCF), while in the second approximation ("eVSCF") excited 
states were included in the averaging. Thus, in the gVSCF 
method, resultant set of excited states is orthogonal, but not self­
eonsistent. On the contrary, in eVSCF the self-eonsistency holds 
at the expense of the orthogonality. The gVSCF computation 
requires only one set of the self-consistent iterations for the 
ground state, while this has to be repeated for each excited state 
in eVSCF. 

Second-Order Perturbalion 

The cubic and quartic terms in eq. (1) are often small (in tenns 
of their influence on the energies of interes!) and, with respect 
to the harmonie solutions, can be treated as a perturbation poten­
tial directly. Also for the VSCF wave funetions, the perturbation 
can be defined, in analogy to the eleetronic MP2 theory, 14 as a 
difference between the exact and the VSCF potential, 

W=V- LV;. 
i=l...M 

(6) 

Note, that for VSCF fonnula 5 is correct to the first order. A 
second-order correction can be obtained from a standard pertur­
bation calculus as 

E (2) ='""' JW111nl
2 

" L.JE-E' 
mf:.n " m 

(7a) 

with Wmn = (nJWJm). The division by the energy difference in 
eq. (7a) makes the second-order perturbation (PT2) numerically 
unstable because of random degeneracies. Simple treatment 
based on separation of the degenerate and non-degenerate states 
was proposed previously. 15 Here we explore a differently modi­
fied algorithm, replacing the PT2 formula 7a for all states by 

E11 (
2

) = ~L [E,,, -En + W,,,m - W1111 
m:/;n 

where the + sign holds for En > Em and -sign for E„ < E111 • lt 
can be easily verified that the formula 7b provides exaet solu-
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tions for two-state (11,111) system including the degenerate case, 
while for small pc11urbations (W --+ O) its polynomial expansion 
is equal to 7a up to the second powers of W. 

Vibratio11al Co11jig11ratio11 lllteraction 

lf the wavefunction is cxpressed as a sum of hannonic oscillator 
functions, we obtain a solution of the Schrodinger equation 
directly by thc Hamiltonian diagonalization. As this method is 
limited by the size of the matrix that must be diagonalized, 
number of the harmonie states (i'J must be restricted. They 
can be selected, for example, based on of the ratio 

T/ = IWJJ/Er - EJI· bigger than given limit for at least some 
ground or fundamental state .f. Although indirect iterative diago­
nalization mcthods 16 (not used in the present study) enable to 
increase the number of the states significantly, for larger mole­
cules somc selection is always necessary. ln addition, the speed 
of the diagonalization, mostly scaled as M3. becomes the limit­
ing factor for such cases. For our tests we systematically 
increased the number the slates varying the pe11urbation parame­
ter 17. Because the force field (l) was expanded up to the quartic 
terms, states with a maximum of five excitations were consid­
ered in VCI, similarly as for the methods described above. For 
example, a non-zero force constant d1123 in a three mode syslem 
can make the matrix element (001/V/212) non-zero, mediating 
thus an intcraction of I x cxcited nmmal mode number 3 (/001)) 
and thc state with 2, I, and 2 excitations on modes 1, 2, and 3 
(f212)). By similar arguments wc could deduce that a six-time 
excitcd state (e.g. /213)) would have probably a negligible effect 
on the f 000) --+ /00 I) fundamental transition, etc. 

Computations 

For equilibrium geometries of the model molecules analytical 
second derivatives were calculated by the Gaussian program, 17 

while the third and fourth derivatives were obtained by a numer­
ieal differentiation, using a step of 0.025 Á (0.07 Á for a-pi­
nene). The norma! mode derivatives were calculated from the 
Cartesian constants. The geometries were obtained as local 
energy minima for each approximation used, that is for thc 
Becke3LYP(B3L)18

•
19/6-31 I ++G**. B3L/6-31G*, and MP2/6-

31 I ++G* methods. On ly semi-diagonal quartic constants with 
two and more identical indiees (e.g. d,Jkk) were considered. 
Anharmonic interactions of some lowest strongly anharmonie 
modes were neglected in the computations (one for furan, ring 
torsion calculatcd at 610 cm- 1

, five for n-pincne, CH3 rotation, 
and wagging modes20 within 0--229 cm- 1

). 

Results and Discussion 

Model Potentials 

To test our programs as wcll as to investigate the behavior of 
the different anharmonic approaches for small systems, we 
selected model two- and three-dimensional potentials introduced 
previously. 10- 12 In Tablel, state energies computed using the 
harmonie, gVSCF, eVSCF, and perturbational [eq. (7a)J methods 
are comparcd with (exact) VCI results. We sec that any method 

Tahle 1. Stale Energies Obtained for Two Model Potentials by 
Various Methods. 

Stnte" 

Method IOO) 120) 1000) 1010) 

E-E(VCI) 
Harmonie part 0.00837 0.05313 0.00625 0.02814 

gVSCF 0.00084 0.00564 0.00128 0.01259 
eVSCF 0.00084 0.00546 0.00128 0.00618 

Hannonic/PT2° 0.00031 0.00469 0.00013 0.00103 
gVSCF/PT2° 0.00001 0.00045 0.00002 0.00036 
eVSCF/PT2~ 0.00001 0.00008 0.00002 0.00012 

E(VCI) 
VCI 0.99163 2.03085 1.49375 2.77186 

1101) 

0.02328 
0.00793 
0.00478 
0.00116 
0.00053 
0.00009 

3.17672 

"Quanrum numbers are specified for the Henon-Heiles two- and Chris­
toffel three-dimensional dimensionless potentials, as implemented in 
Refs. 11 und 12 (there is a misprint in the definition of the 30 potential 
in 1he latter reference, for this case the original work 11 was followed). 
"Fonnuln 7a. 

involving the anharmonic part of the potential reduces the error. 
The VSCF methods are slightly inferior to the simple (harmonie) 
pe11urbation theory. However, as found also in previous stud­
ies, 12 applicatíon of the PT2 theory within the VSCF reduces 
the overall error significantly. For the ground states (/00>, 
/000>) the gVSCF and eVSCF approaches obviously provide 
the same numbers. For the excited states the plain eVSCF 
approach gives consistently smaller errors by - 3-50% than 
gVSCF. The difference is even emphasized when the self-con­
sistent methods are coupled with the perturbational approach, as 
the eVSCF/PT2 errors of excited energies are several times 
smallcr than for gVSCF/PT2. This may reflect the fact that the 
gVSCF/PT2 approach bases the perturbation expansion on 
unperturbed ground state wave functions, not variationally opti­
ma! for the excited states. However, even the gVSCFJPT2 calcu­
lus seems to be significantly better than the direct application of 
the perturbation thcory to harmonie solutions. 

Ab l11itio Pote11tial Variation 

To investigate possible effects of usual ab initio potential varia­
tions on the vibrational encrgies, we calculated three different 
vibrational potentials of furan: in vacuum and with the 
COSM02

J.
22 solvent models, using the B3L approximation, and 

in vacuum at the MP2 level, all with the 6-311 ++G** basis. 
No significant differences in the equilibrium geometries were 
observed, bond lengths varied less than by 0.01 Á, which con­
trasts with the ťorce field changes. An inspection of the cubic 
and quartie field, for example, revealed that for larger constants 
the variations caused by the solvent inclusion are typically 
smaller than about 5%. For small constants (smaller than about 
10% of the maxima! cubic or quarlic term), however, no correla­
tion bctween the vacuum and COSMO values was observed. 
Supposedly these differences are Iargely nurnerieal artifacts of 
the calculation and do not reflect physical changes that occur in 
the potenlial when the molecule is submerged into water. ln any 
casc, for computation of the vibrational energies beyond the har-
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Table 2. Average Differences of Vibralional Energies of the Fundamental Transitions in Furan 
Obtained with the B3L, MP2, and B3L/COSMO (H20) Force Fields, as Calculated by Yarious 
Yibrational Methods. 

E(B3L/COSMO)-E(B3L) E(B3L)-E(MP2) 

Merhod c51\VE lůlAVE l8IMAX c5AVE lc51AvE lólMAX 

Harmonie -3 12 25 3 31 127 
gYSCF -6 15 29 -18 23 59 
eVSCF -6 15 29 -18 22 57 
Harmonic/PT2" -5 (-7) 25 ( 15) 101 (27) 4 (-13) 46 (31) 179 (76) 
gVSCF/PT2" -8(-7) 14 (15) 26 (26) -14 (-16) 20 (22) 61 (61) 
eYSCF/PT2" -14 (-2) 21 (20) 105 (79) -11 (-21) 25 (26) 94 (88) 
VCI" -9 14 30 -25 32 115 

ÓAvE. l81AvE, and lólMAx: average plain, absolute, and maxima! deviations in cm -i. 
"Formula 7b was used for the va!ues in parentheses. 
"1000 states (r1 > -0.001). 

rnonic limit wc obviously desirc a rnethod that does not unrealis­
tically magnify such a noise. The calculated average frequency 
differences are summarized in Tablc 2. Apparcntly, both the 
gVSCF and eVSCF methods provide rathcr conservative 
estimates oť energy changes under the forcc field variations 
(B3L -+ B3L/COSMO or B3L -+ MP2). The changes are close 
to thosc obtained by the YCI method, in terms of systematic and 
absolutc deviations. lnterestingly, whilc thc VCI maxima! devia­
tion (30 cm·- 1

) is comparable with thal obtained by VSCF 
(29 cm- 1

) for thc B3L -+ B3L/COSMO farce field change, the 
VCl method leads to a nolably larger maxima! deviation of 
115 cm- 1 for the B3L -+ MP2 variations. Further increase of 
lhe nurnbcr of the states involved in VCI (from 1000 to 4000) 
brought only minor encrgy changes of the order of 1 cm- 1

• 

More importantly, direct application of the perturbation ťor­
mula 7a leads to rather unrealistic variations of the energies; this 
is apparent namely from the values of the absolute and maxima! 
deviations (up to 179 cm- 1 for harrnonic/PT2). Thc gVSCF/PT2 
combination seems to provide somewhat more stable results 
than hannonic/PT2. Because the average deviations remain rea­
sonable wc can conclude that thc PT2 method even for such a 
simple molecule effectively generates random errors in calcu-

150 

2 

-150 

Normal Mode 

lated energies due to near degeneracies. The erratic bchavior of 
the PT2 method; however, can be eliminated by using the gener­
alized formula 7b. Indeed, in this case, the frequency changes 
given in parcntheses in Tahle 2 are more rcalistic and also con­
sistent with the VSCF and VCI values. 

An example of the effect of the ab initio potential variation 
on the furan modes 2-7 is depicted in Figure 1. The B3L and 
MP2 vacuum force fields are compared. For modes 2 and 7, out 
and in plane deformations of the carbonyl five-member ring 
respectively, the two ab initio methods provide similar force 
fields. However, the harmonie approximatíon and the DFT 
(B3L) method are known to be inadequate for an exact descrip­
tion of the C-H out of plane bending in the neighborhood of a 
conjugated electronic 7r-system. For modes 3-6 involving this 
motion, similarly as for the N-H bending in the amide group,23 

rather complicated mixíng of the a and 7r electrons takes place 
and the MP2 computatíon may be more appropriate. Already the 
harmonie DFT and MP2 frequencies for the four bending modes 
differ significantly, up to 130 cm- 1 for the mode number 6. 
This nature of the vibrations clearly transmits differently to the 
other vibrational diťferenccs given in Figure 1. The nearly har­
monie modes 2 and 7, where additionally the DFT and MP2 

7 

cHarmonic 

•gVSCF 

oeVSCF 

D Harm/PT2(7a) 

• Harm/PT2(7b) 

c gVSCF/PT2(7a) 

• gVSCF/PT2(7b) 

o eVSCF/PT2(7a) 

• eVSCF/PT2(7b) 

mVCI 

Figure I. Differences between furan vibrntional energies calculated with the B3L and MP2 force 
fields, for fundamental transitions 2-7, as obtained by the lO various approaches to the vibrational 
problem indicated at the right hand side. [Color figure can be viewed in the online issue, which is 
available at www.interscience.wiley.com.] 
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Tablo 3. Frequ.:ncy Differcnccs (cm ···1
) Causcd by Random Noise in the 

Anharmonic Potential (B3L/6-3 J l++ G**) of Furan. 

Relative noise 
Absolute noise "c ::':: 11" "c x (l ::':: M" 

Melhod l8IAVE JfilM,\X lc\ JAVE lc5IMAX 

gVSCF 20 84 11 123 
eYSCF 22 96 12 180 
Harmonic/PT2" 136 (81) 1538 ( 185) 12 ( 12) 141 (125) 
gVSCF/PT2" 295 (83) 16245 (235) 16 (13) 501 (208) 
cYSCF/PT2" 273 (94) 42285 (310) 23 (15) 567 (199) 
verb 38 187 14 200 

Averages for sets of 20 computations. 
"Fonnu la 7b was used for the values in parentheses. 

farce fields are similar, are not affected by lhe treatment oť the 
anharmonic problem, while the modes 3-6 are more sensilive. 
As an extreme case, thc B3L frequency of mode number 3 is 
bigger by l 80 cm ·· 1 than thc MP2 value if calculatcd with the 
hannonic/PT2 method (formula 7a). This is partially an artifact 
of the pcrturbational calculus, but can bc improved by the sim­
plified degcneracy treatment (fmmula 7b) only incompletely. A 
similar situation occurs for thc mode number 6. From thc point 
of the computalional efficiency and reliability, it seems reasona­
ble to prefer the VSCF methods over the plain PT2, as thc for-

Formaldehyde 
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Harm+PT2 ----· ~~-~ 50 

o 
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1000 1600 2200 
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mer quickly provides energy corrections mostly consistent with 
the VCI rcsults. 

Random Potential Changes 

To investigatc thc intluence of thc potential variations on vibra­
tional energies more systematically, the B3L/6-3 l I ++G** furan 
force field was arbitrarily modified. Firstly, random increments 
were added to all anharmonic norma[ mode constants pertaining 
to the dimensionlcss normal-modc coordinates q;, q; = ..JW;Q;. 13 

lncrcments within (-0.00031, 0.00031) hartrce were used for 
both cubics and quartics. As an altemate option, relativc sizes of 
the constants wcre modificd up to 30% of their ab initio values. 
Supposcdly, both modifications are relevant, because smaller 
anharmonic constants are usually produced with significantly 
largcr rclative crrors than the bigger ones. For each modification 
type a serics of 20 computations was performed, and the vibra­
tional encrgies obtained by various anham10nic methods werc 
compared with thc unperturbcd values. 

The frequency changcs caused by the two types of random 
perturbations are summarized in Tahle 3. Similarly as for the 
force field diffcrences investigated in Table 2, the VSCF meth­
ods are \east sensitive to the 110ise and tend to smooth the poten­
tial variations. Intcrestingly however, as can be seen in Tahle 3, 
the behavior of the absolute and relative noise perturbations dif­
fcr. For the formcr, thc simple perturbation formula (7a) pro­
duces clearly worst artifacts, which can be removed by the 

furan 

cVSCF+PT2 
gVSCF-tPT2 

VCI 

150 

100 

50 

o 

·50 

~~---~---~----~~ ·1 50 
150 

f 
100 

50 

„ --
·~· „ . - o 

! -50 
avscr+PT2 
oVSCF.PT2 ·100 

VCI I 
-----------------~ -1 50 

800 1600 2400 3200 

w {cm'1) 

Figure 2. Compari.son of the errors of vibrational ťrequencíes computed by dífferent methods for B3L 

(top) and MP2 (bottom) force field of formaldehyde (on the left) and furan (right hand side). Experi­
mental fonnaldehyde2° and furan27 frequencies were used as a refere.nce, the 6-311 ++G** basis used 
in the force field computations. [Color tigure can be viewed in the online issue, which is available at 
www .i nterscience. wiley .com.) 
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dcgeneracy correc1ion (7b); 1he pure VSCF and VCI melhods 
remain the most stable. For 1he relative noise, the corrected per­
lurbational calculus providcs energy changes more in line with 
lhe (supposedly correct) VCI values. The advantage of lhe com­
bined VSCF/PT2 over uncorrected harmonic/PT2 me1hod 
observed for the various ab ini1io force fields in Tahle 2 does 
not seem to be conserved for 1he random noise penurbations 
where the harrnonic/PT2 approach appears slightly but consis-
1ently more stable. The eVSCF/PT2 method is somewhat more 
prone 10 the random noise than gVSCF/PT2, probably because 
of bigger volatility of the exciled stales lo the poten1ial changes. 
A problematic convergence behavior of the penurba1ion methods 
wilh 1he VSCF was also observed previously;24

•
25 however, the 

hannonic/PT2 computations may presumably cxhibil similar dif­
ficulties as the degeneracies occur randomly. 

Molecular Siu 

The numerical stability of the vibralional computalions becomes 
crucial for larger molecules. This can be scen in Figure 2 where 
devia1ions of calculated (B3L/6-3 I I ++G**) frequencies from 
1he experimen1al values26

•
27 of formaldehyde and furan are plot-

1ed for individua! fundamental transitions. The DFT (B3L) com­
pulations presented at 1he upper pan of the figure were repeated 
with the MP2 force field and are plotted al 1he bottom. For 
formaldehyde. similarly as for the model polentials mentioned 
above, the anharmonic methods converge to common values, 

Waler N 
8 47 87 127 166 206 246 286 
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i ! 20x 
-:I 30 I.S 

: 
15 ~ 

-1,0.5. 

o 
,, ·----

2.8 16.4 30 44 58 72 86 100 

moslly better than those obtained by the harmonie approxima­
lion. An exception is the highest-frequency mode where the 
eVSCF method provides a frequency very close to the experi­
ment and the PT2 correclion (7b) destroys this agreement. For 
furJn; however. various anhannonic methods provide very dif­
ferenl results and often do not correct the harmonie values at all. 
Especially for the lowest-frequency modes the penurbational, 
but also pure VSCF methods, cause unrealistic frequency devia­
tions and thus the benefit of correcting the anhannonicity is 
overshadowed by numerical anifacts. Obviously, the quality of 
thc compuled frequencies is also dependent on the quality of the 
ab initio force field. detailed analysis of which goes beyond the 
scope of this work. Nevertheless, it should be noted that the 
DFT methods are generally believed to be less sensitive to 
potential variations, providing reasonable harmonie frequencies, 
bul are not able to cap1ure lhe anhannonic effects to the same 
accuracy as the accurate wavefunction methods (MP2, 
CCSD(T)).28 Because of the great many of availablc DFT func­
tionals; however, it is difficult to generalizc panicular cases; for 
example, a very good performance of the DFT for the anhar­
monic force fields was observed for azabenzencs recently.29 For 
the formaldehyde presen1ed in Figure 2 the MP2 computations 
seems to be more appropriate, while for furan the B3L results 
are closer to experiment. 

Unlike for the penurbational and VSCF methods, accuracy of 
thc VCI energies can be systematically improved up to the 
SchrOdingcr limit by increasing the vibrational basis set size. 
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fo'igure J. Convergence of rhe VCJ energies. For selected vibrariomd levels in warer, fonnaldehyde, 
furan and a-pinene the dependencies of the energy differences (cm- 1

) from the best calculation on the 
number oť the states involved are plotted. The B31J6-3 I G** ťorce fields and the maximum of 286, 2002, 
2312, ru1d 4000 vibr.itional functions (for H20. H2CO, furan and o-pinene, respectively) were used. 
[Color figure clU1 be viewed in the online issue, which is available at www.interscience.wiley.com.] 
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Tahle 4. Errors of Fundamental Frequencies (cm- 1
) of cr-pinene Obtained with the Becke3LYP/6-31G„ 

Force Field. 

C-H stretching Mid ir Entire region 

Met hod {JAYE 161AYE lfllMAX 6AYE 161AYE lfllMAX 6AYE l61AYE l6IMAX 

Ham10nic 153 153 174 29 30 76 55 55 174 
gVSCF 15 98 89 23 21 60 21 27 89 
eVSCF -12 33 81 21 21 49 14 23 81 
Hannonic/PT2" IO (3) 34 (17) 116 (40) -9 (-4) 16 (IO) 220 (46) -2 (-4) 37 (11) 605 (47) 
gVSCF/PT2" 16 (-4) 37 (15) 140 (37) -2 (-3) li (9) 47 (45) 2 (-3) 17 (10) 140 (45) 
eVSCF/PT2" 43 (-8) 98 (18) 605 (47) -14 (-3) 21 (9) 423 (44) -5 (-2) 19 (12) 220 (46) 
VClb 127 128 213 83 83 113 92 92 213 

Frequencies were compared to experiment in Refs. 30 (mid ir region) and 31 (marrix experiment, C-H stretching region). 
"ln parentheses, values obtained with rhe generalized fonnula 7b are given. 
h4000 states included, with T/ < 0.02. 

Addirionally, VCJ fundamental and combination slates can bc 
easily obtained al once. As aforementioned. however. only a 
small fraclion of lhe states ťormally intcracting with the funda­
men1al transilions of interesl can be included for big molecules. 
Therefore. in Figure 3, we look al lhc convcrgence of lhe VCI 
energies wilh respecl to 1he frac1ion of 1he 5-limes exci1ed vibra­
lional s1ates needed for a balanced second-order correc1ion to the 
fundamen1al 1ransi1ions in water, formaldehyde, furan, and o-pi­
nene. The energy differences (in %) are rela1ed 10 1hose oblained 
wilh 1he biggest vibrational basis used. Clearly, if a small frac­
lion of the stales is included, larger frequency devialions occur. 
Combinalion transitions also included in the graphs behave simi­
larly as the fundamentals. Nevertheless the relative number of 
lhe states needed for reasonably precise resulls is smaller for 
larger molecules. For example, for water 16% of the s1ates need 
10 be included 10 achieve errors smaller than 2%, while for form­
aldehyde and furan it is abou1 7 and 4% of all stares, respec­
tively. li is obviously dangerous 10 approximate lhe dependence 
for o:-pinene in Figure 3, when only such a tiny fraclion of lhe 
slates is considered. Nevertheless. relarive frequency changes for 
strongly anharmonic modes (not included) are even smallcr, and 
cenainly the fraction of 1he slates lhal must be considered in 
order 10 produce comparable effecl is again much smaller lhan 
for the previous systems. Thus, from lhe point of prac1ical com­
pulations, application oť VCI with reasonably-chosen basis set 
may be meaningful even for larger molecules. 

For o:-pinene, as an example of a bigger molecule, we also 
compare 1he performance of lhe vibrational methods in Tahle 4, 
in terms of average deviations of calculated frequencies from 
1he experiment.JO.Jr The experimental values are preferred as a 
fully converged VCI computalion appears unrealislic, even with 
lhe indirect diagonaliza1ion schemes. 16 lt is important to nole 
1ha1 (M + 4)!/(5!(M - I)!) states must be included lo produce 
1he balanced second-order correction for the fundamental 1ransi-
1ions and 1he quartic poten1ial (I), which makes the computa­
tional 1ime of the diagonalizarion proportional 10 -(M5

)
3 = 

M15• Thus we have to accepl that the error of thc VCI compu1a-
1ion is caused by lhe basis sel incomple1eness. On the other 
hand, all the other schemes lead 10 improvemenl of the har­
monie frcquencies. Additionally, we can observe a different 

behavior in the high and low(mid)-frequency region; in lhe for­
mer even the VCI is partially beneficial. On the contrary, for the 
transitions in the mid ir, the convergence of thc VSCF and PT2 
is very convincing. The VSCF/PT2 (uncorrecled) me1hods pro­
vide besl performance and are followed by the harmonic/PT2 
combination and the plain VSCF schemes. This corresponds to 
the behavior oť the benchmark potentials in Tahle I only 
approximalely; particularly the harmonic/PT2 mcthod provided 
much bigger energy errors than the VSCF/PT2 computations for 
the benchmarks. For the o-pinene. the generalized PT2 formula 
leads 10 further improvement of the energies and provides virtu­
ally idenlical results for both harmonie and VSCF functions. For 
the high-frequency C-H stretching modes the behavior slightly 
differ as the combinarion of the VSCF and perturbational tech­
nologies is beneficial only with the degeneracy correction. 

Conclusions 

We have implemenled and extended some of lhe computational 
methods suitable for calculating molecular vibrational energies 
of semi-rigid molecules beyond the harmonie approximation. On 
the model examples the performance was analyzed with empha­
sis on the numerical stability. The results indicated that the algo­
rilhms behave differently under different circumstances and 
should not be applied universally. For example, the VSCF pro­
cedure was found to be the most slable with respecl to the minor 
polenlial variations and also provided the anhannonic part of the 
vibralional energies only with a relalively minor computational 
effort. However, lhe combination of the VSCF with the standard 
perturbalional calculus was found bcneficial only for nearly har­
monie problems, such as the benchmark potenlial or · mid ir 
vibralions of o-pinene. For small systems lhe eVSCF variant 
provided somewhal belter frequencies for the excited states lhan 
the gVSCF. The usual second-order perturbational fonnula 
seems to be almost unusable for everyday use due to lhe random 
degeneracies. Thus. however, could be improved significantly by 
1he modificalion based on 1he two-state degenerate model. The 
conven1ional VCI results are often hampered by incompleteness 
of 1he basis sel for bigger molecules, yet a relatively tiny frac-
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tion of the basis states subjected to VCI may be already benefi­
cial and improvcs the agreement with the experiment. 
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The difference spectroscopy of the Raman optical activity (ROA) provides extended information 
about molecular structure. However, interpretation of the spectra is based on complex and often 
inaccurate simulations. Previously, the authors attempted to make the calculations more robust by 
including the solvent and exploring the role of molecular flexibility for alanine and proline 
zwitterions. ln the current study, they analyze the IR, Raman, and ROA spectra of these molecules 
with the emphasis on the force field modeling. Vibrational harmonie frequencies obtained with 25 
ab initio methods are compared to experimental band positions. The role of anharmonic terms in the 
potential and intensity tensors is also systematically explored using the vibrational self-consistent 
field, vibrational configuration interaction (VCI), and degeneracy-corrected perturbation 
calculations. The harmonie approach appeared satisfactory for most of the lower-wavelength 
(200-1800 cm- 1) vibrations. Modem generalized gradient approximation and hybrid density 
functionals, such as the common B3LYP method, provided a very good statistical agreement with 
the experiment. Although the inclusion of the anharmonic corrections still did not lead to complete 
agreement between the simulations and the experiment, occasional enhancements were achieved 
across the entire region of wave numbers. Not only the transitional frequencies of the C-H 
stretching modes were significantly improved but also Raman and ROA spectral profiles including 
N-H and C-H lower-frequency bending modes were more realistic after application of the VCI 
correction. A limited Boltzmann averaging for the lowest-frequency modes that could not be 
included directly in the anharmonic calculus provided a realistic inhomogeneous band broadening. 
The anharmonic parts of the intensity tensors (second dipole and polarizability derivatives) were 
found less important for the entire spectral profiles than the force field anharmonicities (third and 
fourth energy derivatives), except for a few weak combination bands which were dominated by the 
anharmonic tensor contributions. © 2007 American Institute of Physics. [DOi: I O. I 063/1.2738065] 

I. INTRODUCTION 

The spectroscopy of the Raman optical activity (ROA) 
has significantly advanced for the past decade due to im­
provements of the instrumentation as well as development of 
the simulation techniquesY The ability of chiral molecules 

•)Electronic mail: bour@uochb.cas.cz 

to scatter differently left- and right-circularly polarized light 
was first predicted by Barron and Buckingham3 and it was 
soon confirmed experimentally.4 Since then, the potential of 
ROA has been widely recognized and the technique success­
fully applied for a large number of small chiral molecules,5 

protein and nucleic acid biopolymers, and even for viruses.5
•
6 

Although useful information can already be obtained on an 
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Ala 

FIG. I. L-alanine and L-proline zwitterions. The A and B proline conform­
ers have approximately the same energy and equal populations in aqueous 
solutions at room temperature (Ref. I O). In the potential energy scans, the 
angles <p= L(9, 3 ,2, I) and I/I= L(3 ,2, 1, 5) for alanine and the ring torsi on 
angles of proline were varied. For the latter molecule, the angles were re­
calculated to the pseudorotation coordinates P, 0,„ as defined in Ref. I O. 

empirical basis comparing marker bands and characteristic 
features for similar structures, 7•

8 it is generally accepted that 
only precise ab initio computations provide reliable basis for 
complete interpretation of the experiment. 

The theoretical modeling often becomes quite complex 
and requires careful consideration . of many contributions, 
such as conformational equilibria," solvent-solute interac-
t . d 1 1 fl "b"l" 1 

I() 10ns, an mo ecu ar ex1 1 1ty. ~. In the current study, in 
order to improve the accuracy of the simulations, we concen­
trate on the force field and limitations of the harmonie ap­
proximation. The analyzed spectra of proline and alanine 

• • • 1 JO 
zw1ttenons reported prev10usly-· serve as typical examples 
of molecules that are conveniently explored by ROA, par­
ticularly as good models of peptides, proteins, and other po­
lar biopolymers. The anharmonic corrections represent rela­
tively minor, but visible contribution. According to our 
knowledge, anharmonic effects in ROA spectra have not 
been systematically investigated yet. 

Anharmonic effects in vibrational spectroscopy were of­
cen ignored or included in empirical corrections, such as the 
scaling constants for harmonie force fields. 11

'
12 Alternatively, 

simpli fied fields were proposed for ů1is purpose.n· 14 Only for 
small molecules accurate potential energy surfaces can be 
obtained, for example, via single-point calculations at se­
lected geometries around the equilibrium and an 
interpolation. 1 

'i This approach is particularly useful when 
only a limited number of strongly anharmonic vibrational 
modes can be considered. 11J In this study we follow a more 
frequent method based on Taylor potential series near the 
equilibrium geometry. 1 7 The solution of the vibrational prob­
lem beyond the harmonie approximation becomes quite te­
dious as the motion of many degrees of freedom cannot be 
separated into independent coordinates. 18 Most general 
methods tackling this problem are based on the variational 
principle and involve plain vibrational configuration interac­
tion (VCI), 1

'PI vibrational coupled cluster (VCC),n orvi­
brational self-consistent field (VSCF). 19

'
2

tJ,
2

.i More advanced 
approximations combine several approaches [e.g., VSCF and 
CI (Ref. 20)] or explore the perturbation theory. 24 As dis­
cussed previously, such approximate solvers of the anhar­
monic Schr6dinger equation may not provide same solutions 
and are even differently sensitive to inaccuracies in the vi­
brational potentiai.2' A particular problem in bigger rnol­
ecules stems from an increased number of the harmonie vi-

I , ... - • , ..,, ........ _, ... ,... .... ,..._. ... ,,,,. __ ... ..,,. - - o•• • 1 '' 

J. Chem. Phys. 126, 224513 (2007) 

brational states that have nearly sarne energies. This 
degeneracy, conventionally called "random" for low­
syrnmetry systems, prevents to apply standard perturbational 
techniques directly to the harmonie Hamiltonian. Thus the 
second-order perturbation formula, for example, has to be 
adapted before it becomes usable for systems with the 
degeneracies. 25

•
26 

The theoretical basis of the calculations is briefly re­
viewed at Sec. II in the current work. In order to explore the 
limits of the harmonie approach the alanine and proline Ra­
man and ROA spectra are simulated with 25 different density 
functional theory (DFT) potentials and compared to the ex­
periment. Then we apply various VSCF, perturbational, and 
VCI anharmonic methods to the zwitterionic force fields and 
test their performance against experimental Raman frequen­
cies. Finally, the anharmonic calculus is used for modeling of 
the vibrational frequencies and IR, Raman, and ROA spectral 
intensities; the significance of the anharmonic corrections is 
discussed in light of the approximation errors, band broad­
ening stemming from the Boltzmann averaging, and molecu­
lar flexibility. 

li. METHOD 

A. Experiment 

The backscattered Raman and incident circular polariza­
tion ROA spectra of both L and D enantiomers of pro line and 
alanine were recorded on our spectrometer located at the 
Institute of Physics, as described in detail elsewhere.2

•
10 The 

laser excitation wavelength was 514.5 nm, with a laser 
power of 440 mW, a spectral resolution of 6.5 cm-1, and 
acquisition times of 6 and 9 h for the H20 and D20 mea­
surements, respectively. Aqueous (H20) solutions with final 
concentrations of about 3 mol/I were prepared with de­
ionized water; D20 solutions (2 mol/I) were prepared from 
doubly lyophilized samples. The solution Raman spectra 
were remeasured over a broader wave number range includ­
ing the hydrogen stretching regions on a LabRam HR800 
Raman microspectrometer (Horiba Jobin Yvon). A continu­
ous Kiefer scanning mode was used with a 600 grooves/mm 
grating, a liquid-nitrogen-cooled charge coupled device 
(CCD) detector (1024 X 256 pixels), a spectral resolution of 
about 4 cm-1 (varying within the spectral range of frequen­
cies recorded simultaneously), and a 632.8 nm laser excita­
tion wavelength. The IR spectra of both compounds (about 
10% aqueous solutions) were recorded on a Vectra 33 Fou­
rier transforrn infrared spectrometer (Bruker) using a single 
reflection diamond horizontal attentuated reflection (HATR) 
accessory (Pike Technologies). 

B. Anharmonic corrections 

A simplified potential expansion in the vibrational nor­
mal mode coordinates {Q;} was used, 
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TABLE I. Comparison of the harmonie vibrational frequencies of alanine and proline calculated at 25 approximation levels to experimental Raman and ROA 
data. The CPCM solvent model and 6-31 + +G" basis set were used in the modeling. Slopes (a), standard deviations [A(Wc,1c-Wexpi)], and dispersions 
[8(wcalc-awcxpi)] are given for a linear fit to experimental wave numbers within 200-1800 cm-1• Methods giving best Raman and ROA intensity profi les 
Uudged subjectively by visual comparison to experiment) are marked by the asterisk ( '). 

Met hoď a 

HF 1.088 
BHandHLYP' 1.042 

MP2 1.018 
MPWIPW9ť 1.006 

BlLYP 1.004 
B3P86' 0.999 

B3PW91' 0.999 

PBEJPBE' 1.004 
898' 0.998 

B3LYP' 0.997 

HCTH 0.983 

HCTH147 0.978 

vsxc 0.977 

OLYP 0.974 

LSDA 0.976 

BPW91 0.965 
BPW9lb 

BPW9lc 

SVWN5 0.972 

PW9JPW91 0.964 

G96LYP 0.963 

BLYP 0.960 

BP86 0.961 

PW91LYP 0.960 

PBELYP 0.958 

' GGA functionals are written in italic. 
bAUG-cc-PVDZ basis. 
cAUG-cc-PVTZ basis. 

Alanine in H20 

A 8 

104 28 

53 23 

32 24 
17 16 
24 24 

16 16 
17 17 

15 15 

21 20 

21 21 

27 18 

32 20 

37 26 

36 21 

43 33 

4S 20 

4S 31 

4S 18 

49 25 

52 26 

49 19 

Sl 23 

53 24 

M 2 }MMM 

V(Q1. „. ,QM) =~~i Q~+ 6~ ~ ~ C;jkQiQjQk 

a 

1.092 

1.046 

1.021 

1.012 

1.008 

1.006 

1.005 

1.002 

1.002 

1.001 

0.989 

0.984 

0.980 

0.980 

0.97S 

0.971 

0.966 

0.971 

0.971 

0.970 

0.968 

0.96S 

0.964 

0.964 

0.963 

l M M M M 

+ - ~ L L L dijk/QiQjQkQI + ... ' 
24 i=I j=l k=I l=I 

(1) 

while the rotation-vibration coupling was neglected. Only 
semidiagonal normal mode quartic constants with two and 
more identical indices (e.g., d;jkk) were considered, obtained 
from semidiagonal Cartesian quartic constants; { w;} are the 
harmonie frequencies and M=3 X number of atoms-6. For 
the solution of the anharmonic problem the VCI, VSCF, and 
the second-order perturbation theory (PT2) were used as de­
scribed in detail elsewhere and implemented in our program 
GVIB.

25 In the VCI calculations 1000-6000 harmonie oscil­
lator basis functions were included, which contained at most 
five excitations. In the VSCF methoď 9 one-dimensional 
Schrodinger equations, 

(-~a~~ + v;(Q;)) l/J;(Q;) = e;l/J;(Q;), (2) 

were solved iteratively until changes of the energies 
e; were smaller than 10-6 cm-1• The self-consistent 

I • - t ' ... 4' .... _ • ~ .,..._ A . ... > .,-- -'"'*" -

Proline in H20 Proline in D20 

A 8 a A 8 

101 19 1.089 96 22 

51 14 1.043 48 18 

27 16 1.018 27 20 

19 14 1.009 19 17 

17 15 1.004 20 19 

15 14 1.002 17 17 

15 14 1.001 17 17 

19 19 1.004 22 22 

16 16 0.998 19 19 

15 15 0.997 19 19 

19 lS 0.994 19 18 

24 IS 0.979 29 19 

26 IS 0.975 32 19 

28 17 0.976 32 20 

37 25 0.971 38 23 

35 lS 0.967 40 19 

40 14 0.962 44 18 

34 13 0.967 39 18 

40 24 0.968 40 22 

3S 14 0.966 39 18 

39 19 0.964 4S 23 

42 19 0.960 48 23 

4S 22 0.962 43 18 

43 17 0.9S9 48 22 

43 17 0.958 49 22 

averaged potentials are defined as v;(Q;) 
=(IlJ!1J.;.;l/lj(Q)iV(Q1' ... ,QM)lllf:1.k.;.;l/lk(Qk)). As de­
scribed previously,25 the potentials can be averaged either 
using the ground state only or with appropriate excited 
states. These two approaches are referred to as gVSCF and 
eVSCF, respectively. 

A perturbational calculus was applied to the harmonie 
(referred to as PT2/Harm) as well as to the VSCF solutions 
(PT2NSCF).24 In both cases, a modified second-order per­
turbational formula was used, as it previously provided su­
perior results to the conventional approach, especially for 
systems with nearly degenerate energy levels.25 Specifically, 
the second-order correction to the energy of a state n was 
obtained as 

(2) I~ [ En =z~ E,,,-En+W,,,,,, 
"'*" 

where the + sign holds for En > E111 and - sign for En 
<Em. {En} are the unperturbed energies and Wn 111 =(n1Wlm) is 
the perturbation potential matrix element. 

Incident circular polarized backscattering Raman and 
ROA intensities as well as the IR absorption were obtained 
for each method with corresponding vibrational wave func-
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TABLE II. rms deviations (cm- 1) between the experimental and calculated alanine and proline frequencies 
within 200-1800 cm- 1; nine levels of the vibrational problem are compared. By default, three (five for BPW91) 
lowest-frequency states of alanine and six of proline were ignored. 

Alanine Pro line 

Yibrational Electronic level 
approximation B3LYP/6-31++G„ B3LYP/6-31l++G•• BPW91/6-3l++G„ B3LYP/6-31++G„ 

Harmonie 21 20 
gVSCF 31 34 
eVSCF 34 37 

gVSCF+PT2 50 54 
eVSCF+PT2 54 56 
Harm+PT2 50 53 
Harm+VCI" 18 17 
Harm+VCib 33 
Harm+VClc 29 18 

0 1000 VCI states. 
b!OOO VCI states, one mode ignored. 
c6000 VCI states. 
dFour modes ignored. 

tions using general formulas that can be found elsewhere.27
•
28 

For PT2 frequencies the harmonie intensities were used in 
spectral plots. 

C. Computations 

Alanine and proline equilibrium geometries (see Fig. 
for the lowest-energy alanine and two proline conformers) 
and harmonie force fields were obtained with the aid of the 
GAUSSIAN program19 using 25 different levels of electronic 
theory including the HF,'0 MP2,31 BHandHLYP;12 

MPW1PW91,u BlLYP,14 B3P86,05
·.i

6 B3PW91,35
•
37 

PBE1PBE;1R B98,w B3LYP,35 HCTH,40 HCTH147,40 

VSXC 41 OLYP-11 LSDA 43 BPW91 32
•
37 SVWN5 44 

PW91PW91,4
:\ ag6LYP,46·-17 ,BLYP,47 BPg6;16 PW91LYP:47 

and PBELYP38 DFT functionals, mostly with the 6-31 
+ +G** basis set and the CPCM ("COSMO-PCM")48 solvent 
model. Raman intensities were calculated at the same level. 
For computation of the anharmonic corrections (third and 
fourth energy derivatives, second tensor derivatives) the 
B3LYP/6-31++G** method was used by default, with oc­
casional utilization of the BPW91 and PW91PW91 function­
als and smaller 6-3l+G** and 6-31G** basis sets. Basis sets 
of similar quality appeared satisfactory for ROA spectra 

. l .J9 prev1ous y. 
The anharmonic constants were calculated by numerical 

differentiation with a displacement of 0.025 Á. Control com­
putations with steps within 0.005-0.075 Á provided similar 
results. Occasionally, individual anharmonic constants were 
calculated unrealistically high, which was attributed to an 
unstable CPCM model implementation. In control computa­
tions molecular CPCM cavities were both fixed at the opti­
mized geometry and allowed to follow displaced nuclei dur­
ing the differentiation. As both approaches gave very similar 
vibrational frequencies, the default Gaussian procedure (with 
the cavity displacement) was used further on. Raman and 
ROA spectra were simulated using the GVIB program and the 
theory described above, with Lorentzian bands .::i=6.5 cm-1 

f • „- . . ........... _. ... ..... - ... „ .... ...... - ... ,..- - •. . .• .• 

45 15 

69 25 

72 25 
89 41 
90 42 
86 40 

34 24 
30d 

32 

wide (full width at half height). Contribution of each transi­
tion of frequency w; to the spectrum was thus 

S(w) =I[ 1-exp(- ;;) rl ~J 4( w~w;r + 1 r1

, 

where 1=6(7a;pij+a;;a;;) for Raman and 1=(48/c)(3a;p;j 
- a;;Gjj+ wexceijkaaAjktl3) for ROA backscattered intensities, 
where wexc is the laser light frequency, T temperature 
(298 K), and k the Boltzmann constant; a, G', and A are the 
electric dipole-electric dipole, magnetic dipole-electric di­
pole, and electric quadrupole-electric dipole polarizability 
normal mode derivatives.27 For absorption spectra the same 
Lorentzian shapes were used without any temperature cor­
rection. 0--5 lowest-energy modes were not included in the 
anharmonic corrections in order to avoid numerical instabili­
ties. Supposedly, their coupling to the higher-frequency 
modes is small and their influence on the spectra can be 
partially accounted to by the Boltzmann averaging as dis­
cussed below. 

Ill. RESULTS AND DISCUSSION 

A. The harmonie limit 

In the past the harmonie approximation has been estab­
lished as an effective and surprisingly accurate approxima­
tion for interpreting vibrational spectra of most 
molecules. 18

•
50 This appears to be also the case for the pro­

line and alanine zwitterions. The precision of the harmonie 
nuclear potential, however, depends strongly on the elec­
tronic approximation level and modeling of the environmen­
tal factors. Also, one has to realize that atoms may move in 
an effective harmonie well while other effects are averaged 
out. For example, the zwitterions would not exist in vacuum 
and the solvent needs to be added at the electronic computa­
tions. Fortunately, the CPCM continuum model used in this 
study provides reasonable frequencies for the two amino 
acids in aqueous solutions.2

•
10 

f I · · -·· 
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FIG. 2. Raman (A-H) and ROA (A' -H ') spectra of L alanine: comparison of the harmonie (A and A'), eVSCF (B nnd B'), gVSCF (C and C'), PT2 (D nnd 
O'), PT2/eVSCF (E nnd E'), PT2/gVSCF (F and F'), nnd VCI (G and G', with 5000 harmonie oscillator basis functions) calculations with the experiment 
(H and H'). The B3L YP/CPCM/6-31 + +G"" fon:e field nnd polariznbility derivatives were used in all calculations, three low-frequency modes were ignored. 
The y scale is arbitrary for the simulations, while for experiment it corresponds to the number of counts on the CCD detector. The absolute scale does not 
apply to the high-frequency part of the Ramnn spectrum (>2500 cm·•, trnce H) which was measured separately on the microscope. 

Systematic improvement of the DFf electronic methods 
I is difficult. On the other hand, they are often the only com­
putationally feasible alternatives for bigger systems. Under 
these circumstances, we find it important to test their perfor­

. mance at least statistically. Particularly, in Table I, we 
compare systematic and root mean square errors for alanine 

. and proline vibrational frequencies within 200-1800 cm-1 

· as obtained by 25 approximation levels. In this comparison, 
we neglect the anhannonic effects and calibrate the compu­
tational methods against the experimental values directly. 
Al the same time, the band assignments were verified 
by visual comparison of experimental and simulated spectral 
intensities . 

. ·- .. „ ...... -. ·-- ............ - ........ - - .. . .. .. 

Generally, the approximations to the electronic problem 
summarized in Table I provide similar errors as observed 
previously for other molecules in vacuum. 12

"
51 On average 

the present calculations are closer to the experiment, because 
of the solvent correction and the exclusion of the high­
frequency vibrations from the statistics. The HF method slili 
overestimates the frequencies most significantly, by about 
9% for both amino acids (see the slope a of the fit). At the 
other extreme, most of the "pure" generalized gradient ap­
proximation (GGA) functionals underestimate the frequen­
cies, up to by -4% for the PW91LYP and PBELYP meth­
ods. Not surprisingly, the "mixed" functionals containing 
both the HF nonlocal and the GGA local (density-dependent) 
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FIG. 3. Raman (A-H) and ROA (A'-H') spectra of L proline: eomparison of the harmonie (A and A'), eVSCF (B and B'), gVSCF (C and C'), PT2 (D and 
O'), 171'2/eVSCF (E and E'), 171'2/gVSCF (F and F'), and VCI (G and G', with 5000 harmonie oscillator basis funetions) ealeulations wilh the experiment 
H and H '). The B3LYP/CPCM/6-3 I+ +G

00 force field and polarizability derivatives were used for all ealeulations, five lowest wave number modes were 
ignored. 

energy tenn, such as B3LP or B3PW9 l, thus provide the best 
results. Note that the slope of the fit (a) often differs from 
one by -O. I% only. Nevertheless, some pure GGA function­
als missing the HF exchange tenns, such as HCTH or 
PBE I PBE, perfonn very well, too, and may be favored in 
applied computations because of their lesser demands on 
computer CPU time and memory. Previously, we and others 
often used the BPW9l functional for simulation of the pep­
tide and protein vibrational circular dichroism (VCD), as it 
provided better amide I frequencies (C=O stretch) with 
more modest computational demands than the more frequent 

p . 
B3LYP:- Although the BPW9l method also prov1des rea-
sonable Raman and ROA spectral shapes (not shown) for the 

zwitterions, the vibrational frequencies are too low. Thus ap­
plication of this functional to the Raman spectra comprising 
a wide range of transitions does not appear as advantageous 
as for VCD. 

We can also see that it is the treatment of the correlation 
energy, not the exchange, that most significantly improves 
the HF results: the MP2 perturbation correlation treatment 
reduces the HF error significantly. However, for the DFf 
techniques, a more detailed discussion of the contribution of 
the exchange and correlation parts is not meaningful due to 
the empirical and often complicated mathematical fonn of 
the functionals. More importantly, previous experience 
suggests2

•
10 that even the functionals providing the best fre-



224513-7 Anharrnonic effects in zwitterion spectra 

500 1000 1500 2700 3200 
Wavenumber (cm-~ 

FIG. 4. Absorption (top), ROA (middle), and Raman (bottom) alanine spec­
lnll intensities with lhe second dipole and polarizability derivative conlribu­
lions. The contribulions are magnilied and plolled separalely above lhe spec­
lnl as simulated by the VCI method (I 000 basis funclions, three ignored 
modes). 

quencies and Raman and ROA spectral profiles [e.g. those 
indicated by the asterisk (*)in Tahle I] could not completely 
explain all the experimental features. This situation may be 
even more problematic for bigger molecules or for regions 
with many overlapping bands. For such cases neither the best 
precision (15-20 cm-1) achieved can lead to correct predic­
tion of spectral band ordering and a proper assignment. 

e. Anharmonic corrections below 1800 cm-1 

For the harmonie computations we restrict ourselves to 
the DFI' potentials, mostly the 83LYP functional, because 
more advanced methods become prohibitively demanding in 
lenns of computer power. Nevertheless, we rely on the pre­
vious experience5°' indicating that the main anhannonic ef­
fects can be described by DFI' practically wilh lhe same 
precision as with the wave-function-based electronic calcu­
lus. Inclusion of the anhannonic potential does nol make 
automatically the agreement with the experiment better. 
White this is true for abstract model systems,2"' many loop­
holes are hidden in practical applications. Limited precision 
of lhe electronic models, such as those in Tahle I, probably 
burdens the harmonie frequencies with an error comparable 
to the anharmonic corrections. Similar inaccuracies may be 
expected in estimation of the anharmonic constants. Also, as 
pointed out previously, approximate solvers of the anhar­
monic vibrational problem are very sensitive to random er­
rors in lhe potential, even when the random degeneracy 
problem is avoided.25 Particular problem represents lhe many 
inaccurate tenns that are summed over in the VSCF and PT2 
methods. 

Due to these factors the VSCF, PT, and VCI anhannonic 
corrections summarized in Tahle JI do not lead to a convinc­
ing statistical improvement. The VCI computation improves 
the harmonie results for alanine, but only when three lowest­
energy modes are ignored. An incompleteness of the VCI 
state space does not seem to be a problem in the lower­
frequency region ( < 1800 cm-1) where the state density is 
low. The VSCF method provides nns deviations by about 
50% bigger than the hannonic limit, while the perturbation 

J. Chem. Phys. 126, 224513 (2007) 

methods give a 100% increase of the deviation. Calculated 
harmonie and anhannonic frequencies of proline are on av­
erage closer to the experiment than for alanine; otherwise 
relative perfonnance of all the vibrational methods is about 
the same for both molecules. Based on our previous 
experience25 we suspect that the anhannonic force field in­
accuracies stemming from the discrete solvent CPCM model 
implementation are most responsible for the errors. Appar­
ently, the modified second-order perturbational fonnula (3) 
could eliminate sensitivity to random degeneracies, but it 
still at least mildly amplifies the nuclear potential inaccura­
cies. Thus we have to conclude thal the applied methods 
cannot statistically improve the harmonie frequencies in the 
lower wave number region. 

C. Spectral intensities and the high-frequency region 

However, the unconvincing improvement in the lower­
frequency region does not mean that the eslimation of the 
anharmonic part of the potential is meaningless. On the con­
trary, as can be seen in Figs. 2 and 3 for alanine and proline, 
respectively, the anhannonic computations can significantly 
improve not only the higher-frequency region dominated by 
the hydrogen stretching modes but also cause intensity redis­
tributions in the lower-frequency region. In Figs. 2 and 3 
seven approximations of the vibrational Hamiltonian (har­
monie, eVSCF, gVSCF, PT2, PT2/eVSCF, PT2/gVSCF, and 
VCI) are compared to the solution (H20) Raman and ROA 
amino acid spectra. The nonvariational methods converge 
relatively smoolhly for the transitions below 1800 cm-1, 

mostly overcorrecting the hannonic results and provide fre­
quencies too low. For example, for alanine, the hannonic 
C02 rocking band at 508 cm-1 (trace A, Fig. 2) is calculated 
al 474 cm-1 by the PT2 methods, while the experimental 
value is 529 cm-1• The VCI computation brings the fre­
quency back to lhe harmonie and experimental value, to 
529 cm-1• This is a typical behavior for bolh the proline and 
alanine spectral bands within 200-1000 cm-1 and can also 
be observed, for example, for the respective harmonie/ 
(eVSCF)PT2/VCl/experimental frequencies of CH3 wagging 
and C-C stretch (1100/10501110811113 cm-1) and NCaC 
defonnation modes (371/368/416/407 cm-1) of alanine, 
and C02 bending (430/417/479/450 cm-1) and ring defor­
mation (8091778/835/862 cm- 1) of proline. 

Therefore only the VCI method seems to have the po­
tential to improve the hannonic computations in this region. 
For VSCF and VCI, virtually same Raman and ROA inten­
sities are obtained for most bands as at the harmonie limit 
(anharmonic intensity corrections were not implemented for 
the PT methods). The gVSCF and eVSCF spectra (traces B, 
C, B', and C' in Figs. 2 and 3) are very similar, as are all the 
PT2 simulalions (D-F and D' -F'). Only for the highest­
frequency (N-H stretching) vibration of alanine the eVSCF 
and gVSCF corrections differ substantially: the former shifts 
the harmonie band (3359 cm- 1, trace A in Fig. 2) to 
3133 cm-1 (trace B), while the second provides a much 
smaller shift, to 3231 cm- 1 (trace C). The application of the 
second-order perturbation theory significantly changes the 
VSCF results, often by tens of cm-1• In the case of the ala-
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nine N-H stretch, for example, the PT2 corrections smooth 
out the gVSCF and eVSCF differences, giving approxi­
mately the same frequency (-3130 cm- 1, traces E and Fin 
Fig. 2) if applied to both methods. 

Within -200-1200 cm-1 the anharmonic corrections 
provided mostly plain frequency shifts. Within 
1200-2000 cm-1, however, even the VSCF and PT2 meth­
ods cause a visible redistribution of the Raman and ROA 
intensities. This region is dominated by C-H and N-H bend­
ing and C=O and C-N stretching modes, and the density of 
vibrational states becomes quite high. Resultant spectral 
shapes can thus be easily influenced by a small change of the 
numerical model. Again, only the VCI calculus provides a 
clear improvement of the harmonie spectra. For example, 
the relative intensities of the negative ROA alanine bands 
al 1392 and 1421 cm-1 (Fig. 2, A') are switched in VCI 
(G', smaller band at 1408, deeper al 1429 cm-1), in favor of 
the experiment (H', 1378 and 1414 cm-1). Also for proline 
(Fig. 3) the overall Raman and ROA profile seems to be best 
reproduced by the VCI simulation; however, in this case the 
spectra are becoming too complex to be explicable on a basis 
of individual transitions. Clearly, the anharmonic calculus is 
important and can mostly improve the spectra in the entire 
wave number region, but it is very difficult to obtain a band-

to-band agreement for our solvated and flexible molecules. 
An improvement of the solvent modeling may be desirable, 
namely, for a better reproduction of the farce field of the 
polar groups. This task appears presently too complex and 
goes beyond the scope of this study. On the other hand, the 
flexibility aspect can be modeled more easily and will be 
discussed below. 

In the C-H and N-H stretching regions all the anhar­
monic methods improve the harmonie frequencies. For ex­
ample, the lowest C-H stretching band of alanine is obtained 
al 3040 cm- 1 at the harmonie limit, while the 2891 and 
2912 cm-1 PT2/gVSCF and VCI peaks are much closer to 
the experimental value of 2895 cm-1• The VCI method pro­
vides best Raman C-H stretching profiles, although the 
agreement with the experiment is far from being perfect. 
Unfortunately, the N-H stretching vibrations are influenced 
by the hydrogen bonding, very poorly reproduced by the 
continuum solvent model; additionally, this region is ob­
scured by the 0-H water stretching and unusable for even a 
qualitative analysis. Reliable experimental ROA spectra 
could not be obtained in this region so far. 

As follows from the basic properties of the harmonie 
oscillator, 18 higher dipole and polarizability derivatives do 
not contribute to spectral intensities in harmonie systems. 
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Leaving this method known also as the "double-hannonic" 
approximation we can investigate separately anharmonic 
spectral corrections stemming from the force field (in the 
present model third and fourth energy derivatives) and the 
intensity tensors (second derivative of the electric dipole­
electric dipole, electric dipole-magnetic di~le, and electric 
dipole-electric quadrupole polarizabilities-7

). As shown in 
Fig. 4 where the absorption, ROA, and Raman L-alanine 
spectra are simulated with the VCI method, the second in­
tensity tensor derivatives constitute relatively minor contri­
butions to total intensities. However, this term seems to be 
more important for Raman and ROA spectra than for the 
absorption. This may imply a generally increased sensitivity 
of the Raman spectroscopy to small geometry variations. As 
expected, the higher-frequency strongly anhannonic vibra­
tions are more affected by the "intensity tensor anhannonic­
ity" than the lower-frequency transitions. In practical terms, 
the inclusion of the second polarizability derivatives may be 
most important for improving the Raman intensities, relative 
ratios of which can be measured with a high precision. It is 
probably too small to be detectable in ROA due to the ex­
perimental noise. Similar magnitude of the tensor second de­
rivative corrections was also observed for the proline zwitte­
rion and is not shown in the manuscript. 

I • ·- I I ......... - • „ „ .......... „ ... _ ....... - 1• • •1 e• 
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D. Error estimation and stability analyse& 

The limited fourth-order Taylor expansion is not suitable 
for representing the potential energy surface along the low­
frequency normal modes, such as the rotations of methyl or 
carbonyl groups. The anharmonic (VSCF and VCI) methods 
appeared to be very sensitive to such potentials and we no­
ticed repeatedly convergence problems, unless the lowest ly­
ing modes were ignored ("frozen"). For example, typically 
about three lo five modes had lo be frozen for alanine and six 
for proline before the eVSCF calculations fully converged. 
This freezing is partially justifiable by a limited coupling of 
these modes to the higher-frequency vibrations. However, 
the coupling cannot be a priori excluded. Therefore, an ex­
tension of the anhannonic treatment, at least for some low­
frequency vibrations, via a Boltzmann temperature averaging 
will be shown below. 

Nevertheless, in Fig. 5, we can see that the freezing does 
not affecl the calculated frequencies dramatically. The influ­
ence of the anhannonic coupling of the low-frequency 
modes can be seen in the upper part of the figure, where the 
alanine Raman spectra are simulated with 0-5 ignored 
modes. When all modes are included, the VCI spectrum is 
unrealistic. Additionally, the lowest-energy state obtained by 
the Hamiltonian diagonalization does not correspond to the 
real ground state. From two ignored modes (approximately 
corresponding to NH~ and COi group rotations), however, 
the VCI spectra start to converge and inclusion/omission of 
the mode number 3-5 does not seem to be crucial for repro­
duction of the middle and high frequencies. 

The ignoring of the lowest-energy modes in the anhar­
monic calculus also enables us to limit the number of VCI 
states taken in the diagonalization. Alanine Raman spectra 
simulated with I 000, 4000, and 6000 states (lower part of 
Fig. 5) appear reasonably converged within 300-3300 cm-1• 

ln this region of fundamental vibrations the density of vibra­
tional states is relatively low. The amount of 6000 states 
(representing only 1.4% of all five-times excited states con­
tributing to the second-order fundamental corrections), for 
example, thus seems to be sufficient to cover most of the 
coupling and diagonal anharmonic interactions. However, 
small intensity changes are still visible, even for the bands 
around 900 cm-1• As discussed before, 25 application of the 
VCI method to bigger molecules will be always limited. 
Even when the number of the states can be somewhat in­
creased using indirect diagonalization methods21 (not imple­
mented bere) it is questionable if a fully converged math­
ematical solution exists and should be sought. Clearly, for 
proline and alanine the plain VCI method is not usable for 
the Taylor-style potential unless the lowest-energy modes are 
treated separately. Additionally, an involvement of all-mode 
coupling in VCI appears rather luxurious with respect to the 
physical reality, where 3-4 mode interactions usually deter­
mine the frequencies with a sufficient accuracy. 14

•
16

•
54 There­

fore, for the incomplete anharmonic potentials, it appears 
reasonable to use the limited VCI, which comprises most of 
the intermode coupling and provides a first-order correction 
to the spectra. 
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E. Spectra averaging 

In order to judge the effect of the anharmonic correc­
tions, it is important to estimate alt other factors that may 
contribute to the spectra with the same magnitude, including 
molecular flexibility and temperature averaging. For proline 
and alanine, at least two lowest-energy modes have to be 
averaged in room temperature.2·'° In Fig. 6 we reproduce 
relative probability distributions obtained with the 
83LYP/CPCM/6-3 I+ +a•• energy surfaces. 7 (for alanine) 
and 11 (for proline) conformations visible as the triangles in 
Fig. 6 were taken in the averaging. A more complete sam­
pling of the conformer space, as could be done at the har­
monie limit,2

•
10 was prohibited by the time needed to calcu­

late the anharmonic terms. However, with a balanced 
selection of the conformers the extent of the averaging 
changes could also be estimated for the anharmonic case. 
Particularly, Figs. 7 and 8 compare absorption (traces A-D), 

I ··-I .......... - • .......... „ ... „„ ............ - 1• o •1 o• 

ROA (A'-D'), and Raman (A"-D") alanine and proline 
spectra simulated at the harmonie level for rigid molecules 
(A, A', and A") with the harmonie (B, B ', and B") and 
anharmonic (C, C', and C") averages, together with the ex­
periments (D, D', and D"). 

The harmonie and anharmonic averages in the absorp­
tion spectra (B and C in Figs. 7 and 8) are quite similar 
below 800 cm-1; this region, however, is not accessible ex­
perimentally. A maximum absorption intensity within 
800-1800 cm- 1 is mostly associated with the movement of 
the polar groups (NH;, NH;, and C02). This is not a favor­
able situation for the modeling, because such harmonie fre­
quencies are calculated with the biggest error due to the in­
teraction with the solvent. The experimental C-0 
stretching signal is strongly mixed with the water absorption 
and the base line subtraction may have somewhat affected 
the apparent frequencies and intensities of the corresponding 
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FIG. 8. The effecl of Bolrzmann confonner averaging on absorplion (A-0). ROA (A'-D'), and Raman (A"-D") proline speclra. The layour of lhe figure is 
analogous 10 Fig. 7: hannonic approximalion (A, A'. and A", average of lhe A+ B confonners in Fig. I), Bolrzmann-weighred confonner averaging (Fig. 6) 
of lhe harmonie (B, 8', and 8"), and anhannonic (C, C', and C") speclra (300 K, B3L YP/CPCM/6-31 + +G

00

, 5000 VCI srates, five modes frozen). The 
experimenral absorplion speclrum (O) was measured by lhe ATR lechnique; lhe experimenral ROA (D') and Raman (D") speclra are laken from Ref. IO. 

IR bands at 1594 and 1599 cm-1 for alanine and proline, 
respectively. Similarly, the water absorption and the broad 
N-H stretching signal may obscure the region above 
2500 cm-1 with the very weak C-H stretching signal. Nev­
ertheless, the averaged anharmonic C-H stretching frequen­
cies (2900-3100 cm-1) are clearly superior to the harmonie 
simulations, although detailed absorption profile cannot be 
compared. Within 2500-2850 cm-1 we can see a relatively 
strong signal, particularly in the proline absorption spectrum, 
which we currently cannot explain. Same spectral features 
were also observed in an optical cell; only the attentuated 
total reftection (ATR) measurements, however, are shown be­
cause of the extended available frequency range. The N-H 
stretching signal(- > 3000 cm-1) (Ref. 55) is most affected 
by the hydrogen bonding and cannot be identified in the IR 
experiment at all. In Raman scattering, the NH stretching 
contribution is identifiable, but very weak and broad. 

For the Raman and ROA intensities most of the positive 

effects of the anharmonic corrections discussed above for the 
rigid geometries also persist after the averaging. In the lower 
wave number region, for example, we can see improved ala­
nine frequency of the 75917911775 cm-1 band (harmonie 
average/anharmonic average/experiment, traces B" /C" /D" in 
Fig. 7), new peak at 846 cm-1 (trace C', experimentally de­
tectable as a weak negative ROA shoulder at 861 cm-1, trace 
D'), improved frequency and relative intensity of the 
976/98011003 cm-1 band, and more realistic relative inten­
sities of the 1087-1100 (hann) /1085-1105 (anharm) /I 104-
1140 cm-1 ROA and Raman bands. As pointed out above, the 
region of 1300- 1550 cm- 1 is difficult to simulate. We can 
only conclude that the anharmonic forces play a substantial 
role at the coupling of involved vibrations and the anhar­
monic corrections improve a general ROA and Raman inten­
sity profile, if compared with the harmonie case, but a band­
to-band comparison is not possible. The same is also true for 
the C-H stretching Raman signal at 2900-3100 cm- 1• Simi-
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Jar situation appears for the proline spectra (Fig. 8). Here, the 
anhannonic averaged simulation provides a reasonable 
agreement with the experiment even in the 
-1205-1550 cm-1 region, which was found difficult for ala­
nine: the shapes, frequencies, and intensities of the ROA 
bands (trace C') become more realistic. For example, the 
harmonie positive ROA band pair (1166 cm-1, trace B') 
splits and the intensity decreases in C' (1186-1195 cm-1), 

in favor of experimental values of 1167- 1190 cm-•, the 
positive harmonie doublet (trace B', 1341-1355cm-1) 

changes to the dominant single band at 1359 cm-1 with a 
shoulder at 1380 cm-1 in C', similarly as seen in the experi­
mental spectrum D' (1330, shoulder 1347 cm-1). 

Similar extent of the anharmonic forces can be observed 
in the Raman and ROA spectra of deuterated (ND;) proline 
plotted in Fig. 9. One might expect that the deuterated spe­
cies would behave "more harmonie" as heavy atoms move 
less from their equilibrium positions ((x2) oc 11..f,;,) and 
sample less of the potential landscape. This is difficult to 
prove here because all simulations still significantly deviate 
from the experimental spectra. However, individua! positive 
effects of the anharmonic forces in the spectra can be found, 
similarly as for the nondeuterated species. Most notably, the 
splitting of the harmonie bands at 1400 and 1488 cm-• de­
creases (shifting them to 1428 and 1492 cm-1 in trace C', 
Fig. 9) and better corresponds to the observed values of 1406 
and 1458 cm-1• Consequently, the overall anharmonic ROA 
pattem within -1300- 1500 cm-1 (trace C) seems to be 
slightly better in comparison with the hannonic simulation 
B. Moreover, the relative intensity of the Raman bands ob-

• • ·- ...... _,.._. „ ...... "" ..... ·-- .... „- - ...... . 

served experimentally (D') at 1009 and 1052 cm-1 improves 
dueto the anharmonicities (at 1046 and 1098 cm-• in C') as 
the higher-frequency band becomes stronger. Ali simulations 
provide reasonable frequencies of the N-D stretching bands, 
visible probably as a shoulder at -2378 cm-1 on the heavls 
water (incompletely subtracted) 0-D stretching signal 5 

in D'. 

IV. CONCLUSIONS 

For the alanine and proline zwitterions we have applied 
the VSCF, PT2, and VCI anhannonic corrections in simula­
tions of the Raman, ROA, and absorption spectra and ana­
lyzed their agreemenl with the experiment. The VSCF and 
PT2 methods did not provide convincing improvement of 
spectral shapes and frequencies except for the C-H stretch­
ing region. On the other hand, the VCI correction clearly 
improved the Raman and ROA spectral intensities, including 
the vibrations of 200-1800 cm-1• Within 1205-1550 cm-1 

the improvement still did not enable to assign all experimen­
tal features due to the high density of vibrational states 
(mostly C-H bending) and coupling to the motion of the 
polar groups strongly interacting with the environment. In 
spite of the limitations, we consider inclusion of the anhar­
monic effects to be an important step in the continuous effort 
to make interpretation of the vibrational spectra more accu­
rate, which will lead to better understanding of molecular 
structure, dynamics, and interactions . 
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