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Introduction
Recently, there has been quite a lot of interest in locally non-homogeneous space-
times, where dynamic evolution, asymptotic structure and effects of inhomo-
geneities on the spacetime are studied. In these models, the recovery of homo-
geneity at large scales is expected. Due to the non-linearity of Einstein equations,
it is difficult to find an exact solution, which would possess these features.

There are various studies on this topic. One of them involves numerical solu-
tions [1, 2] using 3+1 decomposition, where the initial data (metric and extrinsic
curvature) satisfying constraint equations are prescribed on a 3D spatial slice.
This approach is usually based on prescribing initial data at the moment of time
symmetry and assuming a metric conformal to a 3-sphere. One then gets a linear
equation for the conformal factor, so the individual mass sources can be summed
using linear superposition, and Reissner-Nordström (RN) spacetime is obtained
as a special case [3]. Then the data are evolved numerically, and in principle, we
thus gain the whole spacetime within a certain accuracy. However, some of the
analytical computations cannot be done, e.g., calculating the location of event
horizons — one looks for apparent horizons instead.

Another approach is to use perturbation methods [4], where the metric is
expanded, typically in M/L, where M and L is the mass and length of the cell,
respectively [5]. It is also possible to apply various averaging techniques [6, 7] that
include a back-reaction of the averaged metric in the form of some fiducial matter
entering the right-hand side of Einstein equations. However, there is generally
no preferred covariant approach to the averaging as the method requires the
averaging volume as an additional parameter, which is arbitrary [8, 9].

Then there is an approach, where the individual contributions of the sources
are summed. The topic of lattice universe was introduced in 1957 by Lindquist
and Wheeler [10], where they considered a regular cubic spatial lattice of Schwarz-
schild solutions glued together. The resulting spacetime is dynamic and Einstein
equations are satisfied everywhere except at the boundaries of the cells. One
can do the same using Israel junction formalism at the cost of a distributional
stress-energy tensor at the interfaces [11, 12].

In this thesis we use the well-known class of Majumdar-Papapetrou (MP)
solutions, which was discovered independently by Majumdar [13] and Papapetrou
[14] in 1947, yet the interpretation had to wait until 1972 [15] by Hartle and
Hawking. The spacetime describes a static equilibrium of sources which are
extremal1. This results from field equations, which reduce to a single linear
Laplace’s equation, thus the sources can be arbitrarily combined into a linear
superposition. The spacetime was generalized to arbitrary dimension [16], to
Brans-Dicke theory [17], or can be extended to include the cosmological constant
[18] or even a perfect fluid [19].

We extend our previous work [20, 21, 22], where we studied an extremally
charged string (ECS), which was also studied by Bonnor [23]. It is natural to ask
whether there exists a spacetime with sources equally spaced and aligned on axis,
which would resemble the ECS far from the axis — we shall call it a “crystal”.

1The term extremal refers to the fact that the black-hole horizons are degenerate, which in
this case translates to their charges equal to their masses.
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Such solutions have been studied in higher dimensions [24, 25], however in 4D
the approach has some difficulties. One approach is to search a solution in the
family of Weyl metrics. If we consider the Schwarzschild black hole and place
it periodically and equidistantly along an axis [26], the balance holds thanks to
the symmetry. However, the solution is unstable with respect to asymmetrical
perturbations. A similiar procedure was studied in the case of the RN solution
[27], but only for a finite number of sources.

We present five distinct solutions [28], [29] and compare them. In Chapter 1
we review the MP family in arbitrary dimension. In Chapter 2 we present an
alternating crystal constructed from positive and negative charges. In Chapter 3
we construct a uniform crystal made of positive charges only. In Chapter 4 we add
charged dust and build the crystal from Yukawa-like charges to achieve better
convergence and asymptotics. In Chapter 5, we construct a periodic solution
consisting of RN black holes in the Weyl family. Then we introduce a dimensional
reduction in Chapter 6, review basic crystals in 5D in Chapter 7, which we later
use to construct a reduced crystal in Chapter 8. We end up with a summary
of the solutions and open questions. At the end, the article ”Crystal spacetime”
submitted to the Journal of Mathematical Physics is attached to the thesis.

Conventions
We use the formalism of general relativity, the Einstein summation convention
is used. We use the geometrized unit system, in which the speed of light c,
gravitational constant G, vacuum permittivity ϵ, vacuum permeability µ are set
to

c = 1, G = 1, ϵ = 1
4π , µ = 4π. (1)

Greek indices have values from 0 to 3 and can be also labelled by coordinates.
The spacetime metric tensor is denoted as gµν and has signature (−,+,+,+).
Tetrad components are written using round brackets, e.g. A(t). Symmetrization
of two or more indices is denoted with round brackets and antisymmetrization
with square brackets:

B(µν) = 1
2 (Bµν +Bνµ) , B[µν] = 1

2 (Bµν −Bνµ) . (2)

Partial derivatives are denoted by ∂ or a comma,

∂f

∂x
= ∂xf = f,x. (3)

The dot denotes a derivative with respect to affine parameter τ . Covariant deriva-
tive is denoted with a semicolon or ∇ and is chosen so that it annihilates the
metric and is torsion-free. Christoffel symbols Γ are defined as

Γµνλ = 1
2 (gµν,λ + gλµ,ν − gνλ,µ) . (4)

Determinant of the metric is denoted as

g ≡ det g. (5)
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The Riemann tensor is defined as the commutator of the second covariant deriva-
tives of a vector field:

vµ;νλ − vµ;λν = Rµ
αλνv

α, (6)
or, explicitly

Rµνκλ = 1
2 (gµλ,νκ + gνκ,µλ − gµκ,νλ − gνλ,µκ) + gασ

(
ΓαµλΓσνκ − ΓαµκΓσνλ

)
. (7)

The Weyl tensor is defined as

Cκλµν = Rκλµν + 1
2 (Ricλµgκν +Ricκνgλµ −Ricλνgκµ −Ricκµgλν) + (8)

+ R

6 (gκµgλν − gκνgλµ) .

Ricci tensor and Ricci scalar are defined
Ricαβ = Rµ

αµβ, R = Ricαα. (9)
The Ricci tensor can be decomposed as

Ricαβ = Sαβ − R

D
gαβ, g

αβSαβ = 0, (10)

where D is number of dimensions and Sαβ is trace-free part of Ricci tensor. The
d’Alembert operator � (or ∆ for Riemannian metric) is defined as

�g = gµν∇µ∇ν . (11)
For example, � of a function f reads

�g f = 1√
|g|

∂

∂xµ

(√
|g|gµν ∂f

∂xν

)
. (12)

Laplace’s operator ∆ for a spacelike metric h is defined as

∆hf = hµν∇µ∇νf = 1√
h

∂

∂xµ

(√
hhµν

∂f

∂xν

)
. (13)

Hodge dual is denoted with ∗ and, for a totally antisymmetric form σ of order p,
it is defined as

(∗σ)β1...βd−p
= 1
p!σ

α1...αpϵα1...αpβ1...βd−p
. (14)

The Kulkarni–Nomizu product for symmetric covariant tensors of rank 2 is de-
fined as

(a⃝∧ b)ijkl = aikbjl + ajlbik − ailbjk − ajkbil, aij = aji, bij = bji. (15)
Einstein equations with a cosmological constant Λ are of the form

Ricµν − R

2 gµν + Λgµν = 8πTµν . (16)

If the matter on the RHS has a variational formulation with Lagrangian L, then
the corresponding stress-energy tensor is defined as

Tµν = −2√
−g

δ(L√
−g)

δgµν
= −2 δL

δgµν
+ gµνL. (17)

The Einstein-Hilbert Lagrangian LEH for a metric reads

LEH(g) = 1
16π (R(g) − 2Λ) . (18)
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Electromagnetism
We use stress energy Tµν tensor of an electromagnetic field F constructed from a
four-potential A

F = dA ⇔ Fµν = Aν;µ − Aµ;ν . (19)
Maxwell equations with a source current Jµ for the electromagnetic tensor read

F µν
;ν = 4πJµ, Fµν;λ + Fλµ;ν + Fνλ;µ = 0. (20)

The Lagrangian LEM for the electromagnetic field reads
16πLEM = −F = −FµνF µν . (21)

Finally, the stress energy tensor (using (17)) of the electromagnetic field has the
form

T µν = 1
4π

(
F µ

βF
νβ − F

4 gµν
)
. (22)

Its trace reads
T ≡ T µµ = F

4π

(
1 − D

4

)
. (23)

Note that in 4 dimensions the trace T ≡ T µµ = 0 vanishes, but in any higher
dimension D this does not hold in general.

Properties of black holes
Surface gravity is defined as

κ2 ≡ lim
N→0

N2gµνa
µaν , (24)

where aµ is acceleration of stationary circular motion and N is lapse. For sta-
tionary black holes this simplifies to

aµ = N,µ

N
⇒ κ2 = lim

N→0
gµνN,µN,ν . (25)

Conformal transformations
Conformal transformation is such a transformation, which transforms the original
metric g in the following way:

g̃ij = e2ϕgij, (26)
where e2ϕ is called conformal factor. The Christoffel symbols transform to

Γ̃ijk = Γijk + δikϕ,j + δijϕ,k − gjkg
inϕ,n. (27)

The Riemann tensor transforms as

R̃ijkl = e2ϕ
[
Rijkl − gij ⃝∧

(
∇k∇lϕ− ϕ,kϕ,l + 1

2g
abϕ,aϕ,bgkl

)]
. (28)

The Ricci tensor transforms to
R̃ij = Rij − (n− 2) [∇i∇jϕ− ϕ,iϕ,j] −

(
�ϕ+ (n− 2)gabϕ,aϕ,b

)
gij. (29)

Finally, the Ricci scalar changes to
R̃ = e−2ϕ

(
R − 2(n− 1)�ϕ− (n− 2)(n− 1)gabϕ,aϕ,b

)
. (30)

These formulas are especially helpful when the metric is conformally flat.
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Warped products
Let a metric ng be a warp product of two metrics ḡ and g̃ with a warp factor
F > 0, i.e., the metric ng is composed as

ngABdxAdxB = pḡij(xk)dxidxj + n−pg̃µν(xα)F (xk)dxµdxν , (31)

where 1 ≤ i, j, k ≤ p and p + 1 ≤ α, µ, ν ≤ n. Tensors related to the metric ḡ
have bars, e.g., the Ricci scalar of ḡ is denoted R̄ = R(ng), analogously for g̃ with
tildes. The components of Christoffel symbols read

Γabc = Γ̄abc,Γαβγ = Γ̄αβγ,Γaαβ = −1
2 ḡ

abF,bg̃αβ,Γαaβ = 1
2F F,aδ

α
β . (32)

The components, which do not vanish identically, of Riemann tensor, trace-free
part of Ricci tensor SAB and the Ricci scalar R(ng) of metric ng are composed as
follows [30]:

Rijkl = R̄ijkl, Rαjkδ = −1
2Tjkg̃αδ, (33)

Rαβγδ = FR̃αβγδ − 1
8∥∇̄F∥2g̃αβ ⃝∧ g̃γδ, ∥∇̄F∥2≡ ḡijF,iF,j, (34)

Tij ≡ ∇̄i∇̄jF − 1
2F F,iF,j, T ≡ ḡijTij = �ḡ F − 1

2F ∥∇̄F∥2, (35)

Sij = S̄ij − n− p

2F Tij, (36)

Sµν = S̃µν − 1
2 g̃µν

(
T + n− p− 1

2F ∥∇̄F∥2
)
, (37)

R = R̄ + R̃

F
− n− p

F

(
T + n− p− 1

4F ∥∇̄F∥2
)
, (38)

K = K̄ + K̃
F 2 + ∥∇̄F∥2

F 3

[
(n− p)(n− p− 1)

8F − R̃

]
+ TijT

ij(n− p)
F 2 .(39)

Variation
The relation between variations δgµν and δgµν is:

gµν δg
µν = −gµν δgµν . (40)

The Jacobi formula for the determinant reads

δg = g gµν δgµν ⇒ 2δ
√

−g = −gµν δgµν . (41)

Variation of Ricci tensor with respect to the metric is known as Palatini identity:

δRicσν = ∇ρ (δΓρνσ) − ∇ν

(
δΓρρσ

)
. (42)

Variation of Ricci scalar reads

δR = Rµνδg
µν + δRµνg

µν . (43)
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The last term is a total divergence (using √
−gAµ;µ = (√−gAµ),µ for any vector

field Aµ):
δRµνg

µν = ∇ρ

(
gµνδΓρνµ − gµρδΓννµ

)
≡ Bµ

;µ, (44)

and it does not contribute to equations of motion derived from Einstein-Hilbert
action. But if we multiply R by a function Φ, we get

δ(ΦR) = RδΦ + ΦRµνδg
µν + (ΦBµ);µ −BµΦ;µ, (45)

where the third term is again a total divergence. Then the variation reads

δ(ΦR)
δgµν

= ΦRµν + gµν �g Φ − Φ;µν . (46)

Software
The calculations and graphs were computed using SageMath 8.3 and Wolfram
Mathematica 11.2 Student Edition.
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1. Majumdar-Papapetrou in a
general dimension
In general dimension D = n + 1, n ≥ 3, where n is the dimension of space, the
MP geometry is given by [16]:

Dg = −U−2dt2 + nhijdxidxj, (1.1)

where t is a time-like Killing coordinate, U is a time independent function and h
is the spatial metric of dimension n:

nh = U2λndx⃗ · dx⃗ = U2λnδijdxidxj, λn = 1
n− 2 , (1.2)

with δij being the flat spatial metric in Rn. The coordinates (t, xi) are suitable for
a description of the spacetime above all horizons. The electromagnetic potential
and the electromagnetic tensor read

A = cn
U

dt, F = dA = cn
U2

n∑
i=1

U,idxi ∧ dt, cn =
√

n− 1
2(n− 2) . (1.3)

Non-trivial independent contravariant components of F read

F i0 = −cnU−2λnU,i. (1.4)

The Maxwell scalar reads

F = −2c2
nU

2n−6
2−n

n∑
i=1

U2
,i. (1.5)

We see that F diverges when U = 0 and the gradient of U is non-zero there. The
electromagnetic stress-energy tensor reads

T 0
0 = F

16π , T
i

0 = T 0
i = 0, (1.6)

T j
i = − n− 1

2(n− 2)U
2−2n
n−2 U,iU,j − F

4 δ
j
i . (1.7)

Since h is conformally flat, we can easily compute the corresponding curvature
quantities (26). The Riemann tensor of h reads

Rijkl(nh) = −U
6−2n
n−2 δij

(n− 2)2 ⃝∧
(

(n− 2)UU,kl − (n− 1)U,kU,l + 1
2δkl∥∇nδU∥2

)
. (1.8)

The Ricci tensor of h reads

Rij(nh) = n− 1
(n− 2)U2U,iU,j − U,ij

U
− ∆nδU

(n− 2)U δij. (1.9)

The Ricci scalar of h reads

R(nh) = n− 1
n− 2U

2−2n
n−2

(
∥∇nδU∥2−2U∆nδU

)
. (1.10)
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The Kretschmann invariant of h reads

K(nh) = 2U− 4(n−1)
n−2

(n− 2)3

{(
2n2 − 5n+ 3

)
∥∇nδU∥4+2(n− 2)U2(∆nδU)2+ (1.11)

+δacδbd
[
2(n− 2)2U2U,abU,cd − 4

(
n2 − 3n+ 2

)
UU,aU,bcU,d

]}
.

The spacetime metric g is a warped product (31), we can compute easily its
curvature, too. The Ricci scalar of g reads

R(Dg) = − U
2−2n
n−2

(n− 2)
[
(n− 3)∥∇nδU∥2+2U∆nδU

]
. (1.12)

Kretschmann invariant reads

K(Dg)
U−4(λn+1) = λnU∥∇nδU∥2∆nδU + 4λ2

nU
2(∆nδU)2 + (1.13)

+
[
4(λn + 1)U2U,ijU,kl − 8

(
λ2
n + 3λn + 2

)
UU,iU,klU,j

]
δikδjl +

+ 2
(
λ3
n + 7λ2

n + 12λn + 8
)

∥∇nδU∥4.

Einstein and Maxwell equations reduce to a single Laplace’s equation (away from
the sources):

∆nδU =
n∑
i=1

∂2U

∂xi2
= 0, (1.14)

where ∆ denotes the Laplacian (13). If the spacetime contains sources with a
distributional charge density ϱ(xi), the equation reads

Jµ = −cn
ϱ(xi)√

−g
δµ0 ⇒ ∆nδU = −4πϱ(xi). (1.15)

1.1 Multi-black hole solutions
One particular solution of interest is a multi black-hole spacetime describing a
finite number N of extremally charged black holes in equilibrium. It is of the
form [31]

U = 1 +
N∑
i=1

Mi

|x⃗− a⃗i|n−2 , (1.16)

where a⃗i corresponds to the position1 of point charges in classical electrodynamics
and for Mi > 0 it corresponds to the location of horizons in GR. The correspond-
ing charge current [16] reads

√
−gJ0 = − cn

4π∆δU = cnπ
n
2 −1

Γ
(
n
2 − 1

) N∑
i=1

Mi · nδ (x⃗− x⃗i) . (1.17)

We will summarize a few facts [31], which will be used in later chapters.
1Here x⃗ denotes a spatial coordinate position, |x⃗| denotes its coordinate spatial length and

x⃗ · y⃗ denotes a scalar product of x⃗ and y⃗ with respect to the flat metric.
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For a large |x⃗| we have

U = 1 + 1
|x⃗|n−2

N∑
i=1

Mi

[
1 + (n− 2) x⃗ · a⃗i

|x⃗|2
+O

(
|x⃗|−2

)]
. (1.18)

For x⃗ → a⃗i, we choose any i fixed and introduce spherical coordinates with
ri = |x⃗− a⃗i| being the radial coordinate. We can also renumber a⃗i so i = 1 and
apply transformation x⃗ → x⃗+ a⃗1, a⃗j → a⃗j − a⃗1, which effectively means

a⃗1 = 0, r1 = r = |x⃗| , rj = |x⃗− a⃗j| . (1.19)
where r is the standard Cartesian spherical coordinate from the origin. Then the
spatial metric reads

nh = U
2

n−2
(
dr2 + r2dΩ2

n−1

)
, (1.20)

where dΩn−1 is the metric on the unit n − 1 sphere Sn−1. We split the function
U as follows

U = 1 + M1

rn−2 +
N∑
j>1

Mj

|x⃗− a⃗j|n−2 . (1.21)

Then we can write
r2
j = |x⃗− a⃗j|2 = r2 − 2r |a⃗j| cosαj + |a⃗j|2 , (1.22)

where αj is the angle between x⃗ and a⃗j. So the series of U at r = 0 is

U = M1

rn−2 + 1 +
N∑
j=2

Mj

|a⃗j|n−2 +O (r) . (1.23)

To regularize the metric at r = 0, we introduce a null coordinate v [31]
v = t+ f(r) ⇒ dt = dv − f ′(r)dr. (1.24)

Then the spacetime metric Dg transforms to
Dg = −U−2dv2 + 2U−2f ′dv dr+

[
U

2
n−2 − U−2 (f ′)2] dr2 + U

2
n−2 r2dΩ2

n−1. (1.25)
We rewrite the last term as

U
2

n−2 r2 =
(
Urn−2

) 2
n−2 =

[
M1 +O

(
rn−2

)] 2
n−2 , (1.26)

which is regular thanks to (1.23). To regularize Dgrr, we fix f by choice

f ′ = W
n−1
n−2 ,W ≡ M1

rn−2 + 1 +
N∑
j=2

Mj

|a⃗j|n−2 . (1.27)

For the individual metric components we then have

Dgrr = U
2

n−2 − U−2 (f ′)2 = W
2

n−2

⎡⎣( U
W

) 2
n−2

−
(
W

U

)2
⎤⎦ , (1.28)

Dgrv = U−2W
n−1
n−2 . (1.29)

Now we expand the terms at r = 0 and get

W
2

n−2 = M
2

n−2
1
r2 +O

(1
r

)
,
U

W
= 1 +O

(
rn−1

)
,
W

U
= 1 +O

(
rn−1

)
. (1.30)

Combining the series we get
Dgrr = M

2
n−2

1 rn−3 +O
(
rn−2

)
, grv = O

(
rn−3

)
, gvv = O

(
r2
)
. (1.31)
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1.1.1 Case n = 3
For n = 3, the metric reads

4g = −U−2dv2 + 2W
2

U2 dvdr + grrdr2 + U2r2dΩ2
2, (1.32)

and the terms go as

U−2 = O
(
r2
)
, r2U2 = M2

1 +O (r) , grr = M2
1 . (1.33)

We can check that at r = 0, the metric is regular. The grr component reads

grr = W 2
[(

U

W

)2
−
(
W

U

)2]
,W ≡ M1

r
+ 1 +

N∑
j=2

Mj

|a⃗j|
. (1.34)

The determinant 4g = (gvvgrr − g2
rv)gθθgφφ equals

4g =
{

−
(
W

U

)2 [( U
W

)2
−
(
W

U

)2]
−
(
W

U

)4}
r4U4 sin2 θ. (1.35)

This simplifies to
4g = −r4U4 sin2 θ. (1.36)

We evaluate at r = 0 and get
4g
⏐⏐⏐
r=0

= −M4
1 sin2 θ (1.37)

We see that the procedure works well for n = 3. Thanks to the multiple coordinate
transformations, we achieved that the metric is regular at the selected (we put
i = 1) horizon, which is a sphere of radius M1. This approach is the same for any
other i. However, in case n ≥ 4 this procedure is not sufficient.

1.1.2 Case n ≥ 4
For n ≥ 4, the metric determinant reads

Dg = (gvvgrr − g2
rv)U

2n−2
n−2 r2n−2 det dΩ2

n−1. (1.38)

It can be shown that the determinant is zero at r = 0 from (1.31) and therefore,
the metric is singular there. We thus introduce a new coordinate R = rn−2 and
get

Dgrvdr dv =
(
W

U

)2
W

3−n
n−2 dr dv =

[
1 +O

(
rn−2

)]M 3−n
n−2

1
n− 2 dR dv. (1.39)

However, this transformation breaks other terms and introduces the fractional
powers of R, such as

U
2

n−2 r2dΩ2
n−1 = U

2
n−2R

2
n−2 dΩ2

n−1, (1.40)

which can lead to non-differentiability on the horizon. As shown in [32], for n ≥ 4
and N = 2 or N = 3, the metric cannot be extended smoothly. In case N = 1,
we get Dgrr = 0 after introducing the coordinate R, and the horizon is smooth.
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1.1.3 Case N = ∞
Formally, for an infinite number of sources we have

U = 1 +
∞∑

i=−∞

Mi

|x⃗− a⃗i|n−2 . (1.41)

It was shown [33] that if a⃗i do not have an accumulation point, then we cannot
have a regular asymptotically flat space-time. However, if a⃗i do have such a
point, then the Maxwell scalar F is unbounded in the region above all horizons.
To simplify the problem, we can assume a special configuration, such as equal
masses (Mi = M for every i) and equal spacing on a line. This was studied in
[24]. When n is even, i.e., n = 2j for an integer j, we can perform the summation
and get

U = 1 +
∞∑

k=−∞

M

[ρ2 + (z − kL)2]j
, ρ2 =

n−1∑
i=1

x2
i , z = xn. (1.42)

Here L is a coordinate distance between neighbouring sources on the z-axis. Then
the summation yields a closed form [24]:

U = 1 −M
(−1)j
j!

(
1
2ρ

∂

∂ρ

)j [
ln
(

cosh 2πρ
L

− cos 2πz
L

)]
. (1.43)

1.2 Electrogeodesics in 4D for an axisymmetric
MP spacetime

If the MP spacetime is axisymmetric, i.e., U = U(ρ, z), it is convenient to intro-
duce cylindrical coordinates, in which the metric takes the form

g = −U−2dt2 + U2
(
dρ2 + ρ2dφ2 + dz2

)
. (1.44)

Lagrangian of a charged test particle with a charge-to-mass ratio q reads

L = 1
2gµν ẋ

µẋν + qAµẋ
µ, (1.45)

where xµ is the position of the test particle, ẋµ is its velocity and dot denotes the
derivative with respect to an affine parameter τ . The Lagrangian reads

L =
2qṫU + U4

(
ρ2φ̇2 + ρ̇2 + ż2

)
− ṫ2

2U2 . (1.46)

The Lagrangian does not depend on t and φ, so we have the following conserved
quantities:

E = qU − ṫ

U2 , Lz = ρ2U2φ̇. (1.47)

The remaining Euler-Lagrange (EL) equations of motion read

U,ρ
U

(
ρ̇2 − E2 − ż2

)
+ 2U,z

U
ρ̇ż + EqU,ρ

U2 + ρ̈ = L2
z (ρU,ρ + U)
ρ3U5 ,(1.48)

U
[
2ρ̇żU,ρ − U,z

(
E2 + ρ̇2 − ż2

)]
+
(
EqU,z + z̈U2

)
= L2

zU,z
ρ2U3 . (1.49)
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The normalization condition gµν ẋ
µẋν = U is rewritten as

U2
(
−E2 + ρ̇2 + ż2

)
+ 2EqU + L2

z

ρ2U2 = q2 + U , (1.50)

where U = 0 for photons and U = −1 for timelike particles. Sometimes it is
useful to express the EL equations in the Hamiltonian formalism. The generalized
momenta are given by

πµ = ∂L
∂ẋµ

. (1.51)

Here we get

πt = qU − ṫ

U2 = E, πρ = ρ̇U2, πφ = ρ2U2φ̇ = Lz, πz = żU2. (1.52)

Hamilton’s equations for momenta read

π̇t = π̇φ = 0, (1.53)

π̇ρ = πtU,ρ (πtU − q) +
ρU,ρ

[
ρ2
(
π2
ρ + π2

z

)
+ π2

φ

]
+ π2

φU

ρ3U3 , (1.54)

π̇z = U,z

⎡⎣πt (πtU − q) +
π2
φ + ρ2

(
π2
z + π2

ρ

)
ρ2U3

⎤⎦ . (1.55)

We see that if U,z → 0, then the z component of the momentum will be conserved,
i.e., π̇z → 0.

1.2.1 Static timelike cases
First we investigate the simplest electrogeodesics. The equations for a static
particle are given by plugging ρ̇ ≡ ż ≡ φ̇ ≡ 0 into the EL equations. We get

ṫ2 = U2, ẗ = 0, (1.56)
U−5

(
qU − ṫ

)
ṫU,ρ = 0, (1.57)

U−5
(
qU − ṫ

)
ṫU,z = 0. (1.58)

There exist two types of solutions. The first one is acquired by putting the bracket
in the second and third equation equal to zero. We obtain

ṫ = qU, t = qUτ, q2 = 1, qU > 0. (1.59)

This solution represents extremally charged particles, which can be static any-
where above all horizons. The second solution is given by the derivatives of U
being zero. We get

t = |U | τ, U,z = U,ρ = 0, q ∈ R, U ̸= 0. (1.60)

In this case particles can have an arbitrary charge but need to be at special
locations where the first derivatives of U vanish.
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1.2.2 Radial null paths
Radial null electrogeodesics are obtained by ż ≡ φ̇ ≡ 0. The equations of motion
read

U,ρ (ρ̇2 − E2)
U

+ ρ̈ = 0, (1.61)

U,z (E2 + ρ̇2)
U

= 0, (1.62)

U(ρ̇2 − E2) = 0. (1.63)

The second equation requires U,z = 0. From the last one we get that ρ is linear
in τ . We arrive at the following solution:

U,z = 0, ρ = ρ0 ± Eτ, ṫ = −EU2, E < 0. (1.64)

If a black hole is located in the region U,z = 0, the photon heading towards it
unavoidably penetrates the horizon.

1.2.3 Radial timelike paths
In the case of radial timelike electrogeodesics, we get the following equations:

U,ρ
U (ρ̇2 − E2) + Eq

U2 + ρ̈ = 0, (1.65)

U,z
U (E2 + ρ̇2) − Eq

U
= 0, (1.66)

ρ̇2U2 + 1 = (q − EU)2. (1.67)

The second equation implies U,z = 0. From the normalization relation (1.50), we
get an effective potential for ρ̇ yielding admissible regions of motion. The solution
reads

ṫ = U (q − EU) > 0, U,z = 0, ρ̇2 = (q − EU − 1) (q − EU + 1)
U2 ≥ 0. (1.68)

For E = 0, q ̸= 0, there is no turning point and the solution simplifies to

ṫ = qU > 0, U,z = 0, ρ̇2 = q2 − 1
U2 , |q| ≥ 1. (1.69)

For uncharged particles q = 0, E ̸= 0, and we have

ṫ = −EU2, E < 0, U,z = 0, ρ̇2 = (EU + 1) (EU − 1)
U2 ≥ 0. (1.70)

1.2.4 Axial null paths
Electrogeodesic along the z-axis are given by ρ̇ ≡ φ̇ ≡ 0. In the null case, we
obtain equations

U,z (ż2 − E2)
U

+ z̈ = 0, (1.71)

U,ρ (E2 + ż2)
U

= 0, (1.72)

U(ż2 − E2) = 0. (1.73)
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The second equation yields U,ρ = 0. From the last one, we express ż and get

U,ρ = 0, z = z0 ± Eτ, ṫ = −EU2, E < 0. (1.74)

If a black hole is located in the region U,ρ = 0, we see penetration of the horizon.

1.2.5 Axial timelike paths
For axial timelike electrogeodesics, we obtain

U,ρ
U (E2 + ż2) − Eq

U
= 0, (1.75)

U,z
U (ż2 − E2) + Eq

U2 + z̈ = 0, (1.76)

ż2U2 + 1 = (q − EU)2. (1.77)

The first equation yields U,ρ = 0. From the last one we get an effective potential
for ż, which determines regions of possible motion:

ṫ = U (q − EU) > 0, U,ρ = 0, ż2 = (q − EU − 1) (q − EU + 1)
U2 ≥ 0. (1.78)

Oscillation is possible if there exist multiple turning points and the effective
potential changes signs properly there. For E = 0, q ̸= 0, there is no turning
point and the solution simplifies to

ṫ = qU > 0, U,ρ = 0, ż2 = q2 − 1
U2 , |q| ≥ 1. (1.79)

For uncharged particles q = 0, E ̸= 0, we have

ṫ = −EU2, E < 0, U,ρ = 0, ż2 = (EU + 1) (EU − 1)
U2 ≥ 0. (1.80)

1.2.6 Circular null paths
Circular electrogeodesics are given by ρ̇ ≡ ż ≡ 0. For null particles we get
equations

ẗ = 0 ⇒ t = γτ, (1.81)
φ̈ = 0 ⇒ φ = ωτ, (1.82)

−γ2U,ρ
U5 − ρ2ω2U,ρ

U
− ρω2 = 0, (1.83)

U,z (ρ2ω2U4 + γ2)
U5 = 0, (1.84)

ρ2ω2U2 − γ2

U2 = 0. (1.85)

From the first and second equations we get a linear dependence of t and φ on τ .
The fourth equation gives U,z = 0. From the remaining equations we get

γ = ρ |ω|U2, U,z = 0, U + 2ρU,ρ = 0, (1.86)

where U + 2ρU,ρ = 0 yields the location of a null orbit.
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1.2.7 Circular timelike paths
For timelike particles, we get the following equations:

ẗ = 0 ⇒ t = γτ, (1.87)
φ̈ = 0 ⇒ φ = ωτ, (1.88)

U−5
(
ρω2U5 − γqU,ρU + γ2U,ρ + ρ2ω2U,ρU

4
)

= 0, (1.89)
U,z
U5

(
−γqU + ρ2ω2U4 + γ2

)
= 0, (1.90)

γ2

U2 + ρ2ω2U2 = −1. (1.91)

From the fourth equation we get U,z = 0. These equations are more difficult than
for the null particles, and require a careful treatment.

On the photon orbit

First we discuss the case when a timelike particle can stay on the photon orbit
case, i.e., when U + 2ρU,ρ = 0 is met. The equations then simplify to

γqU + ρ2ω2U4 − γ2 = 0, ρ2ω2U2 − γ2

U2 = −1. (1.92)

It is easy to solve them for γ and ω. We get two distinct solutions:

γ± = U

4

(
q ±

√
q2 + 8

)
, ω2

± = q2 − 4 ± q
√
q2 + 8

8ρ2U2 . (1.93)

Regions of existence require γ > 0 and ω2 > 0. The variant ′+′ exists when

q > 1, U > 0, (1.94)

while the region ′−′ exists when

q < −1, U < 0. (1.95)

We see that the particle is extremally overcharged.

Away from the photon orbit

We now continue with the U + 2ρU,ρ ̸= 0 case, i.e., with a non-photonic orbit.
Then the solution reads

γ± = U
qρU,ρ ±

√
(q2 + 8) ρ2U2

,ρ + 12ρUU,ρ + 4U2

2 (2ρU,ρ + U) , (1.96)

ω2
± = U,ρ

ρU,ρ (q2 − 4) − 2U ± q
√

(q2 + 8) ρ2U2
,ρ + 12ρUU,ρ + 4U2

2ρU2 (2ρU,ρ + U)2 . (1.97)

Without knowing U specifically, we cannot generally determine the regions of
existence — we get them from the conditions γ± > 0 and ω2

± > 0.
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2. MP 4D alternating crystal
We aim to construct a solution, which exhibits a discrete translational symmetry
along an axis. Therefore, we shall call it a “crystal”. To achieve this, we use lin-
earity of the field equations in the MP spacetime. First we construct a spacetime
with an anti-periodic potential, since investigation of convergence of the sums is
easier than in the case of symmetric potential. The metric of the system reads

g = −U−2dt2 + U2
(
dρ2 + ρ2dφ2 + dz2

)
, A = dt

U
, U = 1 + λχ, λ = Q

k
, (2.1)

where k is the crystal separation constant, Q is the charge of each black hole and
χ is a potential which we want to construct.

2.1 System in classical physics
We first examine the solution in classical physics. We construct the potential, ex-
amine its convergence and asymptotic expansion. Uniform convergence is crucial
since derivatives then commute with the sums and it enables us to prove that the
resulting potential satisfies Laplace’s equation.

2.1.1 Construction

We use dimensionless cylindrical coordinates (rescaled by k) in which the poten-
tial χ satisfies Laplace’s equation (1.14) away from the sources:

χ,ρρ + χ,ρ
ρ

+ χ,zz = 0. (2.2)

Formally, χ can be rewritten as

χ =
∞∑

n=−∞
(−1)nχ̂n, (2.3)

however, it is more convenient to define χ as

χ = χ0 + χ¬0, χ¬0 =
∞∑
n=1

(−1)nχn. (2.4)

Here, χ̂n and χn are defined as follows:

χ̂n ≡ 1
rn
, rn =

√
ρ2 + (z − n)2, χn ≡ χ̂n + χ̂−n. (2.5)

The second definition benefits from the fact that the index runs from 1. We also
removed χ0 from the sum, as it is convenient for investigation of the uniform
convergence (as shown in the following section).
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2.1.2 Convergence
We defined χ using an infinite sum, to prove it satisfies Laplace’s equation we
need to exchange derivatives with the infinite summation. To be eligible to do
this, we need to prove that the sum and its first and second derivatives coming
from Laplace’s equation converge uniformly. We shall prove that in the following
region

R = {0 ≤ ρ, 0 ≤ z ≤ 1/2, 0 ≤ φ ≤ 2π} . (2.6)
Using the potential symmetries, we shall later extend the definition of χ to any
ρ and z.

Inspecting the potential

We begin with inspection of χn. The terms χn are bounded by

0 ≤ χ̂−n ≤ 1
n
, 0 ≤ χ̂n ≤ 2

2n− 1 ⇒ |χn| ∼ 1
n

in R. (2.7)

Using Theorem (A.T1) presented in the Appendix, we see that χn ⇒ 0. The
terms are decreasing with n:

∂χn
∂n

= z − n

r3
−n

− z + n

r3
n

< 0 in R. (2.8)

Using these facts, we see that the sum χ¬0 converges uniformly (but not abso-
lutely) in R thanks to (A.T6):

∞∑
n=1

(−1)nχn ⇒ χ¬0, (2.9)

and is continuous in R due to (A.T3). If we put ρ = 0, the sum simplifies to

χ(ρ = 0, z) = 1
z

+
∞∑
n=1

(−1)n 2n
n2 − z2 , 0 ≤ z ≤ 1. (2.10)

We find that the sum can be expressed in the form of the well-known LerchPhi
Φ function (A.7)

χ(ρ = 0, z) = pχ(z) ≡ 1
z

+ Φ(−1, 1, z) + Φ(−1, 1,−z), 0 ≤ z ≤ 1/2. (2.11)

Near the origin, we have1

χ(r, θ) = 1
r

− 2 ln 2 − ζ̄(3)
8 [1 − 3 cos (2θ)] r2 +O(r4), r ≪ 1. (2.12)

In the vicinity of the axis, the potential reads

χ(ρ, z) = pχ(z)+

+ ρ2

16

[
ζ
(

3, 1 − z

2

)
+ ζ

(
3, 1 + z

2

)
− ζ

(
3, 2 + z

2

)
− ζ

(
3, 2 − z

2

)]
+

+ ρ4

256

[
ζ
(

5, z + 2
2

)
+ ζ

(
5, 1 − z

2

)
− ζ

(
5, 1 − z

2

)
− ζ

(
5, z + 1

2

)]
+

+O(ρ6).

(2.13)

1Here ζ̄(s) =
∑∞

k=1 k−s is the Riemann zeta function.
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In the mirror plane z = 0, the potential near the axis reads

χ(ρ, z = 0) = 1
ρ

− 2 ln 2 + 3ζ(3)
4 ρ2 +O(ρ4). (2.14)

Its derivative for 0 ≤ z ≤ 1/2 is expressed via the generalized Riemann zeta
function (A.12) and reads:

4 ∂χ
∂z

⏐⏐⏐⏐⏐
ρ=0

= ζ
(

2,−z

2

)
+ ζ

(
2, 1 + z

2

)
− ζ

(
2, 1 − z

2

)
− ζ

(
2, z2

)
− 4
z2 . (2.15)

Inspecting the first derivatives

We continue with investigation of the first derivatives of χ. The first ρ derivative
of χn reads

∂χn
∂ρ

= − ρ

r3
n

− ρ

r3
−n
. (2.16)

Bounds for the terms read

0 ≤ ρ

r3
n

≤ 8
3
√

3(1 − 2n)2
, 0 ≤ ρ

r3
−n

≤ 2
3
√

3n2
,

⏐⏐⏐⏐⏐∂χn∂ρ
⏐⏐⏐⏐⏐ ∼ 1

n2 . (2.17)

Again, we see that χn,ρ ⇒ 0, but the main result is that the sum ∑(−1)nχn,ρ
converges absolutely uniformly thanks to (A.T5). Then the derivative commutes
with the sum due to (A.T8)

∂

∂ρ

∞∑
n=1

(−1)nχn(ρ, z) =
∞∑
n=1

(−1)n∂χn(ρ, z)
∂ρ

. (2.18)

We also see that
∂χ

∂ρ

⏐⏐⏐⏐⏐
ρ=0

= ∂χ¬0

∂ρ

⏐⏐⏐⏐⏐
ρ=0

= 0. (2.19)

Let us move to the first z derivative, which does not appear in Laplace’s equation,
but it will be used in the second z derivative. The terms read

∂χn
∂z

= n− z

r3
n

− n+ z

r3
−n

. (2.20)

The bounds for the terms read

0 ≤ n+ z

r3
−n

≤ 2n+ 1
2n3 , 0 ≤ n− z

r3
n

≤ n+ 3
n3 ,

⏐⏐⏐⏐⏐∂χn∂z
⏐⏐⏐⏐⏐ ∼ 1

n2 . (2.21)

Again, we get the desired result:

∂

∂z

∞∑
n=1

(−1)nχn(ρ, z) =
∞∑
n=1

(−1)n∂χn(ρ, z)
∂z

. (2.22)
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Inspecting the second derivatives

The second ρ derivative of χn reads

∂2χn
∂ρ2 = 3ρ2

r5
n

+ 3ρ2

r5
−n

− 1
r3
n

− 1
r3

−n
. (2.23)

In this case the bounds are more difficult to obtain

0 ≤ 3ρ2

r5
n

≤ 5
n3 , 0 ≤ 3ρ2

r5
−n

≤ 1
n3 , 0 ≤ 1

r3
n

≤ 8
n3 , 0 ≤ 1

r3
−n

≤ 1
n3 . (2.24)

Combining the inequalities we get an absolutely uniform convergence:⏐⏐⏐⏐⏐∂2χn
∂ρ2

⏐⏐⏐⏐⏐ ∼ 1
n3 ⇒

∞∑
n=1

(−1)nχn,ρρ ⇒ χ¬0,ρρ in R. (2.25)

The second z derivative of χn reads

∂2χn
∂z2 = 3(n− z)2

r5
n

− 1
r3
n

− 1
r3

−n
+ 3(n+ z)2

r5
−n

. (2.26)

Combining the terms, we get that χn,zz ⇒ 0 and its sum converges uniformly:⏐⏐⏐⏐⏐∂2χn
∂z2

⏐⏐⏐⏐⏐ ∼ 1
n3 ⇒

∞∑
n=1

(−1)nχn,zz ⇒ χ¬0,zz in R. (2.27)

On the axis we have a formula involving the Hurwitz zeta function2:

8χ,ρρ(0, z) = ζ3

(
z + 1

2

)
− ζ3

(
z

2 + 1
)

+ ζ3

(1 − z

2

)
− ζ3

(
1 − z

2

)
− 8
z3 . (2.28)

The final step

We can now extend the definition of χ to ∀z. Using the mirror symmetry, we
have χn(ρ, z) = χn(ρ,−z) and we extend χ to the region −1/2 ≤ z ≤ 1/2. The
last step is to show (anti-)periodicity in z.

χ(ρ, z + 1) = χ̂−1(ρ, z) +
∞∑
n=1

(−1)n [χ̂n−1(ρ, z) + χ̂−n−1(ρ, z)] = (2.29)

=χ̂−1(ρ, z) +
∞∑
l=0

(−1)l+1χ̂l(ρ, z) +
∞∑
m=2

(−1)m−1χ̂−m(ρ, z) =

=χ̂−1(ρ, z) − χ̂0(ρ, z) + χ̂1(ρ, z) −
∞∑
k=2

(−1)kχk(ρ, z) = −χ(ρ, z).

In the first line, we expressed the functions χ̂n with argument z + 1 in the terms
of χ̂n with argument z, but different index n. In the second line, we separated
the sums and defined new indices l = n − 1 in the first sum and m = n + 1 in
the second sum. In the third line, we explicitly wrote the first two summands

2The Hurwitz zeta function, ζs(a) =
∑∞

k=0(a + k)−s, has singularities at a = −n for non-
negative integers n.
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from the first sum and put both sums together with index k. In the last step, we
regrouped the terms and got the result.

We have thus extended the potential via symmetries. The potential has anti-
period 1 and period 2:

χ(ρ, z) = χ(ρ,−z) = −χ(ρ, z + 1) = χ(ρ, z + 2). (2.30)

Plot of the potential is shown in Figure 2.1. Using the mirror symmetry we get

∂χ

∂z
(ρ, z) = −∂χ

∂z
(ρ,−z) ⇒ χ,z(ρ, z = 0) = 0. (2.31)

We also get
∂χ

∂z
(ρ, z) = −∂χ

∂z
(ρ, 2 − z) ⇒ χ,z(ρ, z = 1) = 0. (2.32)

Combining all the results from the convergence test, we have proved that χ is a
solution of Laplace’s equation with the following antiperiodic charge distribution:

−4πϱ = ∆χ = ∆χ0 +
∞∑
n=1

(−1)n∆χn = −4π
∞∑

n=−∞
(−1)n · 3δ (x, y, z − n) . (2.33)

If we separate the positive and negative terms, we can express it using relation
(A.31) as

ϱ = X2 (z) − X2 (z − 1)
2πρ δ(ρ). (2.34)

Using the Moore-Osgood theorem (A.T7), we find that

lim
ρ→∞

χ = lim
ρ→∞

χ,z = lim
ρ→∞

χ,zz = lim
ρ→∞

χ,ρ = lim
ρ→∞

χ,ρρ = 0. (2.35)

2.1.3 Fourier series
Function χ is anti-periodic, so it is natural to ask for its Fourier coefficients for a
fixed ρ. Since the potential diverges at r = 0 as 1/r, which is not integrable near
the origin, the coefficients will exist only for ρ > 0. We see that for any fixed
ρ the function χ is at least two times differentiable in z and it is also at least
three times piecewise differentiable. Therefore, the Fourier series of χ exists and
coincides with χ. Using (A.D4), we have

χ(ρ, z) =
∞∑
n=1

gn(ρ) cos(πnz), gn(ρ) =
∫ 1

−1
χ(ρ, z) cos(πnz)dz. (2.36)

Finding the coefficients gn directly is hard, it is easier to calculate them assuming

χ(ρ, z) =
∞∑
n=1

An(z)Bn(ρ), ρ > 0. (2.37)

We desire to build the solution in that way so that each mode satisfies Laplace’s
equation. This yields an equation

∆(AnBn) = Bn(ρ)A′′
n(z) + An(z)

(
B′′
n(ρ) + B′

n(ρ)
ρ

)
= 0. (2.38)
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This formal procedure is to ensure that in the end we get the correct result. The
equation for each mode is separable, leading to

−α2
n = A′′

n(z)
An(z) = − 1

Bn

(
B′′
n(ρ) + B′

n(ρ)
ρ

)
. (2.39)

Here, we recognize the harmonic part An, which plays the role of a Fourier series
coefficient. The general solution reads

AnBn = [an sin(αnz) + bn cos(αnz)] [cnI0(αnρ) + dnK0(αnρ)] . (2.40)

Function χ has a reflection symmetry: χ(ρ, z) = χ(ρ,−z), which sets an = 0.
The anti-periodicity of χ yields

An(z + 1) = −An(z) ⇒ cos(πn) = −1 ⇒ n = 1, 3, 5, . . . (2.41)

Finally, from (A.19), we see that I0 diverges at ρ → ∞, which implies cn = 0,
since we know from (2.35) that the potential goes to zero. We thus arrive at the
expression

χ =
∞∑
l=1

fl cos [αlz]K0 [αlρ] , αl = π(2l − 1). (2.42)

Since we have

|K0(πnρ)| ≤ K0(δ) exp [δ(1 − n)] , ρ ≥ δ > 0, (2.43)

the sum converges absolutely uniformly for ρ ≥ δ and is smooth there thanks to
(A.T11). Near the axis, however, the function K0 diverges. We determine the
unknown coefficients fl formally from the charge enclosed in a cylinder of radius
R and height 2h, which is aligned with the z axis and centred at the origin:

4πQ(R, h) = −2π
∫ R

0
χ,z|z=+h

z=−h ρ dρ− 2π
∫ h

−h
(ρχ,ρ)|ρ=R dz = 2π(q1 + q2). (2.44)

Here q1 is the first integral and q2 is the second integral. The first term yields

q1 = 2
∞∑
l=1

fl sin (αlh)
[
RK1 (αlR) − 1

αl

]
. (2.45)

However, in the limit R → 0 the term q1 vanishes, see (A.25). The second term
gives

q2 =
∞∑
l=1

∫ h

−h
fl cos [αlz]αlRK1 [αlR] dz. (2.46)

Now we apply the limit R → 0 and get

q2 =
∞∑
l=1

∫ h

−h
fl cos [αlz] dz. (2.47)

We shall calculate them formally from the linear charge density λ(z):

lim
R→0

Q(R, h) =
∫ h

−h
λ(z)dz. (2.48)
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Now we rewrite the charge density (2.34) as

X2(z) − X2(z − 1) =
∞∑
n=1

{cos(πnz) − cos [πn(z − 1)]} = (2.49)

=
∞∑
n=1

cos(πnz) [1 − cos(πn)] = 2
∞∑
l=1

cos [αlz] .

We compare the terms and get fl = 4. We thus have

χ =
∞∑
l=1

4 cos (αlz)K0 (αlρ) , αl = π(2l − 1). (2.50)

2.1.4 Asymptotic series
To investigate the cylindrical asymptotic structure of the spacetime, we need to
find the leading term of χ in the limit ρ → ∞. If we expand the individual terms
χn for ρ ≫ 1, we get

χ̂n = 1
ρ

− (n− z)2

2ρ3 +O

(
1
ρ4

)
. (2.51)

This approach can’t be used, as the resulting sum of approximated terms diverges.
However, we can use integral estimates for a non-negative (or non-positive) series.
The potential χ is not suitable for this, as it is not absolutely convergent and the
terms χn change the sign. We thus use its derivative instead. Its sum is absolutely
convergent, we can thus split the positive and negative terms apart:

∂χ¬0

∂ρ
=

∞∑
n=1

∂χ2n

∂ρ
−

∞∑
n=1

∂χ2n−1

∂ρ
. (2.52)

The derivatives are negative and increasing:

∂χn
∂ρ

< 0, ∂
2χn

∂ρ∂n
> 0 in R. (2.53)

We use the integral estimates (A.T4) and obtain

∂χ1

∂ρ
+
∫ ∞

1

∂χ2n−1

∂ρ
dn ≤

∞∑
n=1

∂χ2n−1

∂ρ
≤
∫ ∞

1

∂χ2n−1

∂ρ
dn, (2.54)

∂χ2

∂ρ
+
∫ ∞

1

∂χ2n

∂ρ
dn ≤

∞∑
n=1

∂χ2n

∂ρ
≤
∫ ∞

1

∂χ2n

∂ρ
dn. (2.55)

Subtracting the inequalities and expanding the terms for ρ ≫ 1, we get

− 2
ρ2 + 6z2 + 17

2ρ4 +O

(
1
ρ5

)
≤ ∂χ

∂ρ
≤ 2
ρ2 − 6z2 + 13

2ρ4 +O

(
1
ρ5

)
. (2.56)

This suggests that χ,ρ goes as ρ−2 or faster. However, we did not get any infor-
mation about the leading term and from numerical calculations, we see that χ,ρ
does not go as ρ−2. To get a better restriction on the asymptotics, we use (2.50).
For a large ρ, the terms Bl (2.50) go as

Bl = 4
√
πe−αlρ

√
2αlρ

[
1 − 1

8αlρ
+ 9

128α2
l ρ

2 +O

(
1
ρ3

)]
. (2.57)
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Since the dependence on z vanishes for large values of ρ, we set z = 0 in the
Fourier series, and use an expansion of K0 for large ρ and take into account only
the leading term. The sum reads

χ(ρ, z = 0) =
∞∑
l=1

Cl

[
1 +O

(
1
ρ

)]
, Cl = 4

√
πe−αlρ

√
2αlρ

. (2.58)

The terms are positive and decreasing:

Cl > 0, ∂Cl
∂l

< 0∀l ≥ 1, ρ ≥ δ. (2.59)

We can thus use the integral estimates (A.T4), which tell us∫ ∞

1
Cldl ≤

∞∑
l=1

Cl ≤ C1 +
∫ ∞

1
Cldl. (2.60)

We evaluate the integral and get

∫ ∞

1
Cldl =

√
2 erfc

(√
πρ
)

ρ
= e−πρ

ρ3/2

[√
2
π

− 1√
2π2ρ

+O

(
1
ρ2

)]
. (2.61)

Thus the asymptotic estimate reads
√

2e−πρ
√
ρ

[
1
πρ

+O

(
1
ρ2

)]
≤

∞∑
l=1

Cl ≤
√

2e−πρ
√
ρ

[
2 + 3

4πρ +O

(
1
ρ2

)]
. (2.62)

This does not give precisely the leading term, but restricts the asymptotics more
then (2.56). From numerical data, we see that the leading term is

χ(ρ, z = 0) = c
e−πρ
√
ρ

+O

(
e−πρ

ρ3/2

)
, c ≈ 2.74. (2.63)

2.2 Geometry
In the previous section, we have constructed the potential χ and shown that it is
a solution to the Laplace’s equation. The metric reads

ds2 = −U−2dt2 + U2
(
dρ2 + ρ2dφ2 + dz2

)
, (2.64)

where the function U is given by

U (ρ, z) = 1 + λχ(ρ, z), λ = Q

k
. (2.65)

Function χ has antiperiod 1, but U does not share this symmetry:

U(ρ, z+ 2) = 1 +λχ(ρ, z+ 2) = 1 −λχ(ρ, z+ 1) = 1 +λχ(ρ, z) = U(ρ, z). (2.66)

Although the sources are antiperiodic (2.33), we see that U has period 2, but
no antiperiod. Near the origin the potential χ behaves as a single extremal
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Reissner-Nordström solution (2.12). We therefore expect that the surface r = 0
is not singular. We follow (1.24) and introduce a new null coordinate v as

dv = dt+W 2(r)dr,W (r) = 1 + λ

r
− 2λ ln 2. (2.67)

This transformation brings the metric to the form

g = −dv2

U2 + 2W
2

U2 dvdr +
(
U2 − W 4

U2

)
dr2 + U2r2dΩ2

2. (2.68)

Then we expand the metric coefficients at r = 0 and get
1
U2 = r2

λ2 + r3

λ3 (λ ln 16 − 2) +O
(
r4
)
, (2.69)

W 2

U2 = 1 + 3
4ζ(3) (3 cos(2θ) + 1) r3 +O

(
r4
)
, (2.70)

U2 − W 4

U2 = −3
2λ

2ζ(3) (3 cos(2θ) + 1) r +O
(
r2
)
. (2.71)

Now the expanded coefficients are plugged into the metric:

g = −2dvdr + λ2dΩ2
2 +O(r), g = −λ4 sin2 θ +O(r). (2.72)

We see that the metric is regular on r = 0, and in fact, it is a sphere of radius
|λ|. The metric can thus be extended for r < 0, where it takes the form

ds2 = −Ũ−2dt2 + Ũ2
(
dr̃2 + r̃2dΩ2

)
. (2.73)

Here r̃ ≥ 0 is the new radial coordinate3 and the functions read

Ũ = 1 + λχ̃, χ̃(r̃, θ) = χ(r̃, θ) − 2
r̃
. (2.74)

We can check, e.g., that the Maxwell invariant F (shown in Figure 2.5) and
Kretschmann scalar K (shown in Figure 2.6), are regular there:

F = 2
λ2 − 8r(1 − λ ln 4)

λ3 +
20r2

(
λ2 ln2 8 − 2λ ln 4 + 1

)
λ4 +O(r3), (2.75)

K = 8
λ4 − 64r(1 − λ ln 4)

λ5 +
336r2

(
λ2 ln2 8 − 2λ ln 4 + 1

)
λ6 +O(r3).(2.76)

We have shown that every grid point (i.e., ρ = 0, z ∈ Z) is in fact a horizon
with a spherical topology. The last thing is to determine the location of naked
singularities. For λ > 0, the potential χ is non-negative in the strip −1/2 ≤
z ≤ 1/2. Therefore, the strip ρ > 0 is the region above the horizon and the
singularity is hidden under the surface r = 0. For λ < 0, however, the function χ
is negative within the strip and therefore, with a decreasing ρ (from large values)
we first encounter a naked singularity. If we travel from the region between the
singularity and the horizon, we end up in the region above the horizon. This is
the result of the symmetry (λ, z) → (−λ, z ∓ 1) as

U(ρ, z) = 1 + λχ(ρ, z) = 1 − λχ(ρ, z ± 1). (2.77)

The scheme can be seen at Figure 2.4.
3Naturally, we can introduce cylindrical coordinates ρ̃, z̃, φ̃ in the new region.
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2.3 Elimination of singular surfaces
Because of the anti-periodicity of χ, the spacetime has regions, where U ≤ 0.
However, we can remove them via identification of planes where U > 0. We start
by identifying planes z = 1/2 and z = 3/2. Following Israel’s formalism [34], the
metric of the spacetime can be written as

g = Θ(Z − 1/2)g+ + Θ(1/2 − Z)g−, (2.78)

where Θ is the Heaviside theta (A.32), g+ is the metric in region Z > 1/2 and
g− is the metric in region Z < 1/2. In the first region, in coordinates (t, ρ, φ, z+),
we have

g+ = −dt2
U2 + U(dρ2 + ρ2dφ2 + dz2

+), Z = z+ − 1; 3
2 ≤ z+ ≤ 5

2 . (2.79)

In the second region, in coordinates (t, ρ, φ, z−), we have

g− = −dt2
U2 + U(dρ2 + ρ2dφ2 + dz2

−), Z = z−; −1
2 ≤ z− ≤ 1

2 . (2.80)

We see that on the border g+ = g−, so the induced metrics on the surface
Σ = {Z = 1/2} and normals are continuous:

h+ = h− = −dt2
U2 + U(dρ2 + ρ2dφ2), n+ = n− = 1

U

∂

∂Z
. (2.81)

Thus the first junction conditions4 [hab] = 0 and [na] = 0 are satisfied. However,
the first derivative of the glued metric is not continuous, thus the difference of
extrinsic curvatures on both sides is not zero:

[kab] = [k]
U2 dt2 + [k]U2dρ2 + [k]ρ2U2dφ2, (2.82)

where [k] is the trace of [kab] and reads

[k] = U,z(ρ, Z + 1) − U,z(ρ, Z)
U2(ρ, Z) = −2U,z(ρ, Z)

U2(ρ, Z) . (2.83)

Thus we have a non-zero stress-energy tensor on the layer:

TΣ = −δ(Z − 1/2) [k]
4πU2 dt2. (2.84)

2.4 Electrogeodesics
We briefly review electrogeodesics for the alternating crystal. We apply our results
from Section 1.2. The conserved quantities read

E = qU − ṫ

U2 , Lz = ρ2U2φ̇, lim
ρ→∞

U,z = 0 ⇒ lim
ρ→∞

πz = 0. (2.85)

Here E is interpreted as the energy of the particle, Lz as the z-component of its
angular momentum and πz as the z-component of its momentum.

4Here, a tensor in brackets denotes the jump of the tensor across Σ. E.g., [na] = na
+|Σ−na

−|Σ.
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2.4.1 The static case
First, we inspect the static electrogeodesics, where we use results from (1.56).
We have two types of solutions, the first one (1.59) yields an extremally charged
particle anywhere above horizons, which leads to(

q = 1 ∧ χ > − 1
λ

)
∨
(
q = −1 ∧ χ < − 1

λ

)
. (2.86)

Since the range of χ is R, both cases exist and are separated by the surface
λχ = −1. This can be read from Figure 2.2. The second solution (1.60) represents
a particle at an equilibrium point on the axis. The condition U,z = 0, however,
yields z = 0 or z = 1 (and of course, its periodic equivalents), but this is a
location of a horizon or a singularity — therefore, the second type of the solution
does not exist in the alternating crystal.

2.4.2 Radial paths
We continue with radial electrogeodesics. The condition U,z = 0 yields mirror
planes z = 0 or z = 1, which contain a horizon or a naked singularity. For the null
orbits (1.64), motion is linear in the affine parameter τ and we see penetration of
horizon. For timelike particles, the turning points are given by q − EU ± 1 = 0.
The function χ is monotonic and its range is R, so we can have up to two turning
points. Therefore, oscillations are not permitted.

2.4.3 Axial paths
Electrogeodesics in the z direction are restricted to the axis. Null orbits always
penetrate the horizon (1.74). For timelike particles, the situation is more inter-
esting as we can have oscillations. On the axis, the function U reduces to (2.11)

U (0, z) = 1 + λpχ(z), pχ(z) = 1
z

+ Φ(−1, 1, z) + Φ(−1, 1,−z), 0 ≤ z ≤ 1. (2.87)

The function pχ(z) is monotonic and decreasing on (0, 1), diverges for z = 0 and
z = 1 and the range of pχ is R.

If we set E = 0, then the effective potential requires q ≥ 1 and we have no
turning point. If E ̸= 0, then the equation for the turning point reads

pχ(z) = p±, p± ≡ q ± 1 − E

λE
. (2.88)

Due to the monotonicity and range of p, there always exists a solution. We thus
have at most two turning points, and therefore oscillations do not exist. The
effective potential is shown in Figure 2.7.

2.4.4 Circular paths
In the case of circular null geodesics, the radii are determined by (1.86) from the
condition U+2ρU,ρ = 0 in the mirror planes. From our numerical data, we found
that there are two cases: one radius or no radius, see Figure 2.8.
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For timelike particles, we have two types of solutions. The first one is on the
null orbit (1.93), where we get U > 0, q > 1 for ω+, and U < 0, q < −1 for ω−.
The existence of the second type of solutions (1.96) can be seen from Figure 2.9.
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(a) (b)

(c) (d)

(e) (f)

Figure 2.1: Potential of the alternating crystal (a) near the origin; (b) near
cylindrical infinity; (c) a contour plot; (d) a detailed contour plot; (e) periodicity
of the potential; (f) potential on the axis. The cut-off indicates the divergences
of the potential.
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(a) (b)

(c) (d)

Figure 2.2: Surfaces given by χ = c, where c ̸= 0 is a constant. The surfaces are
always disconnected.
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(a) (b)

(c) (d)

Figure 2.3: Convergence of the sum in the z = 0 plane (a) near the origin to
the fit; (b) near the origin to the numerical value (computed by mathematical
software); (c) near infinity to the fit; (d) near infinity to the numerical value.
The function χρ≪1 is the approximation of χ to the order of O(ρ5), χρ≫1 is the
leading order of χ at infinity.
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(a)

(b) (c)

Figure 2.4: A schematic sketch of the alternating crystal spacetime: (a) an
overview in cylindrical coordinates ρ, z; (b) the region under the horizon at r = 0;
(c) the region under the horizon at r1 = 0. The black dot represents a horizon,
the curly line represents a singularity. The coordinates ρ̃, z̃ are cylindrical coordi-
nates in the regions under the horizons, r̃ and r̃1 are spherical coordinates under
the horizons.
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(a) (b)

Figure 2.5: The Maxwell scalar for λ = 1: (a) a contour plot, (b) a 3D plot. The
cut-off indicates a divergence of the scalar and thereby a location of a singularity.

(a) (b)

Figure 2.6: The Kretschmann scalar for λ = 1: (a) a contour plot, (b) a 3D
plot. The cut-off indicates a divergence of the scalar and thereby a location of a
singularity.
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(a) (b)

Figure 2.7: The effective potential for electrogeodesics: (a) axial (exact), (b)
radial (for the first N = 100 terms). The extrema of the potential determine the
existence or otherwise of various types of orbits. Also, if the effective potential for
axial paths is bounded then these trajectories travel between neighboring horizons
(but never come back out again of course).

Figure 2.8: Existence of circular null geodesics (for the first N = 100 terms) given
by the condition U + 2ρU,ρ = 0.
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(a) (b)

(c) (d)

Figure 2.9: Existence of circular timelike electrogeodesics, which exist when γ > 0
and ω2 > 0 – plot of ω2 and γ for the first N = 100 terms.
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3. MP 4D uniform crystal
In the previous chapter, we constructed a solution with alternating charges. The
alternating sign of the individual terms granted us uniform convergence and
asymptotic flatness for large ρ. However, the resulting potential χ is anti-periodic
and we always encounter naked singularities. It is natural to ask whether there
exists a superposition of individual charges with potential 1/r for each charge
and equal spacing on the z-axis. As usual, we start with the MP metric

g = −U−2dt2 + U2
(
dρ2 + ρ2dφ2 + dz2

)
, A = dt

U
, U = 1 + λϕ, λ = Q

k
, (3.1)

where k is the crystal separation constant, Q is the charge of each black hole and
ϕ is a potential, which we shall construct. We expect that λ will be the linear
charge and mass density in the leading order of weak-field limit and that the
spacetime will approximate the ECS spacetime for large ρ.

3.1 System in classical physics
As in the case of the alternating crystal, we start by constructing the solution
and investigate uniform convergence of the potential. We can use some of our
previous calculations but we will face new problems.

3.1.1 Construction

In cylindrical coordinates, the potential ϕ has to satisfy Laplace’s equation (1.14)
away from the sources

ϕ,ρρ + ϕ,ρ
ρ

+ ϕ,zz = 0. (3.2)

The function 1/rn with rn of (2.5) is a solution to this equation and corresponds
to a single MP black hole. To construct the uniform crystal, we aim to sum the
individual terms located on the z-axis. However, we have 1/rn ∼ 1/n for large n
and the sum of these terms diverges. Therefore, we need to modify the potential
ϕ and define it as

ϕ = ϕ0 + ϕ¬0, ϕ¬0 =
∞∑
n=1

ϕn, (3.3)

where the functions ϕn and ϕ̂n are defined as

ϕ0 = ϕ̂0 = 1
r
, ϕ̂n̸=0 = 1

rn
− 1√

n2
, ϕn̸=0 = ϕ̂n + ϕ̂−n. (3.4)

The subtracted term 1/|n| makes the sum point-wise convergent1.

1In fact, we can subtract any cn which goes as 1/n with the resulting potential differing by
a constant.
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3.1.2 Convergence
To ensure that ϕ is a valid solution of Laplace’s equation, we need to prove
uniform convergence of the sum. We shall do so in the region R defined as

R = {0 ≤ ρ, 0 ≤ z ≤ 1/2, 0 ≤ φ ≤ 2π} , (3.5)

and later extend the definition of ϕ to any ρ and z.

Inspecting the potential

Our goal is to find a bound that would guarantee uniform convergence. For the
individual terms ϕ̂n, we get

− 1
n

≤ ϕ̂n ≤ 1
n(2n− 1) ,−

1
n

≤ ϕ̂−n ≤ 0, |ϕn| ≤ 2
n
. (3.6)

These bounds are independent of ρ, but they are not strong enough. Another
possible set of bounds read

|ϕ̂−n| ≤
ρ2 + 1

4
2n3 + 2

n2 , |ϕ̂n| ≤ 3
ρ2 + 1

4
2n3 + 2

n2 . (3.7)

These bounds depend on the range of ρ and provide uniform convergence2 for
ρ ≤ R. This is sufficient for local uniform convergence, and we may continue
further. If we put ρ = 0, we are able to find a closed formula for the sum in terms
of harmonic numbers (A.1):

ϕ(0, z) = pϕ(z) ≡ 1
z

−H(z) −H(−z). (3.8)

On the axis, the function pϕ(z) has a minimum at z = 1/2:

pϕ(z) ≥ pϕ(1/2) ≡ pm ≈ 2.77, 0 ≤ z ≤ 1. (3.9)

In the vicinity of the origin, i.e., r = 0, the series for r ≪ 1 (in spherical coordi-
nates r, θ, φ) reads

ϕ(r, θ) = 1
r

+ ζ̄(3)
2 [1 − 3 cos (2θ)] r2 +O(r4), r ≪ 1. (3.10)

2 We can achieve uniform convergence for any ρ via a regulator function:

ϕ¬0 ≡ f(ρ)
∞∑

n=1

ϕn

f(ρ) .

Function f has to be chosen so that for ρ ≤ R, the modified and original sums would agree and
that it would be possible to cancel f . For ρ > R, we want f to improve the convergence in the
sum. For derivatives, we have

∇ϕ¬0 = (∇f)
∑

f−1ϕn − f
∑

ϕnf−2∇f + f
∑

f−1∇ϕn,

and if f and its derivative f,ρ are well behaved, then the first two terms cancel each other.
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In the leading term, we recognize the extremal Reissner–Nordström (RN) black
hole. Near the axis, we have the following series:

ϕ(ρ, z) = pϕ(z) + ρ2

2

[1
2ψ

(2)(1 − z) + 1
2ψ

(2)(1 + z) − 1
z3

]
+ (3.11)

+ ρ4

4!

[ 9
z5 − 3

8ψ
(4)(1 − z) − 3

8ψ
(4)(1 + z)

]
+O(ρ6), ρ ≪ 1.

In the mirror plane z = 0, we have the following expansion near the axis:

ϕ(ρ, z = 0) = 1
ρ

− ζ(3)ρ2 + 3ζ(5)
4 ρ4 +O(ρ5). (3.12)

Inspecting the derivatives

We continue with the inspection of the first derivatives. We can use previous
results, as the derivatives coincide with those from the alternating crystal (2.4):

ϕ̂n = χ̂n − 1√
n2
, ϕn = χn − 2

n
⇒ ∇ϕn = ∇χn. (3.13)

Let us recall that bounds are strong enough (2.17):⏐⏐⏐⏐⏐∂ϕn∂z
⏐⏐⏐⏐⏐ ∼

⏐⏐⏐⏐⏐∂ϕn∂ρ
⏐⏐⏐⏐⏐ ∼ 1

n2 in R, (3.14)

ensuring absolute uniform convergence of the first derivatives of ϕn. Surprisingly,
this also guarantees uniform convergence of ϕ¬0 for any ρ thanks to (A.T9). We
recall that the first ρ derivative reads

∂ϕ

∂ρ
= − ρ

r3 −
∞∑
n=1

(
ρ

r3
n

+ ρ

r3
−n

)
, (3.15)

and the first z derivative reads

∂ϕ

∂z
= − z

r3
n

+
∞∑
n=1

(
n− z

r3
n

− n+ z

r3
−n

)
. (3.16)

The absolute uniform convergence also holds for the second derivatives, because

∂µ∂νϕn = ∂µ∂νχn. (3.17)

We have thus obtained all important ingredients. We conclude with a few re-
marks. For the first ρ derivative, we find

lim
ρ→0

1
ρ

∂ϕ

∂ρ
= 1

2
[
ψ(2)(1 − z) + ψ(2)(1 + z)

]
− 1
z3 ⇒ lim

ρ→0
ϕ,ρ = 0. (3.18)

For the second ρ and z derivatives on the axis, we have

lim
ρ→0

∂2ϕ

∂ρ2 = lim
ρ→0

1
ρ

∂ϕ

∂ρ
= −1

2 lim
ρ→0

∂2ϕ

∂z2 . (3.19)
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The final step

We can now extend the definition of ϕ to any z. Using the mirror symmetry
ϕn(ρ, z) = ϕn(ρ,−z), we can prove periodicity as follows:

ϕ(ρ, z + 1) = χ̂−1(ρ, z) +
∞∑
n=1

[
χ̂n−1(ρ, z) + χ̂−n−1(ρ, z) − 2

n

]
= (3.20)

=ϕ̂−2 + ϕ̂−1 + ϕ̂0 − 1
2 +

∞∑
n=2

[
ϕ̂n−1 + ϕ̂−n−1 − 2

n
+ 1
n+ 1 + 1

n− 1

]
=

=ϕ̂−2 + ϕ̂−1 + ϕ̂0 − 1
2 +

∞∑
l=1

ϕ̂l +
∞∑
m=3

ϕ̂−m +
∞∑
n=2

( 1
n+ 1 + 1

n− 1 − 2
n

)
=

=ϕ̂0 +
∞∑
k=1

(ϕ̂k + ϕ̂−k) = ϕ(ρ, z).

In the first line, we rewrote ϕn with argument z + 1 using χ̂n with argument z.
In the second line, we removed the n = 1 terms out of the sum and replaced χ̂n
with ϕ̂n. Since all terms have the same arguments, we omitted them. Then we
split the sum into three parts, where we introduced new indices: l = n− 1 in the
first one, m = n + 1 in the second one. Then we rearranged the terms and put
them in the sums and finally we got the desired result.

We have thus extended the potential via its symmetries

ϕ(ρ, z) = ϕ(ρ,−z) = ϕ(ρ, z + 1). (3.21)

Plots of the potential are shown in Figure 3.1. From this fact we can conclude

∂ϕ

∂z
(ρ, z) = −∂ϕ

∂z
(ρ,−z) ⇒ ϕ,z(ρ, z = 0) = 0, (3.22)

which is the same symmetry as in the alternating crystal (2.31). But here it also
holds for the plane z = 1/2:

∂ϕ

∂z
(ρ, z) = −∂ϕ

∂z
(ρ, 1 − z) ⇒ ϕ,z(ρ, z = 1/2) = 0. (3.23)

Thanks to the uniform convergence of the potential and its second derivatives,
we can calculate the charge distribution (A.30) of ϕ:

−4πϱ = ∆ϕ = ∆ϕ0 +
∞∑
n=1

∆ϕn = −4π
∞∑

n=−∞

3δ (x, y, z − n) . (3.24)

This can be rewritten as (A.30)

ϱ = X(z)δ(x)δ(y) = 1
2πρX(z)δ(ρ), (3.25)

where X is the Dirac comb distribution.

42



(a) (b)

(c) (d)

(e) (f)

Figure 3.1: Potential of the uniform crystal (a) near the origin; (b) near cylindrical
infinity; (c) a contour plot; (d) a detailed contour plot; (e) periodicity of the
potential; (f) potential on the axis. The cut-off indicates the divergences of the
potential.
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(a) (b)

(c) (d)

Figure 3.2: Surfaces given by ϕ = c, where c ̸= 0 is a constant. For c ≥ c0,
where c0 ≈ 2.77, the surface is disconnected, resulting in a change of shape of the
naked singularity.
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3.1.3 Asymptotic series
To determine the cylindrical asymptotic structure of the spacetime, we seek the
leading term of ϕ for ρ ≫ 1. Functions ϕn,ρ are suitable for theorem (A.T7),
because they are negative and increasing:

∂ϕn
∂ρ

< 0, ∂
2ϕn

∂ρ∂n
> 0 in R. (3.26)

We can thus find asymptotic series of the first ρ derivative of the potential ϕ:

∂ϕ

∂ρ
= ∂ϕ0

∂ρ
+

∞∑
n=1

∂ϕn
∂ρ

. (3.27)

Using integral estimates, we find

∂ϕ0

∂ρ
+ ∂ϕ1

∂ρ
+
∫ ∞

1

∂ϕn
∂ρ

dn ≤ ∂ϕ

∂ρ
≤ ∂ϕ0

∂ρ
+
∫ ∞

1

∂ϕn
∂ρ

dn. (3.28)

We now expand the inequalities for ρ ≫ 1 and get

−2
ρ

− 1
ρ2 + 3z2 + 4

2ρ4 +O

(
1
ρ5

)
≤ ∂ϕ

∂ρ
≤ −2

ρ
+ 1
ρ2 − 3z2 + 2

2ρ4 +O

(
1
ρ5

)
. (3.29)

We see that the dependence on z disappears for a large ρ (z is effectively restricted
to [0, 1/2] due to the periodicity) and we conclude that ϕ,ρ ∼ −2/ρ. See a
comparison with numerical values in Figure 3.3.

3.1.4 Fourier series
Function ϕ is periodic, therefore we look for its Fourier coefficients. In this case
there are two non-integrable divergences of the potential – the first one (3.10) is
at the origin (r = 0) and the second one (3.29) is for a large ρ – and we expect
those divergences to appear in the Fourier coefficients. We apply the same ansatz
as in the alternating crystal (2.40):

AnBn = [an sin(αnz) + bn cos(αnz)] [cnI0(αnρ) + dnK0(αnρ)] , n > 0. (3.30)

Function ϕ has a reflection symmetry: ϕ(ρ, z) = ϕ(ρ,−z), which implies an = 0.
The periodicity of ϕ yields

An(z + 1) = An(z) ⇒ αn = 2πn, n = 1, 2, 3, . . . (3.31)

We know that the Bessel function I0 diverges at ρ → ∞ exponentially (A.19),
while K0 goes to zero. The potential ϕ also diverges at ρ → ∞, but the divergence
is logarithmical, not exponential. This implies cn = 0 and also that we need to
include the n = 0 term, which is independent of z, so that we get

ϕ = f0 ln ρ+
∞∑
n=1

fn cos [αnz]K0 [αnρ] . (3.32)

In the first term n = 0, we already recognize the ECS solution [21]. Let us
continue with the computation of the as yet undetermined coefficients fn. We
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(a) (b)

(c) (d)

Figure 3.3: Convergence of the sum in the z = 0 plane (a) near the origin to
the fit; (b) near the origin to the numerical value (computed by mathematical
software). Convergence of the first ρ derivative of the sum in the z = 0 plane
(c) near infinity to the fit; (d) near infinity to the numerical value. The function
ϕρ≪1 is the approximation of ϕ to the order of O(ρ5), ϕ∞ is the leading term of
ϕ for a large ρ.

shall calculate them formally from the linear charge density λ(z) as in (2.48).
On the axis, the charge density reduces (3.25) to λ(z) = X(z). We express the
charge using ϕ and get

4πQ(R, h) = −2π
∫ R

0
ϕ,z|z=+h

z=−h ρ dρ− 2π
∫ h

−h
(ρϕ,ρ)|ρ=R dz = 2π(q1 + q2). (3.33)

We denoted the first and second integrals q1 and q2, respectively. We plug in
(3.32) and for q1, we have

q1 =
∞∑
l=1

2fl sin (αlh)
[
RK1 (αlR) − 1

αl

]
, (3.34)

but this term vanishes for R → 0, see (A.25). The second term reads

q2 =
∫ h

−h

[
−f0 +

∞∑
l=1

fl cos (αlz)αlRK1 (αlR)
]

dz. (3.35)
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Finally, we apply the limit R → 0 and q2 simplifies to

q2 =
∫ h

−h

[
−f0 +

∞∑
l=1

fl cos (αlz)
]

dz. (3.36)

We compare the obtained expression with X(z) from (3.24) and determine

f0 = −2, fl = 4. (3.37)

We have thus shown that ϕ can be written as

ϕ = −2 ln ρ+ 4
∞∑
n=1

cos [αnz]K0 [αnρ] , αn = 2πn. (3.38)

This is in agreement with (3.29) and we see that for a large ρ, the leading order
of ϕ is

ϕ = −2 ln ρ+O(1). (3.39)

3.2 Geometry
In the previous section, we have constructed the potential ϕ and shown that it is
a solution to Laplace’s equation. The metric reads

ds2 = −U−2dt2 + U2
(
dρ2 + ρ2dφ2 + dz2

)
. (3.40)

The function U is
U (ρ, z) = 1 + λϕ(ρ, z), λ = Q

k
, (3.41)

where λ is the linear charge density in the ρ → ∞ limit, Q is the charge of each
black hole in the grid and k > 0 is the separation constant. The function U has
the same symmetries as ϕ. Near the origin, the potential ϕ behaves as a single
MP black hole (3.10). To show this, we define a new null coordinate v as

dv = dt+W 2(r)dr,W (r) = 1 + λ

r
. (3.42)

The metric transforms to

g = −dv2

U2 + 2W
2

U2 dvdr +
(
U2 − W 4

U2

)
dr2 + U2r2dΩ2

2. (3.43)

The coefficients expanded at r = 0 read

1
U2 = r2

λ2 + 2r3

λ3 +O
(
r4
)
, (3.44)

W 2

U2 = 1 + ζ(3)(3 cos(2θ) + 1)r3 +O
(
r4
)
, (3.45)

U2 − W 4

U2 = −2λ2ζ(3) (3 cos(2θ) + 1) r +O
(
r2
)
. (3.46)

We now put these expansions in the metric and in the leading order, we get

g = −2dvdr + λ2dΩ2
2 +O(r), g = −λ4 sin2 θ +O(r), (3.47)
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with g being the determinant of the metric tensor. Clearly, regularity of the
metric at r = 0 is achieved and in fact, the region is a sphere of radius |λ|.
Therefore, the metric can be extended to r < 0, where it takes the form

ds2 = −Ũ−2dt2 + Ũ2
(
dr̃2 + r̃2dΩ2

)
. (3.48)

Here, a new radial coordinate r̃ ≥ 0 has been introduced along with a new
function Ũ given by

Ũ = 1 + λϕ̃, ϕ̃(r̃, θ) = ϕ(r̃, θ) − 2
r̃
. (3.49)

We can check, e.g., that the Maxwell invariant F (shown in Figure 3.5) and the
Kretschmann scalar K (shown in Figure 3.6) are regular at r = 0, where we have

F(r, θ) = 2
λ2 − 8r

λ3 + 20r2

λ4 +O(r3), r ≪ 1, (3.50)

K(r, θ) = 8
λ4 − 64r

λ5 + 336r2

λ6 +O(r3), r ≪ 1. (3.51)

It follows from (3.47) that the outgoing null rays v = const. never cross the
surface r = 0. We have thus shown that every grid point (i.e., ρ = 0, z ∈ Z)
is in fact an event horizon with a spherical topology. Depending on the value
of λ ̸= 0, we either have a single singularity which envelopes all grid points, or
we have an infinite number of disconnected singularities, see Figure 3.2. In the
region r < 0, range of ϕ̃ is R. This means that there always exists a surface
given by Ũ = 0 resulting in another singularity. For a schematic diagram of the
uniform spacetime, see Figure 3.4.

3.3 Electrogeodesics
Let us briefly review electrogeodesics for the uniform crystal. Again, we can use
our results from Section 1.2. The conserved quantities read

E = qU − ṫ

U2 , Lz = ρ2U2φ̇, lim
ρ→∞

U,z = 0 ⇒ lim
ρ→∞

πz = 0, (3.52)

where we interpret E as the energy, Lz as the z-component of the angular mo-
mentum and πz as the z-component of the momentum of the particle.

3.3.1 The static case
We begin by inspecting the simplest case, i.e., static electrogeodesics of (1.56).
The first type of solution (1.59) then leads to the condition

(q = 1 ∧ λϕ > −1) ∨ (q = −1 ∧ ϕλ < −1) . (3.53)

Since the range of ϕ is R, both cases exist and are separated by the surface
λϕ = −1, see Figure 3.2. The second type of the solution (1.60) gives a particle
at an equilibrium point on the axis given by U,z = 0, which in this case yields
only the point ρ = 0, z = 1/2 (and its periodic equivalents).
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(a)

(b) (c)

Figure 3.4: A schematic sketch of the uniform crystal spacetime: (a) an overview
in cylindrical coordinates ρ, z for connected singularity; (b) an overview for dis-
connected singularity; (c) the region under the horizon at r = 0. The black dot
represents a horizon, the curly line represents a singularity. The coordinates ρ̃, z̃
are cylindrical coordinates in the regions under the horizon.

3.3.2 Radial paths

Let us proceed to briefly discuss electrogeodesics in the ρ direction. The condition
U,z = 0 restricts the motion to the z = 0 or z = 1/2 planes. The null orbits (1.64)
penetrate the horizon and ρ is linear in the affine parameter τ . Timelike particles
(1.68) can have turning points given by q − EU ± 1 = 0. The function U is
monotonic in ρ in the planes z = 0 and z = 1/2, so we can have up to two turning
points, which excludes oscillations in the z = 0 plane. In the z = 1/2 plane, if
the singularity is connected or the first turning point is under the singularity, we
obtain oscillations, see Figure 3.8.

49



(a) (b)

Figure 3.5: Maxwell scalar F for λ = 1: (a) a contour plot, (b) a 3D plot. The
cut-off indicates the location of the singularity.

3.3.3 Axial paths
Electrogeodesics in the z direction are restricted to the axis because of the con-
dition U,ρ = 0. Null orbits always penetrate the horizon, see (1.74). Timelike
particles (1.78) can have turning points given by q − EU ± 1 = 0. On the axis,
the function U simplifies (3.8) to

U (0, z) = 1 + λpϕ(z), pϕ(z) = 1
z

−H(z) −H(−z). (3.54)

The function pϕ(z) is decreasing on (0, 1/2) and increasing on (1/2, 1) and has a
minimum at z = 1/2, where the value is given by pm = pϕ(1/2) ≈ 2.77. If we
put E = 0, we get no turning point. For q = 0, we can have up to two turning
points, but we still cannot have oscillations. So oscillations can only occur for
q ̸= 0, E ̸= 0 and they follow from the solutions of the equation

pϕ(z) = p±, p± ≡ q ± 1 − E

λE
. (3.55)

Depending on the values of q, E, λ, we can have up to four turning points. This is
possible only when there exist two solutions in (0, 1/2), which yields the condition

p+ > pm ∧ p− > pm. (3.56)
Such paths can be seen in Figure 3.7.

3.3.4 Circular paths
For null circular orbits (1.86), we have the condition U + 2ρU,ρ = 0 in the mirror
planes. Based on numerical calculations, there seem to be three cases: no ad-
missible radius, one radius or two radii, see Figure 3.9. Timelike motion involves
two types of solutions. The first one (1.93) is located at the photon radius, which
leads to U > 0, q > 1 for ω+, and U < 0, q < −1 for ω−. The second type (1.96) is
more complex so we present concrete examples from our numerical calculations,
see Figure 3.10.
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(a) (b)

Figure 3.6: Kretschmann scalar K for λ = 1: (a) a contour plot, (b) a 3D plot.
The cut-off indicates the location of the singularity, which coincides with that of
the Maxwell scalar.

(a) (b)

Figure 3.7: Axial electrogeodesics: (a) effective potential (exact), (b) numerical
solutions of oscillations. The extrema of the effective potential determine various
types of orbits.

(a) (b)

Figure 3.8: Radial electrogeodesics (for the first N = 100 terms): (a) effective
potential, (b) numerical solutions of oscillations in the z = 1/2 plane.
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Figure 3.9: Existence of circular null geodesics (for the first N = 100 terms) given
by the condition U + 2ρU,ρ = 0.

(a) (b)

(c) (d)

Figure 3.10: Existence of circular timelike electrogeodesics, which exist when
γ > 0 and ω2 > 0 – plot of ω2 and γ for the first N = 100 terms.
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4. MP 4D smooth crystal
In the previous chapters, we constructed two unique solutions. The first one
consisted of alternating charges, which was useful to prove uniform convergence
of the potential χ. However, the range of the function χ is R, which inevitably
results in existence of the naked singularities. At least we get an asymptotically
flat spacetime at cylindrical infinity. The second solution was built from positive
charges only, but we had to subtract the 2/n term to make the sum conver-
gent, and in the end we also ended up with naked singularities. For a large ρ,
we obtained the ECS spacetime in the leading order as expected, and thus the
spacetime cannot be asymptotically flat at cylindrical infinity. Therefore, it is
natural to ask – is there any solution, where in the vicinity of the sources we get
an extremal RN and the spacetime does not have any singularity? What is its
behaviour for a large ρ – can we obtain a flat spacetime? In this chapter, we
pursue our idea to construct a superposition of individual charges endowed with
the screened Coulomb potential, i.e., e−αr/r for each charge with equal spacing
on the z-axis. Thanks to the exponential suppression, the uniform convergence
is easily granted. However, this potential is not a vacuum solution and its charge
density contains a non-distributional part. We start with the MP metric again:

g = −U−2dt2 + U2
(
dρ2 + ρ2dφ2 + dz2

)
, A = dt

U
, U = U(ρ, z), (4.1)

where k is the crystal separation constant, Q is the charge of each black hole.
We modify the standard MP solution by adding another matter contribution –
charged dust:

Mµν = µ(ρ, z)
U3 uµuν , u

µ = Uξµ(t), u
µuµ = −1, (4.2)

where µ(ρ, z) is the matter density of the dust, uµ is the velocity of the dust,
which is proportional to the Killing vector of time symmetry ξµ(t). This modifies
the electromagnetic field, which has non-trivial current Jµ:

F = dA,A = dt
U
, Jµ = −µ(ρ, z)

U3 uµ, Eµν = 1
4π

(
F µ

βF
νβ − F

4 gµν
)
. (4.3)

We see that the dust is extremally charged. The total stress-energy tensor Tµν is
composed of charged dust Mµν and electromagnetic part Eµν and reads

Tµν = Eµν +Mµν . (4.4)

The Einstein equations read

Rµν − R

2 gµν = 8πTµν , T µν;µ = 0, (4.5)

F µν
;ν = 4πJµ, Jµ;µ = 0. (4.6)

The Einstein equations yield a single independent equation for the function U :

∆δU = −4πµ. (4.7)
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Again, we seek the function U in the form

U = 1 + λσ, λ = Q

k
, (4.8)

where σ is potential from classical electrostatics, which we construct in the next
section.

4.1 System in classical physics
We begin by constructing construction of the solution and investigating uniform
convergence of the potential σ. We can use some of our previous calculations
again. The exponential suppression is certainly helpful for uniform convergence,
but the formulae are more complicated.

4.1.1 Construction

In cylindrical coordinates, σ has to satisfy Laplace’s equation

σ,ρρ + σ,ρ
ρ

+ σ,zz = −4πϱ(ρ, z). (4.9)

We choose the screened Coulomb potential, which has the following charge den-
sity:

∆δ
e−αr

r
= −4π

[
3δ(x, y, z) − α2

4πre
−αr

]
= − 1

r2 δ(r) + α2

r
e−αr, (4.10)

where µ = λϱ. As well as in the previous cases, we define the potential σ as an
infinite sum and put the singular term at r = 0 outside of the sum:

σ = σ0 + σ¬0, σ¬0 =
∞∑
n=1

σn, (4.11)

where the functions σn and σ̂n are defined as

σ̂0 = e−αr

r
, σ̂n = e−αrn

rn
, σn = σ̂n + σ̂−n, σ0 = σ̂0. (4.12)

4.1.2 Convergence

Again, we investigate convergence in the region

R = {0 ≤ ρ, 0 ≤ z ≤ 1/2, 0 ≤ φ ≤ 2π} , (4.13)

and later extend the definition of σ to any ρ and z. We want the potential to
exponentially decay, which means α > 0.

54



Inspecting the potential

The individual terms σ̂n can be expressed in terms of χ̂n (2.5)

σ̂n = e−αrnχ̂n. (4.14)

We can thus use bounds for χn from (2.7) and get

0 ≤ σ̂−n ≤ 2e−α(1/2+n)

2n+ 1 , 0 ≤ σ̂n ≤ 2eα(1/2−n)

2n− 1 ⇒ |σn| ∼ e−αn

n
in R, (4.15)

We immediately see that σ̂n ⇒ 0, σ̂−n ⇒ 0, which results in σn ⇒ 0. These
bounds are very strong and guarantee absolute uniform convergence of the sum.
On the axis, i.e., ρ = 0, we get a formula involving the hypergeometric function
(A.9)

σ(ρ = 0, z) = pσ(z) ≡ e−α(z+1)

z + 1 2F1
(
1, z + 1; z + 2; e−α

)
+ (4.16)

+ e−αz

z
− eα(z−1)

z − 1 2F1
(
1, 1 − z; 2 − z; e−α

)
.

Due to the symmetries, the function pσ(z) has a minimum at z = 1/2:

pσ(z) ≥ pσ(1/2) = 4 arctan
(
e− α

2
)
. (4.17)

One is also interested in what happens when α tends to zero, since this could
yield our previous uniform crystal as a limiting case of the present spacetime.
The series for α ≪ 1 reads

pσ = −2 lnα + 1
z

−H(z) −H(−z) +O(α). (4.18)

This can be rewritten using (3.8) as

σ(ρ = 0, z) = −2 lnα + ϕ(ρ = 0, z) +O(α). (4.19)

We see that the on the axis, limit α → 0+ could be applied only if we modify the
potential σ by 2 lnα. Near the origin we have

σ(r, θ) = 1
r

− α− 2 ln
(
1 − e−α

)
+ α2r

2 +O(r2). (4.20)

Obviously, the leading term corresponds to a single extremal RN black hole. In
the vicinity of the axis, the potential behaves as

σ = pσ(z) + σ,ρρ(0, z)ρ
2

2 + σ,ρρρρ(0, z)ρ
4

4! +O(ρ5). (4.21)

Since the terms are very long and complicated, only the non-zero terms are de-
noted. In the mirror plane z = 0, the potential has the series

σ(ρ, 0) = 1
ρ

− α− ln
(
1 − e−α

)
+ α2ρ

2 − ρ2

2

[
α3

3 + αLi2
(
e−α

)
+ Li3

(
e−α

)]
+

+α
4ρ3

24 − ρ4

120
[
α5 − 15α2Li3

(
e−α

)
− 45αLi4

(
e−α

)
− 45Li5

(
e−α

)]
+O(ρ5), (4.22)

where Li denotes the polylogarithm function (A.6). We see that near the axis,
the potential σ can be modified so that it corresponds to ϕ for small values of α.
However, this is not sufficient and we need to further investigate properties of σ.
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Inspecting the derivatives

Let us proceed to the derivatives of σn. The first z derivatives read

∂σ̂n
∂z

= (n− z)e−αrn (αrn + 1)
r3
n

,

⏐⏐⏐⏐⏐∂σ̂n∂z
⏐⏐⏐⏐⏐ ∼ αe−α(n−z)

n
,

⏐⏐⏐⏐⏐∂σ̂−n

∂z

⏐⏐⏐⏐⏐ ∼ αe−α(n+z)

n
. (4.23)

The first ρ derivative and its bounds read

∂σ̂n
∂ρ

= −ρe−αrn (αrn + 1)
r3
n

,

⏐⏐⏐⏐⏐∂σ̂n∂ρ
⏐⏐⏐⏐⏐ ∼ αρe−α(n−z)

n2 ,

⏐⏐⏐⏐⏐∂σ̂−n

∂ρ

⏐⏐⏐⏐⏐ ∼ αρe−α(n+z)

n2 . (4.24)

The ρ derivative of σn is therefore bounded by⏐⏐⏐⏐⏐∂σn∂ρ
⏐⏐⏐⏐⏐ ≤ 8e−αn/2−α/4−1 2 + α(2n− 1)

α(2n− 1)3 . (4.25)

The first z derivative of σ̂−n has a similar bound. It is evident that the sums of
the first derivatives converge absolutely uniformly. We proceed with inspection
of the second derivatives. The second z derivative reads

∂2σ̂n
∂z2 = e−αrn

r5
n

[
(n− z)2

(
α2r2

n + 3 (αrn + 1)
)

− r2
n (αrn + 1)

]
. (4.26)

For large n, it goes as
⏐⏐⏐⏐⏐∂2σ̂n
∂z2

⏐⏐⏐⏐⏐ ∼ α2e−α(n−z)

n
,

⏐⏐⏐⏐⏐∂2σ̂−n

∂z2

⏐⏐⏐⏐⏐ ∼ α2e−α(n+z)

n
. (4.27)

The second ρ derivative reads

∂2σ̂n
∂ρ2 = e−αrn

r5
n

[
ρ2
(
α2r2

n + 3 (αrn + 1)
)

− r2
n (αrn + 1)

]
. (4.28)

The behaviour for large n is
⏐⏐⏐⏐⏐∂2σ̂n
∂ρ2

⏐⏐⏐⏐⏐ ∼ αe−α(n−z)

n2 ,

⏐⏐⏐⏐⏐∂2σ̂n
∂ρ2

⏐⏐⏐⏐⏐ ∼ αe−α(n+z)

n2 . (4.29)

We see that the second derivatives are strongly bounded. Thanks to the expo-
nential suppression in ρ direction, the sums converge absolutely uniformly. We
thus obtained all essential ingredients. On the axis, we have

lim
ρ→0

1
ρ

∂σ

∂ρ
= −eα(z−1)

[
αΦ(e−α, 2, 1 − z) + Φ(e−α, 3, 1 − z)

]
− (4.30)

− e−α(z+1)
[
αΦ(e−α, 2, 1 + z) + Φ(e−α, 3, 1 + z)

]
− e−αz(αz + 1)

z3 .

Here Φ is the Lerch transcendent (A.7). It follows that σ,ρ(ρ = 0, z) = 0.
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The final step

We can now extend the definition of the function σ to ∀z. Using the mirror
symmetry, we have σn(ρ, z) = σn(ρ,−z) and we now extend σ to the region
−1/2 ≤ z ≤ 1/2. Periodicity in z is trivial:

σ(ρ, z + 1) = σ̂−1(ρ, z) +
∞∑
n=1

[σ̂n−1(ρ, z) + σ̂−n−1(ρ, z)] = (4.31)

=σ̂−1(ρ, z) +
∞∑
k=0

σ̂k(ρ, z) +
∞∑
m=2

σ̂−m(ρ, z) =

=σ̂−1(ρ, z) + σ̂0(ρ, z) + σ̂1(ρ, z) +
∞∑
l=2

σl(ρ, z) = σ(ρ, z).

On the first line, the terms with argument z + 1 were rewritten as terms with
argument z. Then the sum was separated into two sums and we introduced new
indices. On the last line, we took out two terms from the first sum and got the
desired result. We have thus extended the potential via the symmetries

σ(ρ, z) = σ(ρ,−z) = σ(ρ, z + 1). (4.32)

Plot of the potential is shown in Figure 4.1. Combining all the results from the
convergence test above, we have proved that σ is a solution of Laplace’s equation
with the following periodic charge distribution:

−4πϱ = ∆σ = ∆σ0 +
∞∑
n=1

∆σn =
∞∑

n=−∞

[
α2

rn
e−αrn − 4π3δ (x, y, z − n)

]
. (4.33)

The charge density can be also rewritten (A.30) as

ϱ = X(z)δ(x)δ(y) − α2

4πσ = X(z)
2πρ δ(ρ) − α2

4πσ. (4.34)

Using the Moore-Osgood theorem (A.T7), we find that

lim
ρ→∞

σ = lim
ρ→∞

σ,z = lim
ρ→∞

σ,zz = lim
ρ→∞

σ,ρ = lim
ρ→∞

σ,ρρ = 0. (4.35)

4.1.3 Fourier series
We continue with inspection of the function σ and look for Fourier coefficients of
σ as in (2.40) through the ansatz

σ(ρ, z) =
∞∑
n=0

An(z)Bn(ρ). (4.36)

Contrary to the uniform and alternating crystals, we deal with a different equation
here. Each mode is an eigenfunction of the Laplacian:

∆(AnBn) = α2AnBn ⇒ 0 = A′′
n(z)

An(z) − α2 + ρB′′
n(ρ) +B′

n(ρ)
ρBn(ρ) (4.37)
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(a) (b)

(c) (d)

(e) (f)

Figure 4.1: Potential of the smooth crystal for α = 1 (a) near the origin; (b) near
cylindrical infinity; (c) a contour plot; (d) a detailed contour plot; (e) periodicity
of the potential; (f) potential on the axis.
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The equation is separable and leads to two equations for An and Bn:

A′′
n(z)

An(z) = −β2
l , ρ

(
β2
l + α2

)
Bn(ρ) − ρB′′

n(ρ) −B′
n(ρ) = 0. (4.38)

Here βn is the separation constant. For n ̸= 0, the general solution reads

AnBn = [an sin(βnz) + bn cos(βnz)] [cnI0(γnρ) + dnK0(γnρ)] , n ≥ 1, (4.39)

where the constants γn are given by

γn =
√
α2 + β2

n. (4.40)

For n = 0, the mode does not depend on z and reads

A0B0 = f0K0(αρ) + g0I0(αρ). (4.41)

Function σ has a reflection symmetry: σ(ρ, z) = σ(ρ,−z), which implies an = 0.
The periodicity of σ yields

An(z + 1) = An(z) ⇒ βn = 2πn, n = 1, 2, 3, . . . (4.42)

From (A.19), we see that I0 diverges at ρ → ∞. Potential σ does not diverge
there, which results in cn = 0 and g0 = 0. The expression of σ reduces to

σ = f0K0(αρ) +
∞∑
n=1

fn cos [βnz]K0 [γnρ] . (4.43)

Now we have to determine the unknown coefficients fn, which we do formally
from the linear charge density:

lim
R→0

Q(R, h) =
∫ h

−h
λ(z)dz. (4.44)

The linear density is known from (4.34)

λ(z) = lim
R→0

∫ 2π

0

∫ R

0
ϱ(ρ, z)ρ dφ dρ = X(z) − lim

R→0

α2

2

∫ R

0
ρϱ(ρ, z) dρ. (4.45)

The second part is finite and after the limit is taken into account, the integral
vanishes and we get

λ(z) = X(z). (4.46)
We are now ready to determine fl. The charge enclosed in a cylinder reads

4πQ(R, h) = −2π
∫ R

0
ϕ,z|z=+h

z=−h ρ dρ− 2π
∫ h

−h
(ϕ,ρρ)|ρ=R dz = 2π(q1 + q2). (4.47)

Here q1 is the first integral, which yields

q1 = 2
∞∑
l=1

flβl sin [βlh]
[
RK1 (γlR)

γl
− 1
γ2
l

]
. (4.48)

When the limit R → 0 is applied, q1 vanishes. The second term is given by

q2 =
∫ h

−h

[
f0αRK1 (αR) +

∞∑
l=1

fl cos (βlz) γlRK1 (γlR)
]

dz. (4.49)
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After the limit R → 0 is applied, we get

q2 =
∫ h

−h

[
f0 +

∞∑
l=1

fl cos (βlz)
]

dz. (4.50)

Now we compare our expression with the linear charge density, giving us

f0 = 2, fl = 4. (4.51)

Finally, the Fourier series of σ is

σ = 2K0(αρ) + 4
∞∑
n=1

cos [2πnz]K0
[
ρ
√
α2 + 4π2n2

]
. (4.52)

We can now expand Fourier coefficients for small α and we get

2K0(αρ) = −2 (lnα + ln ρ− ln 2 + γe) +O(α2), (4.53)
4K0 [γnρ] = 4K0 [2πnρ] +O(α2). (4.54)

We compare the coefficients with those from uniform crystal (3.38) and we for-
mally conclude

lim
α→0+

[σ(ρ, z) + 2(γe + lnα− ln 2)] = ϕ(ρ, z). (4.55)

4.1.4 Asymptotic series
To calculate the asymptotic series, we could use the sum estimates, as we have
done for the uniform crystal. However, we would have to integrate an exponential
of a square root divided by a square root, which does not seem to lead to a closed
form. Instead, we try a different approach. For ρ ≫ 1, we have

σ̂n = e
−αρ− α(n−z)2

2ρ
+O
(

1
ρ3

) [
1
ρ

+O

(
1
ρ3

)]
. (4.56)

We approximate σ̂n by the first terms from the series and denote it σ̂(0)
∞,n:

σ̂(0)
∞,n = 1

ρ
e−αρ− α(n−z)2

2ρ . (4.57)

Since the terms are exponentially bounded, the sum converges. We denote the
leading term of the function σ as σ(0)

∞ :

σ(ρ, z) = σ(0)
∞ (ρ, z) +O

(
1
ρ3

)
. (4.58)

The function σ(0)
∞ is defined as

σ(0)
∞ =

+∞∑
n=−∞

σ̂(0)
∞,n (4.59)

We are able to find a closed formula (A.11) for the sum:

σ(0)
∞ (ρ, z) =

√
2π
αρ
e−αρϑ3

(
−πz, e− 2π2ρ

α

)
. (4.60)
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The leading term of σ(0)
∞ reads

σ(0)
∞ (ρ, z) =

√
2π
αρ
e−αρ

[
1 + 2e− 2π2ρ

α cos(2πz) +O
(
e− 8π2ρ

α

)]
. (4.61)

We see that the dependence on z vanishes for a large ρ. See a comparison with
numerical values in Figure 4.2.

(a) (b)

(c) (d)

Figure 4.2: Convergence of the sum in the z = 0 plane for α = 1: (a) near the
origin to the fit; (b) near the origin to the numerical value computed by math-
ematical software; (c) near infinity to the fit; (d) near infinity to the numerical
value. The function σρ≪1 is the approximation of σ to the order of O(ρ5), σρ≫1
is the leading term of σ for a large ρ.
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4.2 Geometry
In the previous section, we have constructed the potential σ and shown that it is
a solution to Laplace’s equation. The metric reads

ds2 = −U−2dt2 + U2
(
dρ2 + ρ2dφ2 + dz2

)
, (4.62)

where the metric function U has the form

U (ρ, z) = 1 + λσ(ρ, z), λ = Q

k
, λ > 0. (4.63)

The function U has the same symmetries as the function σ. Near the origin the
potential σ behaves as a single MP black hole (4.20). Due to the presence of the
dust, the Ricci scalar is non-zero:

R = −2 (ρU,zz + U,ρ + ρU,ρρ)
ρU3 = −2∆δU

U3 = 8πµ
U3 . (4.64)

Since µ = λϱ and 1/U is zero at r = 0, we can get an expression involving the
potential σ or the function U :

R = 8πλϱ
U3 = − 2λα2σ

(1 + λσ)3 = −2α
2(U − 1)
U3 . (4.65)

We follow (1.24) and apply the following transformation by introducing a new
null coordinate v as

dv = dt+W 2(r)dr,W (r) = 1 + λ

[
e−αr

r
+ ln

(
1 − e−α

)]
. (4.66)

This transformation brings the metric to the form

g = −dv2

U2 + 2W
2

U2 dvdr +
(
U2 − W 4

U2

)
dr2 + U2r2dΩ2

2. (4.67)

Now the metric coefficients at r = 0 behave as
1
U2 = r2

λ2 + 2r3 (λα + 2λ ln (1 − e−α) − 1)
λ3 +O

(
r4
)
, (4.68)

W 2

U2 = 1 − α3

3 r
3 +O

(
r4
)
, (4.69)

U2 − W 4

U2 = 2
3λ

2µ3r +O
(
r2
)
. (4.70)

When the expansions are put in the metric, we see that near the origin r ≈ 0,
metric and its determinant read

g = −2dvdr + λ2dΩ2
2 +O(r), g = −λ4 sin2 θ +O(r). (4.71)

The transformation grants regularity of the metric on r = 0, which is in fact a
sphere of radius λ. As in the case of the uniform crystal, r = 0 is also an event
horizon. Therefore, the metric can be extended for r < 0, where it takes the form

ds2 = −Ũ−2dt2 + Ũ2
(
dr̃2 + r̃2dΩ2

)
. (4.72)
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Here, r̃ ≥ 0 is a new radial coordinate and Ũ is a new function given by

Ũ = 1 + λσ̃, σ̃(r̃, θ) = σ(r̃, θ) − 2e
−αr

r̃
. (4.73)

We can check, e.g., that the Maxwell invariant F (shown in Figure 4.3), the
Kretschmann scalar K (shown in Figure 4.4) and the Ricci scalar R (shown in
Figure 4.5) are regular at r = 0, where we have

F(r, θ) = 2
λ2 + 8αr

λ3 − 2r2 (3λ2 − 10)α2

λ4 +O(r3), r ≪ 1, (4.74)

K(r, θ) = 8
λ4 + 64r [λα + 2λ ln (1 − e−α) − 1]

λ5 +O(r2), r ≪ 1, (4.75)

R(r, θ) = −2α2r2

λ2 −
2α2r3

[
2α + 4 ln (1 − e−α) − 3

λ

]
λ3 +O(r4). (4.76)

(a) (b)

Figure 4.3: Maxwell scalar F for λ = 1, α = 2: (a) a conformal contour plot, (b)
a conformal 3D plot.

4.3 Electrogeodesics
Let us briefly review electrogeodesics for the smooth crystal, where the results
from Section 1.2 are taken into account. The electrogeodesics have these con-
served quantities:

E = qU − ṫ

U2 , Lz = ρ2U2φ̇, lim
ρ→∞

U,z = 0 ⇒ lim
ρ→∞

πz = 0. (4.77)

We interpret E as the energy of the particle, Lz is the z-component of its angular
momentum and πz is the z-component of its momentum.
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(a) (b)

Figure 4.4: Kretschmann scalar K for λ = 1, α = 2: (a) a contour plot, (b) a
conformal 3D plot.

(a) (b)

Figure 4.5: Ricci scalar F for λ = 1, α = 2: (a) a conformal contour plot, (b) a
conformal 3D plot.

4.3.1 The static case
Let us discuss static electrogeodesics first (1.56). Since U is positive above hori-
zons and there is no outer singularity (unlike in the uniform and alternating
crystal cases), the first type of solution (1.59) exists everywhere for q = 1. The
second type of the solution (1.60) describes a particle at an equilibrium point on
the axis, which has to satisfy U,z = 0. Here, it yields only the point ρ = 0, z = 1/2
(and its periodic equivalents).

4.3.2 Radial paths
Purely radial electrogeodesics are restricted to planes by the condition U,z = 0,
which gives either z = 0 or z = 1/2. Null orbits (1.64) penetrate horizon.
Timelike particles (1.68) can have turning points given by q − EU ± 1 = 0, but
The function U is monotonic in ρ in the planes z = 0 and z = 1/2, so we can
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have up to two turning points. Therefore, oscillations exist only in the z = 1/2
plane. Concrete examples can be seen in Figure 4.7.

4.3.3 Axial paths
Axial electrogeodesics are possible only on the z-axis because of the condition
U,ρ = 0. Null orbits go through horizons, see (1.74). Turning points of axial
timelike particles (1.78) are given by q − EU ± 1 = 0. The potential σ on the
axis has a closed form (4.16):

U (0, z) = 1 + λpσ(z), pσ(z) ≥ pσ(1/2) = 4 arctan e− α
2 . (4.78)

Oscillations can exist only if q ̸= 0, E ̸= 0 and if there are two distinct solutions
z± for z in the interval (0, 1/2) such that

pσ(z) = p±, p± ≡ q ± 1 − E

λE
, (4.79)

where pσ(z±) = p±. Existence of axial motion can be seen in Figure 4.6.

(a) (b)

Figure 4.6: Axial electrogeodesics for various q, E, λ, and α: (a) effective potential
(exact), (b) numerical solutions of oscillations. The extrema of the effective
potential determine various types of orbits.

4.3.4 Circular paths
Null circular orbits (1.86) are located at the radii given by U + 2ρU,ρ = 0 in the
mirror planes. In this case, we see that there can be up to three solutions – see
Figure 4.8. The timelike motion admits two types of solutions – on a photonic
orbit (1.93) and non-photonic orbit (1.96). The first one yields U > 0, q > 1 for
ω+, and there is no region for ω−, because the function U is positive. For the
second one, see concrete examples from the numerical data shown in Figure 4.9.
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(a) (b)

Figure 4.7: Radial electrogeodesics (for the first N = 100 terms): (a) effective
potential, (b) numerical solutions of oscillations in the z = 1/2 plane.

(a) (b)

Figure 4.8: Existence of circular null geodesics (for the first N = 100 terms) given
by the condition U + 2ρU,ρ = 0 (a) in the z = 0 plane; (b) in the z = 1/2 plane.
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(a) (b)

(c) (d)

Figure 4.9: Existence of circular timelike electrogeodesics, which exist when γ > 0
and ω2 > 0 – plot of ω2 and γ for the first N = 100 terms.
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5. Crystals in Weyl 4D spacetime
In the previous chapters, we constructed 4D solutions in the Majumdar-Papape-
trou family of spacetimes, where one can add sources at arbitrary positions and
still have static balance, as the sources are extremally charged. In order to create
crystal-like structures, we put the sources on the axis, which resulted in axial
symmetry of the spacetime. However, static electro-vacuum axially symmetric
spacetimes can be described by Weyl [35] metric, discovered by Weyl [36] in
1917, which reads

g = −e2ψdt2 + e−2ψ
[
e2γ(dρ2 + dz2) + ρ2dφ2

]
. (5.1)

Here ψ and γ are functions that depend only on Weyl’s canonical coordinates
ρ, z and describe regions outside horizons (in the case of black holes), often be-
ing the counterpart of cylindrical coordinates. We shall review the Einstein field
equations for the vacuum case and in the case of electromagnetic field and briefly
discuss the crystal solutions, which exist simply thanks to the symmetrical align-
ment of the sources. However, if the sources are not extremal, the solution is
unstable, which can be seen from, e.g., asymmetrical perturbations.

5.1 Vacuum case
In the vacuum case, the Einstein field equations yield a single equation for ψ
(away from the sources)

ψ,ρρ + ψ,ρ
ρ

+ ψ,zz = 0, (5.2)

which is Laplace’s equation in cylindrical coordinates. The function γ can be
obtained by quadratures from the remaining Einstein equations, which read

γ,ρ = ρ
(
ψ2
,ρ − ψ2

,z

)
, γ,z = 2ρψ,ρψ,z. (5.3)

The Schwarzschild black hole can be written in these coordinates as

e2γ0 = R2 − 4M2

4R+R−
, e2ψ0 = R − 2M

R + 2M , (5.4)

where M is the mass of the black hole and the functions R± and R are given by

R± =
√
ρ2 + (z ±M)2, R = R+ +R−. (5.5)

The potential ψ0 can be rewritten as

ψ0 = 1
2 ln R − 2M

R + 2M = 1
2 ln R− + z −M

R+ + z +M
, (5.6)

which is formally the Newtonian potential of a finite rod located at ρ = 0,
|z| ≤ M . The “rod” has length 2M and its total mass is M . The horizon of the
black hole r = 2M corresponds to the location of the “rod” in Weyl’s coordinates.

69



We now briefly review an article written by Korotkin and Nicolai [26], where
they used linearity of (5.2) and studied a periodic superposition of Schwarzschild
solutions. First, one has to check the asymptotics of ψ0 for a large n. We get

ψ0(ρ, z ± nL) = −M

Ln
± Mz

L2n2 +O
( 1
n3

)
, (5.7)

where L > 2M (so the horizons don’t overlap) is the crystal lattice constant. The
periodic solution is thus constructed as

ψ(ρ, z) = ψ0(ρ, z) +
∞∑
n=1

[
ψ0(ρ, z + nL) + ψ0(ρ, z − nL) + 2M

nL

]
. (5.8)

The function ψ(ρ, z) is clearly convergent, symmetric, and periodic:

ψ(ρ, z) = ψ(ρ,−z) = ψ(ρ, z + L). (5.9)

One has to also check the periodicity of γ(ρ, z) – for details, see [26]. We conclude
with a review of the asymptotics of ψ for a large ρ. One can show that

1
2ρ
∂ψ

∂ρ
= ∂ψ

∂(ρ2) = M

2

∞∑
n=−∞

1
[ρ2 + (z + nL)2]3/2 = M

ρ2L
[1 + o (1)] . (5.10)

Therefore, the leading order of ψ for a large ρ reads

ψ = M

L
ln(ρ2) +O (1) , (5.11)

and the metric tends to the Kasner solution [37]

ds2 = C̃ρ
α2
2 −α(dz2 + dρ2) + C−1ρ2−αdφ2 − Cραdt2, (5.12)

where C and C̃ are integration constants and α = 4ML−1. We can also read the
asymptotics from the corresponding Fourier series expansion. The potential ψ0
satisfies Laplace’s equation (5.2), therefore we can use the same procedure as in
the uniform crystal (3.32). We prescribe an ansatz for ψ

ψ = f0 ln
(
ρ

L

)
+

∞∑
n=1

fn cos [αnz]K0 [αnρ] , αn = 2πn
L
. (5.13)

The mass density µ0 of the potential ψ0 reads1

µ0 = 4π∆ψ0 = 1
4πρδ(ρ)Π

(
z

2M

)
, (5.14)

where Π(x) is the box distribution (A.33). Therefore, the total mass density reads

µ =
∞∑

n=−∞
µ0(z + nL) = 1

4πρδ(ρ)
∞∑

n=−∞
Π
(
z + nL

2M

)
. (5.15)

1Here, Laplace’s operator is taken with respect to the unphysical flat spatial metric in
cylindrical coordinates.
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Now we compute formally the unknown coefficients, computing the total mass m
and using linear mass density λ

lim
R→0

m(R, h) =
∫ h

−h
λ(z)dz, (5.16)

where λ(z) is given by

2λ(z) =
∞∑

n=−∞
Π
(
z + nL

2M

)
= 2M

L
+

∞∑
n=1

1
πn

sin
(4πnM

L

)
cos

(2πnz
L

)
. (5.17)

Here, we rewrote the sum of Π as its Fourier series. The mass m can be also
expressed in terms of ψ, which is similar to (3.33)

lim
R→0

4πm(R, h) = 2π
∫ R

0
ψ,z|z=+h

z=−h ρ dρ+ 2π
∫ h

−h
(ρψ,ρ)|ρ=R dz. (5.18)

Here, the first integral vanishes and we arrive at the following expression:

lim
R→0

2m(R, h) =
∫ h

−h

[
f0 −

∞∑
l=1

fl cos (αlz)
]

dz. (5.19)

We compare the coefficients with (5.18) and finally get

ψ = 2M
L

ln
(
ρ

L

)
−

∞∑
n=1

1
πn

sin (2αnM) cos [αnz]K0 [αnρ] , αn = 2πn
L
. (5.20)

We see that the leading term is in agreement with (5.11).

5.2 Electro-vacuum case
In the electro-vacuum case, we have an electromagnetic field given by

A = Φ(ρ, z) dt, F = dA. (5.21)

The Einstein-Maxwell equations read

ψ,ρρ + 1
ρ
ψ,ρ + ψ,zz = ψ2

,ρ + ψ2
,z + γ,ρρ + γ,zz, (5.22)

ψ,ρρ + 1
ρ
ψ,ρ + ψ,zz = e−2ψ

(
Φ2
,ρ + Φ2

,z

)
, (5.23)

1
ρ
γ,ρ = ψ2

,ρ − ψ2
,z − e−2ψ

(
Φ2
,ρ − Φ2

,z

)
, (5.24)

1
ρ
γ,z = 2ψ,ρψ,z − 2e−2ψΦ,ρΦ,z, (5.25)

Φ,ρρ + 1
ρ

Φ,ρ + Φ,zz = 2ψ,ρΦ,ρ + 2ψ,zΦ,z. (5.26)

If we assume a functional relation ψ = ψ(Φ), then we get from the field equations

e2ψ = 1 − 2cΦ + Φ2, (5.27)
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where c is a constant. If c = 1, then e2ψ = (1 − Φ)2, i.e., it is a perfect square.
The well-known RN solution is given by

e2ψ0 = R2 − 4d2

(R + 2M)2 , e
2γ0 = R2 − 4d2

R+R−
,Φ0 = 2Q

R + 2M , (5.28)

where M is the mass of the black hole, Q is its charge. The functions R± are
given by

R± =
√
ρ2 + (z ± d)2, R = R+ +R−, d =

√
M2 −Q2. (5.29)

We further assume that d is real and non-negative, i.e., the solution describes a
black hole. The extremal case, i.e., M = |Q|, corresponds to the limit d → 0. In
that case, we get c = 1, γ = 0, the equation for ψ can be linearised and we end
up with the MP solution. We are now ready to follow an article by Azuma and
Koikawa [27], who studied a finite superposition of RN solutions. First, we need
to obtain a linear equation for Φ. This can be done by the transformations:

Φ = Q

S +M
,S = d

1 + f̄

1 − f̄
, f̄ = eF . (5.30)

We obtain the following equations:

0 = F,ρρ + F,ρ
ρ

+ F,zz, (5.31)

γ,ρ = ρ
(
F 2
,ρ − F 2

,z

)
, γ,z = 2ρF,ρF,z. (5.32)

These are exactly the same as those in the vacuum case (5.2), (5.3). If we apply
this transformation to ψ0, we get

F0 = ln
(
µ+µ−

ρ2

)
, µ± = −d∓ z +R±. (5.33)

However, it is possible to simplify F0 and get

F0(ρ, z) = ln
(
R− + z − d

R+ + z + d

)
, (5.34)

which has the same form as (5.6), differing in the overall factor and with M being
replaced by d. The behaviour for a large n is

F0(ρ, z ± nL) = − 2d
Ln

± 2dz
L2n2 +O

( 1
n3

)
. (5.35)

Therefore, we define the RN crystal solution as

F (ρ, z) = F0(ρ, z) +
∞∑
n=1

[
F0(ρ, z + nL) + F0(ρ, z − nL) + 4d

nL

]
, (5.36)

where L > 2d, so that the horizons don’t overlap. An example of F is shown in
Figure 5.1. The periodicity of γ is guaranteed thanks to the same arguments as
in [26]. We also immediately have the Fourier series of F , which reads

F = 4d
L

ln
(
ρ

L

)
−

∞∑
n=1

2
πn

sin (2αnd) cos [αnz]K0 [αnρ] , αn = 2πn
L
, (5.37)
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so the leading term for a large ρ reads

F = 2d
L

ln(ρ2) +O (1) . (5.38)

Then we plug this into (5.30) and determine the leading terms of ψ and γ as

e2ψ = 4d2ρ
4d
L(

dρ
4d
L + d+M −Mρ

4d
L

)2 , e
2γ = ρ

16d2
L2 , ρ ≫ 1. (5.39)

Now we can apply the limit d → 0 and for a large ρ, we get

e2ψ = L2

4M2 ln2 ρ
, e2γ = 1, d ≪ 1, ρ ≫ 1, (5.40)

which is exactly the same asymptotics as for the uniform crystal (3.39) with a
linear charge density λ = M/L (3.41), giving us the ECS spacetime in the leading
term.
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(a) (b)

(c) (d)

Figure 5.1: Potential F of the RN crystal for d = 0.1, L = 1 (a) near the origin;
(b) near cylindrical infinity; (c) a contour plot; (d) periodicity of the potential.
The cut-off indicates the divergences of the potential.
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6. Dimensional reduction of
compact dimension
In the previous chapters we considered exact solutions of Einstein equations,
which were constructed directly by solving 4D equations. However, we ran into
difficulties, because the solutions were given in terms of infinite sums with no
closed formula [24]. In higher dimensions, however, the sums can have a closed
form. In this chapter, we briefly review how to use a symmetry of any solution
of Einstein’s equations to generate a new solution of a lower dimension [38].
The initial assumption of the procedure is that the D + 1 metric D+1g can be
decomposed1 as

D+1gABdxAdxB = Dḡµν(xα)dxµdxν + Φ(xα)2dξ2, (6.1)

where ξ is a compact spacelike Killing coordinate, gξξ = Φ2 and Dḡ is a metric of
dimension D. We consider electro-vacuum solutions, for which the action for the
metric D+1gAB in D + 1 dimensions reads

D+1S =
∫

dD+1x
√

|D+1g|
[
LEH(D+1gAB) + LM(D+1FAB)

]
, (6.2)

where LM is the Lagrangian density (21) of the electromagnetic field FAB with
TMAB the electromagnetic stress-energy tensor (22), and LEH is the Einstein-
Hilbert Lagrangian (18). In order to generate a solution in D dimensions, we
need to rewrite the action in terms of D-dimensional quantities only. We use
the splitting of the metric (6.1) and we also treat Φ as an independent scalar
field and multiply it from the metric determinant as

√
|D+1g| = Φ

√
|Dḡ|. Since

ξ is a Killing coordinate, it does not appear in the action and we can integrate
the action D+1S with respect to ξ (since ξ is a compact coordinate, it will fac-
tor the integral by a finite constant). To define the new action, we also need to
decompose all quantities in the action.

6.1 Decomposition of electromagnetic field
We begin with the decomposition of the electromagnetic field. Its components
can be written as

D+1FABdxA ∧ dxB = Fµνdxµ ∧ dxν + Fνξdxν ∧ dξ (6.3)

From the definition of FAB, we have (19)

Fνξ = Aξ;ν − Aν;ξ = Aξ,ν − Aν,ξ = Aξ,ν ≡ ψ,ν , (6.4)

where we defined a new function ψ. The term Aν,ξ vanishes since ξ is Killing
coordinate of the metric g. We further assume here that the electromagnetic
field inherits the symmetries of the gravitational field. This is non-trivial since,

1Capital Latin indices range over 0, . . . , D + 1, Greek indices are 0, . . . , D.
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in fact, we produce a solution where the resulting scalar field does not share the
symmetry of the metric. We thus have

FABF
AB = FµνF

µν + 2
Φ2 ḡ

µνψ,µψ,ν , (6.5)

where we interpret Fµν as an electromagnetic field in D dimensions and ψ as an
additional scalar field.

6.2 Decomposition of Ricci scalar
We continue with the decomposition of the Ricci scalar. We use a few handy
relations (38) from [30], where we identify

R̃ = 0, F = Φ2, n = D + 1, p = D. (6.6)

We plug the quantities in and get

R(D+1g) = R̄ − 1
Φ2 ḡ

µν
[
∇̄µ∇̄ν

(
Φ2
)

− 1
2Φ2

(
Φ2
)
,µ

(
Φ2
)
,ν

]
, (6.7)

where R̄ = R(Dḡ) is a shorthand for the Ricci scalar of the metric Dḡ. After some
algebraic manipulation, we arrive to the expression

R(D+1g) = R̄ − 2
Φ �ḡ Φ. (6.8)

Now we can rewrite the term with R(D+1g) in the action and get∫
dD+1x

√
|D+1g|R(gD+1) =

∫
dξ
∫

dDx
√

|Dḡ|
[
ΦR̄(gD) − 2�ḡ Φ

]
. (6.9)

But we can get rid of the second part of the integrand, since the integral of �Φ
over the whole manifold vanishes (12), because it is a total divergence:∫

dDx
√

|Dḡ| �ḡ Φ =
∫

dDx
(√

|Dḡ| Dḡµν Φ,ν

)
,µ

= 0. (6.10)

Thus the Ricci scalar in the action simplifies to∫
dD+1x

√
|D+1g|R(gD+1) =

∫
dξ
∫

dDx
√

|Dḡ|ΦR̄. (6.11)

6.3 Equations of motion
Using the results from the previous sections, we are ready to define the new
D-dimensional action in terms of the fields Φ,Ψ, Fµν ,Dḡµν in the following way:

DS = 1
16π

∫
dDx

√
|Dḡ|Φ

[
R̄ − 2Λ − F µνFµν + 2

Φ2 Ψ,µΨ,µ

]
. (6.12)

From now on, we work only with D dimensional quantities, so we don’t write the
dimension D explicitly and we also drop the bar, i.e., ḡ → g. The action can be
rewritten in terms of Lagrangians of the respective fields as

DS =
∫

dDx
√

|g|
(

ΦLEH + ΦLM + 1
ΦLS

)
, (6.13)
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where 32πLS = ψ,µψ
,µ is the Lagrangian of a massless scalar field ψ. We thus

obtain these equations of motion:

Rµν = R

2 gµν − Λgµν + 8π(TMµν + TΦ
µν + 1

ΦT
ψ
µν), (6.14)

8πTΦ
µν = 1

Φ (Φ;µν − gµν �Φ) , (6.15)

8πTψµν = ψ,µψ,ν − 1
2gµνψ,αψ

,α, (6.16)
D

Φ �Φ = D − 1
2 R − (D + 1) Λ + 8πTM + 8π

Φ Tψ, (6.17)

where the last equation for Φ is in this case not independent and follows from the
trace of the first equation. Now we are interested in the equations for Aµ. We
start from the action SEM given as

SEM = −
∫ √

−gΦFµνF µν , (6.18)

and vary it with respect to Aα, denoting the variation δAα. We get

δSEM = −2
∫ √

−gΦ ∂Fµν
∂Aα;β

F µνδAα;β. (6.19)

We want to get rid of the covariant derivative in δA, so we rewrite the variation
as

√
−gΦ ∂Fµν

∂Aα;β
F µνδAα;β = (6.20)

= ∇β

(
√

−gΦ ∂Fµν
∂Aα;β

F µνδAα

)
−

√
−gδAα∇β

(
Φ ∂Fµν
∂Aα;β

F µν

)
. (6.21)

The first term is a total divergence and can be rewritten as a partial divergence,
therefore it does not contribute to the field equations. We plug in Fµν = Aν;µ −
Aµ;ν and rewrite second bracket to get

∂Fµν
∂Aα;β

= δαν δ
β
µ − δαµδ

β
ν . (6.22)

Finally, we get equations of motion

∇β

(
ΦFαβ

)
= 0. (6.23)

The equations of motion for the electromagnetic field yield the conservation of
charge:

4πQ =
∮
S

Φ ⋆ F. (6.24)

Using the same procedure, we an get equation for ψ, which reads

ψ,µ(Φψ),µ = 0. (6.25)
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7. MP 5D crystals
In the previous chapter, we mentioned a way of generating new solutions from
solutions in higher dimensions. In this chapter we shall review 5D Majumdar-
Papapetrou solutions, where the crystal solutions have a closed form (1.43), which
we will use in the next chapter. In Cartesian coordinates (t, x1, x2, x3, x4), the
metric reads (1.1)

ds2 = −U−2dt2 + Udx⃗ · dx⃗. (7.1)
The Ricci scalar reads (1.12)

R = −
2U∆4δU +∑4

i=1 U
2
,i

2U3 . (7.2)

And the electromagnetic potential is given as

A =
√

3dt
2U ,F = 3

2U3

4∑
i=1

U2
,i. (7.3)

The Einstein and Maxwell equations reduce to a single equation

∆4δU = 0. (7.4)

We further assume that the metric is axially symmetric, so it is natural to intro-
duce the hyper-cylindrical coordinates defined as

x1 = z, x2 = ρ cosφ, x3 = ρ sinφ cos ξ, x4 = ρ sinφ sin ξ, (7.5)

so we have U = U(ρ, z) and the metric transforms to

ds2 = −U−2dt2 + U
(
dρ2 + ρ2dφ2 + ρ2 sin2 φ dξ2 + dz2

)
. (7.6)

Then the field equation (7.4) reduces to

U,ρρ + 2
ρ
U,ρ + U,zz = 0. (7.7)

The metric does not depend on the angular coordinate ξ, which we later use for
the dimensional reduction.

7.1 Uniform crystal
First, we build a solution analogous to the 4D uniform crystal. In 5D, the solution
corresponding to a single black hole has a potential that goes as r−2. Therefore,
a uniform crystal in 5D is defined as

U = 1 + M

L2η, η =
+∞∑

m=−∞

1
ρ2 + (z −m)2 , (7.8)

where M > 0 is the mass of each black hole in the grid, L > 0 is the crystal lattice
constant and ρ, z are dimensionless, L-rescaled coordinates from (7.6). The sum
has the following closed form

η = π

ρ

sinh(2πρ)
cosh(2πρ) − cos(2πz) . (7.9)
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We list here some properties1 of η

η(ρ, z) = η(ρ,−z) = η(ρ, z + 1), (7.10)

η(0, z) = π2

sin2 (πz) , (7.11)

η(r, θ) = 1
r2 + π2

3 + π4

45 [2 cos(2θ) + 1] r2 +O(r4), r ≪ 1, (7.12)

η = π

ρ

[
1 + 2e−2πρ cos(2πz) +O(e−4πρ)

]
, ρ ≫ 1. (7.13)

We see that the potential is symmetric and periodic as expected. Near the origin,
it behaves as a single extremal 5D RN black hole, and far from the axis, it tends
to zero. A plot of the potential is shown in Figure 7.1.

(a) (b)

(c) (d)

Figure 7.1: The potential η of the uniform crystal in 5D: (a) a contour plot;
(b) a 3D plot; (c) potential on the axis; (d) potential in the mirror planes. The
cut-off indicates a divergence of the potential, which represents horizons at the
grid points.

1The series of expansion for the hyperbolic tangent for a large argument reads tanh (x) =
2

1+e−2x − 1 = 1 − 2e−2x + 2e−4x + O
(
e−6x

)
. There is no asymptotic expansion in x as exp (1/x)

has an essential singularity at x = 0.

80



7.2 Alternating crystal
In this section, we inspect an analogous solution to the 4D alternating crystal
(2.1). In the dimensionless hyper-cylindrical coordinates, the function U is given
as

U = 1 + M

L2ψ, ψ =
+∞∑

m=−∞

(−1)m
ρ2 + (z −m)2 . (7.14)

The potential ψ has the following closed formula:

ψ = 2π
ρ

cos (πz) sinh (πρ)
cosh (2πρ) − cos (2πz) . (7.15)

The potential is symmetric and anti-periodic:

ψ(ρ,−z) = ψ(ρ, z) = −ψ(ρ, z + 1). (7.16)

However, this means that there are regions where U < 0 and the metric is not
Lorentzian, see Figure 7.2.

(a) (b)

(c) (d)

Figure 7.2: The potential ψ of the alternating crystal in 5D: (a) a contour plot;
(b) a 3D plot; (c) potential on the axis; (d) potential in the mirror planes. The
cut-off indicates a divergence of the potential, which represents horizons at the
grid points.
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7.2.1 Elimination of singular surfaces
The metric has regions, where U ≤ 0. However, we can remove them by identi-
fying the planes where U > 0. We start by identifying the planes z = 1/2 and
z = 3/2. Thus the metric of the spacetime can be written as

g = Θ(Z − 1/2)g+ + Θ(1/2 − Z)g−, (7.17)

where g+ is the metric in the region Z > 1/2 and g− is the metric in the region
Z < 1/2. In the first region, using coordinates (t, ρ, φ, ξ, z+), we have

g+ = −dt2
U2 + U(dρ2 + ρ2dΩ2

2 + dz2
+), Z = z+ − 1, 3/2 ≤ z+ ≤ 5/2. (7.18)

In the second region, the metric reads

g− = −dt2
U2 + U(dρ2 + ρ2dΩ2

2 + dz2
−), Z = z−,−1/2 ≤ z− ≤ 1/2. (7.19)

We see that at the boundary g+ = g−, so the metrics induced at Z = 1/2 and
the corresponding normals are identical on both sides:

h+ = h− = −dt2
U2 + U(dρ2 + ρ2dΩ2

2), n+ = n− = 1√
U

∂

∂Z
. (7.20)

Thus the first junction conditions, [hab] = 0 and [na] = 0, are satisfied. However,
the first derivative of the metric is not continuous and the difference of extrinsic
curvatures on both sides is not zero:

[kab] = 2 [k]
U2 dt2 + [k]Udρ2 + [k]ρ2UdΩ2

2, (7.21)

where [k] is the trace of [kab] and reads

[k] = U,z(ρ, Z + 1) − U,z(ρ, Z)
2U5/2(ρ, Z) = − U,z(ρ, Z)

U5/2(ρ, Z) . (7.22)

Therefore, we have a non-zero stress-energy tensor on the surface:

TΣ = −δ(Z − 1/2) 3[k]
8πU2 dt2. (7.23)
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8. Reduced 5D uniform crystal
In the last chapter, we construct an exact solution in the Maxwell-Einstein-dilaton
theory, which we obtain through the dimensional reduction of a 5D solution. In
the previous chapter, we investigated two 5D solutions: the uniform and alter-
nating crystals. However, only the 5D uniform crystal was well-behaved, and we
shall use it now in the dimensional reduction process.

8.1 Construction
We start with the MP 5D metric 5g, which reads

5g = −U−2dt2 + U
(
dρ2 + ρ2dφ2 + ρ2 sin2 φ dξ2 + dz2

)
, (8.1)

where U = U(ρ, z), so the spacetime is axially symmetric. It is clear that ξ is
a candidate for the reduction – it is a compact Killing coordinate. After the
reduction, we obtain a 4D metric 4ḡ

4ḡ = −U−2dt2 + U
(
dρ2 + ρ2dφ2 + dz2

)
, U = 1 + µη, µ = M5

L2 , (8.2)

with η from (7.9) given as

η =
+∞∑

n=−∞

1
(z − n)2 + ρ2 = π

ρ

sinh (2πρ)
cosh (2πρ) − cos (2πz) . (8.3)

Here L > 0 is clearly the grid constant, but M5, which has the meaning of mass
in the 5D solution, has the dimension of area and its meaning will be seen later.

8.2 Geometry
From now on we drop the dimensional index and the bar from the metric, as
we work only in 4D. Except for the electromagnetic field, the spacetime has an
additional scalar field Φ

A =
√

3
2U dt,F = 3

2U3 (U2
,ρ + U2

,z),Φ(ρ, φ, z) = ρ
√
U |sinφ| . (8.4)

The Einstein and Maxwell equations reduce to a single equation for the function U
(6.14), which reads

U,ρρ + U,zz + 2U,ρ
ρ

= 0. (8.5)

The dilaton field satisfies the equation

3�Φ = ΦR. (8.6)

In the spherical coordinates ρ = r sin θ, z = r cos θ, the function η reads

η(r, θ) = π

r sin θ
sinh (2πr sin θ)

cosh (2πr sin θ) − cos (2πr cos θ) . (8.7)
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The Ricci scalar and Maxwell invariant are equal to minus the trace of the total
stress-energy tensor:

F = R = −3
U2
,ρ + U2

,z

2U3 = −3
U2
,θ + r2U2

,r

2r2U3 = −T. (8.8)

We can see that the metric is singular at r = 0. However, this is only a coordinate
singularity. To see this, we follow [25] and show that r = 0 is a horizon. First,
we write the metric in spherical coordinates as

ds2 = −U−2dt2 + U
(
dr2 + r2dΩ2

2

)
. (8.9)

Now we introduce a new radial coordinate σ as

r =
√
σ, dr = dσ

2
√
σ
, σ > 0. (8.10)

The metric transforms to

ds2 = −dt2
U2 + U

4σdσ2 + σUdθ2 + σU sin2 θ dφ2. (8.11)

Then we define a new ingoing/outgoing null coordinate v± as

dv± = dt± [V (σ, θ)dσ +W (σ, θ)dθ] , (8.12)

where the functions V and W are

V = 1
2
√
σ
U3/2,W =

∫ σ

0

∂V

∂θ
dσ′. (8.13)

This brings the metric to the following form

ds2
⏐⏐⏐
σ>0

= −dv2

U2 − 2dθdσVW
U2 + σU sin2 θdφ2 ∓ (8.14)

∓ 2dv
(
Wdθ + V dσ

U2

)
+ dθ2

(
σU − W 2

U2

)
.

(8.15)

The coefficients expanded at r = 0 read

U = µ

σ
+ 1 + µ

π2

3 +O(σ), (8.16)

1
U2 = σ2

µ2 − 2 (π2µ+ 3)σ3

3µ3 +O
(
σ4
)
, (8.17)

V = µ3/2

2σ2 +
(π2µ+ 3) √

µ

4σ +O
(
σ0
)
, (8.18)

W = − 1
15π

4µ3/2σ sin(2θ) +O
(
σ2
)
. (8.19)

We now put these expansions in the metric. To the leading, order we get

ds2
⏐⏐⏐
|σ|≪1,σ>0

= ∓ 1
√
µ

dvdσ + µ dΩ2
2 +O

(√
σ
)
. (8.20)
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The determinant reads

g = −1
4σU sin2 θ = −µ

4 sin2 θ +O
(√

σ
)
. (8.21)

We see that the metric is regular at σ = 0 and, in fact, it is a sphere of radius√
µ, which suggests that the mass Mbh of each black hole is

Mbh

L
= √

µ. (8.22)

We can now extend the metric to σ < 0. To do this, we repeat the previous
process, taking into account negative values:

r =
√

−σ, Ũ = 1 + µη̃, Ṽ = 1
2
√

|σ|

⏐⏐⏐Ũ ⏐⏐⏐3/2
, W̃ =

∫ σ

0

∂Ṽ

∂θ
dσ′, (8.23)

where the function η̃ reads

η̃(σ, θ) =
∑

n∈Z\{0}

1
|σ| + n2 − 2n

√
|σ| cos θ

− 1
|σ|
. (8.24)

Then in the region σ < 0, the metric reads

ds2
⏐⏐⏐
σ<0

= −dv2

Ũ2
− 2dθdσṼ W̃

Ũ2
+ σŨ sin2 θdφ2 ∓ (8.25)

∓ 2dv
(
W̃dθ + Ṽ dσ

Ũ2

)
+ dθ2

(
σŨ − W̃ 2

Ũ2

)
(8.26)

We can check that in the limit σ → 0−, the metric matches (8.20). To the leading
order, we get

ds2
⏐⏐⏐
|σ|≪1,σ<0

= ∓ 1
√
µ

dvdσ + µ dΩ2
2 +O

(√
−σ

)
. (8.27)

We conclude that the metric is continuous, but it is not evident whether it is
smooth – this was proved in [39] by calculating near-horizon infalling geodesics.
We can verify, e.g., that the Ricci scalar R (shown in Figure 8.1) and the Kretsch-
mann scalar K (shown in Figure 8.2) are regular at r = 0, where we have

R = − 6
µ

+ 6 (π2µ+ 3) r2

µ2 +O
(
r4
)
, (8.28)

K = 68
µ2 − 584 (π2µ+ 3) r2

3µ3 +O
(
r4
)
. (8.29)

In the 4D MP spacetime, any horizon is degenerate and extremal. First we
compute the surface gravity from (25) and get

N2 = −gtt ⇒ κ2 = lim
r→0+

grrN2
,r = lim

r→0+

−gtt,r
gttgrr

= lim
r→0+

U2
,r

U5 , (8.30)
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where we used the fact that the spacetime is static and N is the lapse function.
We use the series for η from (7.10) and get

U2
,r

U5 = r4

µ5 +O(r6) ⇒ κ ≡ 0. (8.31)

Therefore, the horizon at r = 0 is extremal. We can also see this from the fact
that the proper distance to the horizon is infinite. The differential radial distance
reads

dl =
√
Udr =

[√
µ

r
+O(r0)

]
dr. (8.32)

We integrate this expression and, to the leading order, we get

l(r1, r2) =
∫ r2

r1
l′(r′)dr′ = √

µ |ln r1 − ln r2| +O(r1, r2). (8.33)

Therefore, the distance is infinite because

lim
r1→0+

l(r1, r2) = ∞. (8.34)

(a) (b)

Figure 8.1: The Ricci scalar for µ = 1: (a) a contour plot, (b) a 3D plot.

8.3 Electrogeodesics
In this section, we shall briefly discuss electrogeodesics in the preferred directions.
The Lagrangian of the 4D metric reads

L = 1
2gµν ẋ

µẋν + qAµẋ
µ =

√
3qṫU + U3

(
ρ2φ̇2 + ρ̇2 + ż2

)
− ṫ2

2U2 . (8.35)

The Lagrangian does not explicitly depend on t and φ, giving us the following
conserved quantities:

E =
√

3qU − 2ṫ
2U2 , Lz = ρ2Uφ̇, (8.36)
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(a) (b)

Figure 8.2: The Kretschmann scalar K for µ = 1: (a) a contour plot, (b) a 3D
plot.

where we interpret E as the energy and Lz as the z-component of the angular
momentum of the particle. The remaining equations read

U,ρ
U

(
ρ̇2 − E2 − ż2

)
+ 2ρ̇ż U,z

U
+ Eq

U,ρ
U2 + ρ̈ = L2

z (ρU,ρ + U)
ρ3U5 , (8.37)

2ρ̇żU,ρ − U,z
(
E2 + ρ̇2 − ż2

)
+ Eq

U,z
U

+ z̈U = L2
zU,z
ρ2U4 . (8.38)

The normalization condition reads

−E2U2 +
√

3EqU + L2
z

ρ2U
+ ż2U + ρ̇2U − 3q2

4 = U , (8.39)

where U = 0 for photonic paths and U = −1 for timelike particles. The general-
ized momenta are given by

πµ = ∂L
∂xµ

. (8.40)

In this case, we have

πt =
√

3qU − 2ṫ
2U2 , πρ = ρ̇U, πφ = ρ2Uφ̇, πz = żU. (8.41)

Hamilton’s equations for momenta read

π̇t = π̇φ = 0, (8.42)

π̇ρ = −
√

3
2 πtqU,ρ + π2

tUU,ρ +
U,ρ

(
π2
ρ + π2

z + π2
φ

ρ2

)
2U2 +

π2
φ

ρ3U
, (8.43)

π̇z = U,z
2

⎛⎜⎝2π2
tU +

π2
ρ + π2

z + π2
φ

ρ2

U2 −
√

3πtq

⎞⎟⎠ . (8.44)

For ρ → ∞, we see that πz is conserved, because π̇z → 0.
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8.3.1 The static case
We start investigating the simplest case, i.e., static electrogeodesics. We obtain
the following equations:

ṫ2 = U2, ẗ = 0, (8.45)(√
3qU − 2ṫ

)
ṫU,ρ = 0, (8.46)(√

3qU − 2ṫ
)
ṫU,z = 0. (8.47)

The first solution reads
t =

√
3

2 qUτ, q2 = 4
3 , (8.48)

representing charged particles, which can be static anywhere above all horizons
and have the same charge-to-mass ratio as the black holes. In this case we have a
different factor than in 4D MP, because the electromagnetic potential is multiplied
by the factor

√
3/2. The second solution is given by

t = Uτ, U,z = U,ρ = 0, (8.49)

which yields an arbitrary timelike particle located in highly symmetric positions
yielding equilibrium. Here, it gives only the point ρ = 0, z = 1/2 on the axis and,
of course, its mirror points.

8.3.2 Radial null paths
Radial photonic paths are given by

(
ρ̇2 − 2E2U

) U,ρ
U

+ 2ρ̈ = 0, (8.50)(
ρ̇2 + 2E2U

) U,z
U

= 0, (8.51)

E2U2 − ρ̇2U = 0. (8.52)

The second equation restricts the motion only to the mirror planes by the condi-
tion U,z = 0. The solution therefore reads

ṫ = −EU2, ρ̇2 = E2U, (z = 0 ∨ z = 1/2) . (8.53)

Examples of the motion are shown in Figure 8.3, where we see penetration of
horizon. Using these geodesics, it was shown [39] that the metric at the horizon
is smooth. To see it, we expand ρ̇ for ρ ≪ 1 and get

ρ̇ = − |E|
(√

µ

ρ
+ (π2µ+ 3) ρ

6√
µ

− (3π4µ2 + 10π2µ+ 15) ρ3

120µ3/2

)
+O(ρ4). (8.54)

If we solve the differential equation to the order O(ρ3), we get

ρ(τ) =

√
6µ
(
exp

[
|E|

3√
µ

(π2µ+ 3) τ
]

− 1
)

√
π2µ+ 3

, τ ≤ 0, ρ(0) = 0, z = 0. (8.55)
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The series for a small τ reads

ρ =
√

2 4
√
µ
√

− |E| τ + (π2µ+ 3) (− |E| τ)3/2

6
√

2 4
√
µ

+O
[
(−τ)5/2

]
. (8.56)

We see that ρ(τ) is a polynomial in square roots of τ . However, if we calculate
the invariants along the geodesic, they are polynomial in τ , so there is no higher-
derivative discontinuity. E.g., the Maxwell invariant along the path reads

F = − 6
µ

− 12E (π2µ+ 3) τ
µ3/2 +O(τ 2). (8.57)

For details, see [39].

(a) (b)

Figure 8.3: Null radial geodesics: (a) in the z = 0 plane, (b) in the z = 1/2 plane.
Here, τ denotes the affine parameter of the geodesic and ρ0 = ρ(0) is the initial
position at τ = 0. Ingoing photons in the z = 0 plane penetrate the horizon.

8.3.3 Radial timelike paths
For radial timelike paths, we obtain the following equations:(√

3Eq + ρ̇2
)
U,ρ + 2U

(
ρ̈− E2U,ρ

)
= 0, (8.58)(

ρ̇2 −
√

3Eq + 2E2U
)
U,z = 0, (8.59)

1
4
(√

3q − 2EU
)2

− Uρ̇2 = 1. (8.60)

The second equation yields the condition U,z = 0 restricting the motion only to
the mirror planes. From the last equation we get an effective potential, which is
given by

Uρ̇2 =
(√

3
2 q − EU

)2

− 1. (8.61)

The potential and examples of solutions are shown in Figure 8.4. The turning
points are given by ρ̇ = 0. Since the function U is positive and decreasing in
ρ, there can be at most two turning points, so the oscillations exist only in the
z = 1/2 plane.
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(a) (b)

Figure 8.4: Radial timelike electrogeodesics: (a) the effective potential, (b) ex-
amples of solutions.

8.3.4 Axial null paths
For the null paths along the axis, we get the following equations

(
2E2U + ż2

)
U,ρ = 0, ż2 = ṫ2

U3 . (8.62)

The condition U,ρ = 0 restricts the motion to the axis ρ = 0. The equation for ż
reads

ż2 = E2
[
1 + µπ2 csc2(πz)

]
. (8.63)

We can solve this differential equation for z and get the solution expressed im-
plicitly as

± |E| τ = c(z(τ)) − c(z0), z(0) ≡ z0, (8.64)

c(z) = −
d(z) ln

[
d(z) +

√
2 cos(πz)

]
π sin(πz)

√
2π2µ csc2(πz) + 2

, (8.65)

d(z) =
√

−2π2µ+ cos(2πz) − 1. (8.66)

We see penetration of the horizon in Figure 8.5. Near the horizon, the equation
has the series

ż = −
√

|E|
[√

µ

z
+ π2µ+ 3

6√
µ

z + 7π4µ2 − 30π2µ− 45
360µ3/2 z3 +O

(
z5
)]
. (8.67)

The solution to the order O(z3) reads

z(τ) =

√
6µ
(
exp

[
|E|

3√
µ

(π2µ+ 3) τ
]

− 1
)

√
π2µ+ 3

, τ ≤ 0, z(0) = 0. (8.68)

This solution coincides with (8.55) and again, the scalar invariants along the
geodesic are regular.
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Figure 8.5: Null axial geodesics.

8.3.5 Axial timelike paths
The timelike electrogeodesics along the axis yield these equations of motion:(

2E2U −
√

3Eq + ż2
)
U,ρ = 0, (8.69)(√

3Eq + ż2
)
U,z + 2U

(
z̈ − E2U,z

)
= 0, (8.70)

1
4
(√

3q − 2EU
)2

− Uż2 = 1. (8.71)

As in the null case, these paths are restricted to the axis by the condition U,ρ = 0.
The effective potential is given by

Uż2 = 1
4
(√

3q − 2EU
)2

− 1. (8.72)

Due to the symmetry, we can have up to four turning points in the region 0 <
z < 1. Therefore, oscillations are possible, see Figure 8.6.

8.3.6 Circular null orbits
The null circular orbits are given by the equations

ẗ = 0 ⇒ t = γτ, (8.73)
φ̈ = 0 ⇒ φ = ωτ, (8.74)

γ2 − ρ2U3ω2 = 0, (8.75)
2γ2U,ρ + ρU3ω2 (2U + ρU,ρ) = 0, (8.76)(

2γ2 + ρ2U3ω2
)
U,z = 0. (8.77)
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(a) (b)

Figure 8.6: Axial timelike electrogeodesics: (a) effective potential; (b) numerical
solutions of periodic motion.

The last equation implies U,z = 0 and restricts the motion only to the mirror
planes. The solution is given by

γ = ρωU3/2, 2U + 3ρU,ρ = 0, (8.78)

where the condition yields possible photon radii. This gives none or only one
radius, see Figure 8.7.

Figure 8.7: Existence of circular null geodesics. The radii are given by
2U + 3ρU,ρ = 0.
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8.3.7 Circular timelike orbits
We continue by investigating circular timelike paths. We obtain equations

ẗ = 0 ⇒ t = γτ, (8.79)
φ̈ = 0 ⇒ φ = ωτ, (8.80)

U2
(
1 + ρ2ω2U

)
= γ2, (8.81)(

2γ2 −
√

3qγU + ρ2ω2U3
)
U,z = 0, (8.82)

2ρω2U4 +
(
2γ2 −

√
3γqU + ρ2ω2U3

)
U,ρ = 0. (8.83)

From the fourth equation, we get U,z = 0, thus the motion can only exist in
the mirror planes. Examples of solutions are shown in Figure 8.8. We have to
distinguish two cases depending on whether the solution is located on the photon
orbit or not.

Case I: On the photon orbit

If the solution is on the photon orbit, we get

2U + 3ρU,ρ = 0, γ = 2
√

3U
3q , ω2 = 4 − 3q2

3q2ρ2U
. (8.84)

In contrast to the MP spacetime, there is only one type of the solutions.

Case II

If the particle is not on the photon orbit, i.e., 2U + 3ρU,ρ ̸= 0, then we have two
types of solutions

γ± =
√

3U,ρqρU ± U
√

3U2
,ρq

2ρ2 + 12U2
,ρρ

2 + 32U,ρρU + 16U2

2(2U + 3ρU,ρ)
, (8.85)

ω2
± = γ2

± − U2

ρ2U3 . (8.86)

From the Newtonian limit, we can see the asymptotic behaviour of the sources.
For a large ρ, we use (7.10) and in the plane z = 0, we have

γ± = ±1 −
πµ

(√
3q ∓ 6

)
4ρ +O

(
ρ−2

)
, (8.87)

ω2
± =

πµ
(
2 ∓

√
3q
)

2ρ3 + π2µ2 (3q2 − 4)
8ρ4 +O

(
ρ−5

)
. (8.88)

This is the same asymptotics as for a single MP black hole, where we have

ω2
+ = M

1 − q

ρ3 . (8.89)

Therefore, we see that for a large ρ the particle feels as if it interacted with a
point source with a physical mass Masym = πµL and charge Qasym =

√
3

2 Masym.
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(a) (b)

(c) (d)

Figure 8.8: Examples of circular electrogeodesics: (a-b) in z = 0; (c-d) in z = 1/2.
The solutions exist when both ω2 > 0 and γ > 0.
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8.4 Physical interpretation
We conclude with the interpretation of the parameter M5. The near-horizon
geometry (8.20) suggests that √

µ is the mass of each black hole (8.22), i.e.

Mbh

L
= √

µ =
√
M5

L
. (8.90)

To determine the charge, we use the conservation law (6.24), which reads

4πQ =
∫

Σ
ΦFµνrµnνdΣ, (8.91)

where nν is a timelike normal, rµ is a spacelike normal to the surface Σ = ∂V ,
which encloses the source in the volume V . The charge enclosed in a sphere
around r = 0 reads

Qbh

L
= −

∫ π

0

∫ 2π

0

√
3r3 sin2 θ |sinφ|U,r

8π dθdφ =
√

3
2 µ+O(r). (8.92)

Therefore, for the mass and charge of each black hole we have

Mbh =
√
M5, Qbh =

√
3

2
M5

L
. (8.93)

In the Newtonian limit for the angular velocity of circular orbits (8.87), we have

ω2
+ =

πµ
(
2 ∓

√
3q
)

2ρ3 +O(ρ−4). (8.94)

The leading order in ω2 is ρ−3 because of the asymptotic flatness and presence
of the scalar field Φ, and the sources behave as a point source with asymptotic
mass and charge

Masym = πµL = π
M5

L
,Qasym =

√
3

2 Masym. (8.95)

We see that the interpretation of M5 is not straightforward because the solution
was constructed by dimensional reduction and also we have the scalar field, which
interacts with the sources. The meaning of M5 is thus different in the near-horizon
region and in the asymptotic region.
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Conclusion
Our aim was to find exact solutions, which exhibit locally a discrete translational
symmetry along a symmetry axis containing the sources of the field, while if
looked upon from a distance, it would approach the full cylindrical symmetry.
We used two different ways – the first consisted of finding exact solutions to 4D
Einstein-Maxwell equations, where we used the linearity of one of the equations,
the second one relied on dimensional reduction.

Three of the solutions presented here belong to the MP family of spacetimes.
The first one, the alternating crystal, consisted of individual sources, which were
summed with alternating signs. This resulted in uniform convergence of the
sum and asymptotic flatness. However, the spacetime always contains naked
singularities. The second one, the uniform crystal, consisted of individual black
holes, summed with the same sign. This solution resulted as a reaction to article
[24], where higher-dimensional MP black holes were summed, and we also wanted
to get the ECS far away from the axis. However, in 4D, the sum had to be
redefined to converge. The potential converges uniformly, but the spacetime
always involves naked singularities.

The third solution, the smooth crystal, was constructed as a sum of screened
Coulomb potentials. The resulting potential decays exponentially, it is positive,
the spacetime has no singularity and it is cylindrically asymptotically flat. Of
these three solutions, the smooth crystal has the most favourable properties. We
also showed that the formal limit α → 0 leads to the uniform crystal.

If the sources are aligned with the axis, the spacetime belongs to the Weyl
family. The Einstein and Maxwell equations are more complicated, but under
suitable assumptions, one can linearise one of the equations for the Ernst potential
[26]. We used this and constructed the solution as a sum of infinite non-extremal
RN black holes. After that we took the limit of extremal sources and showed
that we get exactly the uniform crystal, so the approach in the extremal case is
the same as working directly in the MP spacetime.

Finally, we reviewed a technique of producing new solutions from higher-di-
mensional ones. We applied this procedure to the uniform 5D crystal and got a
4D reduced crystal with an additional scalar field. The main benefit was that we
had a closed expression for the infinite sum. The spacetime is asymptotically flat
and has no naked singularities. However, the interpretation is difficult, as the
expressions involve original 5D quantities.

Therefore, we constructed five exact solutions behaving as a “crystal”. We
investigated their geometry, horizons, and singularities and we their computed
electrogeodesics. In the future, we aim to focus on dynamic spacetimes and other
matter contents.
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Appendix
Appendix

Harmonic number
The harmonic number is defined as

H(z) = γe + ψ(z + 1), (A.1)

where ψ(z) is the digamma function

ψ(z) = 1
Γ(z)

dΓ(z)
dz . (A.2)

Here, Γ(z) is the well-known Euler gamma function, which is defined as

Γ(z) =
∫ ∞

0
xz−1e−xdx, (A.3)

where the definition for positive integers reduces to Γ(z) = (z − 1)!. For positive
integers, the harmonic number can be expressed as

H(n) =
n∑
k=1

1
k
, n ∈ N. (A.4)

The polygamma function ψ(n) is defined as the n-th derivative of the digamma
function. For a positive integer n, the definition reads

ψ(n)(x) ≡ dnψ(x)
dxn , ψ(0)(x) ≡ ψ(x). (A.5)

For a complex n, the polygamma function is defined by analytic continuation.

Polylogarithm
The polylogarithm function Lin(z) is defined as

Lin(z) =
∞∑
k=1

zk

kn
. (A.6)

The function has a branch cut discontinuity in the complex z plane, which is
located along the real axis from 1 to ∞.

Lerch transcendent function
The Lerch transcendent function Φ(Z, s, a) is defined as follows:

Φ(Z, s, a) ≡
∞∑
k=0

Zk

(a+ k)s , (A.7)

with these restrictions:

[|Z| < 1||(|Z| = 1 ∧ Re (s) > 1)] ∧ −a /∈ N. (A.8)
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Hypergeometric function
The hypergeometric function 2F1(a, b, c, z) is defined as

2F1(a, b, c, z) ≡
∞∑
k=0

(a)k(b)kzk
k! (c)k

, (A.9)

where (a)k denotes the Pochhammer Symbol

(a)n ≡ Γ(a+ n)
Γ(a) . (A.10)

Elliptic theta function
The elliptic theta function ϑ3 is defined as

ϑ3(u, q) ≡ 2
∞∑
n=1

qn
2 cos(2nu) + 1, ϑ3(q) ≡ ϑ3(u = 0, q). (A.11)

Riemann zeta function
The well-known Riemann zeta function ζ is defined as

ζ(s, a) =
∞∑
k=0

(a+ k)−s, (A.12)

where any term with a+ k = 0 is excluded.

Modified Bessel functions
In is the modified Bessel function of the first kind, which is defined for x ∈ R as

In (x) ≡ 1
π

∫ π

0
exp (x cos θ) cos (nθ) dθ. (A.13)

Kn is the modified Bessel function of the second kind, which reads

Kn (x) ≡
∫ ∞

0
exp (−x cosh t) cosh (nt) dt, (A.14)

and is defined for x > 0. Both functions are non-negative in their domains. The
two important limits of these functions for n = 0 read

lim
x→∞

I0 (x) = ∞, lim
x→∞

K0 (x) = 0, (A.15)
lim
x→0

I0 (x) = 1, lim
x→0+

K0 (x) = ∞, (A.16)

The series expansion of I0 for x ≪ 1 is

I0 (x) ≈ 1 + x2

4 +O
(
x4
)
, (A.17)

and for K0

K0 (x) ≈ ln 2 − ln x− γe + x2

4 (1 − γe + ln 2 − ln x) +O
(
x3
)
, (A.18)
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where γe ≈ 0.5772 is the Euler–Mascheroni constant, ln 2 > γe. For x ≫ 1 we get
the following series expansion:

I0 (x) ≈
√

2
π
ex
(

1
2
√
x

+ 1
16

√
x3

)
+O

( 1
x5/2

)
, (A.19)

K0 (x) ≈
√

2πe−x
(

1
2
√
x

− 1
16

√
x3

)
+O

( 1
x5/2

)
. (A.20)

The following bound [40] holds for Kν :

Kν(x)
Kν(y) > ey−x, 0 < x < y, (A.21)

The Bessel functions I1, K1 can be expressed in terms of derivatives of I0 and K0:

dI0

dx = I1 (x) , dK0

dx = −K1 (x) . (A.22)

Their limit behaviour is

lim
x→∞

I1 (x) = ∞, lim
x→∞

K1 (x) = 0, (A.23)
lim
x→0

I1 (x) = 0, lim
x→0+

K1 (x) = ∞. (A.24)

The series expansions for x ≪ 1 are

I1 (x) ≈ x

2 + x3

16 +O
(
x5
)
, K1 (x) ≈ 1

x
+ x

4

(
2γe − 1 + 2 ln x2

)
+O

(
x3
)
. (A.25)

For x ≫ 1, we get the series expansion

I1 (x) = e2x
√

2π

(
1√
x

+ 3
8
√
x3

)
+O

( 1
x5/2

)
, (A.26)

K1 (x) =
√
πe−x

(
1

2
√
x

+ 3
8
√

2x3

)
+O

( 1
x5/2

)
. (A.27)

Dirac comb
In curvilinear coordinates ξi, which form an orthogonal coordinate system with a
diagonal metric, the relation to the Dirac delta function in Cartesian coordinates
reads

n∏
i=1

δ(xi − xi0) =
n∏
i=1

δ(ξi − ξi0)
√
gii

. (A.28)

If the result is symmetric along any ξi, it must be projected out by integral. E.g.,
the charge density of a point charge can be written as

∆1
r

= −4πδ(x, y, z) = −4π 1
r2 δ(r)

(∫ π

0
sin θdθ

∫ 2π

0
dφ
)−1

= − 1
r2 δ(r). (A.29)

The Dirac comb X is a periodic tempered distribution defined as

XT (t) ≡
∑
n∈Z

δ(t− nT ) = 1
T

∑
n∈Z

e2πint/T = 1
T

+ 2
T

∞∑
n=1

cos
(2πnt

T

)
. (A.30)
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In the second step we used the fact that X is periodic and wrote it as a Fourier
series and in the last step we rewrote it in terms of real functions. The distribution
XT (t) behaves as the Dirac delta function δ at every t = nT, n ∈ Z. It has the
following properties:

XT (t) ≡ 1
T
X

(
t

T

)
,XT (t+ T ) = XT (t),XaT (t) = 1

a
XT

(
t

a

)
, (A.31)

where X(t) is the Dirac comb with a period T = 1.

Heaviside theta
Heaviside theta θ(x) is a distribution satisfying

θ′(x) = δ(x), θ(x) = 1 for x > 0, θ(x) = 0 for x < 0, (A.32)

where δ is the Dirac delta function. The box distribution is defined as

Π(x) = θ
(
x+ 1

2

)
− θ

(
x− 1

2

)
. (A.33)

Theorems and definitions
We briefly list some theorems and definitions from [41, 42, 43], which are signifi-
cant for the solutions in the thesis.

Definition A.D1. Convergence of functions. Let fk(x) : I → C, where I is a set,
we say that functions fk(x) converge to f(x), if ∀x ∈ I we have limk→∞ fk(x) =
f(x). We denote it as fk(x) → f(x).

Definition A.D2. Uniform convergence of functions. Let fk(x) : I → C, we
say that functions fk(x) uniformly converge to f , if (∀ϵ > 0) (∃k0 ∈ N) such
that (∀x ∈ I) (∀k ≥ k0) the inequality [|fk(x) − f(x)| < ϵ] holds. We denote it as
fk(x) ⇒ f(x).

Definition A.D3. Local uniform convergence of functions. Let fk(x) : I → C,
we say that functions fk(x) locally uniformly converge to f(x) in I, if

(∀x0 ∈ I)(∃δ > 0) [fn ⇒ f in I ∩ U(x0, δ)] , (A.34)

where U(x0, δ) is the punctured δ-neighbourhood of x0.

Theorem A.T1. Let fk(x) : I → C be functions and assume that there exist
ak such that |fk(x) − f(x)| ≤ ak for ∀x ∈ I and ak → 0 when k → ∞. Then
fk(x) ⇒ f(x) in I.

Lemma A.T2. Let fk(x) ∈ C(I), let fk(x) ⇒ f(x). Then f(x) ∈ C(I), where
C(I) denotes continuous functions on I.

Lemma A.T3. Let fk(x) ∈ C(I), let ∑∞
k=1 fk(x) ⇒ s(x). Then s(x) ∈ C(I).
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Theorem A.T4. Let
s =

∞∑
n=1

an, an ≥ 0. (A.35)

Let there be a function f , which is continuous, non-negative, non-increasing in
[1,∞) such that f(n) = an for ∀n. Then ∑

an converges absolutely iff

I =
∫ ∞

1
f(n)dn < ∞. (A.36)

Then the following bound holds: I ≤ s ≤ I + a1.

Theorem A.T5. Weierstrass M-test. Let fk(x) : I → C be functions and assume
that there exist ak such that ∀k ∈ N we have |fk(x)| ≤ ak, and that the sum of
ak is absolutely convergent, i.e., |∑ ak| < ∞. Then ∑

fk(x) converges absolutely
uniformly in I.

Theorem A.T6. Leibniz criterion. Let fk(x) : I → C such that fk ⇒ 0 in I
and let fk(x) be monotonous for ∀x ∈ I. Then ∑(−1)kfk(x) converges uniformly
in I.

Theorem A.T7. Let f, fn be defined in a punctured neighbourhood of x0. Let
fn ⇒ f in I and cn = limx→x0 fn(x) be finite ∀n ∈ N. Then

lim
x→x0

lim
n→∞

fn(x) = lim
n→∞

lim
x→x0

fn(x). (A.37)

Theorem A.T8. Let fk(x) : I → C and its derivatives f ′
k(x) are continuous.

Let ∑∞
k=1 fk(x) → s(x) and let ∑∞

k=1 f
′
k(x) converge uniformly in I. Then s(x) is

differentiable and
∂

∂x

[ ∞∑
k=1

fk(x)
]

=
∞∑
k=1

f ′
k(x). (A.38)

Theorem A.T9. Let fk(x) : I → C and its derivatives f ′
k(x) are continuous,

where I is an open interval. Suppose that ∑∞
k=1 f

′
k(x) converge uniformly in I and

that there exists x0 ∈ I such that ∑ fk(x0) converges. Then there exists f such
fn ⇒ f , f ′

n

loc
⇒f ′ and

∂

∂x

[ ∞∑
k=1

fk(x)
]

=
∞∑
k=1

f ′
k(x). (A.39)

Definition A.D4. Let f(x) ∈ L1
per(0, L), i.e., f(x) is periodic (L is the period)

and Lebesgue integrable. Then Fourier series of f(x) is denoted as Ff (x) and
reads

Ff (x) ≡ a0

2 +
∞∑
n=1

[
an cos

(2πnx
L

)
+ bn sin

(2πnx
L

)]
, (A.40)

where the coefficients an, bn are defined as

an ≡ 2
L

∫ L

0
f(x) cos

(2πnx
L

)
dx, bn ≡ 2

L

∫ L

0
f(x) sin

(2πnx
L

)
dx, (A.41)

and a0 is given by
a0 ≡ 2

L

∫ L

0
f(x)dx. (A.42)
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Theorem A.T10. Let f(x) ∈ L1
per(0, L) and f is piecewise C1 in an interval

(a, b) ⊂ R. Then

Ff (x) = 1
2

(
lim
y→x−

f(y) + lim
y→x+

f(y)
)
,∀x ∈ (a, b). (A.43)

If f(x) is continuous at x = c, a < c < b, then Ff (c) = f(c).

Theorem A.T11. Paley-Wiener. If there exist C > 0, N > 0 such that the
Fourier coefficients of a function f satisfy

|ak| + |bk| ≤ Ce−Nk, (A.44)

then f ∈ C∞(R).
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