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Introduction
The NA62 experiment at CERN SPS is a fixed target experiment aiming to study
rare kaon decays [1]. Its main purpose is to measure the extremely rare decay
K+ → π+νν̄ with an unprecedent precision. It is one of the rarest decays to be
measured, with the branching ratio (BR) ∼ 10−11. The Standard Model (SM)
expectation for its decay rate has a few per cent relative precision, not matched by
any other loop-induced meson decay. In addition, its SM prediction is dominated
by the uncertainties of the CKM parameters, which are improving thanks to
the present day experiments. The decay rate is therefore uniquely sensitive to
possible contributions mediated by new heavy particles, provides grounds for
precision tests of flavour dynamics [2] and allows for a decisive test of the SM.

The K+ → π+νν̄ has been studied since 70’s with the stopped kaons, when
the first experiments set limits on its BR. The first observation was achieved by
the BNL experiment E787, which found two events in the high momentum range
(211< P <229 MeV/c) [3, 4] and one event in the low momentum range (140<
P <195 MeV/c), compatible with the background [5, 6]. Then, the experiment
E949 found one more event in the high momentum range (211< P <229 MeV/c)
[7] and three events in the low momentum range (140< P <199 MeV/c)[8]. Both
experiments have studied the kaon decays at rest. Their combined result, based
on seven events, results in the BR value [9]:

BR(K+ → π+νν̄) = (1.73+1.15
−1.05) × 10−10. (1)

The NA62 experiment, starting with a pilot run in 2014 and the commission-
ing run in 2015, recorded its first K+ → π+νν̄ data in September 2016. The
experiment is using a novel decay-in-flight technique. From the 2016 data sam-
ple, which corresponded to 45 days of data taking at low intensity, it reported
one event observed in the signal region and set an upper limit on the BR [10]:

BR(K+ → π+νν̄) < 14 × 10−10 @95% CL. (2)

The NA62 continued the data taking during years 2017 for 160 days and 2018 for
217 days, at a higher beam intensity and collected ∼ 30 times more data than
in 2016. In the scope of this work, the results based on 2017 data set will be
reported.

The experimental timeline is shown in Fig. 1.
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Figure 1: History of the experimental efforts directed towards the K+ → π+νν̄
decay rate measurement.

This work is organised in the following way: a theoretical motivation is given
in chapter 1, a description of the experiment layout, trigger and data proccessing
is summarized in chapter 2, chapter 3 outlines the data selection strategy, followed
by a detailed description of the selection in chapter 4. The background evaluation
is covered in chapter 5. Then chapter 6 provides a review on the calculation of
the Single Event Sensitivity, which is used to estimate the number of expected
events. Result are summarized in chapter 7.

The pictures without citation are either made by the author or taken from
the NA62 official repository. Unless mentioned as preliminary, all plots presented
are unofficial.

5



1. Theoretical Motivation
Flavour-Changing Neutral Current (FCNC) processes carry an important infor-
mation about the SM parameters. They are also sensitive to the effects Beyond
the SM (BSM). However, the predictions of their amplitudes are usually plagued
by uncertainties of the low energy QCD dynamics. The exceptions can be found
in processes dominated by W−box and Z−penguin diagrams, where the low en-
ergy effects can be factorized. The FCNC are forbidden at the tree level in the
SM and suppressed in the loops by the GIM mechanism [11], which cancels out
all contributions independent on the quark masses running in the loops by the
unitarity of the Cabbibo-Kobayashi-Maskawa (CKM) matrix. This makes the
studied decays extremely rare, as they do not occur at the tree level, but only at
the quantum loop level with the different mass dependent terms.

The extremely rare kaon decays K+ → π+νν̄ and K0
L → π0νν̄ are considered

as golden modes of flavour physics due to their very clean theoretical origin. They
are dominated by the short-distance (SD) contributions between free quarks and
leptons, producing an effective local four-fermion coupling:

s̄LγµdLν̄iLγ
µνiL , (1.1)

where s̄L, dL, νiL̄ , νiL are the (anti)quark and (anti)neutrino quantum fields,
and γµ are the Dirac matrices. The subscript L refers to left handed components
of the fields, obtained from the projection:

ψL = 1 − γ5

2 ψ, (1.2)

where γ5 is a combination of Dirac matrices: γ5 = iγ0γ1γ2γ3γ4. The hadronic
matrix element ⟨π|(s̄d)V |K⟩ is extracted, including isospin breaking corrections
[12], from the accurately measured leading semi-leptonic decay K+ → π0e+νe.
The remaining long-distance interactions involving hadronic degrees of freedom
in intermediate state were calculated in [13, 14] and were found to be three orders
of magnitude smaller than the SD contribution at the level of BR.

This cleanliness makes them very sensitive to the effects of BSM physics.
The precise measurement of the CP conserving charged mode and CP violating
neutral mode offers a unique determination of the standard unitarity triangle
[15]. Its comparison with the B physics can provide description of the New
Physics (NP) flavour dynamics.

1.1 Effective Hamiltonian for K+ → π+νν̄ decay
The effective interaction Hamiltonian describing s̄ → dνν̄ transition is the fol-
lowing:

Heff = GF√
2

α

2π sin2 θW

∑︂
ℓ=e,µ,τ

∑︂
i=c,t

V ∗
isVidX(xi)s̄LγµdLν̄ℓLγµνℓL , (1.3)

where GF is a Fermi coupling constant, α(m) is an electromagnetic coupling
constant, θW is a weak mixing angle, Vij are the CKM matrix elements, X(xi)
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Figure 1.1: Feynman box-diagrams and Z−penguin diagram in the SM [19].

(xi = m2
i /M

2
W , where mi is a quark mass and MW is a W boson mass) is a

monotonically increasing function given below, and the four fermion interaction
was explained in eq. (1.1). The BR, for a single lepton flavour, is then:

BR(K+ → π+νlν̄l) = α2BR(K+ → π0e+ν)
V 2
us2π2 sin4 ΘW

⃓⃓⃓⃓
⃓⃓∑︂
i=c,t

V ∗
isVidX(xi)

⃓⃓⃓⃓
⃓⃓
2

(1.4)

The part∑︂
i

V ∗
isVidX(xi) = V ∗

tsVtd(F (xt) − F (xu)) + V ∗
csVcd(F (xc) − F (xu)) (1.5)

describes top and charm quark contributions, originating in the SM at the lowest
order from the box-diagrams and Z−penguin diagram shown in Fig. 1.1. The
term F (xt), containing the top quark, is proportional to λ5xt. It was calculated
to the Next-to-leading order (NLO) in [16, 17]. In case of top quark, the lepton
masses are negligible as they enter only in the ratio r = m2

ℓ/m
2
t .

Charm quark contribution enter through the term:

F (xc) ∼ λ
m2
c

M2
W

ln MW

mc

. (1.6)

Here, only the muon and electron masses can be neglected, as the tau mass is
comparable to charm mass and needs to be considered. The up quark contribu-
tions are subtracted from the top and charm loops. The calculation was carried
out in Chiral perturbation theory and on Lattice [18]. The contribution of top
quark dominates, but due to the smallness of V ∗

tsVtd, the charm quark contribu-
tion, suppressed by the smallness of xc, is also non-negligible and needs to be
taken into account.

1.2 Top quark contributions
The top quark contribution to the BR (1.4) can be divided into the electroweak
and the QCD part:

X(xt) = X0(xt) + αs
4πX1(xt) + α

4πXEW (xt), (1.7)

where X0 is the leading-order (LO) component

X0(x) = x

8

[︄
−2 + x

1 − x
+ 3x− 6

(1 − x)2 ln x
]︄

; (1.8)
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and X1(x) refers to the NLO QCD correction, in the MS scheme:

X1(x) = − 23x+ 5x2 − 4x3

3(1 − x)2 + x− 11x2 + x3 + x4

(1 − x)3 ln x

+ 8x+ 4x2 + x3 − x4

2(1 − x)3 ln2 x− 4x− x3

(1 − x)2

∫︂ x

1
dt

ln t
1 − t

+ 8x∂X0(x)
∂x

ln µ2

M2
W

, (1.9)

with µ = O(mt) and the subscript identifying the top quark was omitted. The 2-
loop electroweak correction factor rX = 1 +XEW (xt)/X0(xt) has an approximate
form [20]:

rX = 1 − A+B · C(Mt)/165 GeV −D
(︃

Mt

165 GeV

)︃
, (1.10)

where

A = 1.11508, B = 1.12316, C = 1.15338, D = 0.179454. (1.11)

It approximates the full result within the limits 160 GeV≤ Mt ≤ 170 GeV to an
accuracy of better than ±0.05%.

The scale factor µ dependence in the last term of X1(x), at which the running
top quark mass is defined, will cancel-out to the order considered with the scale
dependence inX0(x(µ)) [16]. The theoretical uncertainty on the QCD corrections,
arising from the top quark matching scale µ = O(mt), is at the level of 1% in
NLO, compared to ∼ 6% in LO. The sub-leading electroweak contributions to
the theoretical uncertainty are estimated to be 2% [21]. The full electroweak
two-loop correction calculation to the top quark contribution X(xt) performed in
[20] resulted into the reduction of the scheme ambiguity down to 0.134%. The
short-distance top quark function, including all mentioned corrections equals [22]:

X(xt) = 1.481 ± 0.005theory ± 0.008exp, (1.12)
where the theoretical uncertainty combines the remaining renormalization scale
and scheme uncertainties, as well as the theoretical error on the MS parameters
due to matching at the electroweak scale. The second uncertainty comes from
the experimental error on the top quark and W masses entering the ratio xt, and
on the strong coupling αs(MZ).

A further theoretical development in top quark contribution at the NNLO
level has been done. The Z−penguin 3-loop QCD corrections for Bs → µµ
process were calculated in [23] and they are directly applicable to K → πνν̄
decay. However, at NNLO, the QCD corrections to box diagram in K → πνν̄ and
Bs → µµ differ from each other. Nevertheless, they have been calculated recently
[24] for the X(xt) function, so it is now known including NNLO QCD corrections.
The preliminary result of the possible scale dependence of X(xt) ≡ Xt at NNLO
is shown in Fig. 1.2 [24], together with the error budget at NLO [22].

1.3 Charm quark contributions
For the charm quark contribution, where both the weak scale µW = O(MW ) and
the low-energy scale µc = O(mc) are involved, the full Renormalization Group

8



Figure 1.2: Possible scale dependence in NNLO for the top quark contribution
(left) and error budget to X(xt) at NLO (right).

(RG) analysis is required. Hence the large logarithms ln(µ2
W/µ

2
c) are re-summed

to all orders in αs. In the following, a phenomenological parameter

Pc(X) = P SD
c + δPc,u (1.13)

will be used. Here, P SD
c describes the short-distance contribution of the charm

quark:
P SD
c (X) = 1

|Vus|4
(︃2

3X
e(xc) + 1

3X
τ (xc)

)︃
, (1.14)

where |Vus| is a CKM parameter and superscripts denotes the lepton flavour. The
term

δPc,u = 0.04 ± 0.02 (1.15)
represents the charm quark contribution of dimension-eight operators at the
charm quark scale µc, combined with the long distance contributions [18]. Its
error can be in principle improved with the help of the lattice QCD [25]. The
short-distance part can be expanded in αs:

P SD
c (X) = 4π

αs(µc)
P (0)
c (X) + P (1)

c (X) + αs(µc)
4π P (2)

c (X)+ (1.16)

+ 4πα
α2
s(µc)

P e
c (X) + α

αs(µc)
P (es)
c (X),

where the upper numerical indices represent contributions from L0, NLO and
NNLO and the last two terms epitomize the electroweak corrections calculated
in [26].

At the leading order, P (0)
c (X) has a theoretical uncertainty at the level of

26% [27, 28]. The NLO QCD correction calculation improves the uncertainty to
∼ 10%.

The charm quark contribution to the BR (1.4), resulting from the RG calcu-
lation in NLO logarithmic approximation, has the following form [29]:

X(xc) = CNL − 4B1/2
NL (1.17)
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with

CNL = x(m)
32 K

24
25
c

[︄(︃48
7 K+ + 24

11K− − 696
77 K33

)︃(︄ 1
a(µ) + 15212

1875 (1 −K−1
c )

)︄

+
(︄

1 − ln µ2

m2

)︄
(16K+ − 8K−) − 1176244

13125 K+ − 2302
6875K− + 3529184

48125 K33

+ K
(︃56248

4375 K+ − 81448
6875 K− + 4563698

144375 K33

)︃]︃
(1.18)

where
K = a(MW )

a(µ) Kc = a(µ)
a(m) (1.19)

K+ = K
6

25 K− = K
−12
25 K33 = K

−1
25 (1.20)

B
(1/2)
NL = x(m)

4 K
24
25
c

[︄
3(1 −K2)

(︄
1

a(µ) + 15212
1875 (1 −K−1

c )
)︄

− ln µ2

m2 − r ln r
1 − r

− 305
12 + 15212

625 K2 + 15581
7500 KK2

]︄
(1.21)

Here K2 = K−1/25, m = mc, r = m2
ℓ/m

2
c (mℓ is the lepton mass) and the scale

µ = O(mc). The function a(µ) represents the two-loop contributions:

a(µ) = 4π
β0 ln µ2

Λ2

⎡⎣1 − β1

β2
0

ln ln µ2

Λ2

ln µ2

Λ2

⎤⎦ (1.22)

where Λ ≡ Λ(4)
MS

. The parameters of the β−function are:

β0 = 11N − 2f
3 β1 = 34

3 N
2 − 10

3 Nf − 2CFf CF = N2 − 1
2N , (1.23)

where N(f) is the number of colors (flavours). The part CNL represents the
contribution from the Z−penguin, while the B1/2

NL stands for the W−box diagram.
The index 1/2 refers to the weak isospin of the final state leptons. As in the
case of top quark contribution, the scale dependence ln(µ2/m2) will cancel-out
between CNL and B

(1/2)
NL to the considered order. From this computation, taking

|Vus| = 0.2248, the charm quark contribution equals [30]:

P SD
c (X) = 0.369 ± 0.036theory ± 0.033mc ± 0.009αs , (1.24)

where the parametric errors originate from the ranges of the charm quark MS
mass mc(mc) and the strong coupling constant αs(MZ).

To suppress the sizable dependence on the scale, one needs to proceed with
the NNLO QCD correction. The full computation was performed in [30]. The
explicit analytic expression is too long to be presented here and can be found in
sections 6.8 and 7.7 of the mentioned publication for the Z−penguin and W−box
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Figure 1.3: Pc(X) as a function of the scale parameter µc in the NLO (left) and
NNLO (right). The different lines correspond to various strategies of the αs(µc)
computations [30].

diagrams, respectively. The approximate formula, including the electroweak cor-
rections with precision of ±0.05% within the 1.15GeV ≤ mc(mc) ≤ 1.45GeV and
0.114 ≤ αs(MZ) ≤ 0.122 ranges is [26]:

P SD
c (X) = 0.38049

(︄
mc(mc)
1.30GeV

)︄0.5081 (︄
αs(MZ)
0.1176

)︄1.0192
⎛⎝1 +

∑︂
i,j

κijL
i
mc
Ljαs

⎞⎠
(1.25)

± 0.008707
(︄
mc(mc)
1.30GeV

)︄0.5276 (︄
αs(MZ)
0.1176

)︄1.8970
⎛⎝1 +

∑︂
i,j

εijL
i
mc
Ljαs

⎞⎠ ,
where

Lmc = ln

(︄
mc(mc)
1.30GeV

)︄
, Lαs = ln

(︄
αs(MZ)
0.1176

)︄
(1.26)

and

κ10 = 1.6624, κ01 = −2.3537, κ11 = −1.5862, κ20 = 1.5036, κ02 = −4.3477,
(1.27)

ε10 = −0.3537, ε01 = 0.6003, ε11 = −4.7652, ε20 = 1.0253, ε02 = 0.8866.
(1.28)

Incorporating results of the NNLO QCD and the electroweak corrections,
and taking |Vus| = 0.2252(9),mc(mc) = 1.279(13)GeV, αs(MZ) = 0.1185(6), the
P SD
c (X) equals:

P SD
c (X) = 0.365 ± 0.009theory ± 0.007mc ± 0.004αs . (1.29)

The theoretical uncertainty is diminished by a factor 4, from 9.8% down to 2.5%.
The scale dependence of P SD

c (X) in NLO and NNLO is graphically depicted in
Fig. 1.3. The three different lines correspond to different approaches to evaluate
αs(µc) from αs(MZ). These differences in NLO are quite sizable, but in NNLO
the variation is within 0.2%.

The charm quark contribution is relevant only for the charged mode, the
contribution for the neutral decay is well below 1%.
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1.4 SM predictions
The branching ratio of the K+ → π+νν̄ decay can be, after summing over three
neutrino flavours, parametrized as:

BR(K+ → π+νν̄) = κ+(1 + ∆EM)·⎡⎣(︄Imλt
λ5 X(xt)

)︄2

+
(︄

Reλc
λ

(P SD
c (X) + δPc(X)) + Reλt

λ5 X(xt)
)︄2
⎤⎦ , (1.30)

where the functions X(xt), P SD
c (X) and δPc(X) are the top and charm quark

contributions explained above, with the factors in front of them being CKM
parameters λ = |Vus|, λi = V ∗

isVid. These parameters can be expressed, with the
accuracy up to O(λ4) corrections (with respect to their leading order in λ), as
follows:

Reλt ≃ |Vub||Vcb| cos γ(1 − 2λ2) + (|Vub|2 − |Vcb|2)λ
(︄

1 − λ2

2

)︄
, (1.31)

Imλt ≃ |Vub||Vcb| sin γ, (1.32)

Reλc ≃ −λ
(︄

1 − λ2

2

)︄
, (1.33)

where γ is the angle of the unitarity triangle. The remaining long distance correc-
tions are factored out into the following two parameters: κ+ and ∆EM [26]. The
former contains higher-order electroweak corrections to the low energy matrix el-
ements, in particular the relevant hadronic matrix elements that can be extracted
from leading semi-leptonic decay K+ → π0e+ν taking into account isospin break-
ing. The latter denotes long distance QED corrections. A detailed analysis of
these contributions to NLO and partially NNLO in chiral perturbation theory
has been performed in [31], with the numerical values

κ+ = (0.5173 ± 0.0025) × 10−10(λ/0.225)8 ∆EM = −0.003. (1.34)

Similarly, for the neutral mode [32]:

BR(KL → π0νν̄) = κL ·
(︄

Imλt
λ5 X(xt)

)︄2

, (1.35)

where the symbols have the same meaning as in (1.30) and

κL = (2.231 ± 0.013) × 10−10
[︄

λ

0.225

]︄8

. (1.36)

The parametric expressions for the BR of charged and neutral modes, in terms
of the CKM parameters, are:

BR(K+ → π+νν̄) = (8.39 ± 0.30) · 10−11
(︄

|Vcb|
0.0407

)︄2.8 (︃
γ

73.2°

)︃0.74
, (1.37)

BR(K0
L → π0νν̄) = (3.36 ± 0.05) · 10−11

(︄
|Vub|

0.00388

)︄2 (︄ |Vcb|
0.0407

)︄2 (︃ sin γ
sin 73.2°

)︃2
.

(1.38)
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Figure 1.4: Error budget of the BR for the charged (left) and the neutral (right)
K → πνν̄ decays [22].

Using the following values, where the CKM parameters represent the average of
inclusive and exclusive tree-level measurements,

|Vub| = (3.88±0.29)×10−3, |Vcb| = (40.7±1.4)×10−3, γ = (73.2+6.3
−7.0)°, (1.39)

one arrives to the SM predictions for the BR:

BR(K+ → π+νν̄) = (8.4 ± 1.0) · 10−11, (1.40)
BR(K0

L → π0νν̄) = (3.4 ± 0.6) · 10−11. (1.41)

The errors are dominated by the uncertainties on the CKM parameters, namely
|Vcb| for the charged mode and |Vub| for the neutral mode. The pie charts of the
error budgets are shown in Fig. 1.4.

An alternative approach is to estimate the BR within the SM with respect to
the correlated decay Bs → µ+µ−, which also depends on the |Vcb|. In this way,
the |Vcb| parameters will cancel out and one finds:

BR(K+ → π+νν̄) =(8.39 ± 0.58) × 10−11 (1.42)

×
(︃

γ

73.2°

)︃0.81
(︄
BR(Bs → µ+µ−)

3.4 · 10−9

)︄1.42 (︄227.7
FBs

)︄2.84

,

where FBs is a form-factor related to the B−decay. One can also rewrite the
relation (1.37) with different CKM parameters:

BR(K+ → π+νν̄) =(8.39 ± 1.11) × 10−11 (1.43)

×
(︄

|εK |
2.23 · 10−3

)︄1.07 (︃
γ

73.2°

)︃−0.11 (︃ Vub
3.88 · 10−3

)︃−0.95
.

It is obvious that the reduction of BR(K+ → π+νν̄) implies also a reduction of
|εK |.

The CKM parameters can be obtained in various ways, the ones reported
above are taken as an average from measurements of inclusive and exclusive
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processes at the tree level. In this way, they are not affected by the possible
NP effects. However, if the loop observables are free of NP up to a reasonably
high energy scale, one can obtain these parameters from the loop-level observables
at the higher precision. Using experimental results of |εK |, ∆Ms , ∆Md

, SψKs , the
predictions for BR are:

BR(K+ → π+νν̄) = (9.11 ± 0.72) · 10−11, (1.44)
BR(K0

L → π0νν̄) = (3.00 ± 0.31) · 10−11. (1.45)

All the details on the extraction of the parameters relevant for the K → πνnū
decays can be found in [22].

The result obtained from the tree level processes, represented by eq. (1.40),
will be used in all estimations of the expected events on the analyzed data sample.

1.5 Grossman-Nir Bound
The neutral kaons are not present in the nature as a pure flavour states |K0⟩ =
|ds̄⟩ and |K̄0⟩ = |d̄s⟩, but as mass eigenstates |KL⟩ and |KS⟩, which are the
combinations of the flavour states:

|KL⟩ = p|K0⟩ − q|K̄0⟩, |KS⟩ = p|K0⟩ + q|K̄0⟩, (1.46)

where p and q are the complex parameters obeying |p|2 + |q|2 = 1.
Let’s define a parameter λ as the ratio of the decay amplitudes |K0⟩ = |ds̄⟩

and |K̄0⟩ = |d̄s⟩ into the same final state:

λ = q

p

⟨π0νν̄|H|K̄0⟩
⟨π0νν̄|H|K0⟩

, (1.47)

where H stands for the effective Hamiltonian describing the process. Then a ratio
of the decay rates can be written in the following way:

Γ(KL → π0νν̄)
Γ(KS → π0νν̄) = 1 + |λ|2 − 2Reλ

1 + |λ|2 + 2Reλ. (1.48)

Now, following the discussion in [33], one can define θ as the relative phase
between K − K̄ mixing amplitude and the s → dνν̄ decay amplitude, namely
λ = e2iθ, and from eq. (1.48):

Γ(KL → π0νν̄)
Γ(KS → π0νν̄) = 1 − cos 2θ

1 + cos 2θ = tan 2θ. (1.49)

In experiment, it is practically impossible to measure Γ(KS → π0νν̄), but one
can use the isospin symmetry relation:

A(K0 → π0νν̄)
A(K+ → π+νν̄) = 1√

2
(1.50)

to replace the denominator in equation (1.49) by the charged mode, measurable
experimentally:

ris
Γ(KL → π0νν̄)
Γ(K+ → π+νν̄) = 1 − cos 2θ

2 = sin2 θ, (1.51)
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where ris = 0.954 is the isospin breaking factor [12] arising from the differences in
the π+ −π0 and K+ −K0 masses and the different vector form factors. The ratio
(1.51) is most useful if the possible NP is dominated by the same combination of
mixing angle in both, KL → π0νν̄ andK+ → π+νν̄. In that case, the phase of this
combination is directly identified with θ, and no additional new parameters are
needed. As sin2 θ ≤ 1, eq. (1.51) allows one to set an upper limit on BR(KL →
π0νν̄) from the charged mode. Considering differences in the life times τKL

/τK+ =
4.17, one gets:

BR(KL → π0νν̄) < 4.37 ×BR(K+ → π+νν̄). (1.52)

This relation is called the Grossman-Nir bound.

1.6 K → πνν̄ decays beyond the Standard Model
The theoretical cleanliness of these processes makes them an excellent probe for
the BSM effects. They were studied from the theoretical point of view in several
NP scenarios, which will enhance or reduce its BRs. Even the results precisely
matching the SM predictions will have a valuable impact on several NP scenarios,
as they can set limits where the NP will emerge.

To account for the effects beyond the SM, the relations (1.30) and (1.35) can
be rewritten as follows [34]:

BR(K+ → π+νν̄) = κ+(1 + ∆EM ) ·
[︄(︃ Imλt

λ5 Xeff

)︃2
+
(︃Reλc

λ
Pc(X) + Reλt

λ5 Xeff

)︃2]︄
,

(1.53)

BR(KL → π0νν̄) = κL ·
(︃ Imλt

λ5 Xeff

)︃2
, (1.54)

where Xeff represents the SM part discussed above and the NP part parametrized
by ξ and θ:

Xeff = V ∗
tsVtd(X(xt) +XNP (xt)) = V ∗

tsVtdX
SM(1 + ξeiθ), (1.55)

which can be expressed also as a function of the BR:

ReXeff = −λ5
[︄
BR(K+ → π+νν̄)
κ+(1 + ∆EM) − BR(KL → π0νν̄)

κL

]︄1/2

− λ4ReλcPc(X),

(1.56)

ImXeff = λ5
[︄
BR(KL → π0νν̄)

κL

]︄1/2

. (1.57)

Precise measurement of the K → πνν̄ BRs will improve the understanding of NP
structure and together with other rare decay measurements, such as B′

s,d → µ+µ−

and B → K(K∗)νν̄, it can identify the appropriate SM extension. Some examples
of NP, which can be tested: Minimal Flavour Violation models, Z ′ FCNC, Littlest
Higgs with T-parity [35], Randall-Sundrum models with custodial symmetry [36],
U(3)3 and U(2)3 models, minimal Super-symmetric model with large tan β [37,
38], Lepton Flavour Unitarity violation models [39] and models with leptoquarks
[40]. The effects of the first four mentioned scenarios are depicted in Fig. 1.5.
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Figure 1.5: Example of the NP correlations in the plane of K → πνν̄ BRs [34].
The green bands correspond to Minimal Flavour Violation models, where no
right-handed interactions are present. The blue lines illustrate the correlation
between the BRs in the Littlest Higgs with T-parity and Z ′ FCNC models, with
pure left-handed or right-handed couplings. The expanding red area represent the
models with general left- and right-handed couplings, such as Randall-Sundrum
models with custodial symmetry, where no correlation is expected.
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1.6.1 Minimal Flavour Violation models
The Minimal Flavour Violation (MFV) models are the class of models with no
extra flavour changing interactions beyond the SM ones, i.e. there are no FCNC
at the tree level. Such models are SM, Two Higgs Doublet Model I, II, Minimal
Super-symmetric Model with minimal flavour violation and not too large tan β,
and SM with one extra large dimension. The MFV models can be probed with
the K → πνν̄ decays. Using the “reduced” BR:

B+ = BR(K+ → π+νν̄)
κ+

; BL = BR(KL → π0νν̄)
κL

, (1.58)

one can write [41]:

sin 2β = 2rs
1 + r2

s

; rs =
√
σ

√︂
σ(B+ −BL) − Pc(X)

√
BL

; σ = 1
(1 − λ2

2 )2
, (1.59)

where β is the angle of the unitarity triangle. Here, the sin 2β depends only on
the K → πνν̄ BRs and a precisely calculated function Pc(X). One can get sin 2β
also from the Bd → J/ψKS decay. Then, in the SM and MFV, to a very good
approximation, holds the following relation:

(sin 2β)πνν = (sin 2β)J/ψKS
. (1.60)

Comparing these two methods will provide an important test of the MFV idea.
Indeed, in the K → πνν̄ decays the phase β comes from the Z−penguin diagram,
whereas in the latter it originates in the B0

d − B0
d̄ box diagram. Consequently,

with sin 2β extracted from Bd → J/ψKS and the measured BR for K+ → π+νν̄,
one can predict BR(KL → π0νν̄). Then, in the full class of the MFV model,
independent of any new parameters, BR(KL → π0νν̄) can have two values, cor-
responding to different signs of X. Hence, the measurement of BR(KL → π0νν̄)
will either pick one of the possible values or discard all MFV models [42].

1.6.2 U(3)3 and U(2)3 flavour symmetries
The U(3)3 is a MFV model with one new real parameter a, introducing the Z
quark flavour violating coupling [34]:

∆sd
L (Z) = aV ∗

tsVtd, (1.61)

and modifying the top quark function X(xt):

∆(X(xt)) = a
π∆νν̄

L (Z)
2M2

ZM
2
WG

2
F

, (1.62)

where GF is the Fermi coupling constant. From eq. (1.62) it is clear that this
model can shift the decay rates. As parameter a can be either positive or negative,
it can enhance the BR or decrease it. In the U(2)3 model, two new complex
parameters a and b are introduced, changing CKM parameters differently for kaon
and B decays. Even though the part relevant for the kaon decays is unchanged, it
is affecting B decays and so the sin 2β mentioned in MFV section will be different
with respect to the one obtained from kaon BRs.
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1.6.3 New U(1) gauge symmetry
One of the simplest extension of the SM is by introducing new U(1) gauge sym-
metry represented by a heavy neutral gauge boson Z ′ [43]. In general, it brings
several new parameters: the mass MZ′ , the coupling constant and depending on
the flavour symmetries, the parameters a and b as explained in section 1.6.2.
It can in principle have left- or right-handed or both couplings to fermions and
introduce FCNC processes in the quark sector already at the tree level. All the
observables in this model are proportional to the ratio of the Z ′ couplings over
the MZ′ . The discussed processes can probe this model up to MZ′ = 200 TeV,
considering the largest coupling allowed [44].
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2. Experimental setup
The NA62 experiment is located in the North Area of CERN (Conseil Européen
pour la Recherche Nucléaire), the European Organization for Nuclear Research.
It is a fixed target experiment, using a primary proton beam from the accelerator
SPS (Super Proton Synchrotron).

2.1 Beam line
The 400 GeV/c primary protons from the SPS are delivered in 30 s super-cycles
with two five-second flat-top spills. They impinge on the T10 target, a beryllium
cylinder, which is 2 mm in diameter and 400 mm long, located in the tunnel
between SPS and the experimental hall. The beam-target collisions produce a
variety of particles of different momenta. The secondary hadron beam (K12)
is selected by the set of dipole magnets, focusing quadrupole magnets, muon
sweepers and collimators. The schematic overview of the K12 beam line is shown
in Fig. 2.1. First, the beam is focused by a triplet of radiation-hard, small-
aperture, quadrupole magnets (Q1, Q2, Q3). Then, its momentum and charge
are defined by the first two magnets in a four dipole achromat (A1) and by
momentum-defining slits incorporated into a 3.2 m thick copper/iron proton beam
dump (TAX1, TAX2). Between the TAXes, there are multiple tungsten plates,
optimized to slow down positrons by Bremsstrahlung and minimize the loss of
hadrons by scattering. The nominal momentum value is 75 GeV/c with 1%
momentum spread (rms), transverse size is 60 × 30 mm2 and the rate of particles
is 450 MHz. The composition of the secondary beam is dominated by pions
(∼70%) and protons (∼24%), with about 6% of kaons. The beam is accompanied
by a muon halo at the rate of 3 MHz.

After the achromat A1, a quadrupole triplet (Q4, Q5, Q6) refocuses the beam
in the vertical plane and brings it parallel with limited width in the horizon-
tal plane. In between these quadrupoles are collimators (C1, C2), redefining
the vertical and horizontal acceptance of the transmitted beam. Following the
quadrupole triplet, a collimator (C3) redefines the beam at the second focus in
the vertical plane and absorbs the positrons degraded in momenta by the tung-
sten plates between the TAXes. Then the beam enters into three 2 m long dipole
magnets (B3) through the 40 mm diameter bore in the iron plates inserted be-
tween the dipole poles. The magnetic field in the iron sweeps aside muons of both
signs, while the impact on the beam is canceled by two steering dipoles (TRIM2,
TRIM3). The dipole B3 is followed by two quadrupoles (Q7, Q8), rendering
the beam parallel in both planes to match the requirements of the Differential
Cerenkov counter (KTAG), and two cleaning collimators (C4, C5) absorbing the
tails of the beam. After KTAG, two quadrupoles (Q9, Q10) prepare the beam
for a momentum measurement in the silicon pixel beam spectrometer GTK. Fol-
lowing the GTK, a steering magnet (TRIM5) deflects the beam by +1.2 mrad
towards a positive X to compensate a subsequent kick of -3.6 mrad by the spec-
trometer magnet MNP33. Figure 2.2 illustrates the beam position in the vacuum
tank and an effect of the spectrometer magnet MNP33. The beam is entering the
decay region after TRIM5 and the undecayed component of the beam is steered
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Figure 2.1: Schematic drawing of the K12 beam line. The solid red line represents
the trajectory of a particle produced in the middle of the target at a nominal
momentum at the indicated angle. The dashed line corresponds to the trajectory
of an initially on-axis particle with the nominal momentum [45].

inside the beam pipe when passing the downstream detectors.

2.2 Decay region and detectors
The first upstream detectors are the kaon tagging detector (KTAG), used to
identify K+ in the beam, the beam spectrometer GTK and the Charged Anti-
counter detector (CHANTI), used to suppress products of inelastic interactions
in the GTK. They are followed by a 117 m long vacuum tank, starting 102.4 m
downstream of the target. The fiducial volume (FV) is defined in the first 60 m
of the vacuum region, where about 13% of the K+ entering the experiment decay.
The tank is evacuated to 10−6 mbar and contains four tracking stations of the
magnetic spectrometer (STRAW).

Around the vacuum tube ring-shaped Large Angle Vetoes (LAV) are located,
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Figure 2.2: Close view of the beam line in the downstream part of the NA62
experiment [45].

having an increasing diameter with distance from the target. They form a pho-
ton veto system, together with the electromagnetic Liquid Krypton calorimeter
(LKr), the Inner Ring Calorimeter (IRC) and Small Angle Calorimeter (SAC).
The system provides hermetic acceptance for photons emitted in the K+ decays
for polar angles from zero up to 50 mrad. A Ring-Imaging Cherenkov counter
(RICH) for particle identification, and two plastic scintillator charged hodoscopes
(CHOD, CHOD48) are located downstream of the vacuum tank, before the LKr.
For further particle identification two hadronic calorimeters and muon veto detec-
tor (MUV1,2,3) are placed after the LKr. Additional counters (MUV0, HASC)
are installed at optimized locations to provide hermetic coverage for charged par-
ticles produced in multi-track kaon decays. After MUV3 the beam is deflected
by BEND magnet into the beam dump. The schematic view of the detectors is
shown in Figure 2.3. In the following, a more detailed description is given, while
the full detector description can be found in Ref. [45] and in the technical design
document [46].
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Figure 2.3: Schematic view of the NA62 detectors [45].

2.2.1 KTAG
A Cherenkov differential counter KTAG is a modified CERN W-type CEDAR
detector [47]. It is optimized to sustain higher beam rate, provide time resolution
at the level of 100 ps, reach the efficiency above 95% and keep the contamination
of the kaon sample below 10−4 [48]. KTAG is filled with nitrogen gas at 1.75 bar
pressure at room temperature. Only a light produced by a beam kaon in the
radiator gas can pass through an annular diaphragm and is focused through
eight quartz windows onto eight spherical mirrors, equally spaced around the
circumference of the diaphragm. The mirrors reflect the light into eight light
boxes (sectors), each containing 48 photomultipliers (PM).

The reconstruction of KTAG candidate (kaon) starts with the iterative clus-
tering of hits from different sectors in time within 2.5 ns after they were corrected
for slewing. A kaon candidate is reconstructed if at least 5 sectors have at least
one PMT signal within 2.5 ns around the average cluster time. On average, 20
hits form the kaon candidate. The measured kaon time resolution in KTAG is
70 ps [49].

2.2.2 GTK
The beam spectrometer GTK is a hybrid silicon pixel detector providing a mea-
surement of momentum to 0.2% relative precision, time measurement with 200 ps
hit resolution, and directions dx/dz and dy/dz of the beam at the exit of the
achromat to 16 µrad precision. The schematic view of the beam passing the
detector is shown in Fig. 2.4. The GTK consists of three stations, each having
18000 pixels of 300×300 µm2 arranged in a matrix of 200×90 elements. The sil-
icon thickness in each station is limited to about 500 µm, optimized to obtain the
desired momentum resolution, to suppress multiple Coulomb scattering and to
minimize inelastic scattering of the beam particles in the last GTK station. The
latter is a possible source of upstream background as it could mimic an isolated
outgoing charged particle from a decay.

The space alignment between the GTK stations is at the level of 100 µm,
performed with the sample of K+ → π+π+π− decays reconstructed from the
STRAW spectrometer. The GTK hits are corrected for slewing and are grouped
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in time within ±2 ns with respect to the reference time provided by KTAG and
in space by selecting hits in different stations along directions compatible with
beam particle trajectories allowed by the beam acceptance [49].

Figure 2.4: Schematic layout of the momentum measurement in the second achro-
mat (A2). The beam arrives to the first GTK station, then it is deflected vertically
by 60 mm by two C-shaped dipole magnets. Then it passes through the second
GTK station and returns to its nominal direction by another pair of dipoles.
Before reaching the third GTK station, the beam crosses the collimators C6/C7
and is deflected by TRIM5. Inside the achromat, there is a toroidally magnetized
scraping iron collimator (SCR1) sweeping away muons together with return yokes
of the last two magnets of the achromat (dark shaded areas) [45, 46].

2.2.3 CHANTI
The Charged Anticounter (CHANTI) is installed just after the last GTK station,
28 mm downstream, inside the same vacuum vessel. The CHANTI is composed
of six stations, each being a square hodoscope with size of 300 × 300 mm2 with
a 95 × 65 mm2 hole in the center to leave room for the beam. Its purpose is
to detect the charged particles produced in inelastic interactions of the beam
with the last GTK station and collimator, emitted at relatively large angles with
respect to the beam. It covers hermetically the angular region from 49 mrad to
1.34 rad. The stations are made of two layers of triangular scintillator bars, 22
in horizontal and 24 in vertical direction, adding to a total of 488 bars. They are
read out by wavelength-shifting fibers coupled to silicon PMs on one side of the
bar.

The single bar time resolution has been measured to be 1.14 ns and a single
layer efficiency is greater than 99% [50]. A CHANTI candidate is defined as a set
of the bars within one station where the hits are compatible in time. The time
resolution of the CHANTI candidate is 900 ps [49].
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2.2.4 Straw Spectrometer
The downstream spectrometer (STRAW) measures the trajectories and momenta
of the charged particles originating from the K+ decays. To minimize multiple
scattering, the detector is made of an ultra-light material and is installed inside
the vacuum tank, with the total material budget of 1.8% X0. The detector
consists of four chambers and a large aperture dipole magnet (MNP33) in the
middle, which provides a horizontal momentum kick of 270 MeV/c. The first
chamber is located about 20 m after the decay region, while the last chamber is
35 m downstream the beam line from the first one.

Each chamber is equipped with 1792 straw tubes, oriented in four directions
(views) rotated by 45°. The geometry of the straws within the single view is shown
in Fig. 2.5. The arrangement of the straws ensures a high detection redundancy,
which guarantees at least two hits per view. In each view, there is a 12 cm hole
in the center, so the undecayed component of the beam can go through. The hit
rate is unevenly distributed within the chamber, with the highest number of hits
being around the center.

The straws have diameter of 9.82 mm, they are 2160 mm long and filled with
a mixture of Ar and CO2 gases in 70:30 ratio. They are coated from the inside
with copper and gold to ensure a good conductivity and have the gold-plated
tungsten anode wires in the middle. The straw tube and the wire are kept at the
potential of 1750 V, giving a maximum drift time in the straws of about 140 ns.

STRAW reconstruction

The leading edge of the signal is used to measure the drift time, which gives the
lateral position of a crossing track. The trailing edge gives a measurement of
the absolute time of a hit, used to group the hits belonging to the same track.
The drift time is translated using the GARFIELD [51] simulation into the radius
R of the particle trajectory crossing the straw from the anode wire. At least
two hits in the consecutive planes within the same view, compatible with the
staggering of the planes, form a so-called view-hit. Its position is transformed
into the NA62 reference frame applying a pattern recognition algorithm. View-
hits are then clustered into the space-points to give the particle position in each
chamber. The pattern recognition algorithm groups the space-points into the
track segments of chambers 1 and 2 (before the magnet), and 3 and 4 (after the
magnet), respectively. It then combines the segments, taking into account the
momentum kick of the MNP33 magnet in the XZ-plane. To measure the track
parameters, a fit that uses recursive Kalman filter technique is applied [52]. It
takes into account the 3-dimensional measured map of the MNP33 magnetic field
and the fringe magnetic field between chambers. The χ2 of the fit is used as one
of the quality criteria of the track.

The track momentum resolution is:
σp
p

= 0.30% ⊕ 0.005% · p, (2.1)

where p is in GeV/c and the track time resolution is at the level of 6 ns. The
angular resolution varies from 60 µrad at 10 GeV/c to 20 µrad at 50 GeV/c
momentum.
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Figure 2.5: Left: Orientations of the views inside the chamber, with the 12 cm
hole for the passage of the beam. Right: The arrangement of the straws in a
single view. This geometry was chosen to ensure that passing particle will always
cross at least two straws per view, as needed to resolve the left-right ambiguity.
The 3°angle represents the angular range of tracks produced in kaon decays and
detected within the geometrical acceptance of the spectrometer [45].

2.2.5 LAV
The system of 12 annular large-angle photon vetos (LAV) is a part of the photon
veto system of the experiment. It covers the angular region between 8.5 mrad
and 50 mrad. They are placed between 120 and 240 m from the target along the
beam line, and have an increasing diameter from 2.1 m on the upstream end up
to 3.3 m in the downstream region. The first 11 stations are contained inside
the vacuum tank, while the last one is located outside vacuum, in between the
hodoscopes CHOD and CHOD48.

Radially aligned lead glass crystals, forming an inward-facing ring, are located
inside each station. The lead glass crystals have PMs and light guide attached,
as shown in Fig. 2.6 together with the arrangement inside the station. The LAV
stations have either 5 (first eight station) or 4 rings (last four stations), staggered
in the azimuth to provide the complete hermeticity. This geometry ensures that
incident particle will cross at least three blocks in the longitudinal direction, with
a total minimum effective depth of 21 X0.

To minimize a random veto due to an accidental rate, the time resolution of the
LAVs must be around 1 ns for a 1 GeV photon. To reach the desired resolution,
the slewing correction extracted from the hit charge is needed. However the
charge of the hit is not measured, as only the time over threshold is recorded,
which is still affected by the slewing in the leading edge of the signal. To overcome
this problem, the signals are recorded at two thresholds and the resulting correct
hit time is:

T0 = TL − LTHR · TH − TL
HTHR − LTHR

, (2.2)

where HTHR, LTHR are the values of high and low thresholds in mV and TH , TL
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Figure 2.6: Left: The lead glass crystal with attached PM and light guide [45].
Right: The schematic drawing of the LAV station [46].

Figure 2.7: The schematic view of the RICH detector [45].

are the corresponding crossing times of the leading edge [46].

2.2.6 RICH
The Ring Imaging Cherenkov counter (RICH), following the vacuum tank, is used
primarily for π/µ separation in the 15 − 35 GeV/c momentum range . It is made
of 17 m long structural steel vessel, divided in 4 cylindrical sections of decreasing
diameter (from 4 m to 3 m in the direction of the beam) and different lengths.
In the middle a beam pipe with a diameter of 16.8 cm is placed transporting
the undecayed component of the beam in the vacuum. The vessel is filled with
200 m3 of neon gas with a small over-pressure with respect to the atmospheric
one (refractive index (n − 1) = 62.8 × 10−6), corresponding to the Cherenkov
threshold for pions pthr = m/

√
n2 − 1 ≃ 12.5 GeV/c. The Cherenkov light cone

is reflected by a mosaic of 20 spherical mirrors, located on the downstream end
of the vessel, to two disks (left and right), with 976 PMs each, on the other end
of the vessel. The two disks design, one on the left side and one on the right side,
is chosen to prevent light absorption in the beam pipe. The schematic view of
the detector is shown in Fig. 2.7.

The measurement of resolution was performed using a positron sample recon-
structed from the K+ → π0e+νe events, fully in the RICH geometrical acceptance.
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The positrons were chosen, since the momentum dependence for e+ momenta
above 10 GeV/c is negligible. The positron passing the detector gives on average
13.8 hits and the ring radius is Re = 189.6 mm with σRe ≃ 1.47 mm. The single
hit space resolution is 4.7 mm and the ring time resolution is 70 ps.

The RICH is one of the detectors providing information for the level-0 trigger
(see section 2.3.1), with an efficiency higher than 99%.

2.2.7 CHOD
The charged hodoscope (CHOD) detects charged particles passing through its 152
scintillator tiles (of 30 mm thickness along the z axis) arranged in four quadrants.
The CHOD detector is symmetric with respect to the beam axis and has a single
layer of tiles mounted on a common frame. The tiles are arranged in rows mounted
in alternating pattern on different sides of the frame with 1 mm overlap. This
reduces the probability of a signal transfer from one tile to another and provides an
opportunity to bring the signal reading WLS fibers out to the detector periphery,
where the signal is read out with silicon PMs. The tiles differ in size to ensure the
consistency of count rates per channel. Smallest tiles with a size of 134×108 mm2

are located in the central region with the highest count rate, while the larger tiles
with a size of 268 × 108mm2 are at the periphery, where the count rate is much
lower.
The time resolution is at the level of ∼ 600 ns and a detection efficiency ∼ 98%
[53].

The CHOD is a part of the level-0 trigger system (see section 2.3.1).

2.2.8 NA48 CHOD
The NA48 CHOD (CHOD48) is also a charged hodoscope inherited from the
NA48 experiment, placed 80 cm in front of LKr. It is made of 128 scintillator
slabs in two perpendicular planes (64 vertical and 64 horizontal), whose lengths
vary from 60 cm (outer slabs) to 121 cm (inner slabs). Their thickness is 2 cm
and their width is either 6.5 cm in the central region, where the flux is higher, or
9.9 cm at the periphery. The planes are subdivided into 4 quadrants, each having
16 slabs as shown in Fig. 2.8. The slabs are read out on each side by the PM,
collecting light via a Plexiglas light guide.

The CHOD48 is provides a track time resolution at the level of 200 ps.
The signals from CHOD48 are used to generate the control trigger (see section

2.3.1).

2.2.9 MUV0
The MUV0 is a peripheral detector attached on the downstream flange of the
RICH, perpendicular to the beam, on the positive X side. It is a charged ho-
doscope aiming to detect negative pions from K+ → π+π+π− decays with momen-
tum below 10 GeV/c, deflected towards positive X by the spectrometer magnet
and leaving the geometrical acceptance of downstream detectors.

The MUV0 detector consists of 48 tiles of 20 mm thick plastic scintillator tiles
(20 × 20 cm2) grouped in 9 super-tiles forming a pattern shown in Fig. 2.9. The

27



Figure 2.8: Schematic sketch of the CHOD planes [45].

Figure 2.9: The schematic sketch of the MUV0 detector. The arrow on the left
indicates the position of the RICH vessel [45].

light output of the 9 super-tiles is brought via bundles of WLS fibers to PMs
(same type as for RICH).

2.2.10 IRC
The Intermediate Ring Calorimeter (IRC) encircles the beam pipe in front of the
LKr, see Fig. 2.10. It is designed to detect photons emitted at small angles (0-
1 mrad) and hence out of the LKr geometrical acceptance. Due to the proximity
of the beam pipe, a high rate of muons from beam particle decays is present in
IRC, inducing a non-negligible probability of random vetoing πνν signal events
due to accidental activity. The IRC is a shashlyk type calorimeter with lead and
plastic scintillator ring-shaped plates, with total depth of 19 X0, traversed by
WLS fibers connected to four PMs.

The detector read-out consists of two independent chains. The first one is a
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Figure 2.10: IRC detector installation in front of the LKr cryostat (left side),
prior to wrapping in black paper for light tightness [45].

TDC (time to digital converter) based module, measuring the time over threshold
with a double threshold setting, used also for the LAV modules. The other one
is a FADC (fast analog to digital converter) module, the same as used for LKr.

The time resolution of IRC is around 1.6 ns for muons and around 1 ns for
photons.

2.2.11 LKr
The Liquid Krypton calorimeter is a quasi-homogeneous electromagnetic
calorimeter that measures energy, time and position of impinging electromagnetic
particles. It is a part of photon-veto system, covering angles between 1 and
8.5 mrad. Its active volume is 127 cm long, it has an octagonal shape and is
filled with 9 m3 of liquid krypton. The total radiation length is 27 X0, which is
covering 50 GeV shower at the level of 99%. The passive material of the cryostat
in front of the active region adds ∼ 0.65X0, corresponding to 50 MeV loss in
reconstructed photon energy. The inner part is subdivided into 13248 (2×2 cm2)
cells, each having a ribbon made of Cu-Be-Co (98%-1.8%-0.2%) alloy serving as a
cathode. The ribbons are installed with a projective geometry from a point 90 m
upstream the LKr front face to ensure a higher accuracy of the measurement
of the angles between electromagnetic showers. They are installed with the so
called accordion geometry (see Fig. 2.11) to keep the inefficient ionization from
the showers developing along them at the minimum level. The stability of the
ribbons is secured by five spacer plates installed in the longitudinal direction,
giving them a a zig-zag shape along the beam axis, as shown in Fig. 2.12 This
fitting assures a local positioning precision at the level of 50 µm. In 2017, there
were 94 permanently bad cells, mostly caused by hardware problems. More than a
half of them are placed on top of the LKr, out of geometrical acceptance of other
detectors. Another 45 cells are marked bad due to their inadequate response,
which can be caused by the oscillations in the read-out electronics chain or bad
connection of the signal cables.

LKr reconstruction algorithm

The reconstruction program is building hits, assigning them an energy and time
from the calibration constants and subtracts the pedestals (an offset of the pulse).
It then builds clusters from the hits and calculates the cluster energy and position.
It treats the dead cells and splits the clusters with more than one seed, evaluating
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Figure 2.11: The accordion geometry of ribbons inside the LKr.

Figure 2.12: Position of spacers in the LKr used to assure stability and permanent
tension of about 20 N of ribbons [45].
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a correct energy sharing. It contains the following steps (simplified):
• checking the cell status - discarding dead cells;

• selecting cluster seed candidates: Ehit >0.25 GeV and Eseed > (0.18 + 1.8 ·
Eave), where Eave is the average energy of the surrounding cells;

• estimating the cluster position from 3 × 3 (5 × 5 if there is a dead cell
next to the seed) box of cells with the cluster seed in the center, using the
barycenter of the energy deposition;

• getting a rough estimate of cluster energy;

• the cluster time is defined as the time of the seed;

• checking each cell, whether it belongs to more than one cluster (checking
for cluster seeds in 19 × 19 cells around);

• computing the cluster energy:

– if there is only one cluster, add energies of all cells within 11 cm cluster
radius to that cluster;

– if the cell belongs to more than one cluster, apply the energy sharing:

Ei = Ecell
Wi

ΣWi

,

where Wi is the expected energy in the cell from the cluster i in the
cell.

The energy resolution is:
σ (E)
E

= 0.032√
E

⊕ 0.09
E

⊕ 0.0042; E in GeV, (2.3)

which corresponds to σ (E) ≈ 142 Mev for E = 10 GeV [54].
The space resolution is:

σx = σy = 0.42√
E

⊕ 0.06 cm, (2.4)

corresponding to σx = σy ≈ 1.5 mm for E = 10 GeV [54].
Simplified LKr signals are used as an input for the level-0 trigger (see section

2.3.1).

2.2.12 MUV1
The MUV1 detector is the first of the set of muon veto detectors seen by the
beam. It is placed right after LKr and is succeeded by MUV2, iron wall and
MUV3 detectors, see Fig. 2.13.

MUV1 is a hadronic calorimeter made of 24 layers of iron (2.7 cm thick) and
23 layers of scintillator (0.9 cm thick). The layers follow an alternating horizontal
and vertical alignment pattern, resulting in 12 layers with horizontal and 11 layers
with vertical strip direction. In each scintillator layer there are 44 strips, 6 cm
wide and read-out at both ends through the WLS fibers by PMs, except the
central region through which the beam pipe passes, where the flux of particles is
higher and the PM is only at one side of the strip.

31



Figure 2.13: Schematic view of the muon veto detectors. First two, MUV1 and
MUV2, are hadronic calorimeters, then followed by 80 cm iron wall and the fast
scintillator detector MUV3 [55].

2.2.13 MUV2
The MUV2 is also a sandwich calorimeter with 24 iron plates of 25 mm thickness
interleaved with scintillator (0.45 mm thick). There are 2×22 strips, 12 cm wide,
spanning over a half of detector in each scintillator layer. Again, an alternating
horizontal and vertical alignment in consecutive planes is applied. The light is
collected to the PM through the light guide, directly attached to the strip.

The energy resolution is:

σ (E)
E

= 0.115 ⊕ 0.38√
E

⊕ 1.37
E

E in GeV. (2.5)

The time resolution with the value 0.9 ns was measured with sample of muons
from K+ → µ+ν decays, with respect to CHOD48.

2.2.14 MUV3
The fast muon detector MUV3 sits behind 80 cm thick iron wall (see Fig. 2.13).
The purpose of the iron wall is to absorb all residuals of hadronic showers from
calorimeters before, so only the muons can reach MUV3. The MUV3 is made of
148, 5 cm thick scintillator tiles. Out of them, 140 are regular tiles of 220 ×
220mm2 transverse dimensions, while the innermost region is occupied by 8
smaller tiles due to higher particle rates. Each tile is simultaneously read out
by two PMs to suppress possible erroneous signals from Cherenkov radiation of
particles crossing a PM window (see Fig. 2.14). The PMs are inside a light-tight
box to avoid cross talk between tiles and the distance between the scintillator and
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Figure 2.14: Profile view of MUV3 cell, with scintillator tile and two PMs inside
a light tight box [45].

the PM windows is 207 mm. The PM bases in the central region are equipped
with Zener diodes to allow for more current in the voltage divider, if needed. This
is achieved by using an additional -800 V power supply feeding the last three PM
base stages. The extra power supply is connected to 24 bases near the beam pipe
(the 16 PMs of the 8 cells adjacent to it, and 8 additional PMs on the negative X
side), to help withstand high current loads during the beam spill. The MUV3 PM
signals are fed to 20 Constant Fraction Discriminators (CFD) to provide optimal
time resolution with no slewing (no dependence of the CFD output time on the
input signal amplitude).

The MUV3 candidate is reconstructed if there is a coincidence (5 ns) of two
PMs in the same tile (tight candidate) or if there is a single PM signal (loose
candidate). The time of a tight candidate is defined as the latest of the two hit
times. This definition is necessitated by the possibility of a muon hitting a PM
window, generating a Cherenkov light that is about 2 ns before the light from
scintillator.

The time resolution is in the 0.4-0.6 ns range and the muon identification
efficiency measured on halo muons exceeds 99.5% for muon momenta above
15 GeV/c.

The MUV3 detector also provides fast level-0 trigger signals 2.3.1.

2.2.15 SAC
This detector is located at the end of experimental hall, registering the neutral
particles from kaon decays flying inside the beam pipe. The charged particles are
deflected by the bend dipole just after MUV3 into the beam dump (see Fig. 2.2).
Therefore, only neutral particles, including photons from kaon decays reach the
SAC detector. The SAC is a shashlyk type calorimeter with 70 layers of lead and
70 layers of plastic scintillator plates traversed by WLS fibers connected to four
PMs.

The readout is the same as for IRC, composed of two independent chains.
The energy resolution was measured to be:

σ(E)
E

= 8.8%√
E

⊕ 7.1%
E

, E in GeV, (2.6)

and the inefficiency 3 × 10−5 for 25 GeV electrons.
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Figure 2.15: One HASC module made of 60 scintillator and 60 lead plates (left)
and one read out section made of 6 scintillator plates interleaved with lead (right)
[45].

2.2.16 HASC
One of the possible backgrounds to πνν̄ is from K+ → π+π+π− decays, where
one of the positive pions flies inside the beam pipe and the negative pion is not
detected. To detect this kind of events, a small hadronic sampling calorimeter
(HASC) is attached to the beam line (towards negative X coordinate) in front of
the beam dump. As these pions have lower momentum than the beam, they are
deflected more by the bend dipole after MUV3 and thus hit HASC. The HASC
consists of 9 identical modules, each being a sandwich of 60 lead (16 mm thick)
and 60 scintillator plates (4 mm thick) of 100 × 100 mm2 transverse dimensions.
One read-out section is made of six consecutive scintillators, so one module has
10 sections (see Fig. 2.15). Each section is connected to one optical fiber read
out with a SiPM, whose time over threshold signal is sampled with 4 thresholds.

2.3 Trigger
The intense flux of particles in NA62 experiment requires a high-performance
trigger. It has to reduce the event rate of ∼ 6 MHz to about 3 × 105 events/spill
written on tapes. In 2017 the trigger was segmented in two levels: level-0 (L0)
and level-1 (L1). Level-2 trigger was not used during 2017 data taking.

2.3.1 Level-0 trigger
The L0 is a hardware trigger, receiving a simplified information, called trigger
primitives, from a set of detectors. The trigger primitives are 64 bit words con-
taining the time and detector-specific information. After the L0 trigger processor
receives the primitives, it makes a decision based on a set of predefined conditions
(trigger masks). The detector-specific primitives relevant for πνν analysis in 2017
were:

• Q1: a primitive is issued by NA48 CHOD, if a charged particle crosses the
horizontal and vertical slabs in coincidence. Q1 trigger was used as a control
trigger useful for trigger efficiency calculations and for the normalization.

• RICH: a primitive is generated when at least 4 SuperCells are in coincidence,
where SuperCell signal is computed from the output of 8 channels digital
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adders.

• CHOD: a primitive is generated if there is at least one and no more than
four hits in the detector.

• QX: a primitive is present if at least two diagonally-opposite quadrants in
CHOD are hit.

• LAV12: tags events with activity inside the last LAV station and generates
the primitive if the event contain signals from one or more LAV12 blocks.

• MUV3: tags events with muons. The primitive is generated if there is any
hit in MUV3.

• UTMC: the primitive is generated in the CHOD detector if the event sat-
isfies the upper tight-hit-multiplicity cut (event has less than 5 tight hits),
where the tight hit is defined as a coincidence of both PMs of the tile.

• CALO: the primitives are based on the super-cells corresponding to 4 × 4
LKr cells. The CALO trigger primitive contains the information about the
energy and number of clusters.

The trigger mask1, used to record πνν̄ was defined as:

• RICH & UTMC & !Qx & !LAV12 & !MUV3 & !CALO> 20 GeV up to run
number 7977;

• RICH & UTMC & !QX & !MUV3 & !CALO(E> 30||NC> 1) from run 7980
on,

where the exclamation mark means a veto condition. The control trigger defined
as Q1 was down-scaled by factor 400.

2.3.2 Level-1 trigger
The L1 trigger is an online software reducing further the event rate to 100 kHz.
The πνν relevant L1 triggers in 2017 were:

• KTAG: at least four KTAG sectors are in coincidence and within ±5 ns of
the L0 trigger time;

• LAV: maximum two hits in any of the LAV station within ±10 ns with
respect to L0 trigger time. After run 8025 the LAV1 was removed from L1
trigger;

• STRAW: selects at least one reconstructed track, where the track definition
is:

– longitudinal track momentum is smaller than 50 GeV/c;
– closest distance of approach to the beam axis is smaller than 20 cm;
– Z position of the vertex is within 100 m and 180 m;
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if a pair of tracks is reconstructed, their mutual CDA must be greater than
30 mm.

The L1 triggers were applied sequentially, after the L0 trigger. A fraction of 2%
of the events were recorded through the autopass stream, meaning that no L1
cut was applied, only the L1 flag is assigned to the event. For the πνν̄ mask
autopass accounts for 25% of events recorded on tape.

2.4 Data processing
After passing all trigger conditions the data are written to local disks, then copied
on the magnetic tapes and stored at the CERN Advanced STORage manager
(CASTOR) in the raw data format [56]. The data are collected in the so called
runs, where a set of runs defines a data sample. The data sample represents
a period of data taking with the same experimental setup. In 2017, four data
samples for πνν studies were collected: A, B, C and D. The run has typically
1500 bursts, each burst corresponds to one SPS spill, however shorter runs occur
when the data taking conditions change. Next, the data undergo several steps of
“Data Processing”. During this process, various time alignments, corrections and
data quality criteria are applied. These steps, described below in more detail, are
necessary to prepare the raw data for the analysis. The data processing is done
centrally on the CERN HTCondor batch system.

2.4.1 Time calibration
The first step of the time calibration computes the so-called Coarse T0s, corre-
sponding to a set of channels, based on 100 bursts randomly distributed within
the run. During this step the time shift with respect to the trigger time is evalu-
ated for a set of channels of each sub-detector. Next step computes the so called
Fine T0s, corresponding to single channels, for KTAG, which provides a reference
time for all other detectors. Then a global time offset for spectrometer is calcu-
lated, by comparing the sum of hit positions in two consecutive straw planes to
the design value. Finally, Fine T0s for all other detectors with respect to KTAG
time are produced and applied. Besides of timing related procedures, some other
corrections of mis-behaving firmware of LKr are applied.

2.4.2 Reconstruction
With the time calibration in hand, the data reconstruction runs on the raw data
files and applies detector specific routines to translate the raw information into the
format more suitable for the analysis. The Coarse T0s are redone on the burst-
by-burst basis together with the trigger time drift corrections. The reconstruction
first constructs the hits in the detectors, which are subsequently used to build the
candidates. The standard FORTRAN based LKr clusterization algorithm runs at
this step. The reconstruction output files contain root trees and typically occupy
double the disk space compared to the raw data.
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2.4.3 Data filter
To reduce the amount of data written on the disk and to speed-up the analysis,
various data filters run on the reconstructed data. For this analysis, PNN filter
stream is used. Only the L0 trigger mask1 (πνν̄) and Control trigger enter the
the PNN filter sample. For the mask1, to pass the PNN filter, events must satisfy
the following conditions:

• no global reconstruction error in any of the detectors;

• no GTK reconstruction errors;

• at least one hit in vertical and one hit in horizontal plane in the same
quadrant of CHOD48;

• at least one and less than 10 reconstructed Spectrometer candidates, with
at least one fulfilling:

– hits in all 4 chambers;
– χ2 ≤ 30;
– |pbeforefit − pafterfit| ≤ 25MeV/c;
– in geometrical acceptance of CHOD48 (125 mm inner radius), CHOD,

LKr (145 mm inner radius) and MUV3;
– horizontal-vertical pair of CHOD48 hits matched;
– the track should not form a vertex with another good track, where

good track has signal in all 4 Straw chambers and χ2 ≤ 30; the ver-
tex is defined as an intersection between the two tracks in the region
[80, 180] m, with CDA below 10 mm and with the time difference of
the tracks measured by Straw less than 30 ns;

– track momentum in the range [8, 50] GeV/c;
– at least one KTAG kaon candidate with at least 4 sectors must be

present within ±5 ns of TCHOD48 = 0.5 · (tV + tH), where tV,H are the
hit times in vertical (V) and horizontal (H) slabs of CHOD48;

– at least one hit in each GTK station within ±2 ns of the time of the
KTAG candidate associated to the track;

– no associated MUV3 candidates to the track within ±4 ns of TCHOD48;
– no standard LKr cluster more than 180 mm away from the extrapo-

lated track position and within ±5 ns of TCHOD48;
– no hits in LAV in any of the stations within ±2 ns of TCHOD48;
– a CHOD48 hit pair matching the track, where the condition
DC48 ≤ 20 identifies the matching, with

DC48 =
(︄

|XH−V − XC48
track|

2σX

)︄2

+
(︄
TCHOD48 − T Strawtrack

3σT

)︄2

+
(︃
tV − tH

3σt

)︃2
,

(2.7)
where XC48

track = (x, y) is the extrapolated position of the track at the
CHOD48 H and V planes, XH−V are the (x, y) H-V hit coordinates in
the corresponding slabs and σX = 13 mm, σT = 7 ns, σt = 3 ns are
the spatial and time resolutions, respectively;
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– the time of the CHOD48 hit pair TCHOD48 needs to be within 30 ns
with respect to the time measured by Straw.

For the control trigger stream, only events complying with these conditions
pass the PNN filter:

• no global reconstruction error in any of the detectors;

• no GTK reconstruction errors;

• at least one hit in vertical and one hit in horizontal plane in the same
quadrant of CHOD48;

• at least one track satisfies the following conditions:

– track reconstructed with all 4 Straw chambers;
– track within geometrical acceptance of CHOD48 (125 mm inner ra-

dius), LKr (140 mm inner radius) and MUV3;
– a CHOD hit pair matching the track, where the condition DCHOD ≤ 50

identifies the matching;
– at least one hit in each GTK station within ±2 ns of the reference

time, where the reference time is the KTAG time if there is a KTAG
candidate associated to the track within ±5 ns of TCHOD48, otherwise
is used the CHOD48 track time itself.

A sub-sample of control trigger stream, down-scaled by factor 10, not passing the
PNN filter criteria is kept in the filtered data.

At the end of the filtering, the first step of the track momentum corrections
is computed.

2.5 Corrections
Track momentum corrections

Spectrometer mis-calibration corrections Each charged particle with mo-
mentum (p) and charge (q) is corrected for mis-calibration of the spectrometer:

pcorr = p (1 + β) (1 + αp · q) , (2.8)
where β corrects for the magnetic field mis-calibration and α for the spectrometer
mis-alignment as monitored from fully reconstructed K3π decays. Mis-calibration
of the spectrometer magnetic field is observed as an offset to the K+ reconstructed
masses.

Blue tube correction The momentum of track is corrected for the residual
magnetic field, mostly originating from the Earth’s magnetic field, present in the
vacuum tank. The tank is painted in blue color, hence the name “blue tube”.
The blue tube field has been mapped using a Hall probe. The effect of the blue
field correction on the 25 GeV/c track corresponds to ∆θ ∼ 35 µrad in direction
of deflection and the transverse momentum kick at the level of 0.875 MeV/c.
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GTK corrections

Different GTK corrections are performed in the following steps:

• comparing reconstructed GTK kaon candidate position (x, y) in the GTK
planes with predicted “downstream kaon” from K3π decays from STRAW
tracks - extrapolating the “downstream kaon” trajectory upstream to the
GTK planes accounting for blue tube and TRIM5 magnetic fields;

• comparing reconstructed GTK kaon candidate slopes (dx/dz, dy/dz) de-
pending on position in GTK3 with the “downstream kaon”;

• comparing reconstructed GTK kaon candidate momentum with the “down-
stream kaon” momentum.

LKr corrections

Corrections are applied to LKr cluster energies and positions. The corrections to
cluster energy include corrections for the overall energy scale, non-linearity and
energy loss in the beam hole. Two types of LKr energy corrections are centrally
calculated during the data processing. Firstly, the overall scaling factor for the
charged track energies and secondly the photon cluster energy corrections [57].
The corrections for the charged tracks are obtained from the E/p measurement
from the reconstructed Ke3 events. They are obtained by the condition of E/p for
the electron track equals one. This scaling leads to an overestimation of the pho-
ton cluster energies, which are independently corrected based only on the PDG
value of the π0 mass. These corrections are calculated from the reconstructed
K2π events in several steps:

• The symmetric π0 case, where the condition |Eγ1−Eγ2| < 1 GeV is required.

From the RS = M reco(π0)
MPDG(π0) distribution in 1-GeV bins of Eγ = (Eγ1 +

Eγ2)/2, the correction as a multiplicative factor RS is obtained and applied
as Etrue = Ereco

RS(Ereco) . The symmetric case works only in the energy range

(10-30) GeV.

• The asymmetric π0 case takes one photon cluster, supposingly corrected in
the previous iteration, and predicts an energy of the second cluster: Eexp

γ2 =
(ZLKr − Zvertex)2

D2 · (mPDG
π0 )2

Eγ1
, where ZLKr is a z coordinate position of the

front face of LKr, Zvertex is a z coordinate of the reconstructed K2π vertex
and D2 is a distance between the clusters in LKr. The multiplicative factor
RA = Ereco

γ2 /Eexp
γ2 is obtained from the Gaussian fit ofRA distribution in each

1 GeV bin of Ereco
γ2 . Finally the seventh order polynomial fit is performed

to get RA(Ereco), therefore Etrue = Ereco/RA(Ereco). The asymmetric step
is repeated in three iterations, expanding the validity range up to (2-50)
GeV.

The effect of the correction is depicted in Fig. 2.16.
These corrections are produced run by run and applied at the analysis level.

39



Figure 2.16: Illustration of the LKr corrections based on π0 mass. Left: The
reconstructed π0 mass before (blue) and after (red) the corrections are applied.
Right: Reconstructed missing mass from the K+ → e+π0ν events before (blue)
and after (red) the corrections are applied.

2.5.1 Beam parameters
Beam parameters, defining an average beam estimation, are computed based on
the reconstructed K3π events.

2.5.2 Data Quality monitoring
The last step is running the data quality analyzers, whose output is used to define
the bad bursts for each sub-detector. The bad bursts can be optionally skipped
at the analysis level.
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3. Analysis procedure

3.1 Analysis strategy for K+ → π+νν̄

The signature of the signal event in the detectors is a single charged track com-
patible with the pion hypothesis from the particle identification detectors (RICH
and calorimeters) and no other activity. In the following, the downstream track
will refer to the charged track detected in the detectors after the decay region.
The momentum of the downstream track needs to be within the range from
15 to 35 GeV/c, as the RICH has the best performance within this region, see
Fig. 4.13. Owing to the 15-35 GeV/c momentum range, the missing energy left
is larger than 40 GeV for signal and it can be detected with a high efficiency for
background events. The strategy of the analysis is the following:

• applying all the detector and environment (e.g. earth magnetic field) cor-
rections;

• selection of one track events and precise measurement of the squared missing
mass, definition of the kinematic regions based on the resolution (precise
STRAW tracker pion momentum with GTK kaon momentum matching);

• particle identification based on RICH, MUV3 and calorimetric information
(π/µ/e separation);

• powerful (O(108)) photon rejection to suppress radiative decays (K2πγ) and
(Kµ2γ) in the kinematic intervals relevant for signal events;

• study of kaon decays with electrons in final state, determination of the
electron rejection;

• definition of signal regions based on the background suppression and detec-
tor efficiencies;

• computation of geometrical, detector and analysis acceptances based on
MC simulations;

• determination of all background processes and subsequent estimation of
their contribution to the signal sample;

• evaluation of systematic uncertainties;

• evaluation of the single event sensitivity and number of expected events.

The so called “Blind analysis” approach is used throughout the analysis to
minimize the unintended biasing of the result. The analysis is performed in
two kinematic regions to suppress the main background from K+ → π+π0 (K2π)
and to not to be affected by other abundant decays like K+ → µ+νµ (Kµ2) and
K+ → π+π+π− (K3π). They enter the signal regions through the non-Gaussian
resolution tails and for K2π, Kµ2 also through the radiative tails of the missing
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Figure 3.1: Distribution of m2
miss for the signal and background processes. Note

that the signal curve is enhanced by a factor 1010 [45].

mass. The illustration of various background processes, shown in the context of
the missing mass, is in Fig. 3.1, where the missing mass is defined as

m2
miss = (PK+ − Pπ+)2. (3.1)

Here, PK+ is a kaon 4-momentum, where the 3-momentum is measured by the
GTK and K+ mass is assumed, and Pπ+ is a downstream track 4-momentum,
where the 3-momentum is measured by the STRAW and the π+ mass is assumed.

To achieve a sufficient kinematic background suppression (O(104)), a precise
measurement of the squared missing mass is needed. The Fig. 3.2 is showing the
overall m2

miss resolution with the break-down of its contributions:

σ(pπ+)
pπ+

= 0.30% ⊕ 0.0005% · pπ+ ; (3.2)

σ(pK)
pK

= 0.2%; (3.3)

σ(θπ+) = 20 ÷ 100 µrad, σ(θK) = 15 µrad, (3.4)

where pπ+ , pK are the 3-momenta of downstream and upstream tracks and
θπ+ , θK are the slopes of the momenta vectors with respect to the Z−axis mea-
sured by the STRAW and by the GTK, respectively. The overall resolution of
the squared mass is:

σm2
miss

= 1 × 10−3 GeV2/c4. (3.5)
The definition of the πνν signal region is not based only on the kinematic vari-

able m2
miss from GTK-STRAW matching, but also on the variables m2

miss(RICH)
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Figure 3.2: Resolution of the squared missing mass as a function of the π+ mo-
mentum with a break-down of the contributions.

and m2
miss(Beam) defined in the following way:

m2
miss(Beam) = (PBeam − pπ+)2; (3.6)

m2
miss(RICH) = (PK+ − pπ+(RICH))2, (3.7)

where PK+ , pπ+ were defined in (3.2), PBeam is a beam nominal 4-momentum (the
average pK+ = 74.9 Gev/c, θKX

= 1.22 mrad and θKY
= 0 as measured on the

K3π data sample) and pπ+(RICH) is a 4-momentum of the downstream track,
where the slopes are obtained from the STRAW and magnitude measured by the
RICH, under the π+ mass assuption. Control regions verifying the background
treatment are defined around the signal regions. The specification of signal,
control and background regions in the momentum/missing mass plane is shown
in Fig. 3.3 and the numerical values can be found in table 3.1. In the table,
m2
µ−kin stands for the analytic expression of the squared missing mass of Kµ2

events, when the π+ mass hypothesis is made:

m2
µ−kin =

(︂
m2
π+ −m2

µ+

)︂(︃
1 − 75

Pπ+

)︃
; Pπ+ in GeV/c. (3.8)

The strategy is to keep the signal regions masked, estimate and check the
background in control regions, estimate the background in the signal regions,
assert the systematic uncertainties and finaly look at the data in the masked
signal regions.
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Region m2
miss [GeV2/c4] m2

miss(Beam) m2
miss(RICH)

R1 pπ+ ≤ 20 (0, 0.01) (-0.005, 0.0135) (0, 0.01)
R1 pπ+ ∈ (20, 25) (0, 0.01) (-0.005, 0.0135) (0, 0.02)
R1 pπ+ ≥ 25 (0, 0.01) (0, 0.0135) (-0.005, 0.02)
R2 (0.026, 0.068) (0.024, 0.068) (0.02, 0.07)
CR1 K2π (0.01, 0.015) - -
CR2 K2π (0.021, 0.026) - -
CRKµ2 (m2

µ−kin + 3σ, 0) - -
K2π (0.015,0.021) - -
Kµ2 (−0.05,m2

µ−kin + 3σ) - -
K3π > 0.068 - -

Table 3.1: Definition of two signal regions (R1, R2), two control regions for
K2π (CR1 and CR2), control region for Kµ2 (CRKµ2) and background regions for
Kµ2, K2π and K3π. Downstream track momentum pπ+ is in GeV/c and m2

miss,
m2
miss(Beam) and m2

miss(RICH) are defined in (3.2), (3.6), and the missing mass
resolution σ is defined in (3.5).
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4. Event selection
The event selection is performed within the NA62 software framework (na62fw)
[58], starting from the filtered data streams. Then a set of the so called Analyzers
is used to extract signal and normalization events, employing the output from the
Algorithms specific for the sub-detectors. All the Analyzers and Algorithms used
in this analysis are in the na62fw git repository, on the PnnAnalysis RM branch.

4.1 Downstream track - detectors association
The loop over the reconstructed STRAW candidates (downstream tracks) is per-
formed, assigning to each of them the corresponding information from the down-
stream sub-detectors.

4.1.1 STRAW Selection
There must be at least one good track reconstructed in the STRAW detector.
The time correction of -2.1 ns (+1.85 ns) is applied to the STRAW candidates
for data (MC). A good track fulfills the following conditions:

• χ2 ≤ 20;

• the momentum difference before and after the fit is below 20 GeV/c;

• the number of chambers (NCH) hit by the track is 4;

• no fake track, where the fake track is defined as track with NCH = 3 and
at least one of these conditions:

– there is more than one hit in common with another track;
– χ2 > 30;

• the track must be within the sub-detectors geometrical acceptance. The
detectors required are: STRAW, CHOD, CHOD48, RICH, LKr, RICH,
MUV1, MUV2 and MUV3;

• the event must be outside geometrical acceptance of the last LAV station
and IRC.

4.1.2 CHOD48 - STRAW association
The track is extrapolated to the CHOD48 plane and checked against the recon-
structed candidates if they match both, in time and in space. The matching
is based on the discriminant (DCHOD48) defined in (2.7) and its distribution is
shown in Fig. 4.1. The pair of CHOD48 hits (from horizontal and vertical planes)
is associated to the track if DCHOD48 < 15. If there are more candidates matching
the track, the one with minimal discriminant is chosen. The time distribution
TCHOD48 − T STRAWtrack is shown in Fig. 4.1.

The TCHOD48 must be within ±25 ns with respect to the trigger time to keep
the event.
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Figure 4.1: Left: The distribution of the CHOD48 discriminant with marked cut.
Right: The distribution of the time difference between the CHOD48 candidate
and the track time as measured by STRAW; the cut is set at ±20 ns.

4.1.3 CHOD - STRAW Association
For the CHOD - track matching, a standard na62fw tool SpectrometerNew-
CHODAssociation [58] is used, which provides a geometrical association of CHOD
reconstructed hits to STRAW candidates. The track is extrapolated to the CHOD
front plane and the geometrical compatibility is determined by the hit tile over-
laps with a search circle around the track impact point. The SearchRadius is
inversely proportional to the track momentum p to account for multiple scatter-
ing:

SearchRadius [mm] = 6 ·
(︄

0.07 + 47300
p

)︄
; p in MeV/c, (4.1)

where the values in parenthesis correspond to the STRAW resolution σ(x, y) =
(0.07 + 47300/p) mm. The associated candidate is the tile closest in space to the
extrapolated track and its time is the hit time of that candidate. If there are
more candidates with the same distance, a single association is chosen randomly.

A discriminant is build based on the time difference between the CHOD can-
didate time (TCHOD) and the track time measured by STRAW, and the distance
of the candidate from the track extrapolation:

DCHOD =
(︄

|Xtile − XCHOD
track |

3σX

)︄2

+
(︄
TCHOD − T Strawtrack

2σT

)︄2

, (4.2)

where XCHOD
track = (x, y) is the extrapolated position of the track at the CHOD

plane, Xtile represents the (x, y) coordinates of the CHOD candidate tile and
σX = 16 mm, σT = 7 ns are the spatial and time resolutions, respectively (see
Fig. 4.2). The CHOD candidate matches the track if:

• the discriminant is smaller than 10;

• the CHOD candidate is within ±5 ns of the TCHOD48.

Figure 4.2 shows the discriminant distribution and time difference between CHOD
candidate and the track.
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Figure 4.2: Left: The distribution of the CHOD discriminant with marked cut.
Right: The distribution of the time difference between the CHOD candidate and
the track time as measured by STRAW.

4.1.4 RICH - STRAW association
The RICH - STRAW association is done in two different ways:

• a likelihood-based algorithm assigning each track a probability being
e+, µ+, π+, K+ or a fake track;

• an extrapolated track matching a RICH ring candidate reconstructed with
a single ring pattern recognition algorithm.

The likelihood-based algorithm takes a downstream track extrapolated to the
RICH, predicting the ring center. Knowing the momentum of the track, it cal-
culates the expected ring radii for every particle hypothesis (e+, µ+, π+, K+,
fake). The algorithm also calculates the expected number of signal hits taking
into account ring radius, geometrical coverage of the Cherenkov light on the mir-
rors and on the PM plane. It looks around the expected ring radius for observed
hits (within ±3 ns of the TCHOD48) with Gaussian weights and compares them
with the expected number of hits for each hypothesis. The result is a probabil-
ity of each track being e+, µ+, π+, K+ or a fake track, where the fake track
represents a “dummy” particle (below Cherenkov threshold) accounting for the
possible noise.

The single ring algorithm groups the hits in time and fits a ring under the
assumption of a single particle passage, with χ2 of the fit being a quality crite-
rion. The downstream track is extrapolated to the RICH mirror plane, virtually
reflected onto the focal plane with the PMs and compared with the reconstructed
rings. Each ring is re-fitted, taking into account only the hits within (80, 240) mm
from the extrapolated center of the track on the focal plane and within 2 ns of the
ring time (TRICH). At least 4 hits must be present, otherwise the ring candidate
is discarded. If the fit probability is smaller than 0.005, the hit with the largest
contribution to the χ2 is discarded and the fit is repeated. The track - single ring
matching is based on the discriminant:

DRICH =
(︄
TCHOD48 − TRICH√

2σT

)︄2

+
(︄

|Xcenter − XPM |
σX

)︄2

, (4.3)

where XPM is the (x, y) position of the extrapolated track at the focal plane,
Xcenter is the (x, y) position of the ring center and σT = 0.3 ns, σX = 3 mm
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Figure 4.3: Left: Distribution of the time difference between RICH single ring
time and CHOD48 time. Right: Distribution of the RICH discriminant DRICH ,
as defined in eq. (4.3).

are the time and spatial resolutions. The track is matched to the single ring
candidate if:

• DRICH < 50;

• the fit probability is above 0.01;

• TRICH is within ±2 ns of TCHOD48.

The time difference of TRICH − TCHOD48, together with the discriminant DRICH

distribution, are shown in Fig. 4.3.

4.1.5 LKr - STRAW association
Three different methods are used for the LKr signal clusterization:

• The first method (the standard reconstruction) was described in section
2.2.11 and its main features are handling of dead cells and treatment of
energy sharing between clusters in time and space. The track extrapolated
to the LKr front face is matching a cluster if the cluster time is within ±5 ns
of the TCHOD48, ±20 ns of the TSTRAW and the track impact point is less
than 100 mm from the cluster position. The time distributions for cluster
time and CHOD48/STRAW times are shown in Fig. 4.4.

• The second method is building the LKr cluster around the impact point of
the extrapolated track. The cell energies closer than 100 mm are added to
the cluster energy if there is at least one with energy above 40 MeV and if
the cells are within ±20 ns with respect to the STRAW time. The cluster
time is defined as a time of the most energetic cell. The new cluster is
matched to the track if it is within ±5 ns of the TCHOD48 and ±20 ns of the
TSTRAW . This algorithm can recover an efficiency if the first method fails.

• The third method (the auxiliary reconstruction) is building a cluster from
geometrically adjacent cells (less than 100 mm apart) if their deposited
energy is at least 40 MeV. This method is the most efficient one and it is
used for the photon rejection, not for the track-cluster matching.
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Figure 4.4: The difference between the LKr cluster time and CHOD48 time.

Only events with more than one and less than 2000 LKr hits are considered.
The cluster corrections (non-linearity, energy scale, LKr alignment and rotation)
are applied to all clusters, regardless of the method. The downstream tracks
with associated candidates in LKr, CHOD, CHOD48 and RICH are called the
pion candidates. The pion candidate time is calculated as follows:

Tpion =
∑︁3
i=1 Ti/w

2
i∑︁3

i=1 1/w2
i

, (4.4)

where i runs over STRAW, CHOD48 and RICH detectors and wi are the weights
related to their resolutions. The weight factors are: wSTRAW = 10 ns, wCHOD48 =
0.5 ns and wRICH = 0.2 ns. To ensure consistency between the pion candidate
and the trigger, Tpion must be within ±25 ns of the trigger time.

4.1.6 Calorimetric energy reconstruction
For each pion candidate, the information from LKr is combined with the signals
in MUV1 and MUV2 to form a calorimetric energy.

The energy reconstruction in MUV1(2) is looking for a seed (strip with largest
energy deposit) within 15 cm from the extrapolated track and within ±20 ns of
the horizontal and vertical (views) strip times. If the seed in at least one view is
found, it groups all the hits within 7(3) scintillators (40 cm) and within ±15 ns
with respect to the seed position and time, unless two empty strips are found. In
the double sided readout scintillators, the energy is the mean of energies recorded
by two sides.

A na62fw tool SpectrometerCalorimeterAssociation [58] is used to match the
downstream track to the LKr, MUV1,2 and provide a particle identification (PID)
based on the Multi-Variate Analysis (MVA). The MVA algorithm [59] is imple-
mented within the ROOT framework [60]. The MVA method used for the PID is
Boosted Decision Trees (BDT), because it has the best performance. The training
samples of e+, µ+, π+ were obtained from the leading kaon decays Kµ2, K2π and
Ke3(K+ → π0e+νe). The full description of the implementation of the MVA for
the PID is given in [55]. For each sample, the following variables are reconstructed
and used as an input for the BDT classifier:

• Etot/p where Etot is a sum of energies from LKr, MUV1 and MUV2 associ-
ated to the track and p is the track momentum;
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• ELKr/p where ELKr is the LKr energy associated to the track with momen-
tum p;

• fractions of energies: ELKr/Etot, EMUV 2/Etot, where EMUV 2 is the energy
reconstructed in MUV2;

• Linear Combination of MUV1 and MUV2 weights, defined as a geometrical
sum of fractions of energies in single channels with respect to the cluster
energy;

• LKr shower RMS
(︂√︂

RMS2
x +RMS2

y

)︂
;

• Eseed/Ecluster, where Eseed is a cluster seed energy for the LKr and Ecluster
is its energy;

• Nhits/Ecluster, where Nhits is a number of cells in the cluster for the LKr
and Ecluster is its energy;

• distance between the impact point of the track and cluster position in LKr,
MUV1 and MUV2.

The output of the MVA algorithm is the probability that the given track is
e+, µ+, or π+. On top of the probabilities, the following variables are used
independently of MVA to identify the pion:

• Etot;

• the time of the deposited energy, computed as an average of the cluster
times in calorimeters;

• Minimum Ionizing Particle (MIP) discriminant:

DMIP = 1
3 ·
√︂
D2
MIP−LKr +D2

MIP−MUV 1 +D2
MIP−MUV 2, (4.5)

where (energies in MeV)

DMIP−LKr = (ELKr − 561.3)/(1.5 · 54.9) (4.6)
DMIP−MUV 1 = (EMUV 1 − 1183.8)/(1.5 · 165.8) (4.7)
DMIP−MUV 2 = (EMUV 2 − 1042.5)/(1.5 · 141.1); (4.8)

• the extra non-associated energy in MUV1 and MUV2 is within ±15 ns of
the associated energy.

4.1.7 MUV3 - STRAW association
The pion candidate has an associated MUV3 candidate if the time of any MUV3
candidate, TMUV 3, is within ±7 ns of Tpion.
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Figure 4.5: Left: The time difference between the KTAG candidate and the
pion candidate. Right: Distribution of number of active KTAG sectors, with
highlighted cut.

4.2 Upstream - Downstream candidate
matching

4.2.1 Upstream candidate definition
The upstream candidate must have an in-time signal in KTAG with respect to
Tpion and a GTK candidate around the reference time provided by the selected
KTAG candidate.

KTAG candidate matching

The KTAG candidate must have signal in at least 5 sectors and its time, TKTAG,
is the closest in time to Tpion. If TKTAG is within ±1 ns of Tpion the KTAG
candidate is associated to the pion candidate. The distributions of number of
sectors and the time difference between KTAG and the pion candidate are shown
in Fig. 4.5.

GTK candidate

The GTK candidate is reconstructed around the KTAG time of the selected
KTAG candidate. First, the spatial alignment to the STRAW reference system
is applied to the GTK stations based on the reconstructed K3π events. Then, the
GTK candidates are built using TKTAG as a reference time by the GigaTracker-
RecoAlgorithm [58]. The hits within 10 ns are considered and if the event has
more than 100 in-time hits, it is discarded. The in-time hits must be present in
each station, giving an upstream track momentum vector. The time of the GTK
candidate is a weighted average of times from three stations, where the weights
reflect the number of pixels of the hit. The quantity χ2

T assesses the quality of a
GTK candidate timing. Similarly, quantities χ2

X , χ2
Y result from a least squared

fit to test the consistency of the x1,2,3, y1,2,3 coordinates with a straight trajectory.
The reconstructed momentum needs to fulfill these conditions:

• reconstructed upstream track momentum PK between 72 and 78 GeV/c;

• slope θX = dx/dz ∈ (0.0009, 0.0016) rad;
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• slope θY = dy/dz ∈ (−0.0003, 0.0004) rad;

• χ2
T < 13.82.

The GTK candidate must be compatible with the beam kinematics. The beam
nominal values are:

• the nominal beam momentum Pbeam = 74.9 GeV/c with the resolution
σP = 0.9 GeV/c;

• the nominal beam slope θbeamX = 1.22 mrad, with the resolution
σθbeam

X
= 0.12 mrad;

• the nominal beam slope θbeamY = 0.025 mrad, with the resolution
σθbeam

Y
= 0.1 mrad.

The condition χ2
event < 20, where

χ2
event =

(︃
PK − Pbeam

σP

)︃2
+
⎛⎝θX − θbeamX

σθbeam
X

⎞⎠2

+
⎛⎝θY − θbeamY

σθbeam
Y

⎞⎠2

, (4.9)

assures the compatibility of reconstructed GTK candidate with the nominal beam
values.

CHANTI candidate matching

The CHANTI candidate matches the signal event if there is a coincidence in the
horizontal and vertical bars and if it is within 3 ns of any of the GTK, KTAG or
pion candidate times. The event with matching CHANTI candidate is discarded.

4.2.2 Association of the GTK candidate
with the pion candidate

The association of the GTK candidate and the pion candidate is based on two
matching discriminants, taking into account time differences ∆T = TGTK−TKTAG
and ∆TRICH = TGTK − TRICH , and the closest distance of approach (CDA)
between GTK and STRAW tracks. The decay vertex is defined as the posi-
tion of a median point at CDA and the vertex is indicated by the coordinates
Xvertex, Yvertex and Zvertex. The matching discriminants are:

D1(CDA,∆T ) = [1 − p(CDA)] · [1 − p(∆T )] (4.10)
D2(CDA,∆TRICH) = [1 − p(CDA)] · [1 − p(∆TRICH)], (4.11)

with

p(CDA) = 1
NNorm
CDA

[︄∫︂ CDA

0
f(CDA′)dCDA′

]︄
; (4.12)

p(∆T ) = 1
NNorm

∆T

[︄∫︂ ∆T

−∆T
f(∆T ′)d∆T ′

]︄
; (4.13)

p(∆TRICH) = 1
NNorm

∆TRICH

[︄∫︂ ∆TRICH

−∆TRICH

f (∆T ′
RICH) d∆T ′

RICH

]︄
. (4.14)
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Figure 4.6: The time difference distributions between GTK track time and KTAG
(left), RICH (right) candidate times.
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Figure 4.7: Left: The closest distance of approach (CDA) between GTK and
STRAW tracks. Right: A 2D plane with discriminants defined in eq. (4.10),
with selection cut marked by the red line and highlighted signal region.

The normalization factors NNorm
CDA , NNorm

∆T and NNorm
∆TRICH

are computed in the
ranges CDA ∈ (0, 100) mm and ∆T,∆TRICH ∈ (−0.95, 0.95) ns. The time
difference distributions between TGTK and TKTAG, TRICH are shown in Fig. 4.6.
The discriminants and distribution of CDA are shown in Fig. 4.7.

Functions fCDA, f(∆T ) and f(∆TRICH) represent the Probability Density
Functions (PDFs) for CDA, ∆T and ∆TRICH . The signal template functions are
obtained from the reconstructed K3π (see Appendix A.2) events and have the
following form:

f(CDA) = 0.25

e0.5·(CDA
1.27 )2 + 0.039

e0.5·(CDA
2.23 )2 + 0.0033

e0.145·CDA + 0.0000151 · CDA− 0.00046

(4.15)

f(∆T ) = 0.027

e0.5·( ∆T
0.13)2 + 0.0017

e0.5·( ∆T
0.23)2 (4.16)

f(∆TRICH) = 0.026

e
0.5·
(︂

∆TRICH
0.141

)︂2 + 0.001

e
0.5·
(︂

∆TRICH
0.279

)︂2 . (4.17)

The pileup template functions are derived from the reconstructed K3π events
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using the out-of-time GTK hits:

fpileup(CDA) = 0.0122

e0.5·(CDA
5.95 )2 + 0.0235

e0.5·(CDA
13.87 )2 (4.18)

fpileup(∆T ) = 3.65 · 10−3. (4.19)

Fig. 4.8 shows the distributions of the ∆T and CDA together with the pileup
GTK tracks obtained from the K3π events by shifting the kaon time by 15 ns.
These distributions are used to infer the PDF functions.

Reconstructed GTK tracks are sorted for the increasing discriminant value
D1, with the kaon track being the GTK track with the highest D1 and the
associated tracks the others. To minimize the probability of matching a pileup
track to the pion candidate a special treatment is applied to the kaon track and
the associated tracks. Specifically, two probability ratios are defined:

RCDA = 1−p(CDA)
1−ppileup(CDA) ; (4.20)

R∆T
= 1−p(∆T )

1−ppileup(∆T ) . (4.21)

Further, for the kaon track (KT) and for the best associated track (BA) following
ratios are computed:

RTOT
CDA = RKT

CDA

RBA
CDA

, RTOT
∆T

=
RKT

∆T

RBA
∆T

. (4.22)

Value close to one means that the tracks are very similar. Events are rejected if:
• RTOT

CDA < 1.5;

• RTOT
∆T

< 1.5.
In addition, if there is only one reconstructed GTK candidate, further require-
ments on the extra GTK hits are applied. An extra GTK hit is counted if:

• the hit do not belong to the matched GTK track;

• |Xstation
track −Xstation

hit | > 0.5 mm;

• |Y station
track − Y station

hit | > 0.5 mm;

• |TGTK − THit| ≤ 0.4 ns.
If the extra GTK hits are present in at least two stations, the event is rejected.

Finally, to associate the kaon track to the STRAW track, they must obey
these conditions:

• D1(CDA,∆T ) > 0.005 and D2(CDA,∆TRICH) > 0.005;

• D1(CDA,∆T ) > 0.03 or D2(CDA,∆TRICH) > 0.03;

• the time difference between GTK and KTAG is less than 0.6 ns.
The matching efficiency using a pion candidate is at the level of 80%. The

kaon mis-matching probability estimated from the K3π events is around 2%
(2.7%) if the kaon is (not) present in GTK and depends linearly on the instan-
taneous beam intensity. The vertex position, GTK and STRAW momenta are
corrected for the blue tube fringe field effect described in section 2.5.
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Figure 4.8: Left: Distribution of ∆T = TGTK − TKTAG for GTK tracks tagged
by K3π events with the corresponding PDF function, with the same distribution
for the pileup tracks using kaon time shifted by 15 ns. Right: Comparison of the
CDA distributions for the kaon track and pileup GTK track.

4.3 πνν̄ sample selection
The following criteria select the events forming a πνν̄ candidate and suppress
various backgrounds.

4.3.1 Beam kinematics conditions
An event must have the Z−position of the decay vertex within the (105, 165) m
range. The beginning of the decay region is chosen at this point to suppress the
backgrounds from the early kaon decays. The end of the decay region at 165 m
assures a good reconstruction of the downstream track. To ensure the decay
vertex compatibility with the beam profile along the decay region, an additional
requirement is imposed on the (Xvertex, Yvertex) coordinates:

Xvertex ≤ −93.9 + 0.0012 · Zvertex; (4.23)
Xvertex ≥ −148.53 + 0.00122 · Zvertex; (4.24)
Yvertex ≤ 3.6 + 0.0000112 · Zvertex; (4.25)
Yvertex ≥ −5.4 − 0.00009464 · Zvertex. (4.26)

Fig. 4.9 shows the beam profile at the beginning (Zvertex = 105 m) and at the
end (Zvertex = 165 m) of the decay region.

To retain the event, it needs to have:

• upstream candidate momentum PK ∈ (72.7, 77.2) GeV/c;

• θellipse ≤ 0.00035; θellipse is:

θellipse =
√︂

(θKX − θ̂X)2 + (θKY − θ̂Y )2, (4.27)
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Figure 4.9: Projection of the decay vertex in (x, y) plane at Zvertex = 105 m (left)
and at Zvertex = 165 m (right). The reconstructed vertex coordinates must be
compatible with the beam profile at a give Zvertex position, marked with the black
box.

where θKX,Y are the X, Y kaon candidate slopes, θ̂X = θ̂Y = 0.00002 rad and
θKX is computed assuming that the beam particles enter the fiducial decay
region with a 1.22 mrad slope in the XZ plane.

4.3.2 Cuts against upstream backgrounds
An upstream event is any event not originating from the beam kaon decay in
the fiducial volume (105, 165) m from the T10 target. A typical example is a
K2π early decay, where the charged pion passes to the downstream part, while
the photons from the π0 decay are absorbed in the collimator (Type 1). At the
beginning of the beam line, there is a kaon, so KTAG will positively identify it.
It decays after the KTAG, between the GTK stations. Then, if the pion from the
decay is matched with an accidental track from the GTK, it will mimic the πνν̄
signal. This situation is illustrated and explained in more detail in the upper plot
of Fig. 4.10. Another possible passage of the pion from the early kaon decay is
through the gaps in the last dipole of the achromat (Type 2), see lower plot in Fig.
4.10. The suppression of background from these upstream events is described in
the following sub-sections 4.3.2 and 4.3.2.

The distribution of Type 1 and Type 2 events in the plane of the last collimator
is shown in Fig. 4.11.

In addition, these types of the upstream processes may resemble the signal
events:

• the downstream pion promptly produced in the beam pion or proton inelas-
tic interactions in the second and third GTK stations and combined with
the accidental kaon track (Type 3);

• prompt π+ produced in the kaon-GTK3 inelastic collision (Type 4);

• π+ from a decay of a long living particle KS, KL or K+ produced in kaon-
GTK3 inelastic collisions (Type 5).

To further restrain the upstream backgrounds, the events must fulfill these
conditions:
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Figure 4.10: Illustration of the early decays producing the upstream events.
The kaon (blue line) decays after the second GTK station and all products of
the decay, except a pion (red line), are absorbed in the collimator. A pileup pion
track (dashed black line), giving a good GTK candidate, is associated to the pion
from the decay, reconstructing a fake vertex. The pion from the decay can pass
through the inner part of the collimator (upper plot), or through the gaps in the
last dipole of the achromat (lower plot).
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Figure 4.11: Position at TRIM5 of downstream track from a data sample enriched
for upstream events. Left plot represents the Type 1 events, while right plot
illustrates the distribution of the Type 2 events. Blue lines indicate the contour
of the last dipole of the second achromat, four red boxes represent the four blocks
of the final collimator and black line correspond to the acceptance region covered
by CHANTI.

• the number of hits in each GTK station is less than 50;

• each GTK hit must have its time over threshold smaller than 24 ns;

• no events with GTK upstream candidate within 0.6 ns with respect to
KTAG time associated to the pion candidate, if it is giving a positive match
within Zvertex ∈ (100, 105) m range;

• less than 5 GTK track candidates within 0.6 ns compared to KTAG candi-
dates;

• the downstream track extrapolated backwards to the GTK3 plane must be
outside of the GTK3 acceptance;

• the cut against the scattering tails in the STRAW: it cuts the events which
have the downstream track extrapolated backwards to GTK3 within 24 mm
of the hit position in GTK3.

Type 1 upstream background cut

The Type 1 cut suppresses the background represented by pions originating up-
stream of the fiducial volume, illustrated in the upper plot of Fig. 4.10. First, the
the following variables are defined, dependent on the Z component of the vertex:

cut1 = a1 + b1 · Zvtx, a1 = 315 − b1 · 105000, b1 = −0.004; (4.28)

cut2 = a2 + b2 · Zvtx, a2 = 900 − b2 · 105000, b2 = a1 − 900 − b1 · 115000
10000 ;

(4.29)
cut3 = a3 + b3 · Zvtx, a3 = 780 − b3 · 105000, b3 = −0.00983333333. (4.30)
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Figure 4.12: Distribution of the Zvertex as a function of the radius of the down-
stream track in the first STRAW chamber. On the left the πνν̄ MC simulation
is shown, while plot on the right is obtained from the K2π MC where the kaons
are decaying upstream the fiducial volume. The red contours specify the cut.

These are compared to the radius in the first STRAW chamber Rst1 in the
following way:

Rst1 > cut1, Rst1 > cut2, Rst1 < cut3. (4.31)
The graphical illustration of the cut is in Fig. 4.12.

Type 2 upstream background cut

The early decays with the pion passing through the gaps in the last dipole of
the achromat (Fig. 4.10 down) have a specific distribution when extrapolated
backwards to the plane of the last achromat (TRIM5), see Fig. 4.11.

The π+ candidate extrapolated back to TRIM5 must be outside a box defined
by:

|XTRIM5| < 100 mm and|YTRIM5| < 500 mm, (4.32)
where (XTRIM5 ,YTRIM5) are the (x, y) coordinates of the π+candidate at TRIM5.
This cut (called box cut) removes all Type 2 events, but also reduces the πνν̄
acceptance by about 50%.

4.3.3 Kinematics criteria
To suppress the kinematic tails from the main background contributions, these
cuts are applied:

• the difference between pion candidate slope along X(Y ) measured before
and after the spectrometer track fit is less than ±0.3(1.0) mrad;

• the quality of the pion candidate track is ≤ 4, where the quality variable
ranks the degree of goodness of the straw pattern recognition algorithm;

• at least 15 and not more than 42 straw hits form the pioncandidate track.

4.3.4 Single-track kaon decay
The πνν̄ event has only one single track, originating in the kaon decay, as a
visible signal in the final state. The track must carry a positive charge. If there
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are several pion candidates, the one with the minimal time difference with respect
to the trigger time is selected. To reject the possible background from a multi-
track events, the selected pion candidate must have the minimal time difference
with respect to the trigger time in all sub-detectors. Only events with no more
than two tracks reconstructed by the STRAW detector are considered. If a pair
of STRAW tracks is reconstructed, both of them must have a positive charge and
their mutual CDA must be grater than 30 mm.

4.3.5 Charged multiplicity rejection
Charged multiplicity rejection refers to a set of cuts rejecting extra charged parti-
cles from the kaon decays, not fully reconstructed by the STRAW spectrometer,
or from the inelastic interactions of photons before they reach LKr. The rejec-
tion conditions are based on the extra hits reconstructed in the hodoscopes, LKr,
HASC and MUV0 detectors around the reference time provided by the CHOD48.
The hits in STRAW not belonging to the reconstructed track, are covered in
reconstruction of STRAW segments. Events with extra STRAW segments are
removed.

Further suppression of K3π background is ensured by the condition:

Rst1 > −0.00436 · Zvertex + 830 [mm], (4.33)

where Rst1 is the distance of the downstream track from the first STRAW chamber
center.

Extra activity in LKr

The extra hits in the LKr must cope with these conditions:

• energy of the hits are above 45 MeV;

• distance of the hits from the pion candidate track is more than 100 mm;

• hits with energy below 300 MeV are within ±4 ns of the reference time;

• for energies within (300, 2000) MeV range, the time difference of the hit
and reference time is within (-7, 10) ns;

• for energies above 2 GeV, the time difference between the hit and reference
time is within ±10 ns.

When products of events like K+ → π+π−e+νe or K3π hit the LKr, the clusters
produced by the charged particles can be close to each other. Owing to the
standard clusterization procedure 2.2.11, they will be distinguished and they will
have a proper energy sharing. To fully exploit the capability of cluster separation
in rejecting the possible backgrounds from multi-track events, if an extra standard
cluster is within (40, 100) mm and within ±6 ns of the pion candidate associated
cluster, the event is discarded.
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Extra hits in hodoscopes

Extra hits in CHOD (CHOD48) are collecting all non-associated hits within ±5 ns
(±7 ns) with respect to the reference time.

The matching of the extra hits between CHOD and CHOD48 is defined as:

• dx < 250 mm, dy < 140 mm, where dx, dy are the spatial differences of
the extra hit positions in CHOD and CHOD48;

• their extra hits are within ±15 ns.

A CHOD48 extra hit is matched to LKr extra hit if it is:

• within ±15 ns of the LKr hit time;

• less than 130 mm away from the CHOD48 hit position.

A CHOD extra hit is matched to LKr in-time activity if it is:

• inside a rectangle defined by ±250 mm in x and ±140 mm in y.

The event is discarded if:

• there are more than three CHOD48 in-time hits;

• there is a matching between any combination of LKr, CHOD and CHOD48
as described above.

STRAW segments

The STRAW segments are built following a 2-steps procedure:

• first, the chamber-hits which do not belong to the pion track are recon-
structed;

• second, the segments are reconstructed using vertex and chamber-hits in
chambers 1 and 2 or vertex and chamber-hits in chambers 3 and 4.

Only first 500 hits, not associated to the pion track are taken. Chamber-hits
which are not part of the pion track are reconstructed as follows:

• STRAW hits not belonging to the pion track are selected;

• STRAW hits are sorted per plane, keeping only those with the drift time
within (0, 170) ns range;

• view-clusters of 2 and 3 hits belonging to different view-planes are formed
in each view applying the same pattern recognition algorithm as in the
standard spectrometer reconstruction; the staggering of the planes of the
clustered hits solves the left-right ambiguity inherent of a straw signal and
provides a measurement of the coordinate of a track passing through a straw
in a local reference system of the view; a measurement of the coordinate of
a track passing through a straw in the local reference system of the view is
provided exploiting the staggering of the planes of the clustered straws to
solve the left-right ambiguity;
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• unpaired hits are also saved as 1-hit view-clusters, with the position of the
straw used as coordinate of the track passing through;

• groups of two, three or four view-clusters belonging to different views per
chamber are combined together to form the chamber-hits, adapting the
pattern recognition algorithm used in the standard reconstruction to the
additional presence of 1-hit view-clusters; in this respect the condition on
the cluster time measured with the trailing has been broadened to ±200 ns
instead of ±100 ns and the condition on the quality of the straw intersections
softened to maximize the reconstruction efficiency.

The steps below outline the procedure used to reconstruct segments:

• least squared fits in two planes (xz and yz) are performed on all the triplets
formed by two chamber-hits in chamber 1 and 2 and the vertex;

• a triplet is accepted if:

– the fitted slopes are lower than 20 mrad in both the projections;
– the fitted segments are at least 30 mm distant from the pion at chamber

1 and 2;

• the triplet with the minimum χ2 satisfying the above conditions is defined
as a segment in chamber 1-2 (segment12);

• the same steps as above are applied using chamber-hits in chambers 3 and
4 together with the vertex (segment34), with the difference that:

– the fit and the condition on the slope are not applied in the xz plane;
– the direction of the segment must be compatible with a negative par-

ticle with momentum not greater than 90 GeV/c or with a positive
particle with momentum lower than 10 GeV/c.

Let ∆Tsegment be the difference between TGTK and the average of the trailing
time of the two chamber-hits and χ2 segment the value of the χ2 of the corre-
sponding triplet Then an event has an extra segment in the spectrometer if:

• segment12: |∆Tsegment| < 34 − 1.4 · χ2
segment;

• segment34: |∆Tsegment| < 40 − 5.7 · χ1
segment.

All the information in this section were obtained from an NA62 internal note,
and are publicly accessible from a doctoral thesis [61].

HASC rejection

HASC can detect K3π events, where one of the positive pions is collinear with
the beam. The dipole magnet after MUV3 will deflect it more than a beam, as it
has lower momentum. Thus it will hit the HASC detector and produce in-time
signal. Similarly, high energy photons, flying at low angles with respect to the
beam, can shower in the beam pipe material and produce charged particles that
can hit HASC. If HASC has a signal within ±3 ns of the reference time, the event
is rejected.
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MUV0 rejection

When a kaon decays to three pions and the negative pion has low momentum, or is
followed by the subsequent decay to muon, it will be deflected by the spectrometer
magnet out of the geometrical acceptance of the downstream detectors, but inside
the MUV0 active area. If MUV0 detects a signal within the (-8, 10) ns of the
reference time, the event is rejected.

4.3.6 Particle identification
The particle identification (PID) is performed independently with the RICH,
calorimeters and MUV3. Its main purpose is to suppress the muons to the level
of O(10−8), while keeping the pion efficiency as high as possible.

Pion identification with RICH

For the PID with RICH, information from both methods explained in section 4.1.4
is used. The cut using the likelihood-based algorithm method, which provides the
probability of a downstream track being a specific particle, identifies the π+ if
the probabilities for the other types of particles are all below 0.12.

The pion candidate must also have an associated candidate reconstructed
by the single ring algorithm. The particle mass derived from this method is
computed in the following way:

MRICH = Pπ · n ·

⌜⃓⃓⎷cos2

(︄
tan−1

(︄
Rring

flength

)︄)︄
− 1; (4.34)

where Rring is the reconstructed ring radius, flength = 17020 mm is the focal length
of the mirrors and n is the refraction index of the radiator gas. It is calculated
as:

n = 1
cos

(︂
tan−1

(︂
Relectron

flength

)︂)︂ , (4.35)

with Relectron being a ring radius of β = 1 particle provided by the standard
NA62 burst-by-burst dependent database. The particle, to be identified as a
pion, needs to have MRICH in the range of (0.125, 0.2) GeV/c2. The RICH
also provides the particle momentum, PRICH

π used for signal region definition,
according the relation:

PRICH
π = mπ+ · flength√︂

R2
electron −R2

ring

, (4.36)

where the π+ mass hypothesis is made.
The performance of the RICH PID has been evaluated using the fully recon-

structed Kµ2 and K2π events with omitted RICH information. The distinction
between π, µ and e is the best within (15-35) GeV/c range, as is clearly visible
in Fig. 4.13. The performance as a function of the momentum is shown in Fig.
4.14. The overall muon rejection is (1.95 ± 0.01) × 10−3 at (83.75 ± 0.02) pion
efficiency.
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Figure 4.13: Ring radius measured by RICH as a function of momentum for
positrons, muons and pions. The dashed lines mark the signal region of the πνν̄
analysis, owing to best performance of the particle identification.

Pion identification with calorimeters

The conditions for a positive pion identification in the calorimeters are:

• a momentum dependent cut on the pion probability provided by the MVA
algorithm:

Prob(π+) > Max
(︃

0.7, 0.98 − 0.4596e
−(pπ−11.44)

5.27

)︃
, (4.37)

where pπ is the momentum of the pion candidate;

• there is no MUV2 energy if no MUV1 energy is associated
to the pion candidate;

• the sum of energy in MUV1 and MUV2 not associated to the pion candidate
does not exceed 5 GeV;

• ELKr/p < 0.8 (positron rejection cut);

• Etot/p < 1.2.

Further, there are cuts against a catastrophic bremsstrahlung of the muons
in LKr and against muon decays before LKr, which can contaminate the pion
sample. In that case no signal is expected in MUV1 and MUV2. If there is
no significant energy associated to the pion in the MUV1 and MUV2, the pion
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identification proceeds through the examination of the shower shape in LKr. It
is based on the quantities of the associated LKr cluster:

Rseed = Eseed
ELKr
cluster

, Rcell = Nhits

ELKr
cluster

, (4.38)

where Eseed is an energy of the most energetic cell of the cluster, Nhits is a
number of cells in the cluster and ELKr

cluster is the cluster energy. In case of a
small associated energy in the hadronic calorimeters, expressed by the conditions
EMUV 1/Etot < 0.01 and EMUV 2/Etot < 0.01, the following conditions identify an
electro-magnetic shower in LKr:

• Rseed > 0.2 and Rcell ≤ 3 GeV−1;

• Rseed ≤ 0.2 and Rcell < 1.8 GeV−1;

• Rseed < 0.05;

• Rseed > 0.35.

Events with electro-magnetic like showers are rejected. Finally, events are kept
only if these conditions are fulfilled:

• Rseed ∈ (0, 0.8);

• Rcell < 1.4.

The performance of the PID in calorimeters has been tested with samples of
fully reconstructed Kµ2 and K2π events, without using information from calorime-
ters. The overall performance as a function of momentum is depicted in Fig. 4.14.
The average muon rejection is (8.2±0.5)×10−6, while keeping the pion efficiency
at the level of 77.37 ± 0.02%.
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Figure 4.14: Top: RICH efficiency for the pions and muons as a function of
their momentum. Middle: Pion and muon efficiencies after applying calorimetric
particle identification as a function of their momentum. Bottom: The combined
particle identification efficiencies for pions and muons measured on control data
samples.
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Cluster energy range Timing condition
E < 1 GeV |∆TLKr| < 5 ns
E ∈ (1, 2⟩ GeV |∆TLKr| < 5 · σ ns
E > 10 GeV |∆TLKr + 25| < 2.5 ns
E > 10 GeV |∆TLKr − 25| < 2.5 ns
E ∈ (2, 15⟩) GeV |∆TLKr| < 15 · σ ns
E > 15 GeV |∆TLKr| < 70 · σ ns

Table 4.1: The energy dependent timing cuts to classify the extra LKr clusters
as photons.

4.3.7 Photon rejection
The signal events have single pion track in the final state and no other detectable
energy. Hence, if there is any extra energy not associated with the pion track,
or the activity in any of the LAV, IRC or SAC, the event is considered as a
background event.

Photons in LKr

A cluster in LKr of energy Ecluster and time Tcluster is defined to be a photon
cluster in time with the pion if it is at least 100 mm distant from the track
extrapolated to the LKr surface and meets the timing conditions summarized in
Table 4.1. The term |∆TLKr| is the time difference between the LKr cluster time
and pion time Tπ defined in eq. (4.4) and

σ =
(︄

0.56 + 1.53
E

− 0.233√
E

)︄
ns; E in GeV, (4.39)

is an energy dependent time resolution. The 25 ns shifts in time are accounting
for the event with time wrongly assigned to a neighboring readout time slot. The
value of 25 ns is due to 40 MHz sampling rate of the readout modules. The
auxiliary cluster must have energy larger than 1 GeV to be classified as a photon
cluster.

Photons in LAV

The standard na62fw tool LAVMatching [58] is used to veto events with an ac-
tivity in the LAV detector. The event is rejected if any hit block in any LAV
station is within 3 ns of the pion candidate time.

Photons in IRC and SAC

The photon veto conditions for IRC and SAC, dependent on the time over thresh-
old (ToT) measurement provided by TDC readout module, are summarized in
Table 4.2. The IRC and SAC hit times are corrected for slewing. If case of double
signals in IRC and SAC, the measured ToT can be longer. When it reaches 30 ns
(45 ns) for the IRC (SAC), the event is rejected.

The information from the FADC readout is exploited to reject the photons
not detected by TDC readout. If the measured energy grater then 1 GeV in either
IRC or SAC is within ±7 ns of the pion time Tπ, the event is discarded.
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ToT range Time cut [ns]
ToT < 2 |TIRC − Tπ| < 7

|(TIRC − 7) − Tπ| < 7
−7 < (TSAC + 3) − Tπ < 10

2 ≤ ToT < 25 |T(SAC) − Tπ| < 7
|TSAC − Tπ| < −8.3524 + 0.2105 · ToT

2 ≤ ToT < 30 −7 < T(IRC) − Tπ < 4
25 ≤ ToT ≤ 45 −7 < TSAC − Tπ < 4

Table 4.2: Summary of time cuts for IRC and SAC. The times TIRC and TSAC
represent the IRC and SAC hit times. ToT is the time over threshold measured
by the TDC readout module.
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Figure 4.15: Left: The m2
miss distribution of the K2π events selected on control

trigger before applying photon rejection and multiplicity cuts. Right: The same
distribution for the K2π events selected on πνν trigger after applying photon
rejection and multiplicity cuts.

Performance of photon rejection

The photon rejection performance is measured on data comparing the number of
selected K2π events on control trigger (N control

π+π0 ) before photon and multiplicity
rejection with the number of selected K2π events on πνν trigger (Nπνν

π+π0) after
photon and multiplicity rejection. Fig. 4.15 illustrates the m2

miss distribution
around the π + π0 peak for N control

π+π0 and Nπνν
π+π0 .

The π0 rejection inefficiency is calculated in the following way:

εPR = Nπνν
π+π0(after γ − rejection)

D ·N control
π+π0 (before γ − rejection) · εRV · εtrigger

, (4.40)

where D = 400 is a down-scaling factor for control trigger, εRV is the effect of
random veto and εtrigger is the πνν trigger efficiency. The random veto is mea-
sured on the control Kµ2 sample, with the positive muon identification and will
be discussed in the later section 6.2.2. The variation of the π0 rejection efficiency
with momentum and intensity is shown in Fig. 4.16. The inefficiency εPR does
not depend on the instantaneous beam intensity, but vary with momentum. This
is expected, because at low track momentum the leftover energy for photons is
higher, so they can travel closer to the beam pipe and cause the increase of π0

rejection inefficiency.
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Figure 4.16: Rejection of π0 as a function of momentum (left) and instantaneous
beam intensity (right) [62].

The overall value within (15-35) GeV/c momentum is [62]:

εPR = (1.4 ± 0.1) × 10−8. (4.41)

The single photon efficiencies are evaluated by the tag and probe method on
control K2π events separately for LAV, LKr, IRC and SAC.

4.4 Kinematic selection
The final step in the event selection is the choice of kinematic region. As outlined
in chapter 3, the analysis proceeds only in a part of the kinematically allowed
πνν̄ region. Namely, the pion momentum must be within (15, 35) GeV/c range
to maximize the performance of PID and only a specific m2

miss regions are consid-
ered (see section 3.1). The strategy of the analysis is to keep the signal regions
masked, perform the background estimation, calculate the number of expected
signal events and unmask the signal regions. The distribution of events after the
full selection is shown in Fig. 4.17. Here, the control regions which are used for
background validation are still masked. They will be examined in the following
chapter.
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Figure 4.17: The distribution of the events after the full πνν̄ selection. Signal
and control regions are kept masked.
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5. Background estimation
Processes which can mimic the signal events are summarized in Table 5.1. Pro-
cedures used for estimation of distinct background components in signal regions
(R1, R2) will be described in this chapter. Validation of backgrounds is done in
several control regions, which are defined in Table 3.1 and indicated in Fig. 4.17.

The Ke3(K+ → e+π0ν) decay is used to estimate the RICH rejection power
for the electrons. The background estimation for this decay is also presented. The
final estimations also take into account the trigger efficiency (εTrig), the random
veto efficiency (εRV ) and the total number of kaon decays (NK), while all are
estimated from the 2017 data and summarized in table 5.2.

Process BR Suppression mechanism
K+ → π+π0(γ) IB 20.67% Kinematic tails, π0 rejection
K+ → µ+νµ(γ) IB 63.56% Kinematic tails, PID
K+ → π+π−e+νe 4.247% Multiplicity rejection
K+ → π+π−π+ 5.583% Kinematic tails, multiplicity rejection
K+ → π+γ − γ 1.01 × 10−6 π0 rejection
K+ → π0µ+νµ 3.352% π0 rejection, PID
K+ → π0e+ν 5.07% π0 rejection, PID
K+ → π+π0

D 20.67% Kinematic tails, γ rejection
π0
D → e+e−γ; 1.174%

K+ → µ+νµ; 63.56%
µ+ → e+νeνµ̄ ≈ 100% Kinematic tails, PID
K+ → e+νe 1.582 × 10−5

Upstream backgrounds K − π matching, π0 rejection,
CHANTI, Type 1 and Type 2 cuts

Table 5.1: List of all considered backgrounds, with corresponding branching ratios
(BR) [63] and mechanism used to suppress them.

εTrig εRV NK

0.87 0.63 (12 ± 1) × 1011

Table 5.2: Trigger efficiency (εTrig), random veto efficiency (εRV ) and total num-
ber of kaon decays (NK) estimated from the 2017 data.

The estimation of background from K2π(γ), Kµ2(γ) and K3π proceeds through
the evaluation of the kinematic tails in the m2

miss distributions. They are present
due to the mis-reconstruction caused by the material present in the particle path
and subsequent multiple scattering of the pion in STRAW1, kaon scattering in
GTK3 or by their combination resulting in the wrong K − π association. The
components of the m2

miss resolution as a function of momentum are shown in Fig.
3.2. The kinematic tails depend on the beam intensity, as the GTK-STRAW
mis-matching probability increases quadratically with the intensity.
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Momentum [GeV/c] 15-20 20-25 25-30 30-35 35-40
N(π+π0) 160 34 21 27 15

Table 5.3: Number of observed events in given momentum bins.

5.1 Background from K2π(γ)
The contamination of R1, R2 with K2π(γ) decays is estimated from the number of
selected events in the π+π0 region after the πνν selection (N(π+π0)), multiplied
by the kinematic suppression factor. The number of expected events in the signal
and control regions is given by the relation:

Nππ
expected(region) =

∑︂
j

[︂
N(π+π0)j · fkinj (region)

]︂
, (5.1)

where the index j runs over four momentum bins (15-35 GeV with 5 GeV step)
and fkinj (region) is the kinematic suppression factors in the specific region. The
factors fkinj (region) represent the fractions of K2π events entering either the sig-
nal or control regions through the tails of the m2

miss peak. Their meaning is the
probability that a pion track is wrongly reconstructed in a given region. The kine-
matic tails, fkinj (region), are defined in the full R1+R2, including the constraints
put on m2

miss(RICH) and m2
miss(beam). In eq. (5.1) no correlation between π0 re-

jection and kinematic rejection is assumed. Consequently, this treatment cannot
be used for the background estimation of the radiative decay K+ → π+π0γ.

The kinematic tails are measured using the control data sample, with the
“full” K2π selection (see App. A.1) including the π0 tagging with two photons
in LKr (two in-time clusters without associated track reconstructing mπ0). The
distributions of the full K2π selection and the “normalization” K2π selection (πνν-
like, i.e. without π0 tagging) are shown superimposed in Fig. 5.1. The tagging
of π0 does not modify the kinematic properties as can be seen in R1, where no
radiative component is present. The agreement in R1 between the full K2π and
the “normalization” K2π selections proves that one can extract fkinj (region) in
the outlined procedure. The comparison between the control K2π sample, used
to measure the kinematic tails, and MC simulation is shown in Fig. 5.2. The
simulation is consistent with data within the systematic uncertainties over five
orders of magnitude, once the effect of beam pileup is included.

The values of fkin as functions of momentum and intensity are shown in Fig.
5.3. There is no variation with momentum, but it changes with intensity. Such a
behavior is expected, as higher intensity implies higher mis-match probability in
the K+ − π+ association.

Number of events in the K2π background region, after the complete πνν se-
lection, in bins of momentum is presented in Table 5.3.

Radiative K2πγ decays

The photon from the radiative K2πγ event spoils the kinematic distribution and
causes a shift of m2

miss towards the R2. It results in worsening of the kinematic
rejection power by a factor ∼ 6. This decrease is overcompensated by the increase
of the photon rejection power by a factor ∼ 30, as an extra photon is present,
and makes the radiative K2π component much smaller compared to K2π one.
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Figure 5.1: The effect of the π0 tagging studied on MC. It has no bias in the tails
in R1 and it reduces significantly the background in R2.

Region CR1 CR2 R1 R2
Nππ
expected 2.6(3) 5.1(6) 0.11(6) 0.16(2)

Nππγ
expected - - - 0.02(2)

Table 5.4: Number of expected events in control (CR1, CR2) and signal (R1, R2)
regions.

Background validation and final estimation

Combining the number of observed events with the kinematic tails result in the
expected number of events in the kinematic regions. The Poissonian statistical
uncertainty is obtained from the number of events used for the kinematic tails,
fkin, measurement and from number of events in Table 5.3. The systematic error
originates from the π0 tagging and represents the half difference between Data
and MC in R1. The estimate of number of events in the CR1, CR2, R1 and R2
regions for K2π and its radiative decay is given in Table 5.4, with the error budget
detailed in Table 5.5.

Source Relative uncertainty
Statistical (tails) 3%

Statistical N(π+π0) 9%
π0 tagging bias 5%

Radiative contribution 8%

Table 5.5: The error budget for the Nππ
expected.

After estimating Nππ
expected in the CR1 and CR2, the corresponding areas are

unmasked to validate the procedure. The result is shown in Fig. 5.4 and the
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Figure 5.2: Distribution of m2
miss of the selected K2π control events using data,

with two γ from π0 tagged in the LKr (black dots). MC distribution of K2π
with tagged π0 is superimposed (red line), with the 1 σ systematic uncertainty
(red band). The simulated pileup contribution to m2

miss is illustrated by the gray
bands. A small contribution of K3π events is visible in the large m2

miss region.

Figure 5.3: Kinematic tails fkin variations with respect to momentum (left) and
beam intensity (right).
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Figure 5.4: Validation of the K2π(γ) background as a function of momentum. The
red boxes represent the expected number of K2π(γ) events with errors (area of
the box) in the control regions around the π+π0 peak. The black dots correspond
to number of events observed, with the statistical uncertainties, after unmasking
the control regions.

number of expected events agrees with the number of observed events within the
uncertainties.

The total number of expected K2π(γ) events in the R1 and R2 is:

0.29 ± 0.03stat ± 0.03syst. (5.2)

5.2 Background from Kµ2(γ)
Similarly to K2π(γ), the background estimation of Kµ2(γ) proceeds through the
rejection induced by the kinematic distribution:

Nµν
expected(region) =

∑︂
j

[︂
N(µ+ν)j · fkinj (region)

]︂
, (5.3)

where N(µ+ν)j is the number of Kµ2 events passing the πνν selection in the µν
region, fkinj is the fraction of Kµ2(γ) entering either control or signal region and
the index j runs over the four momentum bins, 5 GeV/c wide. Fig. 5.5 shows the
distribution of the m2

miss of Kµ2 used for the kinematic tails measurement. The
variation of the kinematic tails with momentum and beam intensity is depicted
in Fig. 5.6. The strong momentum dependence in R1 is caused by the worsening
of PID in RICH towards higher momentum and because the center of m2

miss peak
moves to zero with momentum. The background contamination is at 1% level in
R2 from K+ → π0µ+νµ decays.

The use of RICH likelihood can correlate PID and kinematics if Kµ2 events
enter signal regions because of a mis–measurement of the particle 3–momentum
in the STRAW. To remove the correlation between RICH likelihood and good
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Figure 5.5: Distribution of m2
miss of the selected Kµ2 control events using data

(black dots). MC distribution is superimposed (red line), with the 1 σ systematic
uncertainty (red band). The simulated pileup contribution to m2

miss is illustrated
by the gray bands.

STRAW candidate, two alternative methods are used for Kµ2(γ) background
estimation:

• the first method assumes that the RICH PID and kinematics are uncorre-
lated;

• the second method assumes that the RICH PID and calorimetric PID are
uncorrelated.

In the first method, the kinematic tails are measured independently of RICH
PID.

The latter method measures the kinematic tails together with RICH PID. The
eq. (5.3) is modified:

Nµν
expected(region) =

∑︂
j

[︂
N(µ+ν)!RICH

j · fkin+RICH
j (region)

]︂
, (5.4)

where fkin+RICH
j is measured as the ratio between events in R1∨R2 after RICH

PID and events in the Kµ2 background region before RICH PID.
Number of events in the Kµ2 background region after the complete πνν selec-

tion in bins of momentum for both methods is presented in Table 5.6.

76



Figure 5.6: Kinematic tails fkin variations with respect to momentum (left) and
intensity (right).

Momentum [GeV/c] 15-20 20-25 25-30 30-35 35-40
N(µ+ν) 1 48 143 287 472

N !RICH(µ+ν) 18426 102382 79249 58081 45986

Table 5.6: Number of observed events in bins of momentum.

Background validation

The total expected background from Kµ2(γ) in the R1 and R2 obtained from
both methods is:

Method 1 : Nµν
expected = 0.14 ± 0.01; Method 2 : Nµν

expected = 0.08 ± 0.01. (5.5)

The average of the two methods is taken as the final background estimation:

Nµν
expected = 0.11 ± 0.02stat ± 0.03syst. (5.6)

Half of the difference between the two estimations is assigned as a systematic
uncertainty. The contributions in control and signal regions are listed in Tab. 5.7
The statistical uncertainty is obtained from the number of events used for the
kinematic tails fkin measurement and the Poissonian fluctuation of the events of
Table 5.6. The break-down of the uncertainties is listed in Tab. 5.8.

After estimating Nµν
expected in the CRKµ2 , the corresponding area is unmasked

to validate the procedure. The result is shown in Fig. 5.7 and the number of
expected events agrees with the number of observed events within the uncertain-
ties.

Region CR SR1 SR2
Nµν
expected 11(1) 0.11(4) 0.002(2)

Table 5.7: Number of expected events in control (CR) and signal (SR) regions.
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Source Relative uncertainty
Statistical (tails) 18%

Statistical N(µ+ν) 5%
PID bias of the tails sample 5%
Use of two different methods 27%
Background contamination 1%

Table 5.8: The error budget for the Nµν
expected.
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Figure 5.7: Validation of the Kµ2(γ) background as a function of momentum. The
red boxes represent the expected number of Kµ2(γ) events in the CRKµ2 . The
black dots correspond to number of events observed after unmasking the CRKµ2 .

78



Region CR3π Observed CR3π
Nπππ
expected < 0.48 0

Table 5.9: Number of expected and observed events in the control (CR) regions.

5.3 Background from K3π

The upper limit of R2 is specifically set to exclude the K3π decay, which starts
beyond the mass of 4m2

π+ , and to leave some space for the π+π+π− control re-
gion (CR3π). The K3π component of background is again estimated through the
kinematic tails,now on the other side of the m2

miss spectrum without momentum
dependence:

N expected
πππ = N(πππ) · fkin(region), (5.7)

with N(πππ) being the number of reconstructed K3π events using control data
after πνν selection in the πππ region and fkin representing the fraction of K3π
events entering either control or signal regions. Kinematic tails measurement
proceeds through the selection of a K3π sample on control data by tagging π+π−

pair. This method biases the distribution of m2
miss and affects the tails, so the

conservative limit at the level of 10−4 has been set and 100% systematic uncer-
tainty assigned. Table 5.9 informs about the expected and observed number of
events in various regions.

The total number of expected events in signal regions is:

N expected
πππ = 0.02 ± 0.02. (5.8)

5.4 Background from K+ → π+π−e + νe(Ke4)
This process can mimic the πνν event if the e+ has momentum below 5 GeV/c, π−

interacts inelastically in the beam pipe and its products are lost, and only a single
π+ remains detectable. It is a 4-body decay spread over the whole πνν kinematic
regions, making the data driven approach practically impossible. Hence, Ke4
background is estimated purely from the MC studies, based on the sample of 1.5
billion decays generated in the fiducial volume. Five validation samples, enriched
for Ke4 and orthogonal to the standard πνν selection, are defined:

1. πνν selection with STRAW multiplicity inverted;

2. πνν selection with negative downstream track and STRAW multiplicity
inverted (RICH PID not applied);

3. πνν selection with negative downstream track and STRAW multiplicity
inverted (RICH PID applied);

4. πνν selection with negative downstream track and RICH PID not applied;

5. πνν selection with negative downstream track and RICH PID applied.
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Validation sample Acceptance Nexpected NObserved

1 2.7(1)×10−7 8(1) 12
2 3.7(1)×10−6 109(7) 94
3 4.5(2)×10−7 13(1) 23
4 8.3(2)×10−7 25(2) 30
5 1.1(1)×10−7 3(1) 6

πνν selection 4(2)×10−9 0.12(6) -

Table 5.10: Number of expected and observed events for various Ke4 validation
samples.
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Figure 5.8: Validation of the Ke4 background of the samples. The red boxes
represent the expected number of Ke4 events in the 0.026 < m2

miss < 0.072
GeV2/c4 control region. The black dots correspond to number of events observed
after unmasking this control region.

Background validation

The validation region is defined in the range 0.026 < m2
miss < 0.072 GeV2/c4, as it

is free from other background processes. Table 5.10 compares the data and MC
simulation results for all samples. In general, a good agreement between data
and MC in the validation samples is obtained. The comparison is graphically
presented in Fig. 5.8.

The total number of expected Ke4 in the signal regions is:

N expected
Ke4 = 0.12 ± 0.05stat ± 0.03syst. (5.9)

The statistical uncertainty is due to limited MC sample. A half of the differ-
ence between expectation and observation in validation sample 3 is assigned as a
systematic uncertainty.

80



5.5 Background from K+ → π+γγ

The BR at the level of 10−6, presence of two photons and kinematics suppress the
background from K+ → π+γγ decays. Owing to form factors, the m2

miss is pushed
towards the 3π region making the kinematic rejection more powerful. Prior to
the photon rejection, the overall acceptance for K+ → π+γγ after πνν selection
is 1.8%.

The total estimated background from K+ → π+γγ decay is:

N expected
πγγ = 0.005 ± 0.005 (5.10)

events.

5.6 Upstream Background
The upstream events, described in section 4.3.2, are the main source of back-
ground in the 2017 data. It has a purely geometrical origin and depends on the
beam line geometry, Zvertex and position of the downstream pion track extrapo-
lated backwards into the TRIM5 plane. Different types of the upstream events
are classified as follows:

1. Type 1 : π+ from a K+ decay in the beam line region between GTK2 and
GTK3, associated to an accidental GTK track with the π+ passing through
the inner part of the collimator;

2. Type 2 : π+ from a K+ decay in the beam line region between GTK2 and
GTK3, associated to an accidental GTK track with the π+ passing through
the gaps in the last dipole of the achromat;

3. Type 3 : π+ from interactions of a beam pion or proton with GTK2 or
GTK3, associated to an accidental K+ GTK track;

4. Type 4: prompt π+ produced in a kaon-GTK3 inelastic collision;

5. Type 5 : π+ from a decay of a long living particle KS, KL or K+ produced
in kaon-GTK3 inelastic collision.

For the first three types of events, a pileup track matching the downstream track
is required. In the first two cases, it can be any GTK track, while in the Type 3
events it must be a kaon track, as a presence of signal in KTAG is needed. The
rejection of these types are primarily provided by:

• K − π matching as described in section 4.2.2;

• geometrical cuts as described in sections 4.3.2 and 4.3.2 (box cut);

• no matched CHANTI candidate (see section 4.2.1).
Types 1, 2,3 and 4 need to have a scattering in the first STRAW chamber to enter
the πνν signal region out of the TRIM5 box. The scattering leads to smearing of
the CDA distribution. The number of events in Type 2 region is very small and
completely removed by the box cut.

Events of Type 4, 5 involve interactions of beam kaon, hence its track is present
in GTK. The main rejection factors come from:

81



Figure 5.9: Distribution of the upstream events in the TGTK − TKTAG, TRICH −
TKTAG plane. The accidental bands around TRICH − TKTAG = 0 and TGTK −
TKTAG = 0 correspond to Type 1, 2 events and Type 3 events, respectively. Type
4 and 5 events are around the center of the plot.

• no matched CHANTI candidate, because the pion entering the downstream
region is produced in association with high particle multiplicity generating
signals in CHANTI;

• geometrical cuts of the fiducial decay region and projection in the TRIM5,
i.e. the box cut (see eq. (4.32));

• CDA related cuts in the K − π matching.

Fig. 5.9 shows the distribution of all kinds of the upstream events in the
TGTK − TKTAG, TRICH − TKTAG plane. Type 1 and 2 events have a kaon in
KTAG matched in time with the corresponding downstream track measured by
RICH, matched to the pileup GTK track. Hence, they occupy the horizontal
band of the plot, as the accidental GTK track has a random time not centered
at zero. The vertical band is consistent with Type 3 events, where the kaon
gives a coincidence in the KTAG and GTK, to which an accidental downstream
track from the beam π+/p+ interaction is matched. Type 4 and 5 events are
expected around the (0, 0) coordinate in the TGTK − TKTAG, TRICH − TKTAG
plane, but the analysis shows that the first three processes are enough to explain
the accumulation of events around the central part of the distribution.
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5.6.1 Upstream background evaluation
The upstream events passing the πνν selection form the upstream background.
The data driven upstream background estimation is used. The events remaining
after the πνν selection without K − π matching and without box cut applied are
divided into several sub-samples, according to their behavior under the K − π
matching and box cut:

• Sample A: good K − π matching, box cut applied, m2
miss in R1 or R2;

• Sample Aneg: good K − π matching, box cut applied, m2
miss < −0.05;

• Sample B1: good K − π matching, extrapolated position in TRIM5 is
|XTRIM5| < 100 mm, |YTRIM5| < 140 mm and m2

miss in R1 or R2;

• Sample B2: good K − π matching, extrapolated position in TRIM5 is
|XTRIM5| < 100 mm, 140 < |YTRIM5| < 500 mm and m2

miss in R1 or R2;

• Sample C: CDA > 4 mm, box cut applied, m2
miss in R1 or R2;

• Sample Cneg: CDA > 4 mm, box cut applied, m2
miss < −0.05;

• Sample D1: CDA > 4 mm, extrapolated position in TRIM5 is |XTRIM5| <
100 mm, |YTRIM5| < 140 mm and m2

miss in R1 or R2;

• Sample D2: CDA > 4 mm, extrapolated position in TRIM5 is |XTRIM5| <
100 mm, 140 < |YTRIM5| < 500 mm and m2

miss in R1 or R2;

All events can enter Samples A, B1, B2 and C. Sample A corresponds to the
full πνν selection in the signal regions, so it is kept masked. Samples B2 and
D2 are completely dominated by the Type 2 events, while Sample D1 contains
mainly Type 1, and Type 3 events.

General estimation procedure

The upstream background estimation is calculated as follows:

N bkg
upstream = Nupstream

π+ · Pmistag, (5.11)

where Nupstream
π+ refers to events with a downstream pion with 15-35 GeV/c mo-

mentum originating upstream of GTK3 and Pmistag is a probability that this
downstream π+ is matched to a GTK track, i.e. the K−π matching is mis-tagged.
The quantity Nupstream

π+ depends on the beam characteristics (momentum, slope
and geometry of the beam line) and Pmistag depends on the beam and detector
characteristics (time resolution and efficiency). The mis-tagging happens if:

• the pileup beam track is present in the time window |∆T | < 0.6 ns;

• GTK reconstruction provides this track as a kaon candidate;

• the event survives the pileup treatment (quality criteria as explained in
section 4.2.1);
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• the reconstructed pileup track is matched to a downstream π+ of 15-35
GeV/c momentum (Pmatching

K−π ).

The first three items representing the reconstructed pileup (P reco
pileup(λ)) depend

on the beam intensity (λ), while the suppression probability (Pmatching
K−π ) depends

only on ∆T and CDA:

Pmistag(λ) = P reco
pileup(λ) · Pmatching

K−π . (5.12)

The pion upstream from GTK3 within 15-35 GeV/c momentum range (Nupstream
π+ )

multiplied by reconstruction pileup (P reco
pileup) are already represented by the sample

C, used for the upstream background estimation. Hence, the estimation reduces
to:

N bkg
upstream =

12∑︂
i=0

NC(|∆Ti|) · Pmatching
K−π (|∆Ti|) · fscale, (5.13)

where the sum over index i runs over twelve 100 ps wide bins i× 50 ps < |∆Ti| <
(i + 1) × 50 ps covering the 1.2 ns window (0.6, 0.6) ns, NC(|∆Ti|) is a number
of events in Sample C for the corresponding bin and fscale is a scaling factor to
correct for the CDA > 4 mm cut in the definition of Sample C.

A special MC simulation, with the kaons decaying to π+π0 upstream of GTK3
has been developed to evaluate the mis-matching probability Pmatching

K−π .This re-
quires to understand the PDF shapes of the KTAG time, GTK time, RICH
time and CDA distributions. The RICH and KTAG times are simulated using
a Gaussian PDF with resolutions σRICH = 110 ps and σKTAG = 80 ps. These
resolutions are obtained from data. The GTK time is generated uniformly in
a 1.2 ns time window centered at 0, which is the expected distribution for the
pileup tracks. Different CDA between Type 1 and Type 2 events leads to differ-
ent suppression from the STRAW-GTK matching. Therefore, the predictions are
tested separately. As mentioned before, Type 2 events are, after the box cut, not
contributing to a background for the πνν measurement. Shape of the CDA from
Type 1 MC sample C is used for Pmistag. The simulation reproduces the CDA
distribution in different geometrical regions with a good accuracy, as illustrated
in Fig. 5.10 where data/MC comparison for C, D1, D2 samples is shown.

The resulting suppression functions Pmatching
K−π for Type 1 and Type 2 events

are shown in Fig. 5.11. Uncertainty of 10% is assigned to Pmatching
K−π due to

limited size of the samples from which the CDA PDFs are extracted. Systematic
uncertainty induced by the signal PDFs used in K − π matching is 6%. The
scaling factor fscale for events in sample D1, D2 and C are 1.11(3), 1.08(3) and
1.10(3), respectively.

Background validation and final estimation

To validate the upstream background estimation procedure based on eq. (5.13),
two classes of validation samples are defined. The first class has samples using
the complete πνν selection:

• Sample 1: B1 prediction obtained from events in sample D1 − ND1(|∆T |)
with CDA distribution of Type 1 events found in geometrical region D1
used for Pmatching

K−π (|∆T |);
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Figure 5.10: Top left: comparison of the CDA distribution between the Type 1
events found in the geometrical region D1 extracted from a MC simulation (blue
histogram) and a data sample with events from the geometrical region of D1
but in the side-bands of the ∆T distribution and with the K − π matching
inverted (black dots with error bars). The PDF used in the mistagging probability
simulation is the fit of the MC distribution (solid red line). Top right: same
comparison, but for events in geometrical region C. The resulting PDF (solid
red line) extracted from the MC histogram (blue histogram) agrees with the
data (χ2/DoF = 0.6) and it is the one used for the πνν background estimation.
Bottom: CDA distribution of Type 2 events taken from data in the geometrical
region of the D2 sample but in the side-bands of the ∆T distribution and with
K − π matching inverted (blue dots with error bars). The PDF used in the
mis-tagging probability simulation is the fit to the distribution (red solid line).
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Figure 5.11: Top left: the mis-matching probability Pmatching
K−π as a function of

|∆T | for Type 1 events in sample D1. Top left: Pmatching
K−π for Type 1 events in

sample C used for the upstream background estimation in the πνν signal region.
Bottom: Pmatching

K−π for Type 2 events.

• Sample 2: B2 prediction obtained from events in sample D2 − ND2(|∆T |)
with CDA distribution of Type 2 events used for Pmatching

K−π (|∆T |);

• Sample 3: Aneg prediction obtained from events in sample
Cneg −NCneg(|∆T |) with CDA distribution of Type 1 events found in geo-
metrical region C used for Pmatching

K−π (|∆T |);

The second class has samples using the complete πνν selection with CHANTI
veto and GTK extra hits cut not applied:

• Sample 4: B1 prediction obtained from events in Sample D1 − ND1(|∆T |)
with CDA distribution of Type 1 events found in geometrical region D1
used for Pmatching

K−π (|∆T |);

• Sample 5: B2 prediction obtained from events in Sample D2 − ND2(|∆T |)
with CDA distribution of Type 2 events used for Pmatching

K−π (|∆T |);

• Sample 6: Aneg prediction obtained from events in Sample
Cneg −NCneg(|∆T |) using the CDA distribution of Type 1 events in Sample
C extracted from MC for the determination of Pmatching

K−π (|∆T |);

• Sample 7: signal prediction (Sample A) obtained from events in sample
Cneg −NCneg(|∆T |) using the CDA distribution of Type 1 events in Sample
C extracted from MC for the determination of Pmatching

K−π (|∆T |);

Sample 7 contains the signal regions with the full πνν selection, so it is masked.
Comparison between expected and observed number of events is depicted in Fig.
5.12. It shows a good agreement across all 7 validation samples.
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Figure 5.12: Validation of the Upstream background samples. The red boxes
represent the expected number of events in the control region. The black dots
correspond to number of events observed after unmasking this control region.

The total number of expected events from the upstream background is:

N expected
upstream = 0.89 ± 0.22stat ± 0.21syst, (5.14)

where the statistical uncertainty origins from the limited size of sample C, and
systematic uncertainty comes from the Pmatching

K−π procedure which is dominated by
the CDA distribution of Type 1 events. An additional 20% uncertainty is assigned
as half of the difference between the expected and observed number of events
in Sample B1 to account for the accuracy of the method used for background
estimation. The uncertainties are listed in Table 5.11.

Source Relative uncertainty
Statistical (NC) 25%
Pmatching
K−π 12%

Validation 20%

Table 5.11: The error break-down for the N expected
upstream.

5.7 Background with positrons

5.7.1 Study of RICH electron rejection
To reach a sensitivity of the possible electron backgrounds at the level needed
for the πνν analysis, it is important to understand differences between the data
and simulation of electrons in the RICH. Hence, a clean electron sample from the
data is needed, which can be compared with the simulation. As the best source of
electrons the π0 Dalitz decay might appear, but there are more positively charged
particles in the final state, which could bias the measurement of the single ring
efficiency. The other promising source of electrons is the Ke3 decay, where one
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MC
Condition Ke3 Kµ3 K2π K00

3π
Generated 26010358 8376139 31425006 40150547
No PID 528480 346 150 69
RICH PID 4 0 73 68
Calo PID 0 0 108 59
Full PID 0 0 62 59
E/p > 0.8 523915 0 7 5
BR 0.05 0.034 0.21 0.018
Accelectron 0.0201(3) 0 (2.2(8)) · 10−7 (1.3(6)) · 10−7

Table 5.12: Particle identification cut efficiencies studied on MC for several dif-
ferent modes. The estimation of acceptances of the Ke3 selection for signal and
the most significant backgrounds after the E/p > 0.8 cut is given in the last row.

can estimate the background with high accuracy. The Ke3 sample selection is
described in Appendix A.3.

The contamination of the electron sample by pions and muons from
K2π, Kµ3, K3π, K3π00 , and Kµ2 decays has been studied, and the acceptance
of the signal Ke3 is estimated with the MC simulation. Several approaches have
been tested to maximize signal over background ratio. The best performance
has been achieved when the associated LKr cluster energy ratio with the track
momentum (E/p) is larger than 0.8. Table 5.12 outlines the major background
sources together with the signal acceptance.

The number of kaons from the Ke3 sample is obtained as NK = NKe3

Acc×BR
and the impurities from other modes as: N = NK · Acc · BR. The impurities
in the Ke3 sample in data are under control when imposing an E/p condition on
the track. Table 5.7.1 summarizes the number of reconstructed Ke3 candidates
for different data samples, corresponding impurities from other processes and the
final electron rejection of RICH.

The electron sample from the MC was extracted from the N gen
<105,165> ≃ 7 · 106

Ke3 decays. The selection has a simplified selection criteria, imposing no condition
on the π0 and E/p, to get as large sample as possible. It requires the following:

• Kinematic tails;

• Beam Background cut;

• Zπ+ ∈ (105, 165);

• No CHANTI;

• No MUV3 within 7 ns;

• NRings == 1;

• RICH Single ring;

• No Straw segments.
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DATA
Condition 2017A 2017B 2017C 2017D All
No PID 401387 648411 105213 175369 1330380
RICH PID 491 742 107 198 1538
Calo PID 426 646 92 169 1333
RICH&Calo PID 391 592 85 157 1225
LKr E/p > 0.8 396439 641208 103918 173201 1314766
E/p > 0.8&RICH 25 31 8 12 76

Pion impurities with electron ID
K2π 18.2 ± 6.6 29.5 ± 10.7 4.8 ± 1.7 8.0 ± 2.9 60.4 ± 22.0
K00

3π 0.8 ± 0.4 1.3 ± 0.6 0.2 ± 0.1 0.3 ± 0.2 2.6 ± 1.3
Total 19.0 ± 6.6 30.8 ± 10.7 5.0 ± 1.8 8.3 ± 2.9 63.0 ± 22.0
RICH Eff (10−5) 1.6 ± 2.1 0.03 ± 1.9 2.9 ± 3.2 2.1 ± 2.3 < 3.2

Table 5.13: Number of the reconstructed Ke3 events from different periods, back-
ground contamination and the final RICH electron mis-interpretation as pion.
The limit on the overall RICH efficiency is obtained with the CLs method at 68%
confidence level.

The obtained electron sample contains 5748855 events resulting in the pion
mis-identification at the level of (1 ± 0.1) × 10−5, in agreement with the value
obtained from data.

5.7.2 K+ → π+π0
D background

The study of the K+ → π+π0
D decay is performed on a MC sample containing

almost 50M generated events, out of which 37200684 decay within (105,165) m
range. The direct approach, i.e. applying run the standard πνν selection, is sets
only an upper limit on the expected background at the level of ∼ 2×10−10, due to
the limited MC sample size. Hence, to get the sensitivity at the level necessary
for the πνν analysis, one needs to factorize the background suppression. The
K+ → π+π0

D is a two body decay, kinematically same as K2π, so the kinematic
suppression factor εKin = 1.2 ± 0.1 · 10−3 measured on the K2π data can be used.
The photon rejection is expected to be worse compared to the π0 → γγ final
state, but one gains a factor ∼ 100 owing to the π0

D branching fraction. The total
estimated efficiency of the K+ → π+π0

D event reconstruction as a πνν is:

εTotal = BR(π0
D) × εKin × εSelection × εMulti × εPR, (5.15)

where BR(π0
D) = 0.01174 is the branching fraction, εKin is the kinematic sup-

pression, εSelection is the selection efficiency, εMulti, εPR are the multiplicity and
photon rejections, explained below.

Selection follows the same strategy as the πνν analysis, but photon and mul-
tiplicity rejection is applied separately. The efficiency of the selection has been
measured to be εSelection = (1.9 ± 0.002) · 10−2. After this selection, multiplic-
ity and photon rejection conditions, explained in sections 4.3.5 and 4.3.7, are
applied independently on the MC sample. The rejection power for K2πD

is
εMulti = (2.9 ± 0.04) · 10−2. Resulting photon rejection in case of the K2πD

is
εPR = (9 ± 3.6) · 10−6.
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εKin εSelection(10−2) εMulti(10−2) εPR(10−6) BR(K2π · π0
D)

1.2 · 10−3 1.9 ± 0.002 2.9 ± 0.04 9 ± 3.6 2.5 · 10−3

Table 5.14: Values entering the calculation of εTotal for K2πD
. The errors not

listed are negligible compared to the others and were thus ignored.

Combining the efficiencies summarized in table 5.14 with the branching ratios
of Kπ and π0

D leads to the total efficiency:

εTotal = (1.5 ± 0.6) · 10−14. (5.16)

The estimation on the number of expected events in the 2017 data sample is
obtained by taking into account also the trigger efficiency:

Nexpected = εTotal ×NK × εTrig = 0.016 ± 0.006. (5.17)

5.7.3 K+ → µ+ν; µ+ → e+νν̄ background
The background has been studied on a MC sample with a capped muon lifetime,
where the proper lifetime of the muon does not exceed 0.73% of the mean muon
lifetime (τµ = 2.2µs). The scaling introduced by the capped muon lifetime is:

1
1 − e(−0.73%) = 137.487. Total number of 50M generated and reconstructed events
have been used in this study. This size of the sample is not large enough for a
direct background estimation, so one needs to proceed with factorization. The
sample is divided into the different Zvertex ranges defined according to the true
µ → e decay. These ranges correspond to sections before the second STRAW
chamber, three 10 meter parts with the chambers 2,3,4 and last part after the
fourth chamber. The factorization is done in the following way:

εTotal = BR×
[︂∑︂

εDecayi × εSeli × εRICHi × εCaloi × εKini

]︂
× εRV × εTrig (5.18)

where BR(Kµ2) = 0.6356 is the Kµ2 branching fraction, εRV and εTrig were
defined at the beginning of this chapter, εDecayi is a probability of the µ → e
decay, εSeli includes the geometrical and selection acceptances, εRICHi and εCaloi

are the probabilities of the electron mis-identification as pion in RICH and LKr
and finally εKini is a fraction of events ending up in the πνν kinematic region.
The sum runs over the different Zvertex regions represented by the index i. All
the ingredients for the background estimation are summarized in Table 5.15. For
the full 2017 data set of (12 ± 1) × 1011 kaon decays, the final expected number
of background events in different ranges are reported in Table 5.7.3.

The total expected background from Kµ2; µ → e is:

Nexpected = 0.07 ± 0.03 events,

where the last range (> 220) is excluded as it is already taken into account in
the Kµ2 background estimation.
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Range [m] εDecay εSel εRICH εCalo εKin

(×10−4) (×10−3) (×10−4) (×10−3) (×10−2)
< 190 3.90 ± 0.01 1.73 ± 0.03 0.3 3.9 ± 1.0 62.8 ± 0.8
190 − 200 0.71 ± 0.01 5.6 ± 0.1 0.3 6.6 ± 1.8 52.3 ± 1.1
200 − 210 0.72 ± 0.01 7.0 ± 0.1 0.3 2.6 ± 1.0 20.2 ± 0.8
210 − 220 0.73 ± 0.01 6.1 ± 0.1 17 ± 8 2.5 ± 1.0 3.1 ± 0.4
> 220 6.00 ± 0.01 11.74 ± 0.06 26 ± 3 2.7 ± 0.3 0.02 ± 0.0007

Table 5.15: Various efficiencies contributing to the evaluation of εTotal as defined
by Eq. 5.18 for different ranges.

Range [m] [∑︁] × 10−14 εTotal × 10−14 Nexpected

< 190 4.9 ± 1.3 1.7 ± 0.5 0.020 ± 0.006
190 − 200 4.1 ± 1.1 1.4 ± 0.4 0.017 ± 0.005
200 − 210 0.8 ± 0.3 0.3 ± 0.1 0.004 ± 0.001
210 − 220 5.9 ± 3.9 2.1 ± 1.4 0.025 ± 0.018
> 220 0.9 ± 0.1 0.3 ± 0.1 0.004 ± 0.002

Table 5.16: Expected background of background events in different ranges.

In the πνν analysis is used not only the kinematic signal region defined by
the m2

miss from GTK-STRAW matching, but also the ones from GTK-RICH
m2
miss(RICH) and nominal beam momentum with STRAW m2

miss(Beam) match-
ing, as defined in eq. (3.6). It is not possible to perform an exact evaluation
of the additional suppression from the m2

miss(RICH), as it is will be correlated
with the εRICH and the factorization in (5.18) would not hold. Due to the limited
size of MC sample, it is not feasible to estimate the correlation on this sample.
However, it has been studied on the standard Kµ2 control sample. The number
of Kµ2 events in πνν regions has been evaluated after the application of RICH
PID, including or not m2

miss(RICH) and m2
miss(Beam) cuts, resulting in factor

0.51 ± 0.04. This factor in reality under-estimates the effect if the muon decay
happens after the spectrometer magnet. This is because the direction of the muon
from the first two chambers and the speed of the positron after the decay will
be taken. Now one has to correct the estimated number of expected background
by this factor. The calculated factor is directly applied, even though it over-
estimates the background as explained before. The final background estimation
from Kµ2, µ → e is:

N final
expected = 0.036 ± 0.016 events. (5.19)

5.7.4 K+ → e+ν background
The study of this background was performed on the standard Ke2 MC with
10M events. The suppression is based mainly on the kinematics and particle
identification in the RICH and the calorimeters. The key kinematic variable is
the squared missing mass: m2

miss = (PK+ − Pπ+)2, where PK+ is a 4-momentum
of the kaon track and Pπ+ is a 4-momentum of the downstream track in the pion
mass hypothesis. The kinematics of the process is illustrated in Figure 5.13. The
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Figure 5.13: The distribution of the m2
miss in the pion mass hypothesis as a

function of the downstream track momentum.

process is factorized accordingly:

εTotal = BR(Ke2) × εSelection × εParticleID × εRV × εTrig, (5.20)

where BR(Ke2) = 1.582 × 10−5 is the Ke2 branching fraction, εSelection is the
efficiency of the πνν selection on Ke2 including kinematics, εParticleID = εRICH ·
εCalo is the suppression from the RICH and calorimeters, and εRV , εTrig are the
efficiencies of the random veto and trigger measured on the data. The factors
have been measured to be:

• εSelection = (3.2 ± 0.7) × 10−6 - measured on the Ke2 MC;

• εParticleID =∼ 10−6 - measured on the Ke3 MC, validated with the data;

• εRV = 0.63, εTrig = 0.87, BR(Ke2) ∼ 10−5.

Combining the above numbers one gets the suppression of Ke2 decay at the
level of ∼ 10−17 which is negligible for the πνν analysis.

5.7.5 K+ → π0e+νe (Ke3) and K+ → π0µ+νµ (Kµ3) background
The estimation of these backgrounds is performed with the procedure established
for K+ → µ+ν; µ+ → e+νν̄ background without any Z-position dependence,
with the following factorization:

εTotal = BR × εSel × εRICH × εCalo × εKin × εRV × εTrig. (5.21)

Then, by multiplying εTotal with the number of kaons one gets the estimated
background.
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Ke3 background

The branching ratio is BR(Ke3) = 0.0507, εRV = 0.64, εTrig = 0.87 and the
remaining factors in eq. (5.21) are:

εSel = (5.3±1.4)·10−7; εRICH = 3.2·10−5; εCalo = (2.84±0.02)·10−3. (5.22)

Combining with the number of kaon decays, the total expected background from
Ke3 is:

Nexpected = 0.0002 ± 0.0002, (5.23)
where the uncertainty is the convolution of the statistical uncertainties on all
the factors measured on MC samples. This background is negligible for the πνν
analysis.

Kµ3 background

The branching ratio is BR(Kµ3) = 0.03352, εRV = 0.64 and εTrig = 0.87. Then,
exploiting MC simulation,all the other factors have been estimated:

εSel = (8.3 ± 2.4) · 10−7; εCalo = (0.99 ± 0.02) · 10−5, (5.24)

while the RICH PID rejection factor is directly taken from data (measured on
Kµ2 sample): εRICH = 2.1 · 10−3.

Combining with the number of kaon decays, the total expected background
from Ke3 is:

Nexpected = 0.0004 ± 0.0004, (5.25)
where again, the uncertainty is the convolution of the statistical uncertainties on
all the factors measured on MC samples. This background is also negligible for
the πνν analysis.

5.8 Background summary
The summary of all studied backgrounds integrated in R1 and R2, is presented
in Table 5.17. The dominant contribution comes from the upstream backgrounds
and a serious effort is made to mitigate this component in future.

5.8.1 Final background validation
The final validation is performed in the m2

miss signal regions, but for the mo-
mentum range of 35-40 GeV/c. The expected number of events in the m2

miss

compatible with R1 and R2 is:

N background
expected = 0.62 ± 0.13 (5.26)
N signal
expected = 0.13 ± 0.01. (5.27)

After unmasking these control regions, one event is observed over the m2
miss R2,

in agreement with the prediction. The distribution of events in (p,m2
miss) plane

after uncovering all of the control regions is shown in Fig. 5.14.
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Process Expected events in signal regions
K+ → π+π0(γ) IB 0.29 ± 0.03stat ± 0.03syst
K+ → µ+νµ(γ) IB 0.11 ± 0.02stat ± 0.03syst
K+ → µ+νµ(µ+ → e+νeν̄µ) 0.04 ± 0.02syst
K+ → π+π−e+νe 0.12 ± 0.05stat ± 0.03syst
K+ → π+π+π− 0.02 ± 0.02syst
K+ → π+γγ 0.005 ± 0.005syst
K+ → ℓ+π0νℓ negligible
K+ → e+νe negligible
Upstream background 0.9 ± 0.2stat ± 0.2syst
Total background 1.5 ± 0.2stat ± 0.2syst

Table 5.17: List of background contributions to πνν signal process.

Figure 5.14: The distribution of events after unmasking control regions. Signal
regions are kept masked.
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6. K+ → π+νν̄ analysis
This chapter describes the procedure to obtain the Single Event Sensitivity (SES)
and expected number of K+ → π+νν̄ events from the 2017 data set. All ingredi-
ents entering the SES calculation, like the number of kaon decays, acceptances,
trigger efficiencies and random veto are studied. The systematic errors related to
these studies are evaluated.

6.1 Single Event Sensitivity
The SES for the πνν is:

SES = BR(K+ → π+νν̄)
Nπνν

, (6.1)

where BR(K+ → π+νν̄) = (8.4±1.0)×10−11 is the πνν branching ratio and Nπνν

is the SM number of πνν events expected to be reconstructed after the selection.
The latter depends on the number of kaon decays, NK , and the overall πνν decay
reconstruction efficiency Aπνν :

Nπνν = NK · Aπνν ·BR(K+ → π+νν̄). (6.2)

The number of kaon decays is extracted from the normalization channel. The
standard normalization channel for the πνν analysis is the K+ → π+π0 decay
selected on control data using criteria similar to πνν, except photon and mul-
tiplicity rejection and kinematical cuts. An alternative normalization channel
K+ → µ+ν is also studied. In this case, photon and multiplicity rejection are
included, but particle identification in RICH and calorimeters is not applied, sig-
nal in MUV3 compatible with the track is required and Kµ2 kinematical region
is used. The number of expected events reads:

Nπνν = Nnorm
Aπνν ·BR(K+ → π+νν̄)

Anorm ·BR(norm) , (6.3)

where Nnorm is the number of reconstructed normalization events, Anorm is the
overall efficiency to reconstruct the normalization sample and BR(norm), with
BR(K+ → π+π0) = 0.2056 and BR(K+ → µ+ν) = 0.6356, is the branching ratio
of the normalization mode K2π and Kµ2, respectively.

6.2 Efficiencies
The overall efficiency of the πνν reconstruction is obtained by multiplying differ-
ent factors. One can factorize the efficiency into:

Aπνν ≃ εdet · εsel · εRandom · εtrig, (6.4)

where

• εdet is the detector efficiency (of detection and reconstruction) of
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– KTAG, GTK, STRAW, RICH, NewCHOD, CHOD, LKr;

• εsel is the selection efficiency:

εsel ≃ Aπ ·εPID(Calo, RICH)·εveto(π−induced)·εK(K−ID, K−π), (6.5)

where

– A(π) is the charged pion acceptance taking into account the geometry,
kinematic selection, time/spatial matching, etc.;

– εPID(Calo, RICH) is the efficiency of the pion identification using
the calorimeters and RICH;

– εveto(π − induced) estimates the fraction of event loss due to pion
interactions and decays;

– εK(K − ID, K − π) represents the kaon identification and the kaon-
pion matching efficiencies;

• εRandom is the random veto efficiency:

εRandom ≃ εRV (γ− veto) · εRV (π−mult) · εMUV 3
RV · εCHANTIRV · εRV (K−mult),

(6.6)
where

– εRV (γ − veto) combines an extra in-time activity in the LKr, LAV,
SAC and IRC. It rejects an event if there is some energy deposited in
LAV(IRC, SAC) within 3(7) ns, with respect to the π+ track. Also
events with a LKr cluster beyond 100 mm from the π+ impact point
location and within time windows ranging from ±5 ns for cluster en-
ergies below 5 GeV to ±50 ns above 15 GeV are rejected.

– εRV (π − mult) is a set of conditions aiming to suppress activity in
detectors induced by an extra charged particle. It contains the condi-
tions on the single track in the STRAW spectrometer and no additional
segments reconstructed in STRAW compatible with the decay vertex.
Furthermore, it checks the in-time activity in the CHOD and NA48-
CHOD unrelated to the π+ , but in the spatial coincidence with an
energy deposit of at least 40 MeV in the LKr. Finally, it rejects the
events with in-time signals in the HASC and MUV0 and more than
three signals in the NA48-CHOD in-time with the π+.

– εMUV 3
RV is the fraction of events rejected due to the in-time activity in

the MUV3.
– εCHANTIRV estimates the fraction of rejected events within 3 ns of the
π+ in the CHANTI.

– εRV (K −mult) is the efficiency of the upstream multiplicity cut: less
than five GTK tracks reconstructed within 2 ns of the KTAG time.

• εtrig ≃ εL0 · εL1 accounts for the trigger efficiencies of L0 and L1, see more
details in 6.2.1.
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The overall efficiency of the K2π reconstruction, used as a normalization, can
be written in the same way as for πνν:

A2π ≃ εdet · εsel · εRandom · εtrig, (6.7)

where most of the factors are identical, except for:

• in εveto(π − induced) only pion decays are taken into account, not interac-
tions.

• εRandom contains only εMUV 3
RV , εCHANTIRV and εRV (K − mult) which are the

same as for πνν.

Trigger efficiency of the control trigger used for the normalization is assumed
to be one, relative to PNN mask. To verify this statement several steps are
undertaken. First, the number of Kµ2 events after the full πνν selection without
applying the RICH conditions (Calo PID and no associated MUV3 candidate
still applied) from the control (N ctrl

µ2 ) and PNN trigger masks (NPNN
µ2 ) is counted.

Then NPNN
µ2 is compared with the corresponding number expected from N ctrl

µ2 :

NPNN
µ2 (expected) = D ·N ctrl

µ2 · εL0 · εL1. (6.8)

Further, from the full 2017 data set one gets:

NPNN
µ2 = (256.0 ± 0.5) × 103; N ctrl

µ2 = (710 ± 27); D = 400; (6.9)
εL0 ≈ 0.983; εL1 ≈ 0.955; NPNN

µ2 (expected) = (267 ± 10) × 103.

The expected and measured central values of NPNN
µ2 differs by 4% relative to

each other and agrees within the error which is dominated by the statistics on
the control trigger. As a result, ±4% relative systematic uncertainty is assigned
to the L0 trigger efficiency. The value can be in principle improved using another
sample for testing.

In the SES computation, only the ratio of the signal and normalization channel
enters, so the factors which are the same will cancel out and one can write:

Nπνν(P, I) = D ·N ctrl
2π (P, I) · εRV (I) · εtrig(P, I) · AMC

πνν (P ) ·BR(πνν)
AMC

2π (P ) ·BR(2π) + AMC
bkg (P ) ·BR(bkg) (6.10)

where the dependence on intensity I and momentum P is explicitly written.
Here, D = 400 is the down-scaling of the control trigger and bkg refers to the
K2π sample with π0 Dalitz decay. AMC

πνν and AMC
2π are the acceptances obtained

from the MC and represent the product of εsel ·εdet with the differences mentioned
above. All of the terms entering equation 6.10 are known, or can be measured,
precisely.

6.2.1 Trigger Efficiency
The level zero trigger (L0) efficiency measurement was done separately for the
electromagnetic calorimeter (L0Calo) and the other L0 detectors (L0NoCalo).
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15-20 20-25 25-30 30-35
<200 MHz L0 0.951(3) 0.933(6) 0.915(4) 0.897(4)
200-300 MHz L0 0.950(3) 0.931(4) 0.913(4) 0.896(4)
300-400 MHZ L0 0.948(3) 0.930(4) 0.911(4) 0.894(5)
400-800 MHz L0 0.945(4) 0.927(4) 0.909(4) 0.891(5)
>800 MHz L0 0.938(4) 0.920(5) 0.902(5) 0.885(5)

Table 6.1: L0 trigger efficiencies in momentum and intensity bins.

Intensity [MHz] <200 200-300 300-400 400-800 >800
L1 before run 8025 0.970(4) 0.960(5) 0.950(6) 0.931(9) 0.889(14)
L1 after run 8025 0.970(3) 0.965(4) 0.960(6) 0.950(8) 0.928(13)

Table 6.2: L1 trigger efficiencies in intensity bins before and after run 8025.

The L0NoCalo efficiency was measured on data using K2π or Kµ2 collected by
control trigger and selected like πνν events to evaluate the part uncorrelated to
the πνν selection.

For the L0Calo efficiency measurement a sample of K2π selected with both
γs in LAV(2-12) and π+ momentum above 40 GeV/c was used. The efficiency
was then measured as a function of ELKr converted in π+ momentum using E/p
from π+π+π− events. Finally the efficiency as a function of π+ momentum in the
15-35 GeV/c range was extracted.

The level one trigger (L1) consists of L1KTAG, L1LAV and L1STRAW. These
components were measured in addition to the πνν selection mainly with Kµ2
events, using auto-pass, control and L1 trigger emulator. L1KTAG was found
fully efficient and L1STRAW has about 1% inefficiency. L1LAV is intensity de-
pendent and its efficiency decreases with intensity due to a non-negligible addi-
tional random veto in addition to the offline random veto. In 2017 there were two
periods with different settings of the L1LAV. Before run 8025, the L1LAV was
defined as a veto if there were few in-time hits within 10 ns wrt reference time in
any of the LAV stations (1-12), while starting at run 8025 only signals from LAV
stations 2-12 were taken into account.

All the numbers for combined L0 and L1 in the momenta and intensity bins are
summarized in Tables 6.1 and 6.2. The first table presents L0 trigger efficiencies
and the second L1 trigger efficiencies for the conditions before and after run 8025.
The errors reported in the tables correspond only to the statistics.

A systematic uncertainty for the L0NoCalo trigger at the level of 4 per mile
is considered due to nonhomogeneous variations in the intensity. Another 4 per
mile from the L0Calo is assigned to systematics based on run-by-run spread of
the efficiency. Moreover a relative 4% systematic uncertainty is added to the L0
trigger efficiency considering the relative trigger efficiencies of control trigger and
PNN mask, as explained in section 6.2.

As the L1 trigger is not significantly momentum dependent, only a single
value valid for the whole momentum range is reported. A small dependence at
the level of 2 per mile in the L1STRAW is assigned to the systematic uncertainty
of L1 trigger. The L1LAV systematic uncertainty of 1.4% is added based on the
intensity dependence and run-by-run spread.

The product of L0 and L1 efficiencies enters in the SES calculation. It is
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Figure 6.1: Total L0×L1 trigger efficiencies in bins of intensity in four momentum
bins, with L1LAV conditions as defined before run 8025.

graphically represented in Figures 6.1 and 6.2 for the period before and after run
8025, respectively.

6.2.2 Random Veto εRV

The Random Veto (RV) is measured using the Kµ2 events selected from the
control trigger. The Kµ2 sample used in this study is obtained using kinematics
criteria and positive muon identification. The RV effect is calculated in the
following way:

εRV = Nµ2(afterγ−veto,π−mult)

Nµ2(beforeγ−veto,π−mult)
. (6.11)

This efficiency needs to be corrected for the muon induced loss originating from
the δ-rays in RICH mirrors, leading to increase of the CHOD multiplicity:

εRV → εRV + 1/2(1 − εµ), (6.12)
where εµ = 0.022 was measured on Kµ2 MC. Systematic uncertainty assigned to
the correction is: ±1/2(1 − εµ). The stability of εRV was tested against variation
of muon identification and kinematic cuts and the maximum observed relative
excursion was 2.4%. An average value of ±0.012 · εµ is taken and assigned as a
systematic uncertainty. The dependence of εRV on momentum and intensity was
also scrutinized and was found to be stable within ±0.003 wrt the momentum
and strongly dependent on the instantaneous beam intensity, as can be seen in
Table 6.2.2 and Figure 6.3.

The summary of the results together with the breakdown of error budget is
listed in Table 6.2.2.
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Figure 6.2: Total L0×L1 trigger efficiencies in bins of intensity in four momentum
bins, with L1LAV conditions as defined after run 8025.

0-200 MHz 200-300 MHz 300-400 MHz 400-800 MHz > 800 MHz
0.77005(8) 0.69756(9) 0.64222(7) 0.55467(6) 0.39724(22)

Table 6.3: Random veto rejection at the different beam intensities.

RV averaged over beam intensity
εRV = 0.638 ± 0.014

Source Uncertainty
Kµ2 interaction correction ±0.011
µ identification ±0.008
momentum dependence ±0.003
statistics < 0.001

Table 6.4: RV value and breakdown of its error budget.
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Figure 6.3: RV as a function of the instantaneous intensity. The single sub-
detectors and combined effect are presented.

6.2.3 Pion induced veto εveto(π − induced)
The pion induced veto represents the inaccuracy of the simulation of the π+ loss
because of interactions due to the multiplicity and photon rejection cuts. As
the extra activity in the detectors accounted for in εRV is measured on events
with a muon track, the pion interaction effects are omitted. In reality, they are
suppressed by the multiplicity cuts applied in the πνν selection, but not in the
ππ0 one.

To quantify the effect, the cross-check is performed between data and simu-
lation on a specific sample of π+π0 selected with both γ’s in LAV(2-11) and veto
in LKr, LAV1,12, SAC.

The fraction of events surviving the π-multiplicity cuts measured on data is
given by:

1 − εDatamult = (1 − εintmult) + (1 − εRVmult), (6.13)
where 1 − εintmult corresponds to the loss of π+ because of interactions due to the
multiplicity cuts and 1 − εRVmult is the loss of π+ because of random activity due to
the multiplicity cuts measured on data. On the MC sample, the measured effect
is only due to the pion interactions, as the random activity is not simulated:

εMC
mult = εintmult. (6.14)

The cross-check of the data (εintmult = 1 + εDatamult − εRVmult) with the MC (εMC
mult) shows

a discrepancy, clearly visible in Figure 6.4. In data one measures εintmult(Data) =

101



Figure 6.4: Comparison of the fraction of events surviving π-multiplicity cuts
evaluated on data and MC. The relative half-difference is propagated to εveto(π−
induced) as a correction factor.

0.81 ± 0.05, while in MC the value is εMC
mult = 0.863 ± 0.001. The relative half-

difference is considered and propagated to εveto(π − induced) as a correction
factor to AMC

πνν : 0.97 ± 0.03. The term εveto(π− induced) affects only πνν and its
uncertainty propagates linearly to the SES.
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6.3 Normalization selection

6.3.1 K2π normalization sample selection
The K2π selection is based on the following criteria:

• control trigger;

• a positive pion candidate;

• the events pass the beam kinematics conditions, defined in section 4.3.1;

• the events pass the kinematics criteria, defined in section 4.3.3;

• the reconstructed decay vertex lays within 105 m and 165 m;

• no CHANTI candidate associated to the event;

• full upstream - downstream candidate matching, with the matching cuts on
the discriminants and time, for details see section 4.2.2;

• a RICH ring reconstructed using the single-ring algorithm associated to the
downstream candidate;

• a full calorimetric π+ particle identification:

– no reconstructed MUV3 candidate within ±7 ns of the reference track
time;

– energy in MUV1+2 not associated to the track is below 5 GeV;
– no associated cluster in MUV2 unless there is a MUV1 cluster associ-

ated to the track;
– the pion probability, Probπ+ , provided by the standard BDT PID

calorimetric algorithm is:

Probπ+ > max(0.7, 0.98 − 0.4596 · e−
p

π+ −11.44
5.27 ), (6.15)

where pπ+ is the momentum of the π+ candidate;

–
Etotal
p

< 1.2, where Etotal is a sum of energies from LKr, MUV1 and
MUV2;

–
ELKr
p

< 0.8;

– electromagnetic shape cuts, defined in section 4.3.6;

• a full RICH π+ particle identification:

– |Likelihood of not pion| < 0.12;
– mRICH

miss ∈ (0.125, 0.2);

• cut against the Type 1 upstream events, defined in section 4.3.2;

• single-track cut, defined in section 4.3.4;
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• m2
miss ∈ (0.01, 0.026).

The number of selected events in the bins of momenta and intensity is sum-
marized in table 6.5.

Intensity
Momentum 15-20 20-25 25-30 30-35

> 800 256126 444255 564361 559464
400 − 800 3559134 6156133 7812197 7758394
300 − 400 2766205 4797710 6089868 6034536
200 − 300 1578829 2740413 3480937 3443286
< 200 1399323 2431095 3085266 3049071

Table 6.5: Number of reconstructed K2π events in bins of momenta and intensity.

6.3.2 Kµ2 normalization sample selection
The Kµ2 events need to pass these conditions:

• control trigger;

• a positive pioncandidate;

• the events pass the beam kinematics conditions, defined in section 4.3.1;

• the events pass the kinematics criteria, defined in section 4.3.3;

• the reconstructed decay vertex lays within 115 m and 165 m;

• no CHANTI candidate associated to the event;

• full upstream - downstream candidate matching, with the matching cuts on
the discriminants and time, for details see section 4.2.2;

• a RICH ring reconstructed using the single-ring algorithm associated to the
downstream candidate;

• cut at final collimator against upstream background (box cut), defined in
section 4.3.2;

• Zvertex versus radius cut at Straw chamber against K3π background, defined
by eq. (4.33);

• cut against the Type 1 upstream events, defined in section 4.3.2;

• selection criteria against extra activity in detectors, see section 4.3.5;

• single-track cut, defined in section 4.3.4;

• no reconstructed STRAW segments, see section 4.3.5;

• no photon multiplicity, see section 4.3.7;
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• a matched MUV3 candidate to pion candidate;

• m2
miss ∈ (−0.05,m2

µ−kin + 3σ).

Number of events passing the selection in various bins of momentum and
intensity is shown in Fig. .

Intensity
Momentum 15-20 20-25 25-30 30-35

> 800 62344 521736 682546 762395
400 − 800 1190634 9929730 12949402 14464300
300 − 400 1043041 8771692 11417202 12694971
200 − 300 634201 5349839 6964250 7714461
< 200 608808 5183740 6737557 7442275

Table 6.6: Number of reconstructed Kµ2 events in bins of momenta and intensity.

6.4 Acceptances
All the acceptances were obtained using a MC with the upstream pile-up genera-
tor (PileupParticleGenerator pre-analyzer), which works in the 150 ns wide time
window, and generates on average 4 beam kaons per event. The final SES were
checked with and without the upstream pile-up generator and were found to be
stable within few per mile. When the upstream pile-up is applied, one gets better
MC/Data agreement for the tails of m2

miss distribution. The data-MC agreement
is not perfect over a full range of invariant mass, with up to 60% discrepancy on
the sides of the main peak. About 20% of this discrepancy is coming from the
imperfections of simulation of the scattering in STRAWs and the rest is due to
shortcomings in the upstream pile-up generator.

6.4.1 MC πνν acceptance
For the πνν acceptance measurement a MC sample generated with v1.1.3 was
used. The decays generated within 105 < Zdecay < 165 m are considered. The
main difference between MC and Data is the particle identification, where the
relative effect is around 10% in favor of MC. This effect, summarized in Table
6.7, is measured in bins of momentum on π+π0 sample. The other discrepancies
are the π−K matching, 5% relative difference, and εintveto(π− induced) at the level
of 3% - for more details, see 6.2.3. The statistical error is, given the size of the
simulated sample, negligible. The acceptance in bins of momentum is shown in
Fig. 6.5 and the integrated value is:

AMC
πνν = 0.030 ± 0.004. (6.16)

The errors depicted in the Figure 6.5 are set to 10%, representing the difference in
PID between data and MC. The main uncertainties of PID and π−K association
will cancel out for the SES calculation when π+π0 is used as the normalization,
as they are the same and only the acceptances ratio enters the calculation. If Kµ2
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Figure 6.5: The acceptance of πνν in bins of momentum for two signal regions
and their sum.

Data
15-20 20-25 25-30 30-35 All

Calorimeters 0.793(1) 0.785(1) 0.768(1) 0.753(1) 0.771(1)
RICH 0.775(1) 0.860(1) 0.837(1) 0.753(1) 0.808(1)

Combined 0.615(1) 0.675(1) 0.643(1) 0.567(1) 0.623(1)
MC

Calorimeters 0.828(1) 0.819(1) 0.805(1) 0.786(1) 0.806(1)
RICH 0.822(1) 0.900(1) 0.895(1) 0.819(1) 0.863(1)

Combined 0.681(1) 0.737(1) 0.720(1) 0.644(1) 0.696(1)

Table 6.7: Particle identification efficiencies for pion in calorimeters and RICH
measured on data and MC.

is used as a normalization, only the π − K will cancel out in the ratio, not the
PID as it is not applied in this normalization channel selection. Hence, for the
SES calculation, when using Kµ2 as a normalization, a systematic uncertainty is
assigned in the bins of momentum, employing the difference between data and
MC according to Table 6.7, to the acceptance. On the other hand, using Kµ2 as
a normalization, the same treatment for the photon and multiplicity rejection is
used, so only a εintveto(π− induced) needs to be applied on top. In both cases there
is an effect of εintveto(π − induced) resulting in 3% systematic uncertainty.

6.4.2 MC π+π0 acceptance
The acceptance of the normalization channel was obtained from the MC sample
generated with v1.1.3 within 105 < Zdecay < 165 m. The agreement of the
simulation compared to data was studied in various kinematic variables, see an
example in Fig. 6.6.

106



1−10
1

10

210

310

410

510

610

710

810 Data

MC

 / ndf 2χ  1.247e+04 / 91
p0        0.0004± 0.9952 

0 10 20 30 40 50 60 70

]c [GeV/πP

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6

D
at

a/
M

C  / ndf 2χ  1.247e+04 / 91
p0        0.0004± 0.9952 

1−10
1

10
210

310

410

510

610

710

810

910 Data

MC

 / ndf 2χ  4.065e+04 / 24
p0        0.0004± 0.9602 

0.01 0.012 0.014 0.016 0.018 0.02 0.022 0.024 0.026

]2c [GeV/2
missM

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6

D
at

a/
M

C  / ndf 2χ  4.065e+04 / 24
p0        0.0004± 0.9602 

1−10
1

10

210

310

410

510

610

710
Data

MC

 / ndf 2χ   2720 / 286
p0        0.0004± 0.9989 

100 110 120 130 140 150 160 170 180

310×

 [m]vertexZ

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6

D
at

a/
M

C  / ndf 2χ   2720 / 286
p0        0.0004± 0.9989 

Figure 6.6: Data/MC comparison of theK2π for the momentum (top left), missing
mass (top right) and Zvertex distributions (bottom).
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Figure 6.7: The acceptance of π+π0 in bins of momentum.

The main discrepancy between simulation and data lies again in the particle
identification, which is about 10% better in the MC, and in the K−π association,
where the relative difference is at the level of 5%. The statistical error is, given
the size of the simulated sample, negligible. The integrated acceptance is:

AMC
2π = 0.09 ± 0.01 (6.17)

shown in bins of momentum in Fig. 6.7.
Kinematically same decay, π+π0

D, has about eight times smaller acceptance.

6.4.3 MC µ+ν acceptance
The analyzed MC sample was generated with v1.1.3 within 105 < Zdecay < 165 m.
The validation of the MC sample compared to data in different kinematic variables
is shown in Fig. 6.8.

Here, RICH and calorimetric particle ID is not applied as the final state
particle is different compared to signal. A positive in time signal in MUV3 is
required. This requirement of MUV3 signal is efficient at the level of 99.5%. The
overall acceptance is:

AMC
µ2 = 0.067 ± 0.005, (6.18)

where the dominant error contribution is from the K − π association at the level
of 5%. The K−π association error is not assigned as systematics as it will cancel
in the ratio with πνν acceptance. Acceptance in bins of momentum is shown in
Fig. 6.9.

6.5 SES and number of expected events
To compute the single event sensitivity and number of expected SM events two
different normalization channels, K2π and Kµ2, are used. Both of them follow
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Figure 6.8: Data/MC comparison of theKµ2 for the momentum (top left), missing
mass (top right) and Zvertex distributions (bottom).

109



15 20 25 30 35

]c Momentum [GeV/+π

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05)c
M

C
 A

cc
ep

ta
nc

e 
/ (

5 
G

eV
/

ν+µ→+K

Figure 6.9: The acceptance of µ+ν in bins of momentum.

the analysis steps of πνν as far as possible to cancel most of the systematic
effects. The differences from πνν are outlined below and are accounted for either
in additional factors or systematical uncertainties. In the end the SES and Nπνν

exp

are compatible within the statistical and systematical errors.

6.5.1 Using K2π as normalization
When K2π as a normalization to πνν is used, several uncertainties and imper-
fections, like π −K association and particle identification, will cancel out in the
ratio. However, some effects are not taken into account in the simulation and
the final SES needs to be scaled with some external factors, namely Random
Veto and Trigger efficiencies, measured on data. Then the final formula for SES
computation has the following form:

SESK2π = 1
N2π
K · Aπνν · εRV · εtrig · εveto(π − induced) , (6.19)

where N2π
K means effective number of kaon decays measured through the K2π

stream as explained in 6.3.1. The resulting SES integrated over the beam intensity
and π+ momentum is:

SESK2π = (3.78 ± 0.21) × 10−11. (6.20)

The breakdown of the error budget is reported in Table 6.8.
The SES are calculated in bins of π+ momentum and beam intensity, assuming

that πνν events have been taken at the same intensity of the π+π0 events selected
for normalization. They are shown in Figure 6.10 as a functions of π+ momentum
and beam intensity, together with statistical and systematical errors.

Comparing them with the SM branching fraction prediction
BR(K+ → π+νν̄) = (8.4 ± 1.0) × 10−11, and integrating over π+ momentum and
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Source Uncertainty ×10−11

L0 trigger ±0.15
Acceptance ±0.12
Random veto ±0.08
L1 trigger ±0.03
Normalization background < 0.001

Table 6.8: The error budget of SES obtained using K2π as a normalization.
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Figure 6.10: SES in bins of π+ momentum (left) and beam intensity (right), with
the corresponding statistical and systematical errors.

beam intensity bins, one gets the number of expected events:

N exp
πνν = BR(K+ → π+νν̄)

SESK2π

= 2.22 ± 0.12 ± 0.26ext, (6.21)

where the first error propagates from the SES and the second represents the exter-
nal uncertainty from the branching fraction theoretical prediction. The number
of expected events in separate bins of π+ momentum and beam intensity, without
the external uncertainty, are published in Table 6.9.

Figure 6.11 details the N exp
πνν in bins of π+ momentum and beam intensity,

together with the combined statistical and systematical uncertainty, and the ex-

Momentum → 15-20 20-25 25-30 30-35 SumIntensity ↓
0-200 MHz 0.082(4) 0.126(7) 0.122(6) 0.076(4) 0.406(26)

200-300 MHz 0.083(4) 0.127(7) 0.123(7) 0.077(4) 0.409(22)
300-400 MHz 0.133(7) 0.203(11) 0.198(11) 0.123(7) 0.657(35)
400-800 MHz 0.145(8) 0.222(12) 0.215(11) 0.134(7) 0.716(38)
>800 MHz 0.007(1) 0.011(1) 0.010(1) 0.006(1) 0.033(4)

Sum 0.449(23) 0.688(36) 0.668(36) 0.417(27) 2.22(12)

Table 6.9: Number of expected SM πνν events, using K2π as normalization. The
shown errors does not contain the external uncertainty from BR(K+ → π+νnū)
theoretical prediction.
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Figure 6.11: Number of expected SM πνν events in bins of π+ momentum (left)
and beam intensity (right), using K2π as a normalization. The combined statis-
tical and systematical uncertainty, and the external error are drawn.

ternal error.

6.5.2 Using Kµ2 as normalization
Using Kµ2 as a normalization differs from K2π in various aspects. Most notably,
the full photon and multiplicity rejection is applied and particle identification
cuts are not, only an in-time candidate in MUV3 is required. So, while the
π − K association imperfections are canceled in the ratio, particle ID Data/MC
discrepancies will result in larger systematical uncertainty in the acceptances. On
the other hand, random veto is not present in the computation of SES and one
can write:

SESKµ2 = 1
Nµ2
K · Aπνν · εtrig · εveto(π − induced)

, (6.22)

where Nµ2
K represents the effective number of kaon decays, for details see section

6.3.2. Integrating over downstream track momentum and beam intensity bins,
one gets a following SES:

SESKµ2 = (3.37 ± 0.36) × 10−11. (6.23)

The contributing uncertainties are outlined in Table 6.10, where the dominant
input comes from the acceptance, due to imperfect simulation of PID in the RICH
and the calorimeters.

Source Uncertainty ×10−11

Acceptance ±0.34
L0 trigger ±0.15
L1 trigger ±0.03
Normalization background < 0.001

Table 6.10: The error budget of SES obtained using Kµ2 as a normalization.

SES as a functions of π+ momentum and beam intensity are depicted in Figure
6.12.
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Figure 6.12: SES as a functions of π+ momentum (left) and beam intensity
(right). The statistical and systematical errors are shown.

Momentum → 15-20 20-25 25-30 30-35 SumIntensity ↓
0-200 MHz 0.087(12) 0.136(19) 0.134(19) 0.084(13) 0.441(47)

200-300 MHz 0.089(13) 0.139(19) 0.137(20) 0.086(13) 0.452(48)
300-400 MHz 0.146(20) 0.226(31) 0.223(32) 0.141(21) 0.735(79)
400-800 MHz 0.163(23) 0.251(34) 0.248(36) 0.158(24) 0.821(88)
>800 MHz 0.008(1) 0.013(2) 0.013(2) 0.008(1) 0.041(5)

Sum 0.493(52) 0.766(72) 0.754(86) 0.477(60) 2.49(0.27)

Table 6.11: Number of expected SM πνν events, using Kµ2 as normalization. The
shown errors does not contain the external uncertainty from BR(K+ → π+νν̄)
theoretical prediction.

Combining SES with the SM BR(K+ → π+νν̄) = (8.4 ± 1.0) × 10−11 pre-
diction, the number of expected SM events is obtained. They are summarized
in single bins of π+ momentum and beam intensity, with their statistical and
systematical errors, in Table 6.11. Integrating over the bins one gets an overall
number of expected events:

N exp
πνν = BR(K+ → π+νν̄)

SESKµ2

= 2.49 ± 0.27 ± 0.30ext. (6.24)

The Nπνν
exp as a functions of µ+ momentum and beam intensity are illustrated

in Figure 6.13.
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Figure 6.13: Number of expected SM πνν events in bins of π+ momentum (left)
and beam intensity (right), using K2π as a normalization. The combined statis-
tical and systematical uncertainty, and the external error are drawn.
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7. Results
The preliminary result from the 2017 data is obtained using the K2π decay as a
normalization. This choice is made as the PID simulation imperfections cancels
out and does not induce a large systematic uncertainty as in the case of Kµ2.

After unmasking the signal regions, two events are observed in R2, see Fig.
7.1. The background profiles in Fig. 7.2 show that both events are in the regions
with the high signal/background ratio, far from edges of the signal regions. Their
selected properties are listed in Table 7.1.

Figure 7.1: Distribution of events after unmasking the signal regions. Two events
are present in the R2.

Property Signal Event 1 Signal Event 2
Zvertex [m] 140.4 158.8
CDA [mm] 0.609 1.383
pπ+ [GeV/c] 26.53 22.39
m2
miss [GeV2/c4] 0.038 0.064

m2
miss(Beam) [GeV2/c4] 0.034 0.064

m2
miss(RICH) [GeV2/c4] 0.034 0.065

Pion probability 0.9965 0.9973
Muon probability 0.001 0.003
RICH mass [MeV/c2] 134.4 139.7
Kaon momentum [GeV/c] 74.97 75.48

Table 7.1: Selected properties of the signal events.
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Figure 7.2: The m2
miss distribution of the data and expected background events

after πνν selection in the full 15-35 GeV/c momentum range (top) and in 5 GeV/c
wide bins (bottom).
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Single event sensitivity (3.78 ± 0.21) × 10−11

Expected background 1.50 ± 0.30
Expected SM signal events 2.22 ± 0.29
Events observed 2

Table 7.2: Final results from the πνν analysis of the 2017 data.

Observed Expected (background only) CL
BR(K+ → π+νν̄) < 1.76 × 10−10 BR(K+ → π+νν̄) < 1.41 × 10−10 90%
BR(K+ → π+νν̄) < 2.11 × 10−10 BR(K+ → π+νν̄) < 1.76 × 10−10 95%

Table 7.3: Observed and expected upper limits on the branching ratio at 90%
and 95% CL.

7.1 Statistical interpretation
The expected number of signal and background events with the final observation
is summarized in table 7.2. They are Poisson-distributed variables.

The interpretation of the result is performed with the hybrid
Bayesian-frequentist approach [64] and the CLs method [65]. The statistical
model is a counting experiment with only one parameter, the K+ → π+νν̄ SM
branching ratio. Symmetric uncertainties of the input variables are considered.
The corresponding expected and observed upper limits on the branching ratio are
presented in Table 7.3, for two different confidence levels (CL).

The decay rate computed with the two-sided 68% band is:

BR(K+ → π+νν̄) = (0.20+0.69
−0.20) × 10−10. (7.1)

7.2 Combined 2016 and 2017 results
Combining data from 2016 with 2017 results in the upper limits presented in
Table 7.4. Again, the Bayesian-frequentist approach and the CLs method are
used.

The decay rate with the two-sided 68% band is:

BR(K+ → π+νν̄) = (0.47+0.72
−0.47) × 10−10. (7.2)

This result is compatible with the existing measurement performed by the
E787 and E949 experiments in BNL. Fig. 7.3 shows the comparison of the NA62
combined result with the previous measurements and the theoretical prediction.

The measurement of the charged kaon decay to charged pion, neutrino and
anti-neutrino is theoretically connected in the SM, and in most of its extensions,
with the neutral kaon decay to neutral pion, neutrino and anti-neutrino. This

Observed Expected (background only) CL
BR(K+ → π+νν̄) < 1.85 × 10−10 BR(K+ → π+νν̄) < 1.32 × 10−10 90%
BR(K+ → π+νν̄) < 2.44 × 10−10 BR(K+ → π+νν̄) < 1.62 × 10−10 95%

Table 7.4:
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Figure 7.3: New NA62 measurement in the context of the previous experiments
compared to the theoretical prediction. The upper plot shows the whole timeline,
while the lower plot is zoomed to the two best measurements in recent years.
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Figure 7.4: Grossman-Nir bound.

connection is represented by the Grossman-Nir condition (1.52), explained in
section 1.5. The new NA62 measurement can, through this connection, set an
upper limit on the neutral kaon decay, as is shown in Fig. 7.4.
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Conclusion
Analysis of the data collected by the NA62 experiment in 2017 has been per-
formed. After the selection, two events are observed in the signal region. The
final result of the K+ → π+νν̄ decay branching ratio is obtained. The upper limit
on the branching ratio measured on the 2017 data is:

BR(K+ → π+νν̄) < 1.76 × 10−10 @90% CL. (7.3)

The decay rate computed with the two-sided 68% band is:

BR(K+ → π+νν̄) = (0.20+0.69
−0.20) × 10−10. (7.4)

After combining the 2017 data sample with the previously analyzed data
collected in 2016, where one event was observed, the following result is obtained:

BR(K+ → π+νν̄) < 1.85 × 10−10 @90% CL. (7.5)
The decay rate computed with the two-sided 68% band for 2016 combined

with 2017 data samples is:

BR(K+ → π+νν̄) = (0.47+0.72
−0.47) × 10−10. (7.6)

The analysis of 2018 data sample is ongoing and NA62 plans to continue data
taking in 2021.

120



A. Appendix

A.1 Full K+ → π+π0 selection
The following criteria are required to select K+ → π+π0 events:

• at least 1, but no more than 2000 LKr hits;

• at least 1 good STRAW track passing through the geometrical acceptance,
with associated activity in NA48CHOD, CHOD and LKr;

• NA48CHOD track time must be within ±25 ns of the trigger time;

• a selected track must have associated KTAG and GTK candidates;

• contol trigger;

• one and only one pair of the LKr clusters compatible with the π0 decay, see
App. A.4;

• the π0 is within ±5 ns of the NA48CHOD track time;

• 115 < Zπ0
vertex < 165 m;

• the decay vertex reconstructed using kaon and the π+ candidate must be
in the region (115, 165) m;

• no associated CHANTI candidate;

• the event must pass the kinematics criteria, defined in section 4.3.3;

• no photons in LAV, IRC and SAC, as described in section 4.3.7;

• only two standard clusters reconstructed in LKr not associated to the π+

candidate;

• momentum of the expected π+ between (5, 80) GeV; here the expected π+

momentum is computed assuming that the reconstructed π0 is produced at
Zπ0
vertex and the nominal beam momentum and direction are taken;

• the expected π+ is at least 150 mm distant from each of the photon candi-
dates;

• a standard LKr cluster is closer than 200 mm from the position of the
expected π+ at the LKr surface and within ±5 ns of the ]pi0 time; if the
standard LKr cluster is missing a cluster is looked for by summing up the
cells above 40 MeV closer than 200 mm to the position of the expected pi+
at the LKr surface; in this last case the cluster must be within ±8 ns of the
π0 time;

• 0.008 < m2
miss(π0) < 0.031 GeV2/c4, where m2

miss(π0) = (pK − pπ0)2,
with pK is the nominal kaon 4-momentum and π0 is the measured π0 4-
momentum.
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A.2 K+ → π+π+π− selection
The K+ → π+π+π− sample is selected using the following criteria:

• three good STRAW tracks passing through the geometrical acceptance, with
associated activity in NA48CHOD and LKr and no association in MUV3;

• exactly one three-track vertex reconstructed with the VertexLSF tool [58];

• a RICH ring reconstructed with the standalone ring reconstruction must be
associated to one of the positive pion tracks. The time TRICH is computed
as the average of the ring times of the matched pions;

• the KTAG candidate closest in time with TRICH must have 5 or more sectors
fired and must be within ±2 ns of TRICH ;

• no activity in the SAC, IRC and LAV detectors;

• the invariant mass of the three pions m3π must be in the
491.5−495.5 MeV/c2 mass range.

A.3 K+ → π0e+νe selection
K+ → π0e+νe events were extracted with the following conditions:

• at least 1, but no more than 2000 LKr hits;

• at least 1 good STRAW track passing through the geometrical acceptance,
with associated activity in NA48CHOD, CHOD and LKr;

• NA48CHOD track time must be within ±25 ns of the trigger time;

• a selected track must have associated KTAG and GTK candidates;

• contol trigger;

• one and only one pair of the LKr clusters compatible with the π0 decay, see
App. A.4;

• the π0 is within ±5 ns of the NA48CHOD track time;

• 115 < Zπ0
vertex < 165 m;

• Ze+ ∈ (115, 165);

• the event must pass the kinematics criteria, defined in section 4.3.3;

• the events pass the beam kinematics conditions, defined in section 4.3.1;

• full upstream - downstream candidate matching, with the matching cuts on
the discriminants and time, for details see section 4.2.2;

• identified π0 decay, see App. A.4;
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• the π0 is within ±5 ns of the NA48CHOD track time;

• no associated CHANTI candidate;

• transverse momentum PT > 0.04 GeV/c;

• no MUV3 candidate associated to the STRW track;

• m2
miss out of K2π kinematic region defined in Table 3.1;

• |PK − Pe+ − Pπ0|2 ≤ 0.01, where the PK , Pe+ and Pπ0 are the 4-momenta
of the kaon, positron and π0, respectively;

• exactly one RICH ring reconstructed using the single-ring algorithm asso-
ciated to the downstream candidate;

• no reconstructed STRAW segments, see section 4.3.5;

• single-track cut, defined in section 4.3.4;

• downstream track momentum within (15, 35) GeV/c range;

• ELKr/p > 0.8, where ELKr is the energy of the track associated LKr cluster
and |p| is its momentum;

• no photons in LAV, IRC and SAC, as described in section 4.3.7.

A.4 π0 decay identification
To identify a π0 decay, the following conditions is applied:

• at lest 2 electromagnetic-like clusters in LKr (photon candidate), where a
cluster is electromagnetic-like if the following conditions are satisfied:

– the cluster is reconstructed by the standard LKr algorithm;
– its energy, ELKr, is ≥ 3 GeV;
– is at least 20 mm away of the dead cell;
– it is located at least 150 mm from the center of the LKr;
– it satisfies the condition 0.2 < ELKrSeed/ELKr < 0.44 together with

1 ≤ (NLKrCell − 2.21)/(0.93 · ELKr) < 2.2;

• the 2 photon candidates should be in time within ±3 ns between each other
and at least 150 mm distant from each other;

• a photon pair satisfying the previous conditions must be produced at 105 <
Zπ0
vertex < 180 m, where Zπ0

vertex is computed from the energy and position of
the photon clusters assuming the π0 mass and the nominal beam direction
and momentum;

• the selected photon candidates must not intersect the RICH beam pipe.
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