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Introduction
Under the term fluid, one usually imagines quickly flowing streams of water or
air. These are the typical cases of so-called Newtonian fluids whose viscosity is
constant with respect to the stress or velocity of the fluid. However, there are
many examples of non-Newtonian flows. Take for example something as solid as
asphalt. It may seem to be hard at first but let it slowly flow for a long time and
it behaves as a liquid [1]. Ice may be another such example. While it is definitely
solid when we skate on it, it flows like a fluid if we examine it on timescales of
millions of years. The viscosity of such fluids is no longer a constant. It may
be dependent on various quantities such as time, the velocity of the flow, or the
stress they are subjected to. Moreover, their response to deformation is often
complicated. Their solid nature described for example by elasticity together with
the aforementioned viscous behavior is why we call them viscoelastic.

Deriving rheological relations that are compatible with the second law of ther-
modynamics for such materials is a non-trivial challenge. In the past, the inspi-
ration for the derivation of viscoelastic models was usually taken from springs
and dashpots systems, connected so they formed an element with reasonable de-
formation response. These 1D mechanical systems were then generalized to 3D
with the condition of maintaining the objectivity of the resulting relations. The
generalization is not unique moreover, it was often unclear whether the entropy
production is kept non-negative. Models extensively used in practice, such as an
Oldroyd-B model [2] or a model by Giesekus [3], have been derived using this
method.

In this thesis, the main goal is to extend the work done in the field of isotropic
viscoelastic fluids that proposes an approach on how to consistently derive the
constitutive equations directly employing the second law of thermodynamics. The
so-called multiconfigurational approach was outlined in [4] and further developed
for example in [5] and [6]. The models mentioned above, the Oldroyd-B or the
Giesekus model can be derived using this approach [7]. The main advantage of
the method is that we are not prescribing directly the stress tensor and all its
degrees of freedom but rather just two scalar functions, the Helmholtz free energy
describing elastic response and the dissipation giving us information about the
viscous behavior. Since we employ the second law of thermodynamics directly,
the models derived are consistently keeping the dissipation non-negative.

We seek to generalize this method by including anisotropy. Motivated by the
article [8], which we aim to extend and update with recent progress in the the-
ory, we shall develop a collection of useful relations that may be helpful in the
future for anyone interested in the derivation of thermodynamically consistent
anisotropic models. We also illustrate the method by providing examples of such
models and simulations, describing briefly their behavior in simple geometries.
The last section contains results from a three-dimensional experiment motivated
by the real results for viscoelastic material, liquid crystals. While the focus of
this work is on the general concepts and their illustrations, we, during the pro-
cess discovered a rather interesting resemblance with much more elaborate and
complex theories describing liquid crystals. By no means do we claim our model
being any better for accurate descriptions than the models developed and tested
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for more than fifty years now. However, we consider the similarity in behavior
intriguing and worth further research. Among the effects observed during simu-
lations is, for example, a parameter that influences tumbling or aligning behavior
of the anisotropic fluid or the fact that the vector describing anisotropy rotates
without any direct manipulation with nonsymmetric stress tensors.
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1. Viscoelastic setting

1.1 Fundamentals
Continuum mechanics theory operates with the concept of deformation mapping
and deformation gradient. When we consider the full deformation process, these
quantities have an intuitive meaning and are introduced as a general concept to
most students in the field of physics or engineering. We will be using the standard
notation where deformation mapping is denoted χ(X, t) and deformation gradient
F. We will also need the other well-known concepts like material velocity v
or density ρ. In purely viscous deformation we work with two configurations
mapped by the deformation mapping. The reference configuration and the actual
configuration.

1.1.1 Balance Laws
Below we summarise the balance equations in continuum mechanics. We list
them in the simplest possible form including only the terms important for our
further derivations. Before do so let us first start with a relation for the material
time derivative for a scalar ϕ, a vector k and a second order tensor S.

ϕ̇ = ∂ϕ

∂t
+ v · ∇ϕ,

k̇ = ∂k
∂t

+ (v · ∇)k,

Ṡ = ∂S
∂t

+ (v · ∇)S.

(1.1)

Now we can continue with the balance of mass that we will use in the standard
form

ρ̇ = −ρ div(v). (1.2)
Balance of linear momentum

ρv̇ = div(T) + ρb, (1.3)

where T is the Cauchy stress tensor and b is a body force. We will further
not consider any internal moment of inertia, giving us the balance of angular
momentum in the simple form

T = TT . (1.4)
The balance of energy without considering energy production in the body of the
fluid has the form

ρ

˙(
e+ |v|2

2

)
= div(Tv − je) + ρb · v, (1.5)

Where e is the internal energy, and je is the heat flux. After we substract the
balance of linear momentum we get the equation for internal energy

ρė = T · ∇v − div(je). (1.6)
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Figure 1.1: Scheme of the multiple configurations.

The last balance we need is the balance of entropy

ρη̇ = − div(jη) + ζ, (1.7)

where we introduced the entropy η, entropy flux jη and entropy production ζ.
The second law of thermodynamics states that ζ ≥ 0.

1.2 Concept of natural configuration
Viscoelastic behavior can be described using the multiconfigurational approach.
We consider the reference and actual configuration as before and all the quantities
like deformation mapping and gradient remain the same. We, however, introduce
the third configuration called the natural configuration and define a local mapping
between reference and natural configuration as χG(x). We also define the mapping
χκp(x) between natural and actual configuration. This allows us to work with
viscous and elastic part of the deformation separately and bind them by their
interaction so they form a closed system, the model of a viscoelastic fluid. Next,
we will define the fundamental quantities necessary for the description of our
multiconfigurational deformation.

1.2.1 Decomposition of the deformation gradient
All physics can be now derived from the simple relation that follows from the
definition of mappings

F = Fκp(t)G. (1.8)
However, let us first define some kinematic quantities that will be used in the
process. We define

Cκp(t) = FT
κp(t)

Fκp(t) and Bκp(t) = Fκp(t)F
T
κp(t)

, (1.9)

as an elastic analogy to the standard right and left Cauchy-Green tensors C and
B. We also need an important quantity Lκp(t) insipred by the standard velocity
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gradient L = Ḟκp(t)F−1
κp(t)

. We are going to define it as

Lκp(t) = ĠG−1. (1.10)

It will be useful in the next chapters to work with a decomposition of Lκp(t) in
the form

Lκp(t) = Dκp(t) + Wκp(t) . (1.11)
Where Dκp(t) is the symmetric part and Wκp(t) skew-symmetric. We will also
work with a polar decomposition of Fκp(t) in the form

Fκp(t) = Vκp(t)Rκp(t) , (1.12)

while it holds that

Bκp(t) = Fκp(t)F
T
κp(t)

= Vκp(t)Rκp(t)R
T
κp(t)

Vκp(t) = V2
κp(t)

, (1.13)

since Rκp(t) is an orthogonal matrix. The next important step is finding the form
of time derivatives of Fκp(t) and subsequently Bκp(t) . Since from (1.8) Fκp(t) =
FG−1 we can directly apply the material time derivative

Ḟκp(t) = ˙FG−1 = ḞG−1 + F ˙G−1 = ḞF−1FG−1 − FG−1ĠG−1

= LFκp(t) − Fκp(t)Lκp(t) .
(1.14)

This relation is central in a kinematic description of our viscoelastic fluid and
allows us to further derive

Ḃκp(t) = Ḟκp(t)F
T
κp(t)

+ Fκp(t)Ḟ
T
κp(t)

= LFκp(t)F
T
κp(t)

− Fκp(t)Lκp(t)F
T
κp(t)

+ Fκp(t)L
T FT

κp(t)
− Fκp(t)L

T
κp(t)

FT
κp(t)

= LBκp(t) + Bκp(t)L
T − 2Fκp(t)Dκp(t)F

T
κp(t)

.

(1.15)
Now from the definition of an upper convective Oldroyd derivative of a general
tensor S

▽
S = Ṡ − LS − SLT , (1.16)

we immediately get the relation for the upper convective derivative of tensor Bκp(t)

▽
Bκp(t) = −2Fκp(t)Dκp(t)F

T
κp(t)

. (1.17)
If we were concerned only with isotropic fludis, the quantities derived above would
provide sufficient basis for our work. We however, being interested also with the
interaction with rot-like structures, need also a way of describing the pure rotation
that is a part of the deformation process. We will first look at the equation (1.14)
and decompose the velocity gradient Lκp(t) into a symmetric and skew-symmetric
part. The equation will change into

Ḟκp(t) = LFκp(t) − Fκp(t)Dκp(t) − Fκp(t)Wκp(t) . (1.18)

We will now multiply the equation with FT
κp(t)

from the right, so we will be able
to use (1.17)

Ḟκp(t)F
T
κp(t)

= LFκp(t)F
T
κp(t)

− Fκp(t)Dκp(t)F
T
κp(t)

− Fκp(t)Wκp(t)F
T
κp(t)

= LFκp(t)F
T
κp(t)

+ 1
2

▽
Bκp(t) − Fκp(t)Wκp(t)F

T
κp(t)

.
(1.19)
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We are now interested in the expression for Fκp(t)Wκp(t)FT
κp(t)

, since Wκp(t) will
contain the information about Rκp(t) . It will be important in order to correctly
find the evolution equation for the direction of anisotropy.

Fκp(t)Wκp(t)F
T
κp(t)

= −Ḟκp(t)F
T
κp(t)

+ LFκp(t)F
T
κp(t)

+ 1
2

▽
Bκp(t)

= −Ḟκp(t)F
T
κp(t)

+ LFκp(t)F
T
κp(t)

+ 1
2

(
Ḃκp(t) − LBκp(t) − Bκp(t)L

T
)
.

(1.20)

We simplify the equation

Fκp(t)Wκp(t)F
T
κp(t)

= 1
2Fκp(t)Ḟ

T
κp(t)

− 1
2Ḟκp(t)F

T
κp(t)

+ 1
2LBκp(t) − 1

2Bκp(t)L
T , (1.21)

and use polar decomposition Fκp(t) = Vκp(t)Rκp(t)

Fκp(t)Wκp(t)F
T
κp(t)

= −
(

V̇κp(t)Rκp(t) + Vκp(t)Ṙκp(t)

)
RT

κp(t)
Vκp(t) + LBκp(t)

+ 1
2

(
V̇κp(t)Vκp(t) + Vκp(t)V̇κp(t) − LBκp(t) − Bκp(t)L

T
)

= −Vκp(t)Ṙκp(t)R
T
κp(t)

Vκp(t)

+ 1
2

(
Vκp(t)V̇κp(t) − V̇κp(t)Vκp(t) + LBκp(t) − Bκp(t)L

T
)
.

(1.22)

We may notice that the tensor Ṙκp(t)RT
κp(t)

is an skew-symmetric tensor commonly
used when working with rigid body rotations. We will denote it

Ωκp(t) = Ṙκp(t)R
T
κp(t)

. (1.23)

The remaining terms will be denoted as

AVκp(t)
= 1

2

(
Vκp(t)V̇κp(t) − V̇κp(t)Vκp(t) + LBκp(t) − Bκp(t)L

T
)
. (1.24)

So the final equation including the quantities that will be used from now on looks
like

Fκp(t)Wκp(t)F
T
κp(t)

= −Vκp(t)Ωκp(t)Vκp(t) + AVκp(t)
. (1.25)

1.3 Thermodynamics
In this thesis, we use thermodynamics as a tool for describing internal processes
in the fluid and consider dissipation as a basis for finding constitutive relations
for our model. We work with concepts such as thermodynamic potential or dis-
sipation that are explained in detail for example in [9]. First, we will start with
the definition of Helmholtz free energy ψ. We denote the internal energy e, tem-
perature θ and entropy η. Let us point out that we will always be working with
specific quantities. Helmholtz free energy is defined as follows

ψ = e− θη. (1.26)
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We differentiate in time
ψ̇ = ė− θ̇η − θη̇ (1.27)

and multiply with density ρ

ρψ̇ = ρė− ρθ̇η − ρθη̇. (1.28)

Let us recall the inner ennergy balace

ρė = T · D − div je (1.29)

Where T is the Cauchy stress tensor and D the velocity gradient. Second term
on the right side represents the energy flux. When we substitute in (1.28) we get

ρψ̇ = T · D − div je − ρθ̇η − ρθη̇. (1.30)
Let us now introduce the second law of thermodynamics, bringing entropy pro-
duction ζ in our equations

0 ≤ ζ = ρη̇ + div jη. (1.31)

Now we can identify the term ρη̇ and get from the equation (1.30)

ρψ̇ = T · D − div je − ρθ̇η − θζ + θ div jη. (1.32)

In this thesis we are going to assume isothermal process θ = const and also that
θjη = je. Since we work with the possitive dissipation this needs to be justified
by either a large thermal capacity of the deformed body or a very high thermal
conductivity and a thermal reservoir with a sufficient thermal capacity. Under
this assumptions we may be able to consider the changes in the temperature
neglectable. The isothermal process then results in the flux terms canceling out
and naturally in θ̇ = 0. We further define ξ = θζ and require it to be non-
negative. This simplifies the equation (1.32) to the form commonly known as the
reduced thermodynamic identity

0 ≤ ξ = T · D − ρψ̇. (1.33)

Inequality, we just derived, is the condition we are aiming to meet for any model
present in this thesis. We will be seeking a preferably simple form of dissipation
ξ while keeping ξ possitive at all times.

1.3.1 Helmholtz free energy
One of the two places where there is a possible variation in the equations we will
present is the Helmholtz free energy ψ. The reader interested in how different free
energies can lead to various models is referred to for example [5]. In the isotropy
setting we are going to work only with the free energy in the form

ψ = µ

2ρ
(

tr Bκp(t) − 3 − ln det(Bκp(t))
)
, (1.34)

motivated by [7]. The introduced constant µ is called the elastic modulus an is
possitive. Notice that since Bκp(t) describes purely elastic deformation, the free
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energy is stored only in this particular part of the deformation. Knowing ψ, we
can now differentiate in time. We will apply the material time derivative to the
term tr Bκp(t) .

tr Ḃκp(t) = tr
(
LBκp(t) + Bκp(t)L − 2Fκp(t)Dκp(t)F

T
κp(t)

)
, (1.35)

Which can be in coordinates rewritten as

tr Ḃκp(t) = Lij(Bκp(t))ji + (Bκp(t))ijLT
ji − 2(Fκp(t))ij(Dκp(t))jk(FT

κp(t)
)ki. (1.36)

First two terms can be rearanged

Lij(Bκp(t))ji + Lij(Bκp(t))ji = 2Bκp(t) · L = 2Bκp(t) · D, (1.37)

where we used the symmetry of the tensor Bκp(t) and the fact that a dot product
of a symmetric and a skew-symmetric tensor is zero. The last term is

−2(Fκp(t))ij(Dκp(t))jk(FT
κp(t)

)ki = −2(FT
κp(t)

)ji(Fκp(t))ik · (Dκp(t))jk

= −2Cκp(t) · Dκp(t) .
(1.38)

One gets
tr Ḃκp(t) = 2Bκp(t) · D − 2Cκp(t) · Dκp(t) . (1.39)

Let us now look at ˙ln det Bκp(t) We will need the following relation

˙det A = det(A) tr(ȦA−1). (1.40)

Then we can derive
˙ln det Bκp(t) = 1

det(Bκp(t))
det(Bκp(t)) Tr(Ḃκp(t)B

−1
κp(t)

)

= LBκp(t) · B−1
κp(t)

+ Bκp(t)L
T · B−1

κp(t)

− 2Fκp(t)Dκp(t)F
T
κp(t)

· B−1
κp(t)

(1.41)

In index notation
Lij(Bκp(t))jk(B−1

κp(t)
)ki + (Bκp(t))ijLT

jk(B−1
κp(t)

)ki

− 2(Fκp(t))ij(Dκp(t))jk(FT
κp(t)

)kl · (B−1
κp(t)

)li

= LijIji + LT
ijIji − 2(Dκp(t))ijIji

(1.42)

so at the end
˙ln det Bκp(t) = 2I · D − 2I · Dκp(t) . (1.43)

The proper proof is done in [7].

1.3.2 Oldroyd-B model
We now have everything prepared for the derivation of the isotropic Oldroyd-B
model that will serve as a basis for which we are seeking an anisotropic extension.
let us write the resulting form of ρψ̇

ρψ̇ = ρ
µ

2ρ
(
2Bκp(t) · D − 2Cκp(t) · Dκp(t) − I · D + 2I · Dκp(t)

)
= µ

(
Bκp(t) · D − Cκp(t) · Dκp(t) − I · D + I · Dκp(t)

)
.

(1.44)
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Note that ρ̇ = −ρ div(v) = 0. Therefore the dissipation ξ is

ξ = T · D − µ
(
Bκp(t) · D − Cκp(t) · Dκp(t) − I · D + I · Dκp(t)

)
=

(
T − µ(Bκp(t) − I)

)d
· Dd +

(
Cκp(t) − I

)
· Dκp(t)

(1.45)

We now arrive at the point where we can again choose the aprroach we will use.
As we mentioned we require the dissipation to be possitive. There are, however,
various approaches on how to get the most appropriate form. One possibility
is the maximization of entropy production decribed in for example [10]. This
process is rather complicated therefore we choose to simply prescribe closures
that are linear. This will prove to be a reasonable decision as the dissipation will
get more complex in the anisotropic setting. The dissipation we have to choose
in order to get the Oldroyd-B model is

ξ = 2ν |D|2 + 2ν1Dκp(t)Cκp(t) · Dκp(t) , ν, ν1 > 0. (1.46)

This leads us to the constitutive equation for the stress tensor

Td − µ(Bκp(t) − I)d = 2νDd, (1.47)

from which T is simply

Td = 2νDd + µ(Bκp(t) − I)d. (1.48)

It is now important that we work with incompressible fluid. This means that
div v = 0 and tr Bκp(t) = 1. Therefore Dd = D and (Bκp(t) − I) = Bd

κp(t)
. We may

simplify
Td = 2νD + µBd

κp(t)
(1.49)

The equation for Bκp(t) will need a little extra work(
Cκp(t) − I

)
= 2ν1Cκp(t)Dκp(t) . (1.50)

Multiplying by F−T
κp(t)

from the left and FT
κp(t)

from the right we arrive at
(
Bκp(t) − I

)
= 2ν1Fκp(t)Dκp(t)F

T
κp(t)

. (1.51)

Using (1.17) gives us (
Bκp(t) − I

)
+ ν1

▽
Bκp(t) = 0. (1.52)

To summarize the equations

div v = 0,
ρv̇ = − div T,
T = −pI + 2νD + µBd

κp(t)

µ
(
Bκp(t) − I

)
+ ν1

▽
Bκp(t) = 0.

(1.53)

11



1.3.3 Giesekus model
With only a slight modification of the closures we can arrive to a constitutive
relation nonlinear in Bκp(t) . The closures and therefore the dissipation we will use
are

ξ = 2ν |D|2 + 2ν1

⏐⏐⏐Dκp(t)

⏐⏐⏐2 , ν, ν1 > 0. (1.54)

This results in an equation for the Cauchy stress tensor is as before in the form

Td = 2νD + µBd
κp(t)

. (1.55)

However, we need to modify the evolution equation for Bκp(t) . We start with(
Cκp(t) − I

)
= 2ν1Dκp(t) . (1.56)

Now we multiply with Fκp(t) from the left and FT
κp(t)

from the right getting
(
Fκp(t)Cκp(t)F

T
κp(t)

− Bκp(t)

)
= 2ν1Fκp(t)Dκp(t)F

T
κp(t)

. (1.57)

Which leads to
µBκp(t)

(
Bκp(t) − I

)
+ ν1

▽
Bκp(t) = 0. (1.58)

We summarize

div v = 0,
ρv̇ = div T
T = −pI + 2νD + µBd

κp(t)

µBκp(t)

(
Bκp(t) − I

)
+ ν1

▽
Bκp(t) = 0.

(1.59)

Now having our isotropic models, we can move on to the anisotropy. The goal is
to compare the isotropic and anisotropic models later in the thesis.
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2. Anisotropy
Our key assumption we will use in the entire chapter is

Ṅ = 0, (2.1)
where N is the vector characterising anisotropy in the natural configuration. Next
we assume the vector n in the actual configuration is related to N as

n = Fκp(t)N. (2.2)
We therefore get the following equation for the material time derivative.

ṅ = Ḟκp(t)N. (2.3)

And knowing Ḟκp(t) from (1.14) we can write
ṅ = LFκp(t)N − Fκp(t)Lκp(t)N. (2.4)

This is now enough to derive neccessary kinematic equalities.

2.1 Kinematics
We start by one more decomposition. We introduce

n∗ = Rκp(t)N, (2.5)
where Rκp(t) is the rotational part of the Fκp(t) as mentioned in (1.12). This gives
us the purely rotated vector n∗ that has the same length as vector N. It may
be natural to think of the vector field N as of the field of unit vectors leaving us
with |n∗| = 1. Let us look at the evolution equation for n∗.

ṅ∗ = Ṙκp(t)N = Ṙκp(t)R
−1
κp(t)

n∗ = Ωκp(t)n
∗. (2.6)

We may notice that the tensor Ωκp(t) is the same tensor as in (1.25). Once we
know n∗ we can get n as

n = Vκp(t)n
∗. (2.7)

All three components of n are determined by knowing Bκp(t) and n∗. Tensor Bκp(t)

is calculated in the isotropic setting. Therefore, we may expect that the equation
for anisotropy added in the process of enforcing positive entropy production will
describe only n∗. Since the vector n∗ is a unit vector, we need to be careful with
the number of equations added. We are only allowed to prescribe two independent
equations. Deriving an equation for n directly from thermodynamics and con-
structing it in a similar way as we constructed an equation for Bκp(t) has proven
to be a wrong approach. This way we prescribe a constitutive relation for three
degrees of freedom for n when in fact, we could only prescribe two. There are two
options on how to consistently approach the derivation of the evolution equation
for n. One is to derive the evolution equation for Fκp(t) and then subsequently
construct two equations by appropriate manipulation. Another way, which we
will follow, that allows more flexibility when choosing the closures is to consider
closures in both Dκp(t) and Wκp(t) . Since Wκp(t) is skew-symmetric, it will allow
us to prescribe correctly the number of degrees of freedom. Moreover, we can
in some way control how anisotropy influences the model by giving weights to
entropy production in symmetric or skew-symmetric deformation.
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2.2 Free energy of anisotropic fluid
We require our Helmholtz free energy to be composed of two separate terms.
First term will be the free energy of the isotropic part dependent only on Bκp(t)

and the second term representing the anisotropic part will depend solely on n,
i.e.

ψ = ψ1(Bκp(t)) + ψ2(n). (2.8)
The isotropic part remains the same as in the previous chapter. Let us recall

ψ1 = µ

2ρ
(

tr Bκp(t) − 3 − ln det(Bκp(t))
)
. (2.9)

There will, however, be a possible variance in the second term. In this thesis we
are going to assume

ψ2(n) = ψ(|n|2,nBκp(t) · n,nB2
κp(t)

· n, . . . ,nBn
κp(t)

· n). (2.10)

While in the proper transversly isotropic solid this is the only possible form of
free energy, in the case of our anisotropic fluid that has no single direction of
transversal anisotropy, free energy can be much more complicated. If we for
example were to describe certain nematic liquid crystals, we would most likely
need to include the energy dependence on the ∇n. The energy we will be using
is in the form

ψ2 = c1

2ρ
(

|n|2 − 1 − ln(|n|2)
)
. (2.11)

Let us now focus on the dissipation for a material with this particular free energy.

2.3 Anisotropic dissipation
Since we already know ψ̇1 from (1.44), we only need to calculate ψ̇2 and sum the
results. We proceed by calculating

ρψ̇2 = c

2

( ˙|n|2 − ˙ln(|n|2)
)
. (2.12)

Now, let us calculate the first one

ṅ2 = 2n · ṅ = 2n ·
(
LFκp(t) − Fκp(t)Lκp(t)

)
N

= 2N · FT
κp(t)

LFκp(t)N − 2N · FT
κp(t)

Fκp(t)Lκp(t)N.
(2.13)

Note that since N ·FT
κp(t)

LFκp(t)N =
(
Fκp(t)N⊗Fκp(t)N

)
·L, it is in fact the scalar

product of a symmetric tensor with L. Therefore, skew-symmetric part of L has
no contribution to the result and it holds

N · FT
κp(t)

LFκp(t)N = N · FT
κp(t)

DFκp(t)N. (2.14)

The second term is similarly

˙ln(|n|2) = 2
|n|2

˙|n|2 = 2
|n|2

(
N · FT

κp(t)
DFκp(t)N − N · FT

κp(t)
Fκp(t)Lκp(t)N

)
. (2.15)
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Therefore the final ψ̇2

ρψ̇2 = c
(
1 − 1

n2

)(
N · FT

κp(t)
DFκp(t)N − N · FT

κp(t)
Fκp(t)Lκp(t)N

)
. (2.16)

We will for simplicity denote the factor 1− 1
|n|2 = Γ. Following the same procedure

as in the isotropic case, we arrive to the anisotropic dissipation in the form

ξ = T · D − µ
(
Bκp(t) · D − Cκp(t) · Dκp(t) − I · D + I · Dκp(t)

)
− cΓ

(
Fκp(t)N ⊗ Fκp(t)N

)
· D + cΓFT

κp(t)
Fκp(t)N

(
⊗ N

)
· Lκp(t) .

(2.17)

Rearanging the terms we arrive to

ξ =
[
Td − µBκp(t) − cΓ

(
N · FT

κp(t)
⊗ Fκp(t)N

)]
· D

+
[
µ

(
Cκp(t) − I

)
+ cΓsym

(
FT

κp(t)
Fκp(t)N ⊗ N

)]
· Dκp(t)

+ cΓskew
(

FT
κp(t)

Fκp(t)N ⊗ N
)

· Wκp(t) .

(2.18)

Where we used the decomposition Lκp(t) = Dκp(t) + Wκp(t) .

2.4 Closures

2.4.1 Anisotropic Giesekus model
We now similarly as in the Oldroyd-B model need to choose the appropriate
relations that would create non-negative dissipation at all times. There is, yet
again, a number of possible choices. We will first start with the simplest one being
purely quadratic in all variables. The resulting relation is, however, nonlinear in
Bκp(t) . Later we will try to find a linear relation by finding the appropriate
dissipation resulting in the linear constitutive model. Our first choice is

ξ = 2ν |D|2 + 2ν1

⏐⏐⏐Dκp(t)

⏐⏐⏐2 + 2ν2

⏐⏐⏐Wκp(t)

⏐⏐⏐2 , ν, ν1, ν2 > 0. (2.19)

One may notice that when ν1 = ν2, we would be able to consider dissipation in
terms of ν1Lκp(t) since⏐⏐⏐Lκp(t)

⏐⏐⏐2 =
⏐⏐⏐Dκp(t) + Wκp(t)

⏐⏐⏐2 =
⏐⏐⏐Dκp(t)

⏐⏐⏐2 +
⏐⏐⏐Wκp(t)

⏐⏐⏐2 + Dκp(t) · Wκp(t)

+ Wκp(t) · Dκp(t) =
⏐⏐⏐Dκp(t)

⏐⏐⏐2 +
⏐⏐⏐Wκp(t)

⏐⏐⏐2 . (2.20)

Notice that Dκp(t) · Wκp(t) = Wκp(t) · Dκp(t) = 0 because we have a scalar product
of a symmetric and a skew-symmetric tensor. From the prescribed dissipation we
can now get the constitutive equations. From the first line of the dissipation we
get

Td − µBd
κp(t)

− cΓ
(
Fκp(t)N ⊗ Fκp(t)N

)d
= 2νDd. (2.21)

Which yields after rearanging and using (2.2)

Td = 2νDd + µBd
κp(t)

+ cΓ
(
n ⊗ n

)d
. (2.22)
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Let us now examine the part 2ν1

⏐⏐⏐Dκp(t)

⏐⏐⏐2
µ

(
Cκp(t) − I

)
+ cΓsym

(
FT

κp(t)
Fκp(t)N ⊗ N

)
= 2ν1Dκp(t) . (2.23)

Substituting for Dκp(t) from (1.17) we get

µ
(
Cκp(t) − I

)
+ cΓ

(
FT

κp(t)
Fκp(t)N ⊗ N

)
= −ν1F−1

κp(t)

▽
Bκp(t)F

−T
κp(t)

. (2.24)

We multiply the equation by Fκp(t) from the left and FT
κp(t)

from the right and get

µFκp(t)

(
FT

κp(t)
Fκp(t) − I

)
FT

κp(t)
+ cΓsym

(
Fκp(t)F

T
κp(t)

Fκp(t)N ⊗ Fκp(t)N
)

+ν1
▽
Bκp(t) = 0,

(2.25)

which after using (2.2) is

µBκp(t)

(
Bκp(t) − I

)
+ cΓsym

(
Bκp(t)n ⊗ n

)
+ ν1

▽
Bκp(t) = 0. (2.26)

We will now address the dissipation ν2

⏐⏐⏐Wκp(t)

⏐⏐⏐2. We have

cΓskew
(

FT
κp(t)

Fκp(t)N ⊗ N
)

= 2ν2Wκp(t) . (2.27)

Now we multiply with Fκp(t) from the left and FT
κp(t)

from the right to be able to
use the equation (1.25) and we end up with

cΓskew
(

Bκp(t)n ⊗ n
)

= 2ν2Fκp(t)Wκp(t)F
T
κp(t)

= 2ν2(−Vκp(t)Ωκp(t)Vκp(t) + AVκp(t)
).

(2.28)

This gives us a complicated set of equations. Let us summarise

div v = 0,
ρv̇ = div T,

T = −pI + 2νD + µBd
κp(t)

+ cΓ
(
n ⊗ n

)d
,

0 = µBκp(t)

(
Bκp(t) − I

)
+ cΓsym

(
Bκp(t)n ⊗ n

)
+ ν1

▽
Bκp(t) ,

cΓskew
(

Bκp(t)n ⊗ n
)

= 2ν2(−Vκp(t)Ωκp(t)Vκp(t) + AVκp(t)
),

ṅ∗ = Ωκp(t)n
∗,

n = Vκp(t)n
∗,

Vκp(t)Vκp(t) = Bκp(t) .

We can further simplify the equations by realising

ṅ = ˙Vκp(t)n∗ = V̇κp(t)n
∗ + Vκp(t)Ωκp(t)n

∗. (2.29)
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It will prove useful to multiply the equation (2.28) by a vector V−1
κp(t)

n∗. This
leads to a vector equation

cΓskew
(

Bκp(t)n ⊗ n
)

V−1
κp(t)

n∗ = 2ν2(−Vκp(t)Ωκp(t)n
∗ + AVκp(t)

V−1
κp(t)

n∗), (2.30)

where

skew
(

Bκp(t)n ⊗ n
)

V−1
κp(t)

n∗

= 1
2

(
Bκp(t)n ⊗ n

)
V−1

κp(t)
n∗ − 1

2
(
n ⊗ Bκp(t)n

)
V−1

κp(t)
n∗

= 1
2

(
Bκp(t)n

)(
n∗ · Vκp(t)V

−1
κp(t)

n∗
)

− 1
2n

(
n · Vκp(t)Vκp(t)V

−1
κp(t)

n∗
)

= 1
2

(
Bκp(t)n

)(
n∗ · n∗

)
− 1

2n
(
n · n

)
= 1

2
(
Bκp(t)n

)
− 1

2n |n|2 ,

(2.31)

and

AVκp(t)
V−1

κp(t)
n∗ = 1

2

(
Vκp(t)V̇κp(t)V

−1
κp(t)

n∗ − V̇κp(t)n
∗ + LBκp(t)V

−1
κp(t)

n∗

− Bκp(t)L
T V−1

κp(t)
n∗

)
= 1

2

(
Vκp(t)V̇κp(t)V

−1
κp(t)

n∗ − V̇κp(t)n
∗ + Ln

− Bκp(t)L
T V−1

κp(t)
n∗

)
.

(2.32)

We further simplify (2.30) to the form
cΓ
2

(
Bκp(t)n − |n|2 n

)
+ 2ν2Vκp(t)Ωκp(t)n

∗ − ν2Vκp(t)V̇κp(t)V
−1
κp(t)

n∗

+ν2V̇κp(t)n
∗ − ν2Ln + ν2Bκp(t)L

T V−1
κp(t)

n∗ = 0.
(2.33)

The next step in order to obtain a simple model is to multiply the equation for
Bκp(t) (2.26) with the same vector V−1

κp(t)
n∗. We then get

µ
(
Bκp(t) − I

)
n + cΓ

2
(
Bκp(t) + |n|2)n + ν1V̇κp(t)n

∗

+ν1Vκp(t)V̇κp(t)V
−1
κp(t)

n∗ − ν1Ln − ν1Bκp(t)L
T V−1

κp(t)
n∗ = n.

(2.34)

We now sum (2.33) +ν2
ν1

(2.34)

µ
ν2

ν1

(
Bκp(t) − I

)
n + c

ν2

2ν1
Γ

(
Bκp(t) + |n|2 I

)
n + cΓ

2
(
Bκp(t) − |n|2 I

)
n

+2ν2
(
V̇κp(t)n

∗ + Vκp(t)Ωκp(t)n
∗ − Ln

)
= 0.

(2.35)

Since we know that V̇κp(t)n∗ + Vκp(t)Ωκp(t)n∗ = ṅ and we denote ▽n = ṅ − Ln, we
can write

µ
ν2

ν1

(
Bκp(t) − I

)
n + c

ν2

2ν1
Γ

(
Bκp(t) + |n|2 I

)
n + cΓ

2
(
Bκp(t) − |n|2 I

)
n

+2ν2
▽n = 0.

(2.36)
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In a more convenient form[(ν2 + ν1)cΓ
2ν1

+ µ
ν2

ν1

]
Bκp(t)n +

[(ν2 − ν1)cΓ
2ν1

|n|2 − µ
ν2

ν1

]
n + 2ν2

▽n = 0, (2.37)

or even simpler(
(ν2 + ν1)Bκp(t) + (ν2 − ν1) |n|2 I

)
cΓ
2ν1

n + µ
ν2

ν1

(
Bκp(t) − I

)
n + 2ν2

▽n = 0. (2.38)

This equation now lets us avoid direct calculation of several tensors and vectors
namely Ωκp(t) ,Vκp(t) and n∗. Out final summarised set of equations is therefore
just

div v = 0,
ρv̇ = div T,

T = −pI + 2νD + µBd
κp(t)

+ cΓ
(
n ⊗ n

)d
,

0 = µBκp(t)

(
Bκp(t) − I

)
+ cΓsym

(
Bκp(t)n ⊗ n

)
+ ν1

▽
Bκp(t) ,

0 = µ
ν2

ν1

(
Bκp(t) − I

)
n +

(
(ν2 + ν1)Bκp(t) + (ν2 − ν1) |n|2 I

)
cΓ
2ν1

n

+ 2ν2
▽n.

(2.39)

2.4.2 Anisotropic Oldroyd-B model
In order to get the linear relation we need to use the similar dissipation as with
the isotropic Oldroyd-B model

ξ = 2ν |D|2 + 2ν1Dκp(t)Cκp(t) · Dκp(t) + 2ν2

⏐⏐⏐Wκp(t)

⏐⏐⏐2 . (2.40)

This means the equation for the stress tensor (2.22) and equation for Ωκp(t) (2.28)
will remain the same. The equation for Bκp(t) will, however, change. Before
prescribing closures we will modify a bit the dissipation in Dκp(t) . We split it into
two processes and eventually show that they lead to a single linear equation

ξDκp(t)
= 1

2

[
µ

(
Cκp(t) − I

)
+ cΓ

(
FT

κp(t)
Fκp(t)N ⊗ N

)]
· Dκp(t)

+1
2

[
µ

(
Cκp(t) − I

)
+ cΓ

(
N ⊗ FT

κp(t)
Fκp(t)N

)]
· Dκp(t) .

(2.41)

First part of dissipation will be closed
1
2

[
µ

(
Cκp(t) − I

)
+ cΓ

(
FT

κp(t)
Fκp(t)N ⊗ N

)]
= ν1Cκp(t)Dκp(t) . (2.42)

We again as in the Oldroyd-B model multiply by F−T
κp(t)

from the left and FT
κp(t)

from the right and get
1
2

[
µ

(
Bκp(t) − I

)
+ cΓ

(
Fκp(t)N ⊗ Fκp(t)N

)]
= ν1Fκp(t)Dκp(t)F

T
κp(t)

. (2.43)

Using (1.17) and (2.2)

µ
(
Bκp(t) − I

)
+ cΓ

(
n ⊗ n

)
+ ν1

▽
Bκp(t) = 0. (2.44)
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Second part of ξDκp(t)
is addressed in a similar way

1
2

[
µ

(
Cκp(t) − I

)
+ cΓ

(
N ⊗ FT

κp(t)
Fκp(t)N

)]
= ν1Dκp(t)Cκp(t) , (2.45)

except we multiply with Fκp(t) from the left and F−1
κp(t)

from the right

1
2

[
µ

(
Bκp(t) − I

)
+ cΓ

(
Fκp(t)N ⊗ Fκp(t)N

)]
= ν1Fκp(t)Dκp(t)F

T
κp(t)

, (2.46)

Again using (1.17) and (2.2) gives us

µ
(
Bκp(t) − I

)
+ cΓ

(
n ⊗ n

)
+ ν1

▽
Bκp(t) = 0, (2.47)

Which is exactly equation (2.44). This means we only have one consistent equa-
tion for Bκp(t) , even though we started with the splitting of dissipation. Sumaris-
ing the equations for this particular linear model we have

div v = 0,
ρv̇ = div T,

T = −pI + 2νD + µBd
κp(t)

+ cΓ
(
n ⊗ n

)d
,

0 = µ
(
Bκp(t) − I

)
+ cΓ

(
n ⊗ n

)
+ ν1

▽
Bκp(t) ,

cΓskew
(

Bκp(t)n ⊗ n
)

= 2ν2(−Vκp(t)Ωκp(t)Vκp(t) + AVκp(t)
),

ṅ∗ = Ωκp(t)n
∗,

n = Vκp(t)n
∗,

Vκp(t)Vκp(t) = Bκp(t) .

This model can be simplified in the same way as the anisotropic model with
quadratic dissipation. We first multiply (2.28) with V−1

κp(t)
n∗. and get (2.33). We,

however, have a different equation for Bκp(t) which we multiply with V−1
κp(t)

n∗ and
get

µ
(
n − V−1

κp(t)
n∗

)
+ cΓn + ν1V̇κp(t)n

∗ + ν1Vκp(t)V̇κp(t)V
−1
κp(t)

n∗

−ν1Ln − ν1Bκp(t)L
T V−1

κp(t)
n∗ = 0.

(2.48)

We now sum the equation (2.33) + ν2
ν1

(2.48) and obtain

µ
ν2

ν1

(
n − V−1

κp(t)
n∗

)
+ c

ν2

ν1
Γn + cΓ

2
(
Bκp(t) − |n|2 I

)
n + 2ν2

▽n = 0. (2.49)

Moreover, in order to create a model in terms of Bκp(t) and n without a need to
calculate any inverse tensors, we multiply the equation with tensor Bκp(t) from
the left

µ
ν2

ν1

(
Bκp(t) − I

)
n + c

ν2

ν1
ΓBκp(t)n + cΓ

2
(
Bκp(t) − |n|2

)
Bκp(t)n

+2ν2Bκp(t)

▽n = 0.
(2.50)
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Final set of equation is

div v = 0,
ρv̇ = div T,

T = −pI + 2νD + µBd
κp(t)

+ cΓ
(
n ⊗ n

)d
,

0 = µ
(
Bκp(t) − I

)
+ cΓ

(
n ⊗ n

)
+ ν1

▽
Bκp(t) ,

0 = µ
ν2

ν1

(
Bκp(t) − I

)
n + c

ν2

ν1
ΓBκp(t)n

+ cΓ
2

(
Bκp(t) − |n|2

)
Bκp(t)n + 2ν2Bκp(t)

▽n.

(2.51)

We will further refer to this model as to the anisotropic Oldroyd-B model.

2.4.3 Model non-dissipative in Wκp(t)

In general, parameters ν, ν1, ν2 are independent. An interesting and rather simple
model is obtained when considering dissipation

ξ = 2νD2 + 2ν1Dκp(t)Cκp(t) · Dκp(t) + 2ν2

⏐⏐⏐Wκp(t)

⏐⏐⏐2 , (2.52)

while setting ν2 = 0. This leaves us with dissipation only in the symmetric part
of Lκp(t) . The only equation we need to modify from the previous model is the
equation (2.27) which reduces to

cΓskew
(
Cκp(t)N ⊗ N

)
= 0. (2.53)

Since c and Γ are in our case possitive, we are solving for(
Cκp(t)N ⊗ N

)
−

(
N ⊗ Cκp(t)N

)
= 0. (2.54)

We multiply with Rκp(t) from the left and RT
κp(t)

from the right and get
(
Bκp(t)n

∗ ⊗ n∗
)

−
(
n∗ ⊗ Bκp(t)n

∗
)

= 0. (2.55)

This can be further simplified when written in coordinates as

(Bκp(t))ijn∗
jn∗

k − n∗
i (Bκp(t))kjn∗

j = 0. (2.56)

We can best see the meaning of this expression when we consider vector repre-
sentation of the obtained skew-symmetric matrix⎛⎜⎝ 0 a −b

−a 0 c
b −c 0

⎞⎟⎠ ⇒

⎛⎜⎝cb
a

⎞⎟⎠ . (2.57)

This leaves us with ⎛⎜⎝(Bκp(t))2jn∗
jn∗

3 − (Bκp(t))3jn∗
jn∗

2
(Bκp(t))3jn∗

jn∗
1 − (Bκp(t))1jn∗

jn∗
3

(Bκp(t))1jn∗
jn∗

2 − (Bκp(t))2jn∗
jn∗

1

⎞⎟⎠ = 0. (2.58)
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Vector on the left side of the equation is in three dimensions known as a vector
product of vectors Bκp(t)n∗ and n∗. Since

Bκp(t)n
∗ × n∗ = 0, (2.59)

vectors Bκp(t)n∗ and n∗ are colinear. In other words

Bκp(t)n
∗ = λn∗, (2.60)

This means that n∗ is an eigenvector of Bκp(t) with an eigenvalue λ. The final set
of equations that we use is

div v = 0,
ρv̇ = div T,

T = −pI + 2νD + µBd
κp(t)

+ cΓ
(
n ⊗ n

)d
,

0 = µ
(
Bκp(t) − I

)
+ cΓ

(
n ⊗ n

)
+ ν1

▽
Bκp(t) ,

Bκp(t)n
∗ × n∗ = 0,

n = Vκp(t)n
∗,

Vκp(t)Vκp(t) = Bκp(t) ,

n∗ · n∗ = 1.

(2.61)

These equations can be in some cases simplified. One such simplification will
be given in the numerical part of this thesis.

2.4.4 Model with ν1 = ν2

Another special case that can be investigated is the equal viscosities case ν1 = ν2.
This will simplify the equations. We are able to proceed by using two different
approaches. One is to calculate the limit ν2 → ν1 in (2.38). We however, choose
to obtain the equations by merging the dissipation in Wκp(t) with Dκp(t) and
simply write the resulting dissipation as

ξ =
[
Td − µBκp(t) − cΓ

(
N · FT

κp(t)
⊗ Fκp(t)N

)]
· D

+
[
µ

(
Cκp(t) − I

)
+ cΓ

(
FT

κp(t)
Fκp(t)N ⊗ N

)]
· Lκp(t) .

(2.62)

We prescribe the simplest quadratic dissipation

ξ = 2ν |D|2 + 2ν1

⏐⏐⏐Lκp(t)

⏐⏐⏐2 . (2.63)

That yields an unchanged equation for the Cauchy stress tensor (2.22) and an
equation for Fκp(t)

µ
(
Cκp(t) − I

)
+ cΓ

(
FT

κp(t)
Fκp(t)N ⊗ N

)
= 2ν1Lκp(t) . (2.64)

We will now use the equation (1.14) that gives us the formula for Lκp(t)

Lκp(t) = F−1
κp(t)

(
LFκp(t) − Ḟκp(t)

)
= −F−1

κp(t)

(
Ḟκp(t) − LFκp(t)

)
, (2.65)
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The last two equations give together

µ
(
Cκp(t) − I

)
+ cΓ

(
FT

κp(t)
Fκp(t)N ⊗ N

)
= −2ν1F−1

κp(t)

(
Ḟκp(t) − LFκp(t)

)
.

(2.66)

We will now try to simplify the equations by multiplying with Fκp(t) from the left

µFκp(t)

(
FT

κp(t)
Fκp(t) − I

)
+ cΓ

(
Fκp(t)F

T
κp(t)

Fκp(t)N ⊗ N
)

+2ν1
(
Ḟκp(t) − LFκp(t)

)
= 0.

(2.67)

We are able to use this equations for practical calculation considering Fκp(t) as a
variable. However we choose to rewrite the equation in a more familiar manner -
in terms of Bκp(t) and n. For this we will first need to transpose equation (2.67)

µFT
κp(t)

(
Fκp(t)F

T
κp(t)

− I
)

+ cΓ
(

N ⊗ Fκp(t)F
T
κp(t)

Fκp(t)N
)

+2ν1
(
ḞT

κp(t)
− FT

κp(t)
LT

)
= 0.

(2.68)

We will now multiply the original equation with FT
κp(t)

from the right and the
transposed equation with Fκp(t) from the left. Using Fκp(t)FT

κp(t)
= Bκp(t) and

(2.2) we get
µBκp(t)

(
Bκp(t) − I

)
+ cΓ

(
Bκp(t)n ⊗ n

)
+2ν1

(
Ḟκp(t)F

T
κp(t)

− LBκp(t)

)
= 0,

(2.69)

µBκp(t)

(
Bκp(t) − I

)
+ cΓ

(
n ⊗ Bκp(t)n

)
+2ν1

(
Fκp(t)Ḟ

T
κp(t)

− Bκp(t)L
T

)
= 0.

(2.70)

Now, we sum both equations (taking only a half of each one) and using Ḃκp(t) =
Ḟκp(t)FT

κp(t)
+ Fκp(t)ḞT

κp(t)
get

µBκp(t)

(
Bκp(t) − I

)
+ c

2Γ
[(

n ⊗ Bκp(t)n
)

+
(
Bκp(t)n ⊗ n

)]
+ν1

(
Ḃκp(t) − LBκp(t) − Bκp(t)L

T
)

= 0,
(2.71)

where we can identify the objective derivative of
▽
Bκp(t) = Ḃκp(t)−LBκp(t)−Bκp(t)LT

µBκp(t)

(
Bκp(t) − I

)
+ cΓsym

(
n ⊗ Bκp(t)n

)
+ ν1

▽
Bκp(t) = 0. (2.72)

There is another equation we need to identify. Equation for n. To obtain this
equation we simply multiply (2.67) by N from the right

µFκp(t)

(
FT

κp(t)
Fκp(t)N − N

)
+ cΓ

(
Fκp(t)F

T
κp(t)

Fκp(t)N ⊗ N
)

N

+2ν1
(
Ḟκp(t)N − LFκp(t)N

)
= 0.

(2.73)

Now simply using (2.2)

µ
(
Bκp(t) − I

)
n + cΓBκp(t)n + 2ν1

(
ṅ − Ln

)
= 0. (2.74)
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Recognising objective derivative for vector quantity we simplify the equation to

µ
(
Bκp(t) − I

)
n + cΓBκp(t)n + 2ν1

▽n = 0. (2.75)

To summarise the equations

div v = 0,
ρv̇ = div T,

T = −pI + 2νD + µBd
κp(t)

+ cΓ
(
n ⊗ n

)d
,

0 = µBκp(t)

(
Bκp(t) − I

)
+ cΓsym

(
Bκp(t)n ⊗ n

)
+ ν1

▽
Bκp(t) ,

0 = µ
(
Bκp(t) − I

)
n + cΓBκp(t)n + 2ν1

▽n.

(2.76)

We will now show that we are able to obtain the same result by a limit transition
ν2 → ν1 in the equations of a model (2.39). The equations are the same as we
just derived, except for the last one (2.38), the evolution equation for n. When
we perform the limit we get

µ
ν1

ν1

(
Bκp(t) − I

)
n +

(
(ν1 + ν1)Bκp(t) + (ν1 − ν1) |n|2

)
cΓ
2ν1

n + 2ν1
▽n = 0. (2.77)

After we simplify

µ
(
Bκp(t) − I

)
n + cΓBκp(t)n + 2ν1

▽n = 0, (2.78)

which is the same result as we derived in this section using the dissipation in
Lκp(t) .
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3. Motivation

3.1 Liquid crystals
One of the natural ways to understand the models developed in the previous
chapters is to think about them as a form of a fluid with rod-like structures. In
practice such materials are present in a form of various classes of liquid crystals
that can exist in numerous phases. One way to categorise them is depending on
what influences their phase transition behaviour.

• Thermotropic liquid crystals that change phase depending on the temper-
ature.

• Lyotropic liquid crystals phase transition is influenced by temperature but
also by the concentration of the crystals in the solvent.

• Metallotropic liquid crystals are composed of mixture of organic and anor-
ganic components and in addition to temperature and concentration in sol-
vent, the ratio between organic and anorganic composition also influences
the phase of a liquid crystal.

Various liquid crystal phases occur in nature. They are frequently present in bio-
logical tissues or in many technical applications. Most current electronic displays
use their ability to influence the orientation of the crystal structures to shade
the passing polarised light. The understanding and modeling of liquid crystals
is therefore of great interest for sciencists for over fifty years now. Various con-
stitutive models have been developed describing particular phase and certain
phenomena occuring in liquid crystals. Among the most famous are the models
of Oseen-Frank [11], models of Leslie [12] or so called Landau–de Gennes model
[13]. We, in the scope of this thesis have no ambition of improving this models.
However, since our models are derived from very minimal assumptions, we seek
to find qualitative proofs that the behaviour of our models is similar to the real
world liquid crystals.

3.1.1 Tumbling phenomenon
One of the well known phenomenon concerning liquid crystal shear flow is whether
the crystals tumble or align with the flow. The Leslie-Ericksen n-vector theory
predicts the behaviour and introduces a parameter λ, called tumbling parameter.
When this parameter is above 1, the crystals tends to align with the flow. How-
ever, when λ < 1 n-vector tends to tumble. Various methods to measure and
analyse tumbling behaviour can be found in [14]. The paper proposes different
ways how to measure the orientation of anisotropy in liquid crystals. One such
method, measuring the shear stress resulting from Couette flow will be investi-
gated and calculated in the following sections. We will calculate the apparent
viscosity defined as

η = τ

γ̇
, (3.1)
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where τ represents the shear stress and γ̇ is the shear rate. In our simulations
the shear stress can be calculated and is well defined. Calculation of a shear rate
is not straight-forward for general geometries. However, it has a clear meaning
in the case of so called simple Couette flow.

3.1.2 Simple Couette flow
Geometry of the Couette flow can be seen in the Figure 4.1, vtop is the velocity of
a moving upper plate that causes the flow, h is the distance between the top and
the bottom plate. In the case of Newtonian fluid, this problem has an analytical
solution. The velocity has a linear profile being zero on the lower plate and vtop on
the upper plate. The same can be analyticaly calculated for the Oldroyd-B fluid
and for the Giesekus model. Moreover since the solutions are linear in velocity
and constant in other variable, the solution is exact using finite elements linear
in pressure and quadratic in other variables. In all mentioned cases, all variables
describing the flow are constant in x direction. We will see that the same applies
for anisotropic models developed in this thesis. Using this knowledge the folowing
relation can be used to calculate the shear rate

γ̇ = vtop

h
. (3.2)

This experiment is a 2D experiment and will serve as a useful toy problem to get
an insight on how the developed anisotropic models behave. We will investigate
general behaviour in shear and plot the evolution of the apparent viscosity. We
will try to decide whether the vector n from our developed models tumbles or
aligns with the flow. More generally we will try to decide if a model evolves into
a steady state.

3.1.3 Rheological experiment
More realistic problem we will be solving is a 3D evolution. We try to simulate
the problem described in the aforementioned paper [14]. The authors used a cone-
and-plate geometry Rheometrics ARES rheometer. This rheometer consists of a
fixed plate at the bottom and a cone with very small angle of 0.04 radians at the
top. The cone rotates and creates a shear flow. The vector of anisotropy field is
initially uniform. Rotation is then started and an apparent viscosity is measured.
We can see the geometry in the Figure 3.1. The reason this rheometer is made

Figure 3.1: Cone and plate rheometer

using this geometry is that we can evaluate the shear rate that is theoreticaly
constant in the domain. We consider the shear rate relation 3.2. The cone velocity
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scales with the distance from the center r as v = ω · r, where ω is the angular
velocity of the rotating cone. The height of shearing fluid scales as h = θ · r,
where since θ is small we used an approximation tan(θ) ≈ θ. The shear rate for
this geometry is therefore

γ̇ = ω · r
θ · r

= ω

θ
. (3.3)

We can see it is independent on the distance from the center therefore it is
constant for the rheometer.

3.1.4 3D simulation
We will try to simulate the experiment. However, the geometry of the cone
and plate rheometer has its complications. The ratio between the height and
width of the computational domain is only 0.04. This poses a problem since we
would like to maintain the reasonable vertical resolution, wich requires a large
amount of elements if we want them not to be completely flatened. Next, there
is discontinuity present in the domain. Shear rate in the point on the tip of the
cone is 0 while it is non-zero and constant everywhere else. Therefore, since the
numerical properties of the model have not been yet studied, we have chosen a
simplified version of the problem. We will consider just two parallel plates, the
top one moving with angular velocity ω and the bottom one still. This geometry
is easier to mesh and calculate with, however it has a flaw. The shear rate is
not constant. We therefore calculate just shear stress integrated over the top
plate divided by the integrated shear rate denoting it η. This is not the apparent
viscosity as defined above nontheless it serves to give an insight on how the model
behaves in the 3D geometry similar to the experimental one.
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4. Simulations

4.1 Geometry
We first restrict ourselves to the simple Couette flow. We solve on the rect-
angular 2D domain with triangular elements. We consider all quantities to be
two-dimensional. Boundary conditions are typical for the Couette flow: Veloc-
ity equal to zero on the bottom boundary and equal to non-zero value vtop on
the top boundary, representing a moving plate. The inflow and outflow have a
zero Neumann boundary condition prescribed. The pressure is only given in one
specific point somewhere in the domain. A reference value for the pressure was
chosen to be zero. We can see the channel we used for calculations in the Figure
4.1. We will be calculating the apparent viscosity as defined in (3.1). We use the
height of the canal equal to 1 m and we choose the vtop = 2 m/s. This setting
of parameters leaves us with shear rate γ̇ = 2s−1 according to the equation 3.2.
Shear stress is in this simple case equal to the component of the Cauchy stress
tensor T12. We will be able to show that we can measure the shear stress at an
arbitrary point in the domain since it is constant in space.

4.2 Numerical methods
In this section, we briefly list the used numerical methods we use for solving the
partial differential equations. We use Fenics, the open-source software. For more
information about Fenics see [15]. In space, we use the continuous Galerkin finite
element method with the linear elements for pressure and quadratic elements for
other quantities, v, Bκp(t) and n. In time we use the implicit Euler scheme. For
the solution of a system of linear equations, we use MUMPS solver. We iteratively
solve the nonlinear equations using Newton iteration. The calculations are run
on the Sňehurka computational cluster, available for the students of the Faculty
of Mathematics and Physics at Charles University.

4.3 Shear flow results

4.3.1 Isotropic Oldroyd-B and Giesekus model
For comparison, we also simulate the Couette flow of the standard isotropic
Oldroyd-B model (1.53) and the Giesekus model (1.59). We begin the simu-
lation by setting v = 0 m/s,Bκp(t) = I, p = 0 Pa in the domain and by prescribing
vtop = 2 m/s. We let the simulation reach the steady-state and plot the resulting
velocity field. Since it was identical for the both models we can see the result in
the Figure 4.2. Next we study the evolution of the apparent viscosity η. In the
Figure 4.3 we can observe the typical overshot in the shear stress reflected in the
apparent viscosity for the Giesekus model and a simple smooth transition to a
steady-state for the Oldroyd-B model. The constants in the model are set to the
following values

µ = 1 Pa, ν = 1 Pa. s, ν1 = 1 Pa. s,
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Figure 4.1: Computational domain. The boundaries and boundary conditions
are marked.

Figure 4.2: Velocity field for both Giesekus and Oldroyd-B model in the steady-
state.
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Figure 4.3: The apparent viscosity evolution for the isotropic models.

4.3.2 Anisotropic Oldroyd-B model
We would now like to investigate what an anisotropy brings into the solution. We
are interested in the behavior of the vector n. Specifically, we are going to study
the evolution of the apparent viscosity η, the existence of a steady-state solution
and the evolution of n. We set the constants as follows

µ = 1 Pa, ν = 1 Pa. s, ν1 = 1 Pa. s, ν2 = 1 Pa. s, c = 1 Pa .

Using these settings we first plot the time evolution of n. The results are in the
Figure 4.4. We can see the effect of so-called tumbling. Vector n rotates in space
and its movement seems to be periodic. We can see the plots of the apparent
viscosity in the Figure 4.9 from the next Section compared to the other Oldroyd-
B type models. As we discussed in the previous section, the tumbling-aligning
transition is a studied phenomenon [16] [17]. We are therefore interested, whether
our model can also show a flow-aligning behavior.
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t = 0s t = 1s

t = 2s t = 3s

t = 4s t = 10s

Figure 4.4: Anisotropic Oldroyd-B model. Time evolution of vector n. For
readers of the electronic version of the thesis, the animation is also available as
mp4 file “AnisOldroydFig(4.4).mp4”.

4.3.3 Model non-dissipative in Wκp(t)

We will now investigate the behavior of model with ν2 = 0 Pa. s. For the equations
see (2.61).

Keeping the other constants as follows

µ = 1 Pa, ν = 1 Pa. s, ν1 = 1 Pa. s, c = 1 Pa .

We yet again plot the same quantities as before. Now, however, we can clearly
see from the Figure 4.5 and from the comparison 4.9 that there is a steady-state.
Specifically, we can see flow alignment in this particular case. Since this model is
basically the anisotropic Oldroyd-B model with a zero ν2 viscosity, we can expect
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that there might be a value for ν2 that will be a border between tumbling and
aligning behavior. After we introduce the remaining models and their behavior
we will show that it is indeed the case.

t = 0s t = 0.25s

t = 0.5s t = 0.75s

t = 1s t = 2.5s

Figure 4.5: Model non-dissipative in Wκp(t) . Time evolution of vector n. Note
there is a non-zero velocity field in the first timestep. It was necessary to start
with values close to the steady-state, since this model is not as stable as models
with ν2 > 0. For readers of the electronic version of the thesis, the animation is
also available as mp4 file “NoDisiipFig(4.5).mp4”.

4.3.4 Semi-analytical solution
The non-dissipative model is simple enough that we can, after some assumptions,
calculate the result as a solution of algebraic equations. We will still be solving
the equations numerically that is why we call it a semi-analytical solution but we
will simplify the system in such a way that we will not need to solve the system

31



of partial differential equations. We assume that ∂v
∂x

= 0 and ∂v
∂y

= vtop

h
. Next,

we assume that in the steady-state state, variables Bκp(t) , p and n are constant
in space. Those are indeed strong assumptions. We will, therefore, need to
match the results calculated by this method with the finite element simulations
for various parameter settings.

Before we start solving our system of algebraic equations, we shall first try
to write them in the simplest possible form. Let us focus on the equation (2.60).
We split Bκp(t) to Vκp(t)Vκp(t) and multiply the equation by yet another Vκp(t)

Vκp(t)Vκp(t)Vκp(t)n
∗ = λVκp(t)n

∗, (4.1)

that can be simplfied to
Bκp(t)n = λn. (4.2)

The vector n is thus an eigenvector of the tensor Bκp(t) with an eigenvalue λ, as
was n∗. This shows that n∗ and n are the same vectors except they may have a
different size. In other words, when we find n∗ we only need to find the size of n.
This enables us to change the variables we work with. Since n∗ is a unit vector,
it is in 2D fully specified by an angle

n∗ =
(
cosα sinα

)
. (4.3)

We can therefore construct a vector n by

n = βn∗. (4.4)

Using this we can now write the system of equations in a rather simplified way

µ
(
Bκp(t) − I

)
+ cΓ

(
n ⊗ n

)
+ ν1

▽
Bκp(t) = 0,

Bκp(t)n
∗ × n∗ = 0,

n∗ · Bκp(t)n
∗ = β · β.

Notice we are not solving for v since we have included its gradient in the as-
sumptions and the only function satisfying our boundary conditions can be easily
derived being

v =
(
y · vtop 0

)
, (4.5)

while we denote y a vertical coordinate and set it zero on the bottom plate and
1 on the top plate. These equations can now be solved and the results compared
with the finite element simulations. We choose 4 different vtop for which we
calculate the tensor Bκp(t) and the vector n using both methods. We solve the
algebraic equations using Wolfram Mathematica software FindRoot function. For
finite elements simulations we use Fenics. We let the simulation run long enough
until it is evident that no evolution is taking place and we have reached a steady
state. In the table below we compare the semi-analytical solution (SA) with the
results of finite elements method (FEM) simulation.
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vtop[m/s] method (Bκp(t))11 (Bκp(t))12 (Bκp(t))22 (n)1 (n)2

0.5 SA 1.095 0.2997 0.894 0.9293 0.6686
0.5 FEM 1.095 0.2997 0.894 0.9293 0.6686
1 SA 1.456 0.51 0.8247 1.152 0.6421
1 FEM 1.456 0.51 0.8247 1.152 0.6421

1.5 SA 1.982 0.6847 0.7801 1.379 0.6245
1.5 FEM 1.982 0.6847 0.7801 1.379 0.6245
2 SA 2.655 0.8454 0.7508 1.613 0.6127
2 FEM 2.655 0.8454 0.7508 1.613 0.6127

We can see that the simulation results are identical to the semi-analytical solution
and that assumptions made were appropriate. Both Bκp(t) and n are indeed
constant in space. The reason why we do not see any difference between both
methods is that we used quadratic elements for unknown quantities. Constant
functions are calculated exactly using quadratic elements.

4.3.5 Shear thinning like behavior
With the results from the previous chapter we now have a method that helps
us to quickly and accurately explore the features of our model non-dissipative
in Wκp(t) . One interesting effect we can observe is shear thinning-like behavior.
From the simulations, we have noticed that with a higher shear rate, the vector
n gets more aligned with the flow. What happens to the shear stress is visible
in the Figure 4.6. We can see that if we consider the steady-state, there is a
clear nonlinear dependence of the shear stress on the velocity of the fluid. This
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Figure 4.6: Dependence of the shear stress on the velocity of the fluid in the
steady-state. The straight line is the linear fit of the first two points crossing
zero, representing the fluid with no shear thinning behavior. The dotted line
represents the calculated data.

is interesting since we did not use any model typically used for shear thinning. It
follows directly from the character of anisotropy.
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4.3.6 Anisotropic Giesekus model vith ν1 = ν2

The next model we would like to investigate is similar to the Giesekus model
(2.39). We set ν1 = ν2 = 1 Pa. s. As we have seen, this simplifies the equations.
We are interested in similar plots than before, namely, we would like to know if
there exists a steady-state. From the Figures 4.7 and 4.10 we conclude there is
no steady state and the vector n tumbles.

t = 0s t = 1s

t = 2s t = 3s

t = 6s t = 10s

Figure 4.7: Model with ν1 = ν2. Time evolution of vector n. For readers of
the electronic version of the thesis, the animation is also available as mp4 file
“EqViscFig(4.7).mp4”.

4.3.7 Anisotropic Giesekus model with ν2 = 0.1 Pa. s
Finaly, we will show the evolution of the model with quadratic dissipation, while
setting ν2 = 0.1 Pa. s (2.76). We plot the evolution of vector n and the apparent
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viscosity. This time, because of the low value of ν2, the vector aligns with the
flow and the simulation reaches a steady-state. For evidence see the plots 4.8 and
4.10.

t = 0s t = 1s

t = 2s t = 3s

t = 4s t = 10s

Figure 4.8: Model with quadratic dissipation ν2 = 0.1. Time evolution of vector
n. For readers of the electronic version of the thesis, the animation is also available
as an mp4 file “AnisGiesekusFig(4.8).mp4”.

4.4 Comparison of shear stress evolution across
the models.

We will compare the evolution of shear stress using different isotropic and
anisotropic models and different settings of constants. This should give us
an idea of how the anisotropy influences the flow. Moreover, Couette shear flow
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is a realizable experiment. Therefore we can eventually compare the simulated
results with experimental measurements and in the future find a material that
our model describes. We will focus firstly on the Oldroyd-B type models.

4.4.1 Oldroyd-B type models
In this class, we plot the apparent viscosity for three models. Isotropic Oldroyd-B
model, anisotropic Oldroyd-B model, and model with no dissipation in Wκp(t) .
These models, as mentioned during their derivation, are similar since the evolution
equation for Bκp(t) is in Bκp(t) linear. For simplicity, we will keep all the constants
set to 1. From the previous section, we know that for the isotropic Oldroyd-B
model and model with no dissipation in Wκp(t) we have a steady-state solution for
studied flow. Anisotropic Oldroyd-B model has no steady-state solution because
the vector n keeps spinning. How the shear stress behaves can be seen in the
Figure 4.9.
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Figure 4.9: Comparison of shear stress evolution in Oldroyd-B type models.

4.4.2 Giesekus type models
One of the anisotropic models is similar to Giesekus isotropic model. Model with
ν1 = ν2 can be simplified as described in the Section 2.4.4. This leads to the
model quadratic in Bκp(t) . The model has no steady-state for our usual setting
of constants to 1. We can see the shear stress evolution compared to the pure
isotropic model in the Figure 4.10

36



	0.8

	0.9

	1

	1.1

	1.2

	1.3

	1.4

	1.5

	0 	5 	10 	15 	20 	25

η	
[P
a.
s]

t	[s]

Giesekus	model
equal	viscosities	model

Model	with	quadratic	dissipation	ν2	=	0.1

Figure 4.10: Comparision of shear stress evolution in Giesekus type models.

4.5 Influence of ν2

In this section, we will investigate various constants settings. We will stop using
every constant equal to 1 and investigate if there, for example, exists a steady
state if we change one of the viscosities or study the influence on the relaxation
time of a model if a steady state is present.

4.5.1 Anisotropic Oldroyd-B model
We would like to study the influence of different settings of ν2. We expect different
speeds of rotations or even the simulation converging to a steady state. First, we
select a broad range of parameters. The results for the shear stress evolution can
be seen in the Figure 4.11.
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Figure 4.11: Using only anisotropic Oldroyd-B model we look at various setting
of ν2. We can see the shift in behavior from tumbling state when viscosity is high
to steady state when ν2 is low. The rotation is also faster for higher values of ν2.

Next we look more closely to what happens when we investigate tumbling -
steady transition at ν2 ≈ 0.19 Pa. s. The results can be seen in the Figure 4.12
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Figure 4.12: We focus on the samller range ν2 ∈ {0.15 Pa.s, 0.18 Pa.s, 0.2 Pa.s,
0.23 Pa.s, 0.25 Pa.s} . We see the transition behavior from tubmling to the
steady-state.

4.6 3D Simulation
We will now look at the results from the simulation inspired by the experiment
described in the Section 3.1.4. We use the model with quadratic dissipation set-
ting ν1 = ν2. This model is described by the equations (2.76). We use tetrahedral
elements and the same numerical methods as for the 2D problem. We plot the
snapshots of vector field n in the Figure 4.13 and then plot the integrated shear
stress divided by the integrated shear rate. We denote this quantity as η.
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Figure 4.14: Plot of η for 3D simu-
lation using model 2.4.4. Previously
defined η is plotted versus time, since
shear would not be constant for all
points.

Figure 4.15: Figure 11 from the
article [6]. Plot of the apparent
viscosity for a liquid crystal mix-
ture and three temperatures ob-
tained from the experiment us-
ing cone and plate rheometer.

We would now like to compare the plot of η with the experimental results
obtained for the apparent viscosity of a liquid crystal in the article [14] (see
Figures 4.14 and 4.15). We may notice there are some features similar. Firstly,
we see that both curves have periodic behavior over time. The characteristic
drop around the maximum of each period is present in the simulation as well
as in the measurement. The last important feature we would like to discuss is
the decreasing amplitude of the periods. In our model, it has a clear meaning.
We are integrating the shear stress and we may notice in the snapshots that the
vectors tend to desynchronize. This way the position of the vector n is more and
more random and the amplitude of the average gets lower. In the experimental
data, the decrease in the amplitude is also present. We suspect this may be
caused by the cone not fully touching the plate in the rheometer. This would
create the non-uniform shear rate since the equation (3.1) would not be entirely
correct. Non-uniform shear rate leads to the same effect as in our plate and plate
simulation. There may also be other reasons why the amplitude decreases after a
certain time interval like the heating of the liquid crystal or imperfections in the
mixture preparation.

Even though we did not fit the model, nor used exactly the same geometry
in the simulation, we consider the qualitative agreement in the results interesting
and worth further research. The plate and plate geometry may be at the end rel-
evant since it probably captures the imperfection in the homogenous orientation
of anisotropy after a period of time. Cone and plate simulation can be developed
after we explore how to stabilize the model in more complex geometries.
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t = 0s t = 1s

t = 2s t = 3s

t = 4s t = 5s

Figure 4.13: Model with ν1 = ν2. Time evolution of vector n for 3D simulation.
For readers of the electronic version of this thesis, the animation is available as
mp4 file “3DsimFig(4.13).mp4”.

41



Conclusion
In this thesis we introduced new thermodynamicaly consistent models of an
anisotropic viscoelastic fluids. In the first chapter, we introduced important
quantities and relations and extended them further including the anisotropy. We
derived four models as an example of how to approach and work with the frame-
work developed. We put the models into two categories depending on whether
they have a linear or quadratic equation for Bκp(t) calling them Oldroyd-B and
Giesekus type respectively. The comparison of isotropic against anisotropic mod-
els was also done showing interesting patterns such as tumbling/aligning of the
vector n or different speed of rotation deppending on the angle between n and
velocity vector. Finally, we tried to see if the model developed using only very
basic assumptions and principles can in some way capture the bahavior of a liquid
crystal. We simulated the geometry similar to the cone and plate rheometer used
for measurements in the article [14] and qualitatively compared the results. The
resemblance of the key curve patterns between the simulated and experimental
data was rather interesting.

There is a lot of potential for further work to be done that can lead to interest-
ing results. We believe that tumbling and aligning transition can be investigated
analytically and possibly a critical value for ν2 can be determined. For all calcula-
tions, we used a continuous Galerkin finite element method. Since the vector field
n can be discontinuous in a general case, discontinuous numerical methods for
solving partial differential equations could lead to more stable and robust solvers
for liquid crystals.

In the future, the expansion of free energy including the terms with ∇n should
be considered, representing the so-called distortion free energy typically present
in certain classes of liquid crystals.
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