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Abstract

In this thesis, we use modern meta-analytical methods to conduct a system-
atic review of the literature that estimates the effect of structural reforms on
economic performance in European countries. We collect 889 estimates from
90 studies, which we then test for the presence of publication bias. Using the
regression-based tests, we find evidence of small publication bias. In order
to examine why reform effects vary and tackle the model uncertainty, we em-
ploy Bayesian model averaging. Our findings indicate that data choice and
estimation methodology are the most important factors in explaining the effect
heterogeneity. While we do not find any significant short-run effect, we confirm
the positive long-run effect of the reforms. Furthermore, fiscal and institutional
reforms are shown to be the most effective type of reform in achieving long-
term growth, as opposed to labour market reforms that are proved the least

beneficial for economic performance.
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Keywords meta-analysis, structural reforms, growth, pub-

lication bias
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Abstrakt

V tejto praci s vyuzité metoédy modernej meta-analyzy s cielom vytvorit sys-
tematicky prehlad literatury, ktord skima efekt Strukturdlnych reforiem na
ekonomicky rast v krajinach Europy. Analyzujeme 889 odhadov tohto vztahu
publikovanych v 90 studiach, ktoré potom testujeme na pritomnost publikaéne;j
selektivity. S pouzitim testov zalozenych na regresnej analyze nachadzame
stopy malej publika¢nej selektivity. U kratkodobych efektov pozorujeme mala
publika¢nt selektivitu. Aby sme mohli skimat, preco sa jednotlivé efekty lisia a
k oSetreniu modelovej neistoty, pouzivame bayesovské modelové priemerovanie.
NaSe zistenia naznacuju, ze najdolezitejsimi faktormi, ktoré vysvetluja rozdiely
medzi odhadmi, st volba dat a metodologie odhadu. Aj ked nenachidzame
Statisticky vyznamné kratkodobré dopady, praca potvrdzuje kladny dlhodoby

dopad reforiem. Figkilne a inStitucionéilne reformy sa navyse ukazuju ako naje-
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fektivnejsi typ reforiem v dosahovani dlhodobého rastu, na rozdiel od reforiem

trhu préce, ktoré sa ukizali byt najmenej vyhodné pre ekonomicky rast.

Klasifikace JEL €83, E60, O11
Klicova slova metaanalyza, Strukturalne reformy,
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Proposed topic The Effects of Structural Reforms in Europe: A Meta-

Analysis

Motivation Structural reforms represent a popular tool for governments aspiring
to achieve faster economic growth. Market deregulation, trade, institutional and
financial sector reforms, if appropriately applied, may improve factor productivity
and bring macroeconomic benefits. For governments designing the optimal policy
and aiming to boost their economic performance, the knowledge of the effect that
particular reforms have on the economy is of the utmost importance. Hence, over the
years this topic has received a lot of attention in the academic community.

Plethora of authors have focused on reforms adopted in various countries, how-
ever, often with results that differ in direction or size of the predicted reform effect
(McQuinn and Whelan, 2015; Bouis and Duval, 2011). The solution offers a quantita-
tive procedure called 'meta-analysis’. This approach enables to understand the causes
of variation and combine results of multiple studies, thus giving the most objective
outcome. Meta-analysis has been widely used in economics, with its application in
labour economics, Card et al. (2010) use it to evaluate labour market policies; in
resource economics, Havranek et al. (2012) and Sebri (2014) determine price and
income elasticities of gasoline and water, respectively; Doucouliagos and Ulubasoglu
(2008) focus on the impact of political democracy on economic growth.

The basis for this thesis form two papers, Babecky and Campos (2011) and
Babecky and Havranek (2013). The first identifies the main factors that explain
the variation in estimated reform effects, while the latter further improves the analy-
sis by correcting for publication bias and extends the discussion to the magnitude of
the reform effect. The focus of both of the studies lies on transition economies. On
the other hand, on European non-transition countries there has not been done any

meta-analysis yet, which serves as an objective for this thesis.
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Hypotheses

Hypothesis #1: The literature estimating the effect of structural reforms on

economic growth is affected by publication bias.

Hypothesis #2: Numerical estimates of the reform effect depend on methodol-

ogy employed to estimate them.

Hypothesis #3: Average structural reform has a strong positive long run effect

on economic perform ance.

Methodology The main aim of the thesis is to investigate the responses of eco-
nomic growth in Europe to various types of structural reforms using empirical research
studies. The principal tool for achieving this objective is meta-regression analysis as
described by Stanley (2001).

The first step when conducting meta-analysis is searching for all studies relevant
to the topic. For this purpose, I will use standard databases (f.e. RePEc, EconlLit,
SSRN, Google Scholar), identify primary studies and their references. The sample
will be reduced only to studies that report estimates of coefficients along with their
t-statistics, clearly state the details of estimation methodology, and cover European
economies. Consequently, I will classify important characteristics of each study, and
determine the summary statistic that will serve as a dependent variable in my regres-
sion.

The coefficient estimates are usually not directly comparable among the studies,
therefore, they will be standardized and evaluated both in the short and the long
run. It is common practice to use for such evaluation so called "funnel plot", that
will detect possible heterogeneity and publication bias. The latter refers to a state
when results consistent with a certain theory or with statistical significance are more
likely to be published (Stanley, 2005), and can deform the average reform effect. For
example, if political expectations encouraged researchers to prefer strong or positive
results, the average effect would be skewed. Based on the analysis, I will test for the
presence of publication bias, and potentially correct the estimates. The regression
model that includes variables accounting for differences among the studies will allow
to determine the main sources of heterogeneity (similar to Babecky & Campos, 2011)
and improve the estimates of reform effect. Finally, I will discuss the magnitudes and

compare the responses of GDP to various types of reforms.

Expected Contribution I will perform a comprehensive quantitative review of
literature estimating the response of economic growth to various types of structural
reforms adopted in non-transition countries in Europe. I intend to use the most

recent primary studies, modern meta-analysis methods and contribute to the limited
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number of studies concerning the link between reforms and growth. The thesis aims

to be unparalleled in terms of its target countries and the scope of the reforms. The

resulting estimates will give an accurate view on the effect different reforms have

on the economy, and could provide valuable advice that can be broadly used in

government decision-making. Therefore, the thesis may have significant impact on

the current policy debate.

QOutline

1.

o

Core

Introduction and motivation: This section will introduce the issue of publica-

tion bias, literature and meta-analyses on the link between reforms and growth.

. Studies on reforms and growth: I will explain the most common approaches

how researchers measure the reform effect.

. Data set: 1 will describe the data collection process.

. Empirical part: 1 will explain modern meta-analysis methods, test the presence

of publication bias formally and graphically, correct the estimates, and build

the regression model.

. Discussion: I will discuss my regression results, sources of variation, the mag-

nitude of a reform effect, and differences among the various types of reforms.

. Conclusion: I will summarize my findings and their policy implications.
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Chapter 1
Introduction

In 2017, European economies were finally growing robustly at a rate of 2.4% per
yvear. This came after a disappointing period between 2011 and 2016 when the
average real growth rate reached only 1.5% and the economies were in dire need
for reforms that would stimulate the economic activity. Many governments at
that time proposed and implemented fiscal policies, and now it seems that
their effort has been fruitful. We see that economic conditions improved, yet
countries still face important challenges of how to improve long-term growth
and how to make it more inclusive. (OECD 2018) Governments can focus on
this goal and target various sectors of the economy with structural reforms,
however, these must be designed carefully and systematically. Coordination
of reforms, emphasis on their proper implementation, and the most suitable
targeting can maximize the performance impact of structural reforms. The
puzzle economists and governments are trying to solve is which area of the
economy to target so that they achieve the desired effect most effectively and
at the lowest cost.

Even though the indisputable popularity of the topic may indicate differ-
ently, the effects of structural reforms are surprisingly difficult to extract and
the literature often delivers results contradictory in multiple ways. Despite the
fact that the studies seem to estimate the same effect, some show that reforms
bring gains even in the short run, while others conclude that economies can
suffer short-run losses. The effects of different reforms are another source of
dispute. In these cases, modern meta-analytical methods have proven useful.
A meta-analysis, first defined by Glass (1976), is a formal quantitative study
designed to assess previous research of the particular topic. The literature

on the topic may be extensive, complex, and often conflicting, nevertheless,
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meta-analysis provides a coherent and consolidated review, because it studies
empirical results as though they were any other scientific phenomenon. (Stan-
ley 2001).

The objective of this thesis is to give an accurate view on the effect different
reforms have on the economic performance, settle controversies from conflicting
studies and improve the precision of the reform-growth effect. We collect 889
estimates of the reform-growth effect from 90 studies published between 1996
and 2017 and apply statistical methods to identify potential publication bias,
explain sources of heterogeneity between the primary estimates, and ultimately
construct the best-practice synthetic estimates.

Although there are two meta-analyses (Babecky & Campos 2011; Babecky
& Havranek 2014) that estimate the reform-growth effect, both of them include
only studies on transition economies. In this thesis, we expand the focus of
existing meta-analytical research geographically to all European countries and
above that, we differentiate between different types of reforms and compare
their effects. We believe that this is the first work that examines the reform-
growth effect in this sense. The results of the thesis also provide valuable advice
that can improve understanding of how reforms influence growth, and that can
be broadly used in government decision-making and policy design.

The thesis is structured as follows: in Chapter 2 we discuss what structural
reforms are and we provide a review of available literature on structural reforms
in Europe. Above that, we briefly summarize different research and estimation
strategies along with their results. Chapter 3 covers the data collection process
- we describe how we collected relevant studies and what the inclusion criteria
were, we present collected study characteristics in our dataset and we comment
on their descriptive statistics.Chapter 4 explains how we measure the reform
effects and presents their averages not accounted for publication bias that might
plague the literature. We follow with a definition of publication bias and we
test whether it is present in the literature using funnel plots and formal tests in
Chapter 5. Chapter 6 focuses on explaining the heterogeneity between study
estimates and estimating a synthetic reform-growth effect. In Conclusion, we

summarize our findings and provide concluding remarks.



Chapter 2

Studies on Structural Reforms

2.1 What Structural Reforms Are

Structural reform is a term used relatively loosely as there is no strict definition
of what constitutes it. European Commission (2018b) provides a useful guide

by explaining:

"Structural reforms tackle obstacles to the fundamental drivers of
growth by liberalising labour, product and service markets, thereby
encouraging job creation and investment and improving produc-
tivity. They are designed to boost an economy’s competitiveness,

growth potential and adjustment capacity."

In other words, we can say that structural reforms affect the supply side of the
economy and provide incentives to increase the quality and the quantity of the
input factors (capital and labour) and to improve the technology (total factor
productivity). Consequently, they should spur structural change, productivity
and output growth. (Fischer et al. 2018) Hence, any policy that is introduced
with the aim of enhancing growth prospects we consider a reform. We are
interested in all kinds of reforms and we do not set any boundaries on any
specific target sector.

For some policies, such as an increase in tax burden, it is clear what the
reform and also its measure is. In contrast, a launch of an educational pro-
gramme to reduce skill mismatch is not easily quantifiable so how does one
measure it? Surely, it is difficult to assess particular regulation separately and
out of context, because it depends on other regulations already in place. In-
ternational institutions and researchers, therefore, periodically translate the

economic environment into quantitative indexes and examine changes in these
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indicators that correspond to the conducted reforms. Examples of such in-
dexes include the Transition Score by the European Bank for Reconstruction
and Development (EBRD) and the Investment Reform Index by OECD. As
a result of reform, the index can be upgraded, for instance when the Slovak
Republic adopted a new law in 2018 incentivising investment in economically
disadvantaged regions that addressed regional disparities (EBRD 2018b).' Tt
can be, however, downgraded, just as in 2010 when the Slovak Republic made
changes to the pension system that have made the operating environment for

pensions more uncertain. (EBRD 2010)

2.2 Approaches to Measuring the Impact of

Reforms

The question whether structural reforms really succeed in stimulating growth
is subject to the analyses of plethora of authors. In general, there are three
types of studies that focus on structural reforms and their effects: (i) theoretical
studies, (ii) simulations, and (iii) empirical studies.

Usually, it is the international institutions, both European and worldwide,
that issue reports and assessments of the reforming effort of individual countries
(see for example, European Commission 2018a; Heipertz & Ward-Warmedinger
2008). These reports comment on the general progress of reforms and use
expert knowledge to interpret the development of macroeconomic indicators.
A common factor associated with these reports and papers is that they do not
quantify the effect policy has had and only observe changes in macroeconomic
indicators without taking into account other influences that might have affected
them. Even though this approach is indeed very instructive, it might not be
specific enough for future policy design and might be to some extent subjective.

In contrast to theoretical assessments, simulations build a forward-looking
model based on the macroeconomic theory in order to evaluate the reform
effect. These studies focus especially on taxes and labour market reforms and
use either a micro-simulation or a general equilibrium analysis to simulate the
reform effect on macroeconomic variables, often unemployment and growth (see
for instance, Bouis & Duval 2011; Eggertsson et al. 2014; Gomes et al. 2013).

The model-based literature agrees on the positive long-run effect of structural

"Methodology behind the EBRD transition indicators changed in 2017 and the key qual-
ities considered include whether the economies are well-governed, green, inclusive, resilient
and integrated.
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reforms, but the conclusions for the short run differ. According to some (Gomes
et al. 2013; Hobza et al. 2010) it seems that the benefits take several years to
materialise, while Cacciatore et al. (2012) shows that both product and labour
market reforms stimulate economic growth already in the short run (although
job protection reforms temporarily increase unemployment). The results in
this section of the literature strongly depend on the model setting and its
calibration, similarly as empirical studies depend on model specification and
dataset. Above that, model-based studies might lack validity because they may
not reflect the reality properly. (Chattoe-Brown 1998)

We are interested the most in empirical studies that derive knowledge from
actual experience rather than purely from theory and are estimated on directly
observed and measured phenomena. Results in studies that we reviewed vary
greatly because they are affected by the choice of data, methodology or model

specification, however, they should still reflect the true response of the economy.

2.3 Overview of Results from Empirical Studies

The reviewed empirical literature is diverse - economists estimate different re-
gression equations on different types of data (cross-sectional or panel) and treat
potential endogeneity differently. When we look at the dataset and the cor-
responding model specification used, several reviewed studies average annual
data over a few years (for instance, Jaimovich & Rebelo 2017; Heybey & Mur-
rell 1999), so as to have cross-sectional data. This allows them to investigate

the effect of structural reforms by estimating the following regression model:
j

where g; is a measure of economic performance for country %, usually annual
real GDP growth or productivity growth, R; is a measure of a particular re-
form analyzed in the paper, X;; are explanatory variables that include initial
conditions and other controls, and €; represents the error term. Regression co-
efficient 8 denotes the long-run, i.e. cumulative, effect of the reform measure
on economic performance conditional on controls X, because of the averaged
data. Yet, if the studies estimate the equation for a specific year, S describes a
short-run effect. Ultimately in every regression, 8 captures three effects - (i) a

direct reform effect through improved allocation of production factors, (ii) an
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indirect reform effect, e.g. through a positive effect on export growth, and (iii)
the effect of other excluded growth determinants to the extent in which they
are correlated with the reform measure.

Alternatively, many studies (among others Bouis et al. 2012; Apolte 2011)

use panel data to estimate growth regressions of the following form:

gyt = & -+ ﬁR»it -+ Z"}/jXﬁt -+ €ity (22)
J

where g;; is a measure of economic performance of country i in year ¢, Ry is a
reform measure for country i in year t. Xj;; are explanatory (control) variables
that include initial conditions and structural features for country 7 in year ¢,
and €; denotes the error term. Variables o, and 7; denote the regression

cocfficients.
In panel data specification (2.2), B measures the long-run effect. Some
researchers (among others Abed & Davoodi 2002; Havrylyshyn & Van Rooden
2003), however, want to differentiate between the long-run and short-run effects

and estimate one of the upgraded versions of (2.2):

g = @+ BRu+ 0Ru1 + )1 Xju + e, (2.3)
i

git = o+ B(Rit — Rit—1) + 6 Ri—1 + Z'}’ijt‘t + €it, (2.4)
J

where Rj_1 denotes the reform measure for country ¢ in the previous year. In
specification (2.3), the short-run effect is measured by the coefficient §, while
the long-run effect is the sum of coefficients 8 and §. In contrast, [ captures
the short-run and § the long-run effect in specification (2.4).

There are two major methodological issues the economists consider - un-
observable country heterogeneity and endogeneity of the reform measure. The
heterogeneity is usually overcome by estimating the reform-growth regression
with country dummies or using panel data methods, e.g. fixed effects. Sim-
ilarly, many studies control for time dynamics as well and include the time
fixed effects in their model. A serious problem arises if the reform variable is
endogenous which it likely is because as Rodrik (2005) points out, the policies
are not random but used systematically to achieve certain goals. If the model
is estimated with Ordinary Least Squares (OLS), it might lead to biased reform

effects through reverse causality. Researchers often address this problem and
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use Two-Stage Least Squares (2SLS) or Generalized Method of Moments ( GMM)
(see examples in Beck & Laeven 2006; Piculescu 2003).

The findings in the reviewed literature on this topic are rather mixed. In
general, economists confirm that reforms are beneficial in the long run, how-
ever, the size of their impact is disputable just as is their short-run effect. Some
(Christoffersen & Doyle 2000; Wolf et al. 1999; Stachr 2005) show that reforms
are associated with weaker output initially, but stimulate higher growth with
one- to two-year lag, moreover, the long-run gains seem to dominate the im-
mediate losses. As opposed to these studies, others (Bouis & Duval 2011) do
not find any significant aggregate losses in the short run, and even argue that
reforms may deliver some benefits, especially in good times.

The results differ also with respect to the target sector of the reform. A few
studies compare multiple types of reforms, and those (among others De Melo
et al. 1997; Fidrmuc 2003; Falcetti et al. 2002) in particular focus on transition
economies which went through liberalization, privatization, and institutional
reforms during the last three decades. To illustrate the disagreement between
studies, for instance, Lawson & Wang (2005) find that price liberalization,
enterprise reform, competition policy are negatively associated with growth and
only trade liberalization is positive, while Stachr (2005) shows that broad-based
reforms and liberalization bring gains, and only market opening and financial
liberalization without accompanying reforms bring losses. Other papers focus
on one type of reform only - particularly popular are financial and fiscal reforms,

then also reforms of services, institutions, and labour market.

2.4 Meta-Analyses on Reform-Growth Effect

To our knowledge, there exist two meta-analyses investigating the effect of
structural reforms. The first one was conducted by Babecky & Campos (2011).
The authors gather 43 econometric studies, generating 321 estimates of the
reform effect on economic growth, and closely examine the sign and magnitude
of their statistical significance. All selected studies were published between
1996 and 2006 and were focused on liberalization and stabilization of transi-
tion economies. This particular focus of authors stems from four reasons: (i)
popularity of the transition countries among the econometricians; (ii) similar
initial conditions, but different timing and nature of the reforms; (iii) use of
similar measures of growth, and (iv) use of similar econometric specifications.

Approximately 30% of the coefficients found are positive and significant, which
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means that the reform improved the economic performance of the country. An-
other third of the coefficients are negative and significant, and the rest is not
statistically significant.

The authors find that the use of panel data methods and time coverage
play an important role in explaining the variation of estimated effects. Having
a lower number of observations, using country-specific dummies and addressing
potential endogeneity, all increase the probability of yielding positive reform-
growth relationship. The relationship between growth and reforms is likely to
be changing in time with reforms having initial costs that are offset in sub-
sequent years, therefore the inclusion of lagged reform values increases the
probability of a negative reform effect. On the other hand, estimates averaging
the effects over several years are found to be more likely positive and signifi-
cant. The sensitivity check shows that the results depend on the measure of
reform used.

Babecky & Campos (2011) also draw attention to a potential drawback
of their econometric analysis - the tendency of academic journals to publish
analyses with statistically significant results. Babecky & Havranek (2014) ad-
dress this issue of publication bias in their analysis, and extend the analysis
of Babecky & Campos (2011) by including newly published studies and by
deepening of the quantitative methods used.

The dataset used in Babecky & Havranek (2014) consists of 60 studies pub-
lished between 1996 and 2013 that together contain 537 empirical estimates of
the effect of different types of structural reforms on growth in transition and
post-transition economies. The reforms could be categorized as (i) internal
market liberalization, (ii) external market liberalization, and (iii) private sec-
tor entry reforms. In comparison to Babecky & Campos (2011), the authors
distinguish between the short-run (within a year) and long-run (cumulative)
effects of the reforms on growth.

The magnitudes of estimates across studies are generally not directly com-
parable, therefore the estimates are transformed using the corresponding t-
statistics included in the primary studies. The standardized measure used by
Babecky & Havranek (2014) is then the partial correlation coefficient that is
further used in testing for the presence of the publication bias. That is con-
firmed only in the short-run estimates. The partial correlation coefficients are
accordingly corrected, and the authors find that on average the reform-growth
relationship is positive and small, while in the short-run negative and strong.

To examine the causes of heterogeneity among the results, the authors build



2. Studies on Structural Reforms 9

a meta-regression model. Explanatory variables capture the design of pri-
mary studies, namely the econometric method used, the type of reform index,
whether lagged variables were used and the time dynamics were controlled for,
the control variables in the model specification; and publication characteristics.
Because of the high number of variables (32) and uncertainty which of them
to include, Babecky & Havranek (2014) use Bayesian Model Averaging ( BMA)
to estimate the model. As the most important factors in explaining the hetero-
geneity among the results authors identify the use of lagged variables and the
use of external liberalization reform index. Overall, the results of the analysis
show that a standardized reform in a transition country with 4% growth rate
would in the short-term decrease the growth rate by 0.4 percentage points, but
in the long-term increase by 0.3 percentage points. Furthermore, the reforms
aimed at external liberalization are shown to have a greater impact than other
types of reforms with lower cost in the short-term and greater benefits in the

long-term.



Chapter 3

The Reform Effects Dataset

3.1 Data Collection

Every meta-analysis begins with a construction of data set that consists of all
available studies focused on the phenomenon of interest. These studies are
referred to as primary econometric studies. At this point, we have to define
clear inclusion criteria that the primary study has to satisfy to be included
in the data set. It is crucial to balance the inclusion criteria - if they are set
too broadly, the studies satisfying them might be too heterogeneous and the
meta-analysis results might be difficult to apply to specific cases. On the other
hand, if the inclusion criteria are too narrow, it might become hard to find
suitable studies and to generalize the results.

We define three inclusion criteria that the studies must satisfy to be included
in our dataset. First, the study must investigate the effect of a reform on a
key macroeconomic performance variable such as economic growth and report
econometric analysis. We do not constrain ourselves on any particular type of
reform, as we specifically wish to explore the differences between them. Second,
the study must consider reforms in European countries, because we want to
ensure the greatest possible relevance of the resulting recommendations for
the European macroeconomic environment. Third, the study must include a
description of the methodology used and the results of an econometric analysis
with a measure of statistical significance such as t-statistics, standard errors or
p-values.

In order to find suitable studies, we turn our attention to research databases,
namely SSRN, RePEc, Google Scholar, and EconLit. As a searching query we

use keyvwords:
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reform, growth, Europe.

For the returned searching results we go through their abstracts to determine
the initial studies’ relevance. Many studies are purely theoretical or otherwise
unsuitable, therefore dropped from our analysis. Subsequently, we go through
the text itself to identify traditional empirical studies that estimate the effect of
reform on a performance measure. A large part of the reform-growth research
focuses on a simulation-based analysis using endogenous growth models such
as DSGE. These studies have to be excluded because they analyze a theoretical
impact of a shock on the economy, not an ex-post material one. The studies
estimating the effect of the reform on unemployment are another large category
of studies that have to be excluded. ! Even though we include studies estimat-
ing the effect on productivity growth, unemployment is not directly translated
to output growth.

Additionally, we go through the references of the relevant studies and in-
clude those satisfying our criteria to the dataset as well. Finally, we add primary
studies from Babecky & Havranek (2014) that estimate the effect of structural
reforms in transition economies. There have been a few cases in which the same
reform-growth estimates were published in multiple studies under a different
title or publication year. We pay close attention to not having any study esti-
mates duplicated as we would unintentionally assign a greater weight to them
and consequently bias our analysis.

In almost all primary studies their authors estimate more than one model
specification and generally, the number of models estimated varies from study
to study. Since the authors rarely clearly specify which model specification is
preferred by them, we have decided to use all reform effect estimates from each
study. This approach yields an unbalanced dataset, therefore in the further
analysis, we assign weights to all estimates so that each study has the same im-
portance. There are three advantages to this approach. First, we avoid biasing
the meta-analysis by subjective selection of the authors’ preferred estimates.
Second, we increase the variation in our dataset, because many studies esti-
mate alternative specifications and robustness checks. Third, using multiple
estimates per study, we can remove the unobserved individual study character-
istics by employing study-level fixed effects model (Havranck & Trsova 2017).

The final dataset consists of 90 studies satisfying the inclusion criteria. We

finished our search in June 2018. The complete list of studies is included in

IThe majority of studies that estimate the effect of reform on unemployment focus on
labour market reforms.
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Appendix A. The dataset includes both published and unpublished studies
that contain together 889 empirical estimates of the reform-growth effect in
European countries.

All studies in our dataset were published in the English language. The five
oldest studies we found dated back to 1996; the newest study was published
in the first half of 2018. In comparison with the two previous meta-analyses
(Babecky & Campos (2011); Babecky & Havranek (2014)), the studies in our
dataset cover longer period, broader geographical area and variety of reforms.

The selected primary studies focus on a wide range of reforms, nevertheless,

can be categorized into clusters based on the target sector of structural reforms:

Labour market This cluster includes reforms aimed at increasing labour uti-
lization and market adaptability such as the introduction of strong employment
protection legislation or reforms of labour market institutions; also includes us-
ing other financial incentives to work (f.e. changes in public wage bill spending

during the financial crisis).

Public finance and institutions Broad category of reforms that focus on
taxation, quality of public finances, and capital regulation. Examples of such
reforms include a reduction of the tax burden, institutional harmonization, and

fiscal consolidation.

Innovation and financial markets Cluster includes reforms stimulating pro-
ductivity growth - promotion of FDI, efficiency improvements towards financial
services, strengthened property rights, commercial integration with the EU,

globalization, and development of service-exporting sectors.

Welfare state Welfare state reforms address mostly demographic issues such
as ageing, health care, and education. In particular, these include pension
reforms of the 2nd pillar, changes in health care expenditure, welfare spending

and European welfare models.

3.2 Collected Data Characteristics

From each study, we extract coefficients on the reform variables, its t-statistics,

and additional characteristics that should help us explain the heterogeneity
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among the estimates.? Compared to the meta-analysis by Babecky & Havranek
(2014) we have decided to gather additional characteristics reflecting the model
specifications of our broader dataset. The gathered variables capture the data
and the methods used, the specification characteristics and the publication
characteristics. Beside the coefficients and t-statistics we extract the following

information:

year: the year when the study was published. In case of unpublished studies,
the variable represents the year when the study first appeared in the

databases, for example as a working paper.

ref type: the reform type of the study. Four reform types are coded: (1) labour
market reforms, (2) public finance and institution reforms, (3) innovation

enhancing and financial market reforms, (4) welfare state reforms.

panel: dummy variable equal to one if the study uses panel data. An alternative
to using panel data are cross-sectional analyses that are generally used to
estimate long-run reform effects. Panel data can be used to estimate both
short and long-run effects, depending on whether the estimation includes

only contemporaneous or also lagged measure of reform.

endo: dummy variable equal to one if reform measure endogeneity is treated
in the estimation. Dummy hence corresponds to using one of the follow-
ing statistical techniques: instrumental variables, 2SLS, 3SLS, GMM or

cointegration.

fixed: dummy variable equal to one if the country-specific heterogeneity in the

model is treated using either fixed effects model or country dummies.

n: the number of observations used for the model estimation in the primary

study.

k: the number of independent variables used in the estimation of the reform-

growth effect; including the constant, time or country dummies.

start: the first year of the data sample which was used for the reform-growth

estimation in the primary studies.

tspan: the number of years in the data sample which was used for the reform-

growth estimation in the primary studies.

2In case only the standard error or p-value is stated, the corresponding t-statistics is
calculated based on this significance measure.
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countries: the number of countries in the sample used for the reform-growth

estimation.

gdppc: dummy variable equal to one if the dependent variable is GDP per
capita growth. Other economic performance measures used as a depen-
dent variable include GDP levels and Total Factor Productivity (TFP)
growth, that is directly translated into the output growth.

ebrd: dummy variable equal to one if the EBRD Transition indicators are used
as a measure of reform. EBRD Transition indicators include three reform
components - internal and price liberalization (li7), external liberalization
(lie), and private sector entry (lip). (EBRD 2018a)

cli: dummy variable equal to one if the Cumulative Liberalization Index (CLI)
is used as a measure of reform. CLI by the World Bank also includes three

reform components - lii, lie, and lip. (De Melo et al. 1996)

comb: dummy variable equal to one if a combination of CLI and EBRD indices

is used as a measure of reform.

other: dummy variable equal to one if other measure of reform than CLI or
EBRD index is used. Examples of such measures include an increase in
minimum retirement age, a decline in product market regulation and a

decline in labour tax wedge.

lii: dummy variable equal to one if internal markets liberalization components
are used as a reform measure. These components include price liberal-

ization and the abolition of state monopolies.

lie: dummy variable equal to one if trade and foreign exchange components are
used as a reform measure. These components include liberalization of

foreign trade and currency convertibility.

lip: dummy variable equal to one if banking reform, privatization or private
sector entry components are used as a reform measure. These components
include small-scale privatization, large-scale privatization, and interest

rate liberalization.

av: dummy variable equal to one if an average (weighted or simple) or a sum

of reform index components is used as a measure of reform.
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margeff: dummy variable for the marginal reform effects; equal to one if liz, lie,

and lip are used in the same specification.

lagdp: dummy variable equal to one if the lagged depended variable is included

in the specification.

speed: dummy variable equal to one if the speed of reform is used as a measure

of reform.

lags: dummy variable equal to one if both contemporaneous and lagged reform

measures are included in the regression.

time: dummy variable equal to one if the time dynamics is controlled for in the

specification.

ic: dummy variable equal to one if the regression specification controls for initial
conditions. These controls might include initial GDP per capita, natu-
ral resources, economic distortions inherited from the past, geographic

circumstances or initial life expectancy.

ic12: dummy variable equal to one if the regression specification includes ini-
tial condition measures in form of principal components estimated as in
De Melo et al. (1996). The variable is relevant for the studies estimating

the effect of structural reforms in transition economies.
nic: the number of types of controls for initial conditions.

stabil: dummy variable equal to one if the regression specification controls for
stabilization. These controls might include inflation, fiscal balance-to-
GDP ratio or budget deficit.

nstabil: the number of controls for stabilization (including the inflation if con-
trolled for).

infl: dummy variable equal to one if inflation is controlled for in the regression

specification.

inst: dummy variable equal to one if institutional development is controlled for
in the regression specification. The controls might include legal and po-
litical indicators, democracy measures, political instability and violence,

rule of law or government effectiveness measures.
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ninst: the number of types of controls for institutional development.

fact: dummy variable equal to one if factors of production are controlled for in
the regression specification. These controls might include investment per
capita, human capital endowment, investment-to-GDP ratio or popula-

tion growth.
nfact: the number of types of controls for factors of production.

open: dummy variable equal to one if a measure of openness is included in the

regression specification.

init_ GDP: dummy variable equal to one if the initial GDP is included in the

regression specification.

fdi: dummy variable equal to one if foreign direct investment is included in the

regression specification.

school: dummy variable equal to one if a measure of school enrollment (primary,

secondary or tertiary) is included in the regression specification.

empl: dummy variable equal to one if an employment rate is included in the

regression specification.

service: dummy variable equal to one if a share of the service sector is included

in the regression specification.

pubpr: dummy variable equal to one if the study differentiates between the

effect of the reform on the private and the public sectors.

journal: dummy variable equal to one if the study was published in a refereed

journal.

Igoogle pa: the number of study citations on Google Scholar per year since the
study was published, i.e. the number of total citations divided by the age
of the study in logarithm.

Igoogle total: the total number of study citations on Google Scholar since the

study was published in logarithm.

authaff: dummy variable equal to one if all authors are from academia.
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3.3 Data Description

Table 3.1 lists all the variables we collect from the primary studies along with
their summary statistics. We code many characteristics as dummy variables,
therefore, their mean values represent the proportion of the total number of ob-
servations for which the variable equals one. We further distinguish short-run
and long-run estimates and categorize the collected variables into five groups.
The first group of variables describes the dataset and methodology used. The
second group differentiates between the measures of reform used in each study.
The third group of variables captures how the authors of each study accounted
for the dynamics. The fourth group of variables describes what variables the
authors controlled for and the fifth group describes the publication character-

istics.

Data and methods The mean short-run reform effect in our sample is es-
timated using dataset starting in 1989 with 22 countries and 13 years. 99%
of the short-run estimates come from specifications using panel data which is
related to the fact that short-run effects are normally estimated including both
contemporaneous and lagged variables. On the other hand, 82% of long-run
estimates in our sample come from studies using panel data, and the mean
effect is estimated on data starting in 1989 consisting of 23 countries and 13
yvears. Only slightly more than a third of all studies treats potential endo-
geneity of the reform variable in their specifications. The same holds about
treating potential country-specific heterogeneity - only 38% of short run and
33% of long-run effect estimates come from specifications using fixed effects or
country dummies. The average number of explanatory variables in regressions
estimating the short-run effect is 16, and for the long-run effect 12, which is
also related to the way short-run effects are estimated, i.e. using additional

lagged variables.

Type of reform measure Most of the studies that estimate the effects of
structural reforms in transition economies use as a measure of reform EBRD
transition indicators or CLI index. Among these, some studies differentiate
between the individual reform components, but 46% uses an average of the
components. The rest of the studies - approximately a third - uses a variety

of other measures of reform, for example, European Index of Regional Insti-
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tutional Integration (Comunale & Mongelli 2018), Fiscal Rule Strength Index
(Gavriluta et al. 2017) or the size of the public sector (Magazzino 2014).

Measure of dynamics As expected, the majority of short-run studies include
both contemporary and lagged reform variables. This is because within the
same model setting, the reform variable without any lag allows to capture the
short-run effect and the lagged ones capture the long-run influence. In case of
studies estimating the long run effect, the proportion of studies using also lagged
reform variables is significantly smaller, 37%. Then, over one-fifth of studies
accounts for time dynamics using time dummies or time trend which eliminates
seasonal components from the time series and enables better manifestation of
the important patterns. Approximately 20% of short run and 12% of long-run
studies use the speed at which the reforms were introduced and implemented
as a measure of reform. This is typical for studies on transition economies in
particular, because the authors often derive the measure from EBRD transition
scores, for instance using change in reforms (Heybey & Murrell 1999) or dividing
the countries into radical, gradual and lagging reformers (Wolf et al. 1999).
In addition, slightly less than 24% of short run and 14% of long-run studies
included in their model specification also the lagged dependent variable, which
in other words means that their authors expected that the current level of

growth measure is determined by its past level.

Specification characteristics A vast majority of all studies measures the
effect of reform on the GDP per capita growth; other dependent variables oc-
curring in our dataset are TFP growth (Nicoletti & Scarpetta 2003; Griffith
et al. 2010), TFP (Barone & Cingano 2011; Harrison 2011), and GDP lev-
els (Fetahi-Vehapi et al. 2015; Kang et al. 2014). Regarding the explanatory
variables, studies estimating the reform effect typically include four types of
controls: initial conditions, stabilization, institutional development, and fac-
tors of production. Frequent control variables include in case of the long-run
effects initial level of GDP, foreign direct investment and government expendi-
ture. The specifications estimating the short-run effects often include openness

and differentiate between the public and private sectors.

Publication characteristics Almost half of the estimates come from studies
published in refereed journals and are conducted by authors from academia

only. Furthermore, the mean number of Google Scholar citations suggests that



3. The Reform Effects Dataset 19

studies included are highly-cited which further stresses the importance and
relevance of the topic.

We collect 889 estimates from 90 studies, therefore, we can immediately
see that some studies were more generous with their estimation than others.
The number of estimates included in each study varies greatly - from 9 studies
we take just one estimate, while from Havrylyshyn & Van Rooden (1998) only
we take 57 estimates. If we do not account for this fact, studies with greater
representation in our sample would have greater weight compared to the studies
with a few estimates. Such a situation might bias especially our analysis of the
study heterogeneity. In order to give all studies the same weight regardless of
the number of estimates they provide, we weight all the collected estimates.
Each estimate is weighted by the inverse of the total number of estimates from

the study. The weight assigned to each estimate is then

Wi = —,
J n;

where w;; is the weight for estimate j from study i, and n; is the number of

estimates from study 1.
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Table 3.1: Description and Summary Statistics of Regression Vari-
ables
Short run
Variable Mean Std. dev. Mean Std. dev.
Data and methods
ref type 2.263 0.629 2.305 0.625
n 623.254 4171.525 423.462 3176.045
k 16.386 12.500 12.268 11.160
panel 0.988 0.108 0.815 0.389
endo 0.395 0.490 0.387 0.488
fixed 0.375 0.485 0.333 0.472
start 1988.979 10.022 1989.536 8.730
tspan 12.590 9.689 12.929 8.977
countries 21.926 6.468 22.765 8.103
gdppe 0.923 0.267 0.820 0.385
Type of reform measure
ebrd 0.339 0.474 0.384 0.487
comb 0.139 0.346 0.089 0.285
other 0.313 0.464 0.387 0.488
lii 0.071 0.257 0.042 0.200
lie 0.047 0.212 0.038 0.192
lip 0.112 0.316 0.093 0.290
av 0.460 0.499 0.440 0.497
cli 0.192 0.394 0.138 0.345
margeff 0.153 0.361 0.086 0.280
Measure of dynamics
lagdep 0.236 0.425 0.135 0.342
speed 0.204 0.403 0.122 0.327
lags 0.552 0.498 0.371 0.483
time 0.251 0.434 0.180 0.385
Specification characteristics
ic 0.625 0.485 0.451 0.498
icl2 0.209 0.408 0.142 0.349
nic 1.437 2.095 0.778 1.194
stabil 0.758 0.429 0.631 0.483
nstabil 1.271 1.065 0.909 0.905
infl 0.732 0.518 0.545 0.498
inst 0.327 0.470 0.425 0.495
ninst 0.454 (0.746 0.751 1.094
fact 0.330 0.471 0.456 0.499
nfact 0.463 0.789 0.864 1.136
pubpr 0.118 0.323 0.044 0.204
it GDP 0.053 0.225 0.104 0.306

Continued on the next page
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Continued: Description and Summary Statistics of Regression Vari-

ables
Short run Long run
Variable Mean Std. dev. Mean Std. dev.
Continued from previous page

fdi 0.041 0.199 0.114 0.340
gov__exp 0.112 0.316 0.187 0.390
open 0.130 0.337 0.147 0.351
school 0.094 0.293 0.144 0.376
empl 0.000 0.000 0.013 0.113
service 0.021 0.142 0.022 0.147
Publication characteristics
journal 0.389 0.488 0.436 0.496
lgoog pa 1.670 1.741 1.819 1.561
lgoog total 3.963 2.257 3.981 2.203
authaff 0.445 0.498 0.440 0.497

Notes: Statistics in the table represent non-weighted means. All variables except
for Google Scholar citations are collected from the studies estimating the effect of
structural reforms. The list of primary studies is available in Appendiz A.



Chapter 4

Estimating the Average Reform
Effect

4.1 Measuring the Effect Size

What makes meta-analysis the highest level of evidence and differentiates it
from a narrative review, vote counting, and other research review methods is
its ability to provide concise information on both the direction and magnitude
of research findings. (Burns et al. 2011) As Shin (2017) explains, effect size
is the key concept in meta-analysis and an essential part of the quantitative
research reporting and hypothesis testing. It represents a quantitative index
of research findings and is further used as a dependent variable in the meta-
analytical process, in contrast to the study characteristics that are used as
independent variables.

Generally speaking, the effect size measures can be categorized into unstan-
dardized (e.g. regression coefficients) and standardized, that include three large
families of the standardized effect sizes - d, r, and odds ratio. d-family can be
used when comparing two means (e.g. pre- and post-treatment comparison),
while odds ratio measures association among categorical variables (e.g. cohort
studies in medical research). The most common effect size measures are from
r-family, i.e. the correlation family. Those include various test statistics, such
as the correlation coefficient and the coefficient of determination R?. (Shin
2017)

The choice of the proper effect size is related to the research design in the
primary studies. In some cases, the choice of effect size measure is straight-

forward - the regression coefficient, because some phenomena are commonly
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examined in a particular way based on their observed behaviour which makes
coefficients easily comparable across the studies. For example, in case of the
relationship between commodity demand and price many are interested in %
changes, which is reflected in the popularity of the log-log regression model.
This makes the estimates of different studies directly comparable because all
of them then measure the elasticity of demand. Yet this is not applicable in
case of a reform-growth relationship, and there is no single uniform measure of
the effect. Therefore, in order to synthesize different regression models used to
estimate the reform-growth relationship, we are required to transform collected
estimates from primary studies to a common metric that represents the effect
sizes (Aloe & Thompson 2013).

Looking at other meta-analyses, Babecky & Campos (2011) use t-statistics,
because these convey the magnitude of the statistical significance. The problem
with their approach is that the t-statistics depend on the number of degrees of
freedom, hence are not directly comparable. Following another option employed
in Babecky & Havranck (2014), we construct a standardized measure, that
is a partial correlation coefficient, accounting for the differences in units and
variable transformations. The partial correlation coefficient r corresponding to

the reform-growth effect is computed in the following way:

AP (4.1)
V2 +df

where t denotes the t-statistic corresponding to the regression estimates found
in the primary studies, and df denotes the number of degrees of freedom from
the particular estimation. The range of partial correlation coefficient values
is [-1;1]. The standard error associated with r is calculated according to the
formula SE(r) = r/t because the significance of the collected estimate must
stay the same even after the transformation. The coefficient r itself allows us to
assess the average effect of the reforms further in the analysis, and additionally,

poses as a dependent variable in our meta-regression setting.

4.2 The Short Run and Long Run Reform Ef-

fects

All collected reform effects, i.e. the partial correlation coefficients, are illus-

trated in Figure 4.1. The figure depicts a histogram of 889 reform effects nor-
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Figure 4.1: Mean of the Collected Reform Effects Differs in the Short
Run and Long Run
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Notes: The wvertical azxis shows the proportion of reform effects that fall into each
size category; the horizontal axis shows the reform effect represented by the partial
correlation coefficient. The solid line denotes the arithmetic mean of the estimates in
the long run and the dashed line denotes the mean of the estimates in the short run.

malized to display relative frequencies of reform effect estimates. It shows the
proportion of estimates that fall into each bin, with the sum of the bar heights
equal to 1. Overall, the majority of the estimates is concentrated around zero
and the histogram appears to be bimodal (or even multimodal). The mean
of the short-run effects (dashed line) is negative in contrast to the mean of
the long-run effects (solid line) that is positive. This suggests that the effects
corresponding to the long run and short run may in fact differ and therefore,
we first look at the short-run and long-run effects separately, and then further
differentiate by the reform types.

Intuitively, negative mean for the short run and positive for the long run
suggest that even though the reforms might have short-run costs, in the long
run, they bring benefit. However, not all the reforms are created equal. In
77 we show the scatter plots of reform effects by the reform type. For the
short run, the means of reform effect estimates are negative in case of labour
market reforms, fiscal and institutional reforms, and welfare state reforms. On

the other hand, financial and innovation spurring reforms seem to bring benefit
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even in the short run. For the long run, the reform effect means are positive for
fiscal and institutional reforms, financial, and welfare state reforms. Only the
labour market reforms estimates have a negative mean, thus are costly even in
the long run. We further test this theory formally estimating the average effect
by more specialized methods.

Three different measures of an average reform effect are reported in Table
4.1: simple arithmetic average, fixed effects estimator, and random effects es-
timator. All these estimates are first reported for all collected estimates and
then for different types of reforms. What is the difference between the three
average effect estimators?

If the reform effect estimates and their corresponding studies were all equally
precise, the arithmetic average is entirely correct and is a simple estimate of
the overall effect. Yet individual studies use different datasets, estimation tech-
niques, etc.; all of that influencing their precision. We want to assign more
weight to the more precise studies, and therefore we apply fixed effects or ran-
dom effects estimators. In the fixed-effects analysis, the collected effect sizes
are all assumed to be estimates of one true effect size. This means that if
we could collect an infinite sample size for each study, the results would be
identical across studies. The fixed effects estimator then weights the partial
correlation coefficients using the inverse of their standard errors. On the other
hand, in a random-effects analysis, the true effect is assumed to follow a par-
ticular distribution and we estimate the mean effect in this distribution. If we
could again collect infinite samples for each study, the studies would result in
different estimates. The random effects estimator weighs the partial correla-
tion coefficients by the inverse of their standard errors and additionally takes
into account the heterogeneity among the estimates. Because of the differences
across studies, such as measures, methods, datasets, the random-effects method
likely provides a better representation of real data. (Borenstein et al. 2010)

The findings established by the analysis of the histogram and scatter plots
are confirmed empirically as well. The estimated arithmetic averages are -0.043
for the short run and 0.019 for the long run. Yet the estimates based on the
more specialized meta-analysis techniques vary in terms of magnitude - the
reform effect estimated by the random effects estimator is -0.041 for the short
run and 0.106 for the long run. The fixed effects method predicts smaller reform
effects with 0.042 for the long run and -0.009 for the short run. The direction
of the effect is consistent across all three methods.

When we take a closer look at the different types of reforms, we see that the
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results are slightly more varied. For the long run, the average effects of fiscal,
financial, and welfare state reforms are positive and significant. Based on the
random effects estimator, the largest effect is predicted for the welfare state
reforms, 0.105; the smallest effect is predicted for the fiscal and institutional
reforms, 0.052. The labour market reforms are estimated to have a negative
effect in the long run by the simple average, but this result is not significant;
the other two measures even predict a significant positive effect. For the short
run, the reform effects are negative in case of labour market and welfare state
reforms - -0.043 for labour market reforms, and -0.038 for welfare state reforms.
The estimated effects of financial and innovation spurring reforms are negative
but not significant across all three methods.

Obviously, we would like to interpret the partial correlation coefficients
and assess how important these effects actually are. For this purpose, we
use the guidelines set by Doucouliagos (2011): the values of partial correlation
coefficient smaller than 0.07 in absolute value denote no important effect; values
between 0.07 and 0.17 denote a small effect; values between 0.17 and 0.33 denote
a medium effect; values larger than 0.33 denote a strong effect.

The average reform effects we estimated suggest a small to near negligible
effect on the economic growth in both the short and the long run. Still, the
effects estimated in this section do not take into account the issues that may
plague the literature and affect the effect sizes - publication bias and study
heterogeneity. Publication bias is the reason why some estimates might have
a different probability of being reported, while study heterogeneity reflects the
differing models from which the collected estimates come from. Both these
issues might skew the average reform effects, therefore we account for them in

the following sections.
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Table 4.1: Estimating the Average Reform Effect

Short run Long run
Method Est. effect 95% C1 Est. effect 95% CI
All types of reforms
Arithmetic average -0.043  -0.070 -0.017 0.019  0.013  0.024
Fixed effects -0.009  -0.013 -0.005 0.038  0.034  0.042
Random effects -0.041  -0.067 -0.015 0.106  0.08  0.127
Labour market reforms
Arithmetic average -0.049  -0.108  0.011 -0.049  -0.119  0.021
Fixed effects -0.010  -0.015 -0.004 0.023  0.020  0.026
Random effects -0.000  -0.015 -0.014 -0.075  -0.135  -0.015
Fiscal reforms and institutions
Arithmetic average -0.095  -0.129  -0.060 0.136  0.110  0.162
Fixed effects -0.083  -0.093 -0.073 0.127  0.119 0.134
Random effects -0.094  -0.128  -0.060 0.138  0.114  0.162
Innovation and financial markets
Arithmetic average 0.044 -0.003 0.090 0.073 0.030 0.116
Fixed effects 0.068  0.047  0.069 0.032  0.022  0.042
Random effects -0.044 -0.002  0.091 0.067  0.031  0.103
Welfare state reforms
Arithmetic average -0.217  -0.768  0.334 0.014 -0.099  0.126
Fixed effects -0.222  -0.438 -0.005 -0.019  -0.040  0.001
Random effects -0.222  -0438 -0.005 0.008 -0.098  0.114

Notes: FEst. effect = estimated reform effect represented by the partial correlation
coefficient; CI = confidence interval.



Chapter 5

Testing for Publication Bias

5.1 Publication Selection Bias: What Is It?

In the previous chapters, we described the evidence we collected from 90 stud-
ies that analyze the effect of reforms on growth. The topic of how the reforms
affect macroeconomic outcomes is indeed very popular, and not only among
researchers but also among politicians. It is the latter ones who may seek "the
right" evidence in support of their reform proposal and may lead researchers to
prefer reporting those results that are in line with the ideological view. Con-
sequently, negative, non-confirmatory results and those that would contravene
the politics may be systematically underrepresented in the literature and may
cause distortions in the meta-analysis. Statistically speaking, many published
scientific studies may then be a result of Type I errors (false positives) (Bradley
& Gupta 1997) and many other studies may be left unpublished in the author’s
drawer. This problem, known as the "file drawer problem", was pointed out by
Rosenthal (1979) and has been acknowledged by many authors in a variety of
fields (e.g. in medical clinical research Hopewell et al. (2009); in social sciences
Ashenfelter et al. (1999); Card & Krueger (1995)).

We have already mentioned that political influence or sponsorship can cause
publication bias, however, what are the other possible causes? The journal edi-
tors, authors themselves and meta-analysts can all contribute to the publication
selection more or less consciously. Beginning on the side of the journal editors,
the first cause is related to their potential tendency to select more convenient
results with respect to the theory, significance or expectation. For instance,
the editors may believe that the studies with statistically significant results are

more informative and therefore, they may prefer publishing them instead of the



5. Testing for Publication Bias 29

insignificant although likely still informative results. The same appears to hold
also for studies consistent with the conventional view or theoretical knowledge
- Card & Krueger (1995) point out that these might be published more likely
than disagreeing studies.

In case of some of the phenomena investigated, the effect may be natu-
rally constrained, e.g. the elasticity of a demand for some commodity. The
elasticities are expected to be positive based on their definition, and thus the
negative estimates may have a lower probability of getting published. Our
reform-growth effect does not have such a constraint and may take on any
value. Nevertheless, the publication bias induced by journal editors still might
be present in our sample, because it is likely that mostly the results consistent
with the major theory get published.

The authors themselves are another potential source of bias. They may
choose not to submit their work because they might not consider it either
important or interesting enough. According to Thornton & Lee (2000), theses
and dissertations in psychological research are three times more likely to be
published if they are positive and with statistical support for their hypotheses
than if they are negative. Thornton & Lee (2000) believe that the main reason
for this is the researchers’ assumption that they will have a lower probability of
being published, so they do not even try it. Another cause of bias on the side of
the researcher is linked to the design of the study and its methodology. Studies
using small samples usually have larger standard errors, therefore their results
may lack statistical significance and be in turn less likely to be published. Some
authors may then apply multiple models to their data and choose to report only
the significant or otherwise important results, effectively skewing the evidence
in the literature.

In addition, there are two occasions when the publication bias can arise
during the execution of the meta-analysis as well. Acquiring unpublished stud-
ies requires a lot of effort as they are usually not accessible, and therefore there
surely exist studies that are not included in the literature review. Furthermore,
unpublished studies are not peer-reviewed, thus could be considered less reli-
able than the studies published in journals. Any flaws in unpublished studies
included in the meta-analysis can consequently affect its results and bring in
bias. Lastly, some studies relevant to the topic are not included in the review
because of a language restriction. Many meta-analyses, this one included, col-
lect papers in English only, however, there are possibly relevant papers also in

other languages, which omission might have an effect on our final outcomes.
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All the above-mentioned causes affect the published literature and might
make the observed effect look more significant or strictly of a particular direc-
tion. Based on this aftereffect, we can distinguish two types of publication bias
- directional selection and type II selection. Directional publication selection
favours a particular direction of the observed effect which makes confirmatory
results more likely to be published, and thus increases the number of studies
with Type I error. With the second type, type II publication selection, statis-
tically significant results with large t-values (in absolute value) are preferred
regardless of the direction of the effect. This problem along with heterogeneity
of true effect and misspecification biases result in excess variation among re-
ported effects. (Stanley 2005) While type II selection itself is relatively benign
and is unlikely to affect the conclusions of meta-analyses, directional selection
brings serious distortions to the assessment of the true effect. The published
evidence is skewed in the particular direction, shifting the mean effects even
more into this direction and biasing the conclusion of the meta-analysis. (Stan-
ley 2005) To avoid this scenario and to detect the publication bias, we apply
two kinds of methods in the following sections - graphical methods (Funnel
Graphs) and statistical regression methods.

5.2 Detecting and Quantifying Publication Bias

5.2.1 Funnel Plots

A funnel graph presents a simple visual representation of research literature
and is the most commonly used method to test for the presence of publication
bias (Sutton et al. 2000). The funnel graph is a scatter plot of a measure of
precision on the vertical axis against the effect size (e.g. elasticity, regression
coefficient, or in our case, partial correlation coefficient) on the horizontal axis.
Precision can be measured as the inverse of the standard error, or alternatively
as the sample size, its square root or the degrees of freedom employed in our
analysis (Stanley 2005). Individual estimates should randomly vary around the
true effect and due to heteroskedasticity form the inverted funnel shape from
which the name is derived. Typically, small sample studies have also large
standard errors (thus low precision measure) and form the broad part of the
funnel, while with increases in sample size the precision should increase as well.
Nonetheless, in the presence of publication bias, the randomness and symmetry

are distorted. If one side of the graph is denser, the publication bias is likely
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Figure 5.1: Collected Reform Effects for the Long Run and Short Run
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Estimate of the reform effect
® Shortrun ® Longrun

Notes: The vertical azis shows the degrees of freedom used for estimation of the reform
effect in the primary study; the horizontal azis shows the reform effect represented by
the partial correlation coefficient. The solid line denotes zero; the dashed lines denote
the arithmetic mean of the estimates in the short run (gray colour) and in the long
run (blue colour).

present in that particular direction. If we suspect bias in favour of statistical
significance, it is more difficult to infer from the graph. In that case the plot
is wider and hollow, i.e. with greater variation, which does not automatically
imply the presence of bias, but may be caused by other reasons. The most
common are modelling misspecifications and temporal or spatial heterogeneity
of true effects.

All 889 of our collected reform effects are illustrated in Figure 5.1, which
separates the short-run and the long-run estimates. The short-run estimates
are mostly scattered to the left from zero, while the long-run estimates to
the right, but the funnels seem relatively symmetrical.’ In case of the short
run, the funnel has one peak around zero. At a closer inspection, some hints of
publication bias appear, as the estimates are more concentrated on the left. On
the other hand, the long-run funnel spreads widely across the x-axis indicating

potential heterogeneity of the reform effect. The funnel is skewed to the left

1A different view with separate funnels for the short run and long run effects distinguishing
the reform types can be found in Appendix B.
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which again points to a slight publication selection.

Figure 5.2 presents four funnel plots where the reform effect estimates are
separated according to the reform type. On top of that, we separate the short
run and long run effects due to the potential difference between these two as
indicated before. Most of the observations belong to the fiscal and financial
market and innovation reforms, which allows us to see the funnel shape more
clearly in graphs (b) and (c), compared to the small number of observations for
the labour market and welfare state reforms in graphs (a) and (d). In order to
stress the difference between the short-run and long-run effects, we add a line
signifying the arithmetic mean of observations in respective categories.

First, we focus on the labour market reforms in the short run. Figure 5.2(a)
shows signs of a funnel forming with the most precise reform effects distributed
around zero. The long-run effects vary significantly and are scattered over the
chart. Because of the low number of observations, it is impossible to infer from
the graph whether the publication selection is present or not. In case of welfare
state reforms, we again see that the estimates are spread along the x-axis and
differ widely, which suggests heterogeneity within the examined effect.

Figures 5.2(b) and (d) tell a different story and show a clear funnel. In
case of fiscal reforms, the funnels for both the short run and long run effects
do not appear hollow, which indicates that the type II selection might not
be present. However, the short run funnel seems to be slightly skewed right
and the long run funnel left, which suggests that publication bias might be
present. The estimates of financial market and innovation reform effects vary
greatly, as documented by the wide lower part of the funnel, but seem otherwise
symmetric.

We find evidence of small publication bias, for fiscal reforms in particular,
nevertheless, this method of funnel plot analysis is very subjective and our
conjectures need to be examined more precisely with regression tests in order
to draw an objective conclusion. Another limitation of the funnel graph is

' effect common to all

its implicit assumption that there exists a single "true'
studies. Heterogeneity of the reform effect due to the use of different data sets
or different countries then might be a significant source of funnel asymmetry.
On top of that, any misspecification in primary studies - omitted variables,
inappropriate function form or estimation technique - may also induce funnel’s

skewness, thus we proceed with more advanced tests.
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Figure 5.2: Funnel Plots of Different Types of Reforms
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Notes: The vertical azis shows the degrees of freedom used for estimation of the
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dashed lines denote the simple mean of the estimates in the short run and in the
long run.
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5.2.2 Meta-Regression Test of Publication Selection

We illustrated before that graphs are very intuitive and illustrative, yet they
are also prone to the subjectivity of interpretation and a formal objective test
of publication bias is required. The solution to this problem first proposed Card
& Krueger (1995) in the form of Meta-Regression Analysis (MRA). Of course,
when one thinks of MRA, the first thought might be that it is used to study the
variation among reported econometric results. While this is the main purpose,
it still allows for more. MRA can be used to model publication selection and
statistical power, and to circumvent its effects (Stanley 2005).

For modelling publication bias, we use a simple MRA model that captures
the relationship between the effects from primary studies and their standard
errors as suggested by Stanley (2005). The regression equation has the following
form:

ri = 1o + Bo x SE; + ug, (5.1)

where 7; denotes the partial correlation coefficient from the i-th estimation, rq
is the true value, i.e. the partial correlation coefficient corrected for publication
bias. SFE; is the corresponding standard error for r;, [y is coefficient measur-
ing the magnitude and direction of publication bias, and wu; is the error term.
In an ideal case, observed partial correlation coefficients (effects from primary
studies) should vary randomly around the true value 7o and be independent
of their standard error (Stanley 2005). In other words, coefficient 8 should be
statistically not different from zero. From the equation follows that if the pub-
lication bias is present and significant, it will be proportional to the standard
error SE;.

The problem with this MRA model is that the error terms u; are likely to
be heteroskedastic when using the OLS estimation. Each primary study uses
different sample sizes and modelling specifications which makes the size of each
error u; likely to vary with studies, and as a result, the variance of all wu; is not
constant (Var[u;|SE;] = o). This violates the OLS assumption of independent
and identically distributed errors u; and can lead to misleading standard errors,
and consequently narrow confidence intervals, t-statistics, and p-values. Hence,
we apply four econometric methods that mitigate the heteroskedasticity and in
turn the inefficiency when estimating the equation (5.1).

Within the first method, we correct the heteroskedasticity using standard
errors clustered at the study level. Our key assumption here is that the error

terms u; are uncorrelated across studies while errors for reform effects belong-
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ing to the same study (i.e. cluster) may be correlated. Written in the lan-
guage of statistics, we still assume zero conditional mean of our error terms
u;; corresponding to the reform effect i from study j, Eusj|zi;] = 0, but we
allow more flexibility in variance-covariance matrix. Therefore with cluster-
ing, Elunjuij|zhj, zij7] = 0, unless j = j', where z;; is a vector of independent
variables, in our case just SE;;. Clustering at the study level leads to more con-
servative standard errors (reduces the precision of B), and thus we also employ
a more liberal significance level (a = 0.1).

Second, we employ estimation by Weighted Least Squares (WLS) as a suit-
able method for obtaining efficient estimates with corrected standard errors.
With WLS, we first have to specify a model for Var(r|SE), estimate it, and
apply OLS to the observations weighted by an estimate of the conditional
standard deviation [Var(r;|SE;)]¥2. The weights are assigned to individual
observations in such a way that they are smaller where the error term variance
is large because the data is farther from the true regression. On the contrary,
the weights are larger where error term variance is small because it contains
relatively more information. An appropriate choice of weights that reflect the
heteroskedasticity then leads to an efficient estimator, however, what weights
should we choose? By an interesting twist, a sample estimate of the standard
deviation of the dependent variable is our independent variable, therefore we
can use the inverse of SE; as weights. The MRA equation 5.1 then has the

following form:
T

1
SE, _° " SE,
~ N(0,0%). Compared to the initial equation (5.1), the

+ /BD + €i, (52)

where € = Ui%&
coefficients are reversed, but the coefficient Gy still denotes the publication
bias, while rg provides an estimate of the true effect size. To correct any
remaining heteroskedasticity that the weighting has not eliminated, we estimate
the equation (5.2) with clustered standard errors.

Another method that corrects for error-in-variable bias is instrumental vari-
able estimation. It allows us to avoid biased coefficients caused by the fact that
standard errors SE; are estimates themselves and are correlated with error
terms u;. An appropriate instrument is the sample size n; used for estimation
of each reform effect r; because it should be highly correlated with SE; yet

uncorrelated with SE;’s estimation error and thus exogenous to the errors u;
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(Stanley 2005). We estimate the equation:
T = T’g—i—ﬁo X 4/My + Uy, (53)

where n is the sample size in estimation of r;. Coefficient rq still stands for
the true reform effect and fy quantifies the selection bias. On top of using an
instrument, we again control for the heteroskedasticity with clustered standard
errors when estimating (5.3).

Our fourth way of dealing with heteroskedasticity involves using the fixed
effects, therefore we add a second random term to our MRA model. It captures
the characteristics that are constant within the estimates from the same study
vet are allowed to vary across studies. Our model then takes the following
form:

?"._,;j =Tp + /BD * SEij -+ Vj -+ U;’j, (5—1)

where v; is a vector of study-specific effects, assumed to be independently
distributed as N(0,7?) and independent of both SE;; and u;;. Inherently, the
fixed effects model assumes the existence of one true effect size and that all the
studies estimate this effect on the same population using the same variables,
etc. As a result, the true reform effect is a weighted average of study-specific
effect sizes with more precise estimates contributing more to the summary effect
than the imprecise ones (Borenstein et al. 2010).

In addition to these estimation procedures, we weight our observations by
the number of estimates from each study as described in Chapter 3 to control
for the fact we work with an unbalanced dataset. This approach is applied to
all estimated models except for WLS, where we weigh by precision only.

Table 5.1 and 5.2 present the results of each test, separately for the short run
and long run, and each reform type. For each set of results, we can comment
on two aspects of interest - the publication bias and the effect corrected for it -
basically testing two pairs of hypotheses. The first one, formally called Funnel
Asymmetry Test (FAT), tests the null hypothesis Hy : By = 0, the publication
bias is not present, against its alternative H; : g # 0. The second one,
Precision Effect Test (PET), then tests Hy : rg = 0 against Hs : 79 # 0, i.e.
investigates the mean value of reform-growth estimates after corrections for
publication bias.

According to three out of four tests, publication bias is not statistically
significant for the estimates of the short-run effects; only OLS indicates the

presence of negative publication bias. PET does not find substantial evidence
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of a short-run effect as the corrected estimates have very low significance and
differing directions. In contrast, the long-run effect is positive and very signif-
icant - reaches 0.15, which is larger than the averages estimated in Chapter 4
and it could be classified as a small to medium effect according to guidelines
by Doucouliagos (2011). As regards the publication bias, FAT shows that the
coefficient fy is significant in WLS and IV models, however, their results are
contradictory in its direction.

When looking at the individual reform types, the test results vary widely.
Regarding the short-run estimates of labour market effects, two of the tests
confirm significant negative publication bias, however, the corrected reform
effects differ greatly in their significance and direction, therefore we conclude
that there is no substantial short-run effect. For the long run estimates, the
story is very similar - we find some hints of positive selection bias and small
negative reform effects, but only with fixed effects model.

In case of fiscal and institutional reforms, we do not find any evidence that
the literature would be plagued by the publication selection. While there seems
to be no short-run effect of this type of reforms on economic growth, in the long
run, they have a significant positive impact reaching 0.22. Publication bias is
neither confirmed for innovation reforms that in both short and long run show
small positive effect that is mostly insignificant. We cannot assess the short
run estimates of welfare state reforms due to lack of observations, yet for the
long run, we find some positive publication bias and a positive corrected reform
effect, although both are almost insignificant.

Overall, after correction for publication bias, we find that the reforms, es-
pecially the fiscal and institutional ones, bring substantial long-run benefit. As
for the short-run effects, we do not find enough evidence for our hypothesis

that reforms bring costs in the short run.
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Table 5.1: Test of Publication Bias - Short Run Effects
Short run
OLS WLS v FE
All reform types
Publication bias (Coefficient Fp) -1.037** -0.595 0.001 1.531
(0.429) (0.490)  (0.001) (3.163)
Effect beyond bias (rg) 0.066* 0.007 -0.018 -0.122
(0.040) (0.010)  (0.043) (0.232)
Labour market reforms
Publication bias (Coefficient fg) -0.797*** -0.24 0.000 -1.032%*
(-0.084)  (0.505)  (0.000) (0.023)
Effect beyond bias (rg) 0.017 0.000 -0.054 0.0317%+*
(0.020) (0.004) (0.055) (0.001)
Fiscal reforms and institutions
Publication bias (Coefficient Sp) -1.610 -1.834 0.023 5.354
(2.040) (L.777)  (0.016) (5.809)
Effect beyond bias (ro) 0.062 0.040 -0.389 -0.454
(0.129) (0.119)  (0.271) (0.430)
Innovation and financial markets
Publication bias (Coefficient o)  -0.936 -0.513 0.000 -1.485
(1.254) (0.510)  (0.001)  (11.110)
Effect beyond bias (rg) 0.133 0.086* 0.057 0.173
(0.113) (0.041)  (0.058) (0.810)

Welfare state reforms
Publication bias (Coefficient Sp) -

Effect beyond bias (ro) B

Notes: QLS - weighted by the number of observations for each study; WLS - weighted
by precision; IV - sample size used as an instrument for standard error and weighted
by the number of observations for each study; FE - with study fized effects and weighted

by the number of observations for each study.

clustered standard errors.

All regressions are estimated with



5. Testing for Publication Bias 39

Table 5.2: Test of Publication Bias - Long Run Effects

Long run
OLS WLS I\Y FE
All reform types
Publication bias (Coefficient Fp) -0.080 1.350%** -0.002* -0.878
(0.305) (0.266) (0.001) (0.802)
Effect beyond bias (rg) 0.152%** -0.008 0.1817%** 0.266***
(0.034) (0.010) (0.032) (0.096)
Labour market reforms
Publication bias (Coefficient o)  0.420 -1.671 0.000 1.722%**
(0.208) (2.011) (0.000) (0.010)
Effect beyond bias (rg) -0.026 0.003 0.023 -0.145%**
(0.081) (0.008) (0.094) (0.001)
Fiscal reforms and institutions
Publication bias (Coefficient Fy) -0.187 0.478 -0.007 -1.199
(0.294) (0.882) (0.006) (0.934)
Effect beyond bias (ro) 0.221%#* 0.096 0.272%* 0.354%**
(0.037) (0.088) (0.088) (0.123)
Innovation and financial markets
Publication bias (Coefficient o)  0.250 1.147 -0.003 1.922
(0.842) (0.696) (0.002) (1.669)
Effect beyond bias (rg) 0.062 -0.024 0.126* -0.099
(0.073) (0.022) (0.063) (0.160)
Welfare state reforms
Publication bias (Coefficient Fy) 3.652* 2.812 -0.023 -1.041
(0.996) (1.866) (0.008) (0.900)
Effect beyond bias (rg) -0.103 -0.165 0.165 0.246%*
(0.162) (0.085) (0.417) (0.067)

Notes: QLS - weighted by the number of observations for each study; WLS - weighted
by precision; IV - sample size used as an instrument for standard error and weighted
by the number of observations for each study; FE - with study fized effects and weighted
by the number of observations for each study. All regressions are estimated with
clustered standard errors.



Chapter 6

Why Reform Effects Vary

6.1 Methodology

In the previous chapters, we have seen that the reform effect estimates vary
widely across studies. Now, we wish to explain these differences and attribute
them to individual study design characteristics. In order to do so, two com-
monly used approaches are available: Bayesian model averaging and frequentist
meta-analytical method. We apply Bayesian model averaging as a preferred ap-
proach for several reasons.

To address the heterogeneity of the reform effect, we wish to build an ex-

panded regression model from Chapter 5:
Ty = T0+ZBiji+ui, (61)
J

where r is a our reform effect, ro is a constant, 3 is a vector of coefficients,
X; are variables capturing study characteristics (including the standard error)
and w; is a normal IID error term. The problem is that our matrix of regres-
sors X includes a relatively high number of collected independent variables X,
and we are uncertain about which subset to use. For our dataset, we collected
45 different characteristics of the primary studies and their respective models.
Using all of them would be inefficient, hence, we face the problem of identi-
fving empirically relevant independent variables. With 45 variables, we could
estimate 2% variable combinations and build 2%° different models, therefore,
we wish to apply the most efficient way to determine the most relevant set of
variables. Should we apply the frequentist meta-regression, we would need to

identify a set of key explanatory variables and a set of other controls about
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which we have weaker belief. Afterward we would have to sequentially remove
insignificant variables one by one using t-tests. Such an approach would be with
our mumber of variables not only cumbersome but most importantly statisti-
cally invalid. Ignoring the model uncertainty could lead to biased estimation,
misleading inference and prediction. BMA provides a way around the model
uncertainty - a mechanism that estimates models for all possible combinations
of X, and calculates a weighted average over all of them.

Another reason why Bayesian approach is more appealing is the model in-
terpretation. A standard frequentist procedure returns coefficients and their
p-values that indicate the strength of the evidence against the null hypothe-
sis (that particular coefficient is zero). Evidence suggests (Raftery 1995) that
p-values provide misleading results especially in large samples, and can lead
to inconsistent conclusions as they do not take model uncertainty into effect.
On the other hand, BMA returns posterior effect probabilities that i) take un-
certainty into account, and ii) enable to distinguish between rejecting the null
hypothesis due to insufficient data and due to evidence for the null (Hoeting
et al. 1999).

How does the Bayesian model averaging work then? Our goal is to assess
the size of each variable’s effect on reform effects with a view to designing future
studies, and to be able to correctly predict the impact of a particular reform.
Bayesian estimation views unknown parameters of the model as random vari-
ables and uses Bayes’ theorem and the law of total probability to derive all the
results.

We start with data D, N explanatory variables and K models, where K =
2N because each variable is either in or out of the model. Before any data
are observed, our beliefs and uncertainty about the model Mg are represented
by a marginal probability Pr(My), i.e. the prior probability that M is the
true model. Having observed the data, the posterior probability for model M,

stems from an extended form of Bayes’ theorem, and is given by

Pr(D|My)Pr(My) _ Pr(D|M)Pr(M,)
Pr(D) S K Pr(D|M,)Pr(M)’

Pr(M|D) = (6.2)

where
Pr(D|My) = [ Pr(D|Bi, M) Pr(5|My)d5, (6.3)

is the integrated likelihood of model My, By is the vector of parameters of model
My, Pr(Bx|My) is the prior density of B under model My, and Pr(D|By, My) is
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the likelihood in conventional form. Conditional probability Pr(Mj|D) in (6.2)
is the likelihood of model My occurring given data D, and is also called the

Posterior Model Probability (PMP) as it represents the degree of belief in M,
having accounted for D. (Hoeting et al. 1999) Taking into account all possible

models My, the posterior distribution of our effect sizes r given data D is
K
r(r|D) = Z (r|My, D) Pr(My|D), (6.4)

where M, ..., Mg are the models considered. The overall posterior distribution
equation (6.4) shows an average of the posterior distributions under each of the
models considered, weighted by their posterior model probability.

Averaging across the model space provides better average predictive ability
than any other single model M; and thus we can derive the weighted expected
value of r, i.e. the posterior mean, as

K
E[r|D] = ) #Pr(M|D), (6.5)
k=0
where 7, = E[r|D, M|, i.e. the expected reform effect given data D and model

Mj.. The corresponding posterior variance of the effect size r is then:

K
Var|r|D] = Z (Var[r|D, My] + 73) Pr(My| D) — E[r|D]>. (6.6)

k=0
To complete the BMA model, we need to define priors on the model space
and on the distribution of the coefficients 8 as well as we need the ability
to calculate (or approximate) all the integrals and explore the model space,

therefore we address these issues in the following section.

6.2 Implementing Bayesian Model Averaging

In our case, Bayesian estimation is very attractive and brings us a number
of advantages concerning the model uncertainty, vet we have to tackle several
difficulties during its implementation.

First, the number of models to be weighted might be very high making
the summation in (6.4) infeasible. One way of dealing with this problem is to

average over a subset of models that receive more support from the data than
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the rest.! Another way uses a Markov Chain Monte Carlo (MCMC) method
to directly approximate (6.4). More precisely, Metropolis-Hastings algorithm
simulates a Markov chain whose equilibrium distribution is the desired posterior
distribution. For a detailed description of the MCMC method see Hoeting et al.
(1999) and a manual by StataCorp (2017).

Second, the integrals in (6.2) can be hard to compute and require various
approximations. Fortunately, for linear regression models, that we use in our
analysis, closed form integrals of marginal likelihood Pr(D|My) are available.

Third, we need to specify both parts of the prior - prior distribution over
all parameters in all competing models and prior probability of each model -
which might become challenging. Before we look into the data, we formulate our
prior beliefs on coefficients into a normal distribution with a specified mean and
variance (Zeugner et al. 2015). If we do not have much information about them,
a prior mean of zero is a conservative choice. Their variance is then defined
according to Zellner’s g (B|g(0, 02($X 'X)~1)), which embodies how sure we are
that the coefficients are zero. In our baseline specification, we apply a popular
option for g-prior - unit information prior (UIP), which sets g = N for all
models. This means that the prior has approximately the same information as
has one observation. As a robustness check, we employ a "BRIC" prior, which
sets g = maz(N, K?), which makes PMPs behave like the Bayesian information
criteria or the risk inflation criteria (Zeugner et al. 2015).

When we have beliefs about the importance of a particular model for a

model structure, prior probability on model M} can be written as:
5o
j 1—6p o d
Pr(M,) = H w7 (1 — my) % (6.7)
j=1

where m; € [0,1] is the prior probability that 8; # 0 in a regression model,
and ¢;; is an indicator of whether or not variable j is included in the model
M. (Hoeting et al. 1999) When there is little knowledge about the importance
of variables and models, the assumption that all models are equally likely is
a "neutral" choice. In such case, the prior model probability would be set as
uniform, i.e. all are equally likely to be correct. Eicher et al. (2011) Incorpo-
rating informative prior distributions, however, provides improved predictive

p(lI’f( rmance.

!This approach is called the Occam’s window method; for details see Madigan & Raftery
(1994).
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All potential explanatory variables for our regression are listed in Chapter 3.
Variable ref type is categorical, therefore it is transformed into four dummy
variables - ref typel for labour market reforms, ref type2 for fiscal and insti-
tutional reforms, ref type3 for financial market and innovation reforms, and
ref type4 for welfare state reforms. In order to avoid the dummy variable trap,
we omit ref type2 which then poses as a reference value. The same applies to
variables describing the type of the reform measure, where we omit ebrd. In
addition, we exclude dummies for specific parts of a reform index (lie, lii, lip),
because these characteristics are captured by the reform type variables. Some
of the variables have too little variance and they would be automatically omit-
ted, therefore they are not included in the regression. These include dummies
empl, service, for the long-run estimates fdi and comb.

In order to avoid multicollinearity, we compute a correlation matrix (re-
ported graphically in Appendix C) for all study characteristics we intend to
use. Figure D.2 depicts the Pearson correlations on a colour scale where yel-
low denotes a total positive correlation and purple a total negative correlation.
The highest correlation is between the total citations from Google Scholar and
citations per year, thus we keep in the regression only the latter. Three pairs
- stabil — nstabil, inst — ninst, fact — nfact - are strongly correlated as well,
hence, in each case we include only the number of controls. A strong negative
correlation is also between variable start and tspan, however, both of them
remain in the regression model.

The final version of our regression model 6.1 includes 35 explanatory vari-
ables that capture characteristics of the estimate itself and the study that
reported it. Before we run the BMA procedure, we manmually weigh the ob-
servations by the number of estimates from the same study so as to have a
comparable result to the OLS regression from Chapter 5. For the BMA proce-
dure, we choose UIP and uniform priors and run the model using the BMS
package in R. Additionally, we perform a robustness check using alternative
priors.

The reported results of BMA analysis include the model inclusion figures
and four statistic measures: posterior inclusion probability, weighted poste-
rior mean, weighted posterior variance and conditional posterior sign, for all
explanatory variables considered.

Posterior Inclusion Probability (PIP) is the posterior probability that a par-
ticular variable is included in the model. Mathematically, it is the sum of PMPs

for all models which include the particular variable. PIP represents the impor-
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tance of the variable in explaining the data - the higher it is, the more important
is the variable in explaining the heterogeneity (high posterior probabilities of
being included are considered as robust).

Weighted posterior mean calculated as in (6.5) is the model averaged pa-
rameter estimate. It is derived from the individual model estimates that are
weighted by their posterior model probabilities. The models where the variable
is not contained are also included in the average (with the parameter estimate
being zero).

Weighted posterior variance calculated as in (6.6) incorporates not only
the weighted average of the estimated variances of the individual models but
also the weighted variance in estimates of the parameters f§; across different
models. This means that even if we have highly precise estimates in all the
models, we might end up with considerable uncertainty about the parameter if
those estimates are very different across specifications.

Conditional posterior sign describes the sign certainty and is defined as
the posterior probability of a positive coefficient expected value conditional on
inclusion Zeugner et al. (2015). In other words, if the value of this statistic
is one for some variable, it means that the expected value of the coefficient is
positive in all models that include this particular variable. In contrast, if the
conditional posterior sign is close to zero, the expected value of the coefficient

is negative in most of the encountered models.

6.3 Results

Figures E.1 and E.2 report our results of the BMA analysis in terms of model
inclusion of different independent variables. In the figures, different regression
models are shown in columns and are scaled by their posterior model probabili-
ties on the horizontal axis - the wider is the column, the more likely the model.
The individual independent variables are sorted according to their posterior
inclusion probability, with the variables with the highest PIP on top. If cells
in the figure are not filled with any colour, the corresponding variable is not
included in that particular model. On the other hand, if the cell is coloured, it
means that the variable is included in the model. More specifically, the red cells
represent variables with a positive coefficient and the blue cells with a negative
one in the regression. We can see that approximately a half of the variables

appears in the best models for the short run, and about a third for the long
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run. Within each row, the sign of any variable remains the same, meaning that
the signs of the estimated parameters are robust to including other controls.

The numerical results of BMA for the short run and long run are reported
in tables in Appendix C and further details about the estimation including the
diagnostic plots are in Appendix D. The results give information about the
PIP, posterior mean, posterior standard deviation and conditional posterior
sign for all variables. While the interpretation of the last three is clear and
analogical to coefficients and standard errors in standard regression, in case
of posterior inclusion probability we follow effect-thresholds described by Kass
& Raftery (1995) in order to assess the importance of each variable. Kass &
Raftery (1995) considers effect with posterior inclusion probability between 0.5
and 0.75 as weak, between 0.75 and 0.95 as substantial, between 0.95 and 0.99
as strong, and decisive if it exceeds 0.99. We use this scale when interpreting
the estimated regression coefficients.

We sort the variables into five categories as in Chapter 3, namely data and
methods, type of reform measure, measure of dynamics, specification charac-
teristics and publication characteristics. In each group, there are study charac-
teristics that influence the estimates and help to explain the variation among
the reform effects.

The choice of data and methodology systematically affect the reported es-
timates of both the short run and long run reform effects. Looking first at
the short run effects, if the researchers control for the country-specific hetero-
geneity using fixed effects, the reform effects are 0.12 larger. For the long run
effects, researchers using panel data tend to obtain estimates of the reform ef-
fect 0.09 smaller than those using cross-sections. Further, the usage of fixed
effects and the number of explanatory variables in the regression are the most
useful variables when explaining the effect variance.

The reform measure, that the researcher chooses, also has a strong influence
on the resulting reform effect. The short run effects are affected the most if
the chosen measure is other than EBRD index or CLI (the posterior mean is
-0.28). In case a combination of EBRD and CLI index is used, the reform effect
is again lower. The ref type3 variable corresponding to the financial market
and innovation reforms has a strong positive effect on the final reform effect
compared to the fiscal reforms, contrarily to the labour market and welfare
state reforms. A strong to decisive positive effect on the long run estimates has
the usage of CLI index as a reform measure and incorporation of an average of

components of reform index into the regression. In this case, all three dummies
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Figure 6.1: Bayesian Model Averaging, Model Inclusion (Short Run)
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tory variables are plotted on the wvertical axis. Blue colour corresponds to a positive
coefficient, red to a megative coefficient, and white to non-inclusion of the particular
variable.
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Figure 6.2: Bayesian Model Averaging, Model Inclusion (Long Run)
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Notes: The dependent variable is the reform effect, i.e. the partial correlation coeffi-
cient, weighted by the inverse of the number of estimates reported per study. On the
horizontal azis, the figure shows the best models, scaled by their PMPs. The ezplana-
tory variables are plotted on the wvertical axis. Blue colour corresponds to a positive
coefficient, red to a megative coefficient, and white to non-inclusion of the particular
variable.
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for the type of reform have posterior inclusion probability of less that 0.1.

Regarding the general design of the reform equation, it matters for the
estimated effect whether the researchers control for the dynamics. We know
that if they want to estimate the short run effects, they need to control for the
dynamics. With respect to this fact, it comes as a no surprise that if studies
control for the reform speed or include lagged reform variables, they get lower
reform effects. In case of the long run effects, the only variable with decisive
impact is speed, which inclusion in the model makes the estimates 0.28 smaller.

When the authors of primary studies control for schooling or government
expenditures, they report short-run estimates lower by more than 0.20. Other
decisive factor, that affects the short-run estimates is the number of controls
for the factors of production, though in the positive direction (posterior mean
of 0.10). It seems that other controls do not affect the resulting reform effects;
only the number of controls for initial conditions has a substantial effect and
openness has a weak one. When estimating the long run reform effect, it is
important to control for the stabilization as well - if authors do not control
for inflation, they are likely to report smaller estimates. The only other study
characteristics that has at least a weak impact on the long-run reform effects is
controlling for the initial conditions using principal components. Studies that
do so report long-run effects by 0.08 lower than studies that do not control for
initial conditions at all.

Regarding the publication and other study characteristics, the fact that the
paper was published in a refereed journal is not important for the reported
reform effect. Neither is important the number of citations, and the author
affiliation for the long run effects. The short run effects, however, tend to be
0.11 smaller when estimated by the authors entirely from academia.

The choice of priors substantially affects the results of BMA, therefore we
report an additional set of results in Appendix E, in which we use alternative
priors - "random" model prior and "BRIC" Zellner’s g. The results obtained
are roughly similar to the ones from our baseline specification in terms of both
the importance of the study characteristics and the direction of their effects,
with only small differences in the posterior inclusion probabilities and effect
magnitudes. We can therefore conclude that our results are robust to changes

in priors.
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6.4 Best-Practice Estimates

Now we know that the most heterogeneity is caused by the choice of data and
reform measure, but we would also like to determine the size of the effects cor-
rected for publication bias and study heterogeneity. We compute a synthetic
mean estimate of the reform effect from a hypothetical study that uses appro-
priate methodology and data. Hence, it involves defining best practice in the
estimation of reform effect, which is the most subjective part of the analysis,
because different researchers may have different opinions of what the best prac-
tice is. Nevertheless, for each explanatory variable we select a preferred value
or a sample mean if we have no preference and compute the reform effect as a
linear combination of all the regression parameters.

In our best practice study, we prefer to use panel data, because they allow
to address potential endogeneity and time dynamics. Both of these statistical
issues should be controlled for in our synthetic study, along with the country
heterogeneity (value of the fixed effects dummy is set to one). As for the reform
measure, we prefer using other measures of the reform than EBRD and CLI,
because these are reported for transition economies only. We would recommend
controlling for the initial conditions, stabilization, inflation, factors of produc-
tion and institutional development, therefore we plug the sample maxima for
all variables that correspond to their number of types of controls. Finally, we
plug in sample maximum for the number of citations per year and as we pre-
fer studies published in academic journals, we plug in 1 for the corresponding
dummy. All other variables are set to their sample means.

In line with the defined best practice, we calculate synthetic estimates dif-
ferentiating the short run and the long run as well as different types of reforms.
Results with the improved estimates of the reform effect are reported in Table
6.1. Corresponding 95% confidence intervals are constructed using study-level
clustered standard errors estimated by OLS. In general, all of the best-practice
estimates are negative yet insignificant, except for the welfare state reform ef-
fect that is significant and negative (-0.39). Problem in this case is the lack of
observations on the short-run effect of welfare state reforms, thus we need to
treat this result with caution. Compared with the simple means reported in
Table 4.1, all of the best-practice estimates are smaller, which captures both
publication bias and study heterogenity. As for the long-run reform effects,
all estimated effects are positive, however, only the effect of fiscal and institu-

tional, and innovation and financial market reforms are statistically significant



6. Why Reform Effects Vary 51

at 5% level. The magnitude of the best-practice effects is slightly larger than
the one of the simple means. Finally, the long-run effect of reforms regardless
of their scope is positive and significant as well.

In order to assess the magnitude of the reform effects, we follow guidelines
by Doucouliagos (2011) described in Chapter 4. All the long-run estimates fall
into the category of small effects, only the effect of fiscal reforms is marginally
above the threshold set for medium effect. Concerning the short-run effects, the
overall effect along with the effect of innovation and financial market reforms
is small, the effect of labour market and fiscal reforms is of medium size, and
the effect of welfare state reforms is strong.

Our best-practice reform-growth effects are measured in partial correlation
coefficients, because other measures, such as elasticities, are not available. The
problem is that it is difficult to imagine and interpret, what the values of the
partial correlations mean for the growth. With this purpose, we calculate the
short- and long-run elasticities of growth for each type of reform reported in
Table 6.2. For this calculation, we follow the same procedure as described in
Babecky & Havranek (2014) - we use dataset from Havranek et al. (2015) and
regress the elasticities reported there on partial correlation coefficients. This
tells us more about the relationship between the two variables. Then we use
the estimated coefficients and using our best-practice estimates, we calculate
the elasticities of growth with respect to reforms. Our results show that the

short-run elasticity of growth is -0.51 and the long-run elasticity 0.49.
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Table 6.1: Estimating the Average Reform Effect

Short run Long run
Reform type  Est. effect 95% C1 Est. effect 95% CI
All types of reforms
-0.167 -0.433 0.099 0.154 0.069 0.240
Labour market reforms
-0.274 -0.589 0.041 0.090 -0.063 0.244

Fiscal reforms and institutions
-0.185 -0.451 0.081 0.173 0.081 0.265

Innovation and financial markets
-0.104 -0.373 0.164 0.122 0.003 0.241

Welfare state reforms
-0.389 -0.714 -0.065 0.121 -0.065 0.306

Notes: FEst. effect = estimated reform effect represented by the partial correlation
coefficient; CI = confidence interval.

Table 6.2: Estimating the Elasticity of Growth

Reform type Short run Long run
All types of reforms -0.507 0.494
Labour market reforms -0.614 0.430
Fiscal reforms and institutions -0.525 0.513
Innovation and financial markets -0.444 0.462

Welfare state reforms -0.729 0.461




Chapter 7
Conclusion

In this thesis, we conduct a systematic review of the literature that estimates
the effect of structural reforms on economic performance in European coun-
tries. We apply modern meta-analytical methods to (i) estimate the most
precise reform effects, (ii) explain why the effects vary and (iii) examine the
differences in reactions of the economic growth to different reforms. We collect
889 reform effects from 90 studies and employ partial correlation coefficients in
order to standardize them. Controlling for publication bias and differences in
study quality, we confirm the long-run positive effect of reforms on economic
performance, yvet we do not find enough evidence for the hypothesis that re-
forms bring costs in the short run. Our results further indicate that fiscal and
institutional reforms are more beneficial than other types of reforms as opposed
to the labour market reforms that appear the most costly.

We test the reform effects for publication selection in order to avoid drawing
false conclusions from potentially biased literature. For this purpose, we use
informal yet instructive funnel plots and formal regression-based tests, which
we estimate using four estimation techniques (namely, OLS, WLS, fixed ef-
fects, and instrumental variables estimation). All regressions are corrected for
heterodskedasticity using study-level clustered standard errors. We find little
evidence for publication selection - positive for the overall long-run effects and
negative for the short-run labour market reform effects, which means that neg-
ative long-run reform effects and positive short-run effects of labour market
reforms are systematically underreported.

To uncover the link between the study design and the reported estimates,
we use Bayesian model averaging, which provides a solution to uncertainty in

model selection. Our results show that data choice and methodology matter
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for the reported reform-growth effects. Researchers that choose panel data over
cross-sections tend to obtain smaller long-run estimates. Next, accounting for
the country-heterogeneity in the reform-growth regressions is important and
vields larger reform estimates. The type of reform measure is also a relevant
factor that determines how strong the estimated reform effect is. If researchers
use other measures of reform than EBRD index or cumulative liberalization in-
dex, that are standard for assessing the reforming effort in transition economies,
their estimated impact of the reform is smaller. We check for the robustness
of our results by changing priors in the BMA procedure and we find that the
results of this robustness check are in line with our baseline model.

Using the estimated regression coefficients from BMA, we construct syn-
thetic estimates of the typical reaction of economic growth to reforms. In order
to do so, we define a best-practice model with the most preferred methodol-
ogy. This approach yields statistically insignificant estimates of the short run
reform effect ranging from -0.10 to -0.39, which could be described as a small
to medium effect. The long-run reform effects are mostly significant and with
values between 0.09 and 0.17, which is classified as a small effect. Among the
different types of reforms, fiscal and institutional reforms show more positive
effects on growth than any other type, however, the reforms of financial markets
and innovation spurring reforms seem to have the lowest short-run costs.

Meta-analysis is a powerful tool that allows to combine the knowledge of
a substantial part of the research field. At the same time, it is of crucial
importance that the policymakers understand how the reforms influence eco-
nomic performance, which type of reforms brings the lowest costs and which
the largest gains. We hope that this meta-analysis might, therefore, (i) shed
some light on the significance of the effect of structural reforms on growth, (ii)
provide more structured evidence and more precise and accurate estimates (iii)

improve understanding of the impact different reforms have on the economy.
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Table A.1: List of Primary Studies
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Collected Reform Effects by the
Reform Type

Figure B.1: Collected Reform Effects for the Short Run by the Reform

Type
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Notes: The wvertical azis shows the degrees of freedom used for estimation of the
reform effect in the primary study; the horizontal axis shows the short run reform
effect represented by the partial correlation coefficient. The solid line denotes zero;
the dashed lines denote the arithmetic means of the short run estimates by the reform
type. The plot shows that the majority of estimates predicts a negative short-run
impact of the reforms.
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Figure B.2: Collected Reform Effects for the Long Run by the Reform

Type
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Notes: The wvertical azis shows the degrees of freedom used for estimation of the
reform effect in the primary study; the horizontal axis shows the long run reform
effect represented by the partial correlation coefficient. The solid line denotes zero;
the dashed lines denote the arithmetic means of the long run estimates by the reform
type. The plot shows that the majority of estimates predicts a positive long-run impact
of the reforms.



Appendix C

Results of BMA

Figure C.1: Correlation Matrix of Selected Study Characteristics
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Notes: The figure shows Pearson correlations between selected study characteristics
on a colour scale where yellow indicates positive correlation and purple negative one.
Dendrograms on side display variable clusters with the horizontal azis (height) repre-
senting the dissimilarity between clusters.
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Table C.1: Coefficient Estimates (Short Run)

Variable PIP Post. mean Post. std. dev. Cond. pos. sign
se 0.080 -0.036 0.177 0.092
Data and methods

k 0.091 0.000 0.000 0.201
endo 0.068 0.000 0.008 0.618
fixed 0.955 0.115 0.042 1.000
start 0.425 0.000 0.000 1.000
tspan 1.000 0.006 0.001 1.000
gdppe 0.051 -0.001 0.015 0.428
Type of reform measure

comb 1.000 -0.216 0.045 0.000
other 1.000 -0.281 0.045 0.000
av 0.256 0.019 0.039 0.960
cli 0.081 0.000 0.014 0.631
margeff 0.449 -0.049 0.064 0.000
ref  typel 0.283 -0.024 0.048 0.005
ref  type3 0.963 0.105 0.039 1.000
ref typed 0.285 -0.049 0.093 0.000
Measure of dynamics

lagdep 0.081 0.003 0.014 0.951
speed 0.896 -0.127 0.058 0.000
lags 1.000 -0.164 0.036 0.000
time 0.037 0.000 0.007 0.438
Specification characteristics

ic 0.426 -0.037 0.050 0.000
icl2 0.021 -0.001 0.009 0.371
nic 0.810 -0.022 0.014 0.000
nstabil 0.094 -0.002 0.009 0.000
infl 0.429 -0.028 0.039 0.000
ninst 0.355 -0.014 0.021 0.000
school 0.993 -0.206 0.059 0.000
nfact 1.000 0.101 0.017 1.000
pubpr 0.200 -0.018 0.045 0.002
init  GDP  0.080 0.005 0.026 1.000
fdi 0.189 0.018 0.048 0.938
gOV__exp 1.000 -0.213 0.047 0.000
open 0.688 0.089 0.075 1.000
Publication characteristics

journal 0.140 -0.007 0.021 0.000
authaff 0.969 -0.113 0.039 0.000
lgoog pa 0.013 0.000 0.001 0.325

Notes: PIP - Posterior inclusion probability; Post. mean - Weighted posterior mean; Post.
std. dev. - Weighted posterior standard deviation; Cond. pos. sign - Conditional posterior
Sign.
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VIl

Table C.2: Coefficient Estimates (Long Run)

Variable PIP Post. mean Post. std. dev. Cond. pos. sign
se 0.723 -0.366 0.273 0.000
Data and methods

k 0.988 -0.005 0.001 0.000
panel 0.877 -0.090 0.047 0.000
endo 0.140 -0.004 0.012 0.000
fixed 0.754 0.066 0.045 1.000
start 0.980 0.000 0.000 1.000
tspan 0.027 0.000 0.000 0.171
Type of reform measure

other 0.109 -0.007 0.027 0.049
av 1.000 0.194 0.028 1.000
cli 0.986 0.113 0.029 1.000
margeff 0.148 0.019 0.053 1.000
ref typel 0.085 -0.008 0.030 0.000
ref  type3 0.089 -0.002 0.012 0.142
ref  typed 0.063 0.003 0.017 1.000
Measure of dynamics

lagdep 0.096 -0.002 0.013 0.118
speed 1.000 -0.279 0.035 0.000
lags 0.224 -0.013 0.029 0.000
time 0.025 0.000 0.005 0.960
Specification characteristics

ic 0.189 -0.007 0.023 0.136
icl2 0.668 -0.076 0.062 0.000
nic 0.374 -0.012 0.018 0.000
nstabil 0.065 -0.001 0.006 0.098
infl 0.714 0.048 0.037 1.000
ninst 0.062 -0.001 0.005 0.000
school 0.015 0.000 0.004 1.000
nfact 0.011 0.000 0.001 0.531
pubpr 0.055 -0.003 0.036 0.415
init GDP  0.254 0.018 0.035 1.000
gOV__exp 0.041 0.000 0.006 0.691
open 0.338 -0.027 0.044 0.000
Publication characteristics

journal 0.058 0.001 0.007 0.977
authaff 0.052 -0.001 0.007 0.000
lgoog pa 0.162 0.002 0.005 1.000

Notes: PIP - Posterior inclusion probability; Post. mean - Weighted posterior mean; Post.
std. dev. - Weighted posterior standard deviation; Cond. pos. sign - Conditional posterior

Sign.



Appendix D

Diagnostics of BMA

Table D.1: Summary of BMA Estimation (Short Run)

Mean no. regressors Draws Burn-ins Time
16.4077 3000 1000 1.6361 secs
No. models visited Modelspace % Visited % Topmodels
821 3.4 x 1019 2.4 x 107 100
Corr PMP No. Obs. Model Prior g-Prior
0.4718 338 uniform UIP
Shrinkage-Stats
Av=0.9971

Table D.2: Summary of BMA Estimation (Long Run)

Mean no. regressors Draws Burn-ins Time
11.3737 3000 1000 1.3063 secs
No. models visited Modelspace % Visited % Topmodels
822 8.6 x 10° 9.6 x 107 100
Corr PMP No. Obs. Model Prior g-Prior
0.5482 547 uniform UIP

Shrinkage-Stats
Av=0.9982
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Figure D.1: BMA Diagnostic Plots (Short Run)
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Notes: Posterior model size distribution and model probabilities produced by the BMS
package with uniform model priors on short-run reform effects.



D. Diagnostics of BMA X
Figure D.2: BMA Diagnostic Plots (Long Run)
Posterior Model Size Distribution
Mean: 11.3737
- —— Posternior --=--- Prior
o N
8
§
W / \
- - w \
o ] -
o _. X
= ; \
- %
= T L o e S S L & T T O o S L L o
® —7T 7 T T T 1 T T T T 1T T T T T 1T 1 T T 1 T T T T T T T T T T T T T 71
01 2 3 4 5 6 7 8 9 10 12 14 16 18 20 22 24 26 28 30 32
Model Size
(a) BMA Model Size
Posterior Model Probabilities
(Corr: 0.5482)
——  PMP (MCMC) ——  PMP (Exact)
8 |
(=]
w
o
5] |
3
o
<1 |
o
8_ . N MMLA.AMHMA,MMM_&MMMMW,.AJLM
= T T T T T T
0 100 200 300 400 500

Index of Models

(b) Convergence Plot

Notes: Posterior model size distribution and model probabilities produced by the BMS

package with uniform model priors on long-run reform effects.



Appendix E

Robustness Check

Figure E.1: Bayesian Model Averaging, Model Inclusion (Short Run)
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Notes: On the horizontal azis, the figure shows the best models, scaled by their PMPs.
The explanatory variables are plotted on the vertical axis. Blue colour corresponds to
a positive coefficient, red to a negative coefficient, and white to non-inclusion of the
particular variable. Alternative priors are set to "random" and "BRIC".
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Figure E.2: Bayesian Model Averaging, Model Inclusion (Long Run)
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Notes: On the horizontal azis, the figure shows the best models, scaled by their PMPs.
The explanatory variables are plotted on the vertical axis. Blue colour corresponds to
a positive coefficient, red to a negative coefficient, and white to non-inclusion of the
particular variable. Alternative priors are set to "random" and "BRIC".



E. Robustness Check

X1

Table E.1: Coefficient Estimates (Short Run)

Variable PIP Post. mean Post. std. dev. Cond. pos. sign
se 0.031 -0.020 0.134 0.065
Data and methods

k 0.015 0.000 0.000 0.543
endo 0.022 0.000 0.004 0.788
fixed 1.000 0.157 0.037 1.000
start 0.275 0.000 0.000 0.994
tspan 0.872 0.004 0.002 1.000
gdppe 0.080 -0.005 0.024 0.124
Type of reform measure

comb 0.994 -0.205 0.051 0.000
other 1.000 -0.246 0.052 0.000
av 0.088 0.006 0.021 1.000
cli 0.061 -0.002 0.015 0.489
margeff 0.151 -0.016 0.042 0.000
ref typel 0.366 -0.052 0.076 0.000
ref type3 0.538 0.055 0.056 1.000
ref typed 0.052 -0.006 0.034 0.000
Measure of dynamics

lagdep 0.163 0.009 0.024 1.000
speed 0.916 -0.132 0.057 0.000
lags 1.000 -0.174 0.039 0.000
time 0.003 0.000 0.002 0.000
Specification characteristics

ic 0.054 -0.005 0.021 0.000
icl2 0.016 -0.001 0.008 0.149
nic 0.447 -0.012 0.014 0.000
nstabil 0.049 -0.001 0.005 0.054
infl 0.215 -0.013 0.028 0.000
ninst 0.179 -0.007 0.016 0.000
school 0.860 -0.162 0.085 0.000
nfact 1.000 0.095 0.020 1.000
pubpr 0.424 -0.056 0.075 0.000
init GDP  0.016 0.002 0.014 1.000
fdi 0.203 0.024 0.059 0.962
gOV__exp 0.995 -0.188 0.046 0.000
open 0.305 0.037 0.063 1.000
Publication characteristics

journal 0.056 -0.002 0.010 0.006
authaff 0.818 -0.085 0.051 0.000
lgoog pa 0.034 0.000 0.002 0.265

Notes: PIP - Posterior inclusion probability; Post. mean - Weighted posterior mean; Post.
std. dev. - Weighted posterior standard deviation; Cond. pos. sign - Conditional posterior

Sign.
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Table E.2: Coefficient Estimates (Long Run)

Variable PIP Post. mean Post. std. dev. Cond. pos. sign
se 0.158 -0.058 0.166 0.110
Data and methods

k 0.815 -0.004 0.002 0.000
panel 0.256 -0.021 0.040 0.000
endo 0.000 0.000 0.000 NA
fixed 0.472 0.039 0.047 1.000
start 0.892 0.000 0.000 1.000
tspan 0.032 0.000 0.000 0.000
Type of reform measure

other 0.067 -0.003 0.017 0.124
av 1.000 0.195 0.027 1.000
cli 0.984 0.110 0.030 1.000
margeff 0.017 0.002 0.017 1.000
ref typel 0.021 -0.002 0.017 0.000
ref type3 0.043 -0.002 0.009 0.000
ref typed 0.003 0.000 0.004 1.000
Measure of dynamics

lagdep 0.035 -0.002 0.012 0.000
speed 1.000 -0.273 0.035 0.000
lags 0.072 -0.005 0.020 0.000
time 0.043 0.000 0.006 0.805
Specification characteristics

ic 0.010 0.000 0.004 0.000
icl2 0.822 -0.110 0.061 0.000
nic 0.065 -0.002 0.007 0.000
nstabil 0.043 0.000 0.004 0.223
infl 0.163 0.011 0.027 1.000
ninst 0.054 -0.001 0.005 0.000
school 0.031 0.001 0.007 1.000
nfact 0.052 0.000 0.003 0.045
pubpr 0.016 -0.002 0.022 0.000
init GDP  0.061 0.003 0.015 1.000
gOV__exp 0.002 0.000 0.001 0.000
open 0.152 -0.012 0.031 0.000
Publication characteristics

journal 0.006 0.000 0.002 1.000
authaff 0.006 0.000 0.002 0.588
lgoog pa 0.230 0.004 0.008 1.000

Notes: PIP - Posterior inclusion probability; Post. mean - Weighted posterior mean; Post.
std. dev. - Weighted posterior standard deviation; Cond. pos. sign - Conditional posterior
Sign.
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