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Abstract: Not accounting for the electronic polarizability due to divalent ions such
as Ca2+ introduces a significant artifacts to force field-based molecular dynamic
simulations of biological systems. Two newly developed parameter refinements
were used to compute the free energy profile of the Ca2+-Cl- ion dissociation
in aqueous solutions, to be compared with a free energy profile obtained from
ab-intio molecular dynamics and to data from neutron scattering.

Next, the computational evidence for the existence of a local free energy minimum
representing a guanidinium-guanidinium contact ion pair in aqueous solutions is
provided suggesting a global preference for a contact ion pair.

Finally, the passive membrane penetration mechanism of oligoarginines was in-
vestigated on a cell membrane model systems - lipid vesicles - by fluorescent
spectroscopy. In this study, a mechanistic link between membrane penetration
and vesicle aggregation and fusion was found.
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Introduction

Biological processes within a human body have intrigued people since the earliest
recorded times. Not only out of curiosity, but also as a means of healing and
disease prevention, our ancestors have tried to understand these processes and
the quest continues today. As a matter of fact, we are only beginning to grasp
the delicate equilibrium of the complex processes involved in the human body’s
everyday operation.

The human body is composed of cells. Every mammalian cell is encapsulated
in a cell membrane acting primarily as a protector of the cell interior, determining
which molecules from the outer space can enter the cell and vice versa.

In this work, as a part of a larger project, the interactions between a model
phospholipid membrane and oligoarginines or oligolysine (Figure 1), as well as
with calcium dications are investigated by fluorescence spectroscopy (Part 3 of
the thesis). In concert, computer simulations allow the study of fundamental
properties of Ca2+ (Part 1) and of guanidinium ions as a side chain groups of
arginine (Part 2) in water solutions.

Figure 1: Arginine (left) and lysine (right) amino acids investigated in this work.

Calcium Dication

The vast majority of calcium in the human body is stored in insoluble forms
in bones and teeth. The small soluble part is located both in the intra- and
extra-cellular space and the differences in calcium concentrations matter hugely.
Calcium as a signalling species takes part in neural signal transmission, muscle
contraction and many other biological processes.

In order to computationally investigate interactions of calcium dication with
lipid bilayers, proteins or big molecular systems in general, a good force field
parametrisation is needed. That is in our case obtained as a compromise between
fits to experimental results and benchmark ab-initio molecular dynamic (AIMD)
simulations.

The first part of this thesis focuses on comparing the results of force field-based
molecular dynamic (MD) simulations with AIMD simulations of a system con-
taining two ions - Ca2+ and Cl- -and 64 water molecules in a cubic simulation box
as the simplest model system of calcium interactions in an aqueous environment.
The chloride anion was chosen as a counterpart due to its simplicity as well as
its wide presence in biological systems, mainly in the extracellular environment.
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Guanidinium and Fluorescence Experiments

Guanidinium (Gdm+, Figure 2) is a positively charged quasi-aromatic ion con-
taining three amino groups bound to a central carbon atom. It is present in all
biosystems as a part of the arginine amino acid.

+

2

+

Figure 2: The positively charged guanidinium molecular ion.

The Gdm+ molecular ion was brought to a particular attention in 1988 with
findings of the human immunodeficiency virus type 1 (HIV-1) 86-amino acid
long Tat protein entering the cell (Green and Loewenstein [1988], Frankel and
Pabo [1988]) using its arginine-rich Tat49-57 nonamer (RKKRRQRRR) (Vivès
et al. [1997]). Here R denotes arginine, the crucial component responsible for the
uptake of the cell-penetrating peptide sequence (Wender et al. [2000]), K stands
for lysine and Q for glutamine.

Later it was found that various arginine-rich peptides (Futaki et al. [2001])
can penetrate the membrane, thus get inside the cell and accumulate in the
cytoplasm and nucleus. This penetration occurs not only at 37◦ C but also at
4◦ C (e.g. Futaki et al. [2001],Vivès et al. [1997]), suggesting that on top of
active endocytosis there is an additional mechanism responsible for the uptake.
To present day this passive mechanism is still not entirely clear despite being
widely studied for arginine-rich peptides’ potential as drug delivery carriers.

It has been proposed that the guanidinium part of arginines plays an impor-
tant role in the cell penetration processes (Wender et al. [2000]). Several studies
have addressed the formation of the guanidinium contact ion pair in water solu-
tions (e.g. Vazdar et al. [2012], Inagaki et al. [2014], Boudon et al. [1990] or No
et al. [1997]), where two Gdm+ molecules can pair despite their like charges. This
stacking has been also experimentally reported to occur between two and more
arginines (at the Gdm part) or plain guanidiniums (Shih et al. [2013] ,Flocco and
Mowbray [1994], Kub́ıčková et al. [2011]).

The second part of this work is therefore aimed at a simulation study of the
Gdm+ contact ion pair formation by the umbrella sampling method (Kästner
[2011]). A force field-based molecular dynamic simulations of two guanidinium
ions in aqueous systems were performed using various force fields and water mod-
els.

Arginine oligomers of varying length were studied while penetrating cell mem-
branes (e.g. Wender et al. [2000] or Futaki et al. [2001]), showing very low activity
at a lengths of 4 or 5 pepride residues, and a high one for longer oligomers, best
with 7− 14 peptide residues.

Mitchell et al. [2000] showed that lysine and its oligopeptides, another basic
amino acid, penetrates the cell membrane at a much lower rate than oligoarginines.
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Nona-lysine K9 was shown to have the cell-penetrating activity comparable to
R4 or R5.

The calcium dication is known to preferably inhabit the space close to the
membrane surface (Magarkar et al. [2017]) and enhance membrane fusion (Papa-
hadjopoulos et al. [1976]). The final part of this work, therefore, focuses on the ex-
perimental investigations of calcium, nona-arginine (R9) (and tetra-arginine (R4)
and nona-lysine (K9) as controls) peptides in a solution containing a very simple
model of a cell membrane - lipid vesicles. Having entrapped a self-quenching dye
inside these vesicles, we can measure fluorescence increase after addition of R9-,
R4-, K9- or calcium-containing buffers.
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1. Molecular Dynamic
Simulations

Within the process of investigating the world around us, molecular dynamic sim-
ulations stand somewhere between the theory and experiment, closely linked to
both. Their basis is rooted in Newton’s laws of classical mechanics, which provide
the rules on how simulated systems can behave and evolve in time. Experimental
results can serve as a test of the simulation models and vice versa. Correctly per-
formed simulations can help scientists to visualise the investigated system with an
atomic resolution during a so-called computer experiment, predict its properties
and perhaps suggest a new experiment to perform.

The simulational methods can be approached in two ways. We can consider
atoms and the bonds between them a group of points of a certain mass (”balls”)
connected by springs representing bonds with some defined spring constants (elas-
ticity). The initial properties such as spring constants or equilibrium bond lengths
are derived from experiments and more precise calculations based on the quan-
tum electronic structure. These kinds of simulations are called ”classical” force
field-based simulations.

The second method is called ”ab-initio” or from first principles. Applying
Born-Oppenheimer approximation the movement of electrons, treated by a quan-
tum theory methods, is separated from nuclear motions, that are solved classi-
cally. These simulations are more computationally demanding than the force field
ones due to the necessity of solving the electronic Schrödinger equation, typically
by density functional methods.

1.1 Force Field MD Simulations

Classical empirical force field molecular dynamic simulations do not explicitly
compute electron positions - they only deal with the movements of atomic nuclei.
Molecular dynamics computes forces and moves the atoms according to these
forces - i.e., it solves Newton’s equations for N interacting atoms.

The force field parameters are fitted experimentally and/or from ab-initio
simulations. Each force field uses a slightly different set of parameters and is
often aimed at investigating a particular set of molecules such as lipids, proteins
or DNA bases.

1.1.1 Energy

The potential energy functions determine the forces acting in the investigated
system. The total potential energy in the empirical force field Epot consists of
a valence part Eval and the non-bonding terms Enb:

Epot = Eval + Enb (1.1)

The valence part 1.2 describes the covalent terms, whereas Coulomb and van
der Waals interactions, as well as hydrogen bonds, belong to the non-bonding
term 1.3:
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Eval = Eb + Eang + Etor + Einv + EUB (1.2)

Enb = ECoul + EvdW + EHb (1.3)

Bond Stretch Term

In a harmonic approximation 1.4, the bond strength term is given by a force
constant kb, the equilibrium bond distance r0 and the actual bond distance r:

Eb =
1

2
kb(r − r0)

2, (1.4)

A Morse potential can be used instead to obtain a more accurate description
of the bonding term.

Angular Term

Similarly as the bond stretch term, the energy term of the angle deformation
between three atoms i, j and k can be defined as:

Eang =
1

2
kang(θijk − θ0)

2, (1.5)

where the kang is a force constant, θijk the instant angle between particles i,
j and k and θ0 the equilibrium value of the given angle. This term is becomes
problematic for angles near 180◦, therefore higher powers of the angular deviation
can be introduced to the equation, or it can be substituted by some form of cosine
expansion for (almost) colinear angular arrangements.

Dihedral Angle Torsion

Let us assume four atoms bonded in a row: i, j, k and l. Atoms i, j and k define one
plane and atoms j, k and l define another plane. Dihedral angle torsion describes
the angular motion between these two planes. Denoting the equilibrium angle
φ0 and the actual one φijkl, we define the torsional energy term:

Etor =
1

2
kφ[1 + cos(m(φijkl + φ0))] (1.6)

Here m relates to the periodicity in the potential and kφ defines the rotational
barrier.

Inverse Term

An inverse term can describe the deviation from a planar alignment by three
possible ways: Umbrella, Amber inversion or Charmm.

Urey-Bradley Term

Sometimes the Urey-Bradley term is added as a potential between the two atoms
that are both bonded to a third one, but not to one-another.
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Coulomb Interaction

The electrostatic interaction between two atoms of the distance of rij with (par-
tial) charges qi and qj is defined by a Coulomb term

ECoul =
1

4πε

qiqj
rij

(1.7)

with ε being the dielectric constant.

Van der Waals Interactions

The van der Waals interactions between atoms i and j of a distance rij can be
described by an exponential term 1.8 (where A, B and C are empirical constants),
or by the most commonly used Lennard-Jones potential 1.9. The depth of the
potential well is described by ε while σ is the distance, where the potential value
is zero and relates to the radii of the described atoms.

EvdW−e = A exp(−Brij)− Cr−6
ij (1.8)

VLJ = 4ε
[( σ
rij

)12 − ( σ
rij

)6]
(1.9)

In the case of two different atoms, the values of σ = σij and ε = εij used in
the equation 1.9 have to be calculated from σi, σj and εi, εj belonging to the
specific atoms. There are various methods to perform this calculation, called the
combination (or mixing) rules. In this work the Lorentz-Berthelot rules are used:

σij =
1

2
(σi + σj) (1.10)

εij =
√
εiεj (1.11)

Hydrogen Bonds

With a donor-acceptor distance of dij and empirical constants A and B, hydrogen
bond energy term, which is a term sometimes added but most often omitted from
the force field, looks like:

EHb = Ad−12
ij −Bd−10

ij (1.12)

1.1.2 Propagation Algorithms

Having the potential, forces acting upon atoms and subsequently their accelera-
tions can be evaluated with Newton’s equations. To numerically solve the equa-
tions, simulation time has to be discretized. The smallest time unit in which the
atoms move is defined as a so-called ∆t timestep. Its value for classical all-atom
simulations is usually between 0.5 fs and 2 fs.

A propagator is an algorithm which, knowing the positions and velocities of
atoms at the time t0, numerically calculates the positions and velocities at the
time t = t0 + ∆t. This trajectory ”slicing” introduces small numerical errors to
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the system which results in a non-reversibility of the computer simulation runs
in comparison with the microscopic reversibility of the equations of motion.

Performing a Taylor expansion of ri(t + ∆t) and vi(t + ∆t) to the third and
second term respectively, one obtains the Euler propagation algorithm. Similarly,
using Taylor expansion of ri(t + ∆t) and ri(t − ∆t) the Verlet (Verlet [1967])
integrator can be derived. As a result it evaluates ri(t + ∆t) as a function of
positions in two previous steps but does not directly obtain the velocity vi(t).
The often used Velocity Verlet Integrator, incorporated in a Gromacs software
package (Hess et al. [2008]) and used later in this work, yields ri(t + ∆t) and
vi(t+∆t) at the same time.

1.2 The Techniques Used in Force Field-Based

MD as well as in Ab-initio MD Simulations

1.2.1 Periodic Boundary Conditions

Periodic boundary conditions (PBC) is a widely used concept to model bulk liq-
uids and solid phases (crystals) as well as their interfaces. The idea is that instead
of simulating computationally demanding larger systems in order to capture bulk
effects and their consequences accurately, one encapsulates smaller and computa-
tionally less expensive system in a simulation box of a given size LxLxL. When
an atom reaches the box border at L/2 and should continue further out of the
box, it disappears at its original position and a new, identical atom enters the
system at the position −L/2 (at the other side of the box). This trick allows to
effectively simulate an infinite system composed of copies of the small system.

To prevent a particle from interacting with its periodic image, a cutoff range
of a value of less than half the box size is introduced. This enables the atom to
interact only with atoms within the unit cell cutoff range. In the case of short-
range interactions (for example the Lennard-Jones potential), the cutoff does not
introduce substantial inaccuracies into the computation. It is however not the
right tool for dealing with long-range interactions, such as electrostatics. For
these interacions the Ewald summation is used.

A system can be put in a cubic box most often used to investigate, e.g. pro-
cesses in the liquid environment. However, other shapes such as prismatic cells
for liquid slabs are also possible.

1.2.2 Ewald Summation

The Ewald summation decomposes the total electrostatic potential of a system
with periodic boundary conditions into two parts. The calculation of the short-
ranged potential, performed in real space, converges quickly. The rest, i.e. the
long-range potential, is varying slowly. The charges are Gaussian-distributed
onto a three-dimensional mesh in real space and subsequently converted into the
reciprocal space using the Fourier transform. Here the electrostatic potential and
the forces are computed quickly, and they are transformed back to the real space
and interpolated at the original point charge locations. The most costly part, the
Fourier transform, can be accelerated by using the Fast Fourier Transform (FFT)
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algorithm. The popular Ewald summation algorithms with incorporated FFT on
a grid include Particle-Mesh Ewald method (Essmann et al. [1995]), used in this
work.

1.2.3 Statistical Ensembles

By integrating Newton’s equations the constant energy (microcanonical) ensem-
ble is explored. If however, external pressure or a heat bath is introduced, the
total energy ceases to be conserved. We distinguish various statistical ensembles
depending on which state variables are fixed. The NV E, NV T and NpT belong
to the most commonly used statistical ensembles.

Any state of a many-particle system is represented by a point in the phase
space called microstate. The time evolution of this state can be represented by
a trajectory in the phase space. The ergodic theorem postulates that, in an
ergodic system, the trajectory of the system ”completely” fills the phase space,
so the system visits all its possible microstates. Then the averaging over time is
equivalent to the averaging over properties derived as a probability distribution
within the ensemble.

Microcanonical Ensemble

The microcanonical ensemble corresponds to an adiabatically isolated system.
It is a constant-energy and constant-volume ensemble with a fixed number of
particles (NV E). There is no pressure or temperature control. The Newton
equations are solved and the total energy surface is explored.

Canonical Ensemble

By fixing the number of particles in the system N , its volume V and the tem-
perature T , the so-called Helmholtz canonical or isothermal (NV T ) ensemble is
created. It is often used for small systems to avoid rather significant density
fluctuations.

Isobaric-isothermal Ensemble

In this case the number of system’s particles, its temperature and pressure are
controlled creating the isobaric-isothermal (NpT ) or the so-called Gibbs canonical
ensemble. Laboratory experiments are usually held under similar conditions. This
ensemble can also be used during the equilibration phase of a simulation to obtain
the correct temperature and pressure.

Grand-canonical Ensemble

In the case of fixed µV T , the number of particles can be changed. The chemical
potential µ, volume and temperature of the system are kept fixed.

1.2.4 Barostats

In this and the following sections, several ways of controlling pressure (barostats)
and temperature (thermostats) are described. Using these special algorithms
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ensures that the values of p or T remain fluctuating around a desired ”fixed” one.

Berendsen Barostat

The volume of a cubic system is scaled by a factor of β3 (1.13) while the atomic
positions scale accordingly. ∆t is a timestep of the simulation and τ corresponds
to a coupling constant. This barostat is quite robust and suitable for equilibra-
tions, but it does not sample the NpT ensemble correctly. p0 denotes the target
pressure while p the actual one.

β =
(
1− ∆t

τ
(p− p0)

) 1
3 , (1.13)

Parrinello-Rahman Barostat

Introducing the friction term into the Hamiltonian of an investigated system
results in proper ensemble sampling. This barostat is less robust and widely
recommended for a production run.

1.2.5 Thermostats

Temperature (as well as pressure) is an intensive thermodynamic quantity that
is well-defined only at equilibrium. It is related to the average kinetic energy of
system particles through the equipartition theorem, which assigns an energy of
kBT/2 to each system’s degree of freedom.

The initial temperature of the system is reached by randomly assigning ve-
locities to the system’s particles according to a Maxwell-Boltzmann distribution
corresponding to the predefined target temperature. The x, y and z components
of the velocities are assigned according to the Gaussian distribution.

Controlling the temperature of a system corresponds to coupling with a heat
bath of a set temperature. The methods to ensure this include thermostating
by scaling velocities, adding stochastic forces and/or velocities or using extended
system methods.

Direct Velocity Rescaling

The most basic and quick way to reach the target temperature is to directly rescale
the velocities every n-th step by a factor of λ = (T/T0)

1/2. Here T0 denotes the
target and T the instant temperature of a system at a given time. This method
is not suitable for production run since it does not generate a correct canonical
ensemble.

Berendsen Thermostat

The Berendsen thermostat does not drastically enforce the target temperature
to the system but rather gently pushes it towards T0 such that the speed of the
temperature change is proportional to the difference between T0 and T . Each
particle’s velocity scaling takes place every n-th step by a factor of λ:

λ =
(
1 +

∆t

τ
(T − T0)

) 1
2 , (1.14)
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where ∆t is the timestep of scaling. The characteristic relaxation time of a ther-
mostat is related to the constant τ , which describes the strength of system’s
coupling to a heat bath. This thermostat does not strictly generate a canonical
ensemble either.

Nosé-Hover Thermostat

The action of the external heat reservoir is incorporated into the calculations
as an additional degree of freedom in the system’s Hamiltonian, that can be
interpreted as a friction between the system and the reservoir. The equations of
motion obtained by this modified Hamiltonian ensure that the canonical ensemble
is correctly sampled.

Velocity-Rescaling Thermostat

Having the original Berendsen thermostat advantages like stability and speed,
by adding a stochastic term the proper kinetic energy distribution is established,
therefore the canonical ensemble is sampled correctly by this thermostat (Bussi
et al. [2007]).

1.3 Ab-initio MD Simulations

Ab-initio, molecular dynamic simulations use the classical Newton equation for
propagating the motion of the atomic nuclei, and subsequently insert the nuclear
coordinates to the time-independent Schrödinger equation for electrons. This
approach thus does not use empirical force fields, which should result in an in-
crease in accuracy at the expense of dramatically increased computational costs.
Therefore, only small systems at short time-scales can be simulated in this way.

The Hamiltonian of a system containing n electrons and M atom cores in
a vacuum consists of the kinetic part, electrostatic interaction and a repulsion
term:

Ĥ = −1

2

M∑
A=1

1

MA

∆A − 1

2

n∑
i=1

∆i −
n∑

i=1

M∑
A=1

ZA⏐⏐⏐r⃗i − R⃗A

⏐⏐⏐
+

n∑
i=1

n∑
j>i

1

|r⃗i − r⃗j|
+

M∑
A=1

M∑
B>A

ZAZB⏐⏐⏐R⃗A − R⃗B

⏐⏐⏐ ,
(1.15)

where MA are masses of atom cores, r⃗ and R⃗ describe the positions of electrons
and cores and Z is the proton number of a given atom core. This Hamiltonian
is missing the interaction with an external field and relativistic effects, that can
be omitted in the case of light nuclei. For core electrons, the pseudopotential
method is employed. The problem is thus reduced to the calculation of the
valence electrons. In this work, the Goedecker et al. [1996] pseudopotentials are
used.
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1.3.1 Born-Oppenheimer and Adiabatic Approximation

Since atomic nuclei are at least three orders of magnitude heavier than electrons,
it is safe to assume that electrons move much faster. In the first approximation,
this results in the electrons moving in a field of fixed nuclei and atom cores
slowly reacting to the effective field created by electron clouds. Therefore, the
Schrödinger equation for this system can be split into two equations: one accounts
for the motion of atomic nuclei in the electron cloud, while the other describes
the electronic structure around the nuclei. The wavefunction ψ of the system is a
product of the nuclear part φ and the electronic part ϕ, parametrically dependent
on the positions of the atomic cores:

ψ(r⃗, R⃗, t) = φ(R⃗, t)ϕR⃗(r⃗, t) (1.16)

Using the separation 1.16 and inserting the time-independent Schrödinger
equation for electrons to the equation for the whole system (Ĥψ = Eψ), we
obtain the Schrödinger equation for the wavefunction of atomic nuclei a.k.a the
adiabatic approximation. Further assuming, that changing the positions of the
nuclei, the ϕ electronic wavefunction changes only slightly, we obtain the Born-
Oppenheimer approximation. Finally, we assume thet the nuclear motions can
be described classically. The searched-for wavefunction can be written as:

ψ(r⃗i, R⃗j, t) =
∑
k

ak(Rj, t)ψk(r⃗i, R⃗j) (1.17)

Here ψk(r⃗i, R⃗j, t) are wavefunctions resulting from adiabatic approximation.

1.3.2 Density Functional Theory

The Density Function Theory (DFT) is widely used and popular for its compu-
tational cost/accuracy ratio caused by a computationally rather cheap inclusion
of the correlation energy. Two Hohenberg-Kohn theorems form the basis of the
DFT. The first theorem declares that the potential energy, and hence the total
energy of the system is a unique functional of the electron density ρ. The second
theorem, in analogy to the variational principle, states that for any functional of
the electron density E[ρ′]:

E0[ρ] ≤ E[ρ′] (1.18)

Here E0[ρ] is the energy of the ground state. The density functional can be
written as

E[ρ] =

∫
ρ(r⃗)ν(r⃗)dr⃗ + F [ρ], (1.19)

where ν(r⃗) is the external potential and F [ρ] is called an universal functional:

F[ρ] = T [ρ] + J [ρ] + Exc[ρ] (1.20)

Here T [ρ] is the kinetic energy functional, J [ρ] stands for the coulombic electron
repulsion and Exc[ρ] denotes the problematic exchange-correlation term. This
term is not known exactly - if it were, it would be possible to compute the

14



Figure 1.1: The free energy profile of ion association.

exact (non-relativistic) value of the energy. Many approximations were derived
to account for this term. In the present work, the widely used BLYP functional
(Lee et al. [1988]; Becke [1988]) is used.

1.4 Ion Association

Ion association or ion pairing in a solution occurs when two ions get close to each
other (at the order of several Angströms). Their closest conformation, called
the Contact Ion Pair (CIP) corresponds to the left-side free energy minimum in
the Figure 1.1. It is also depicted in the top left corner showing the ion ”balls”
(orange and cyan) in the aqueous environment. As the ionic distance increases,
the ions reach the metastable Transition State (TS) referring to the interionic
distance with the local maximum of the free energy. Separating the ions into
another free energy minimum results in a solvent molecule belonging to both
ions’ first solvation shell - a geometry called the Solvent-Shared Ion Pair (SIP),
as can also be seen at the simulation snapshot inserted to the bottom right of
the Figure 1.1. Further increasing the distance between the ions results in their
first solvation shells occupied by non-shared molecules of a solvent, ergo in a two
fully solvated ions (Solvent-separated Ion Pair, SSIP).

The free energy profile describes the ion association as a function of the inte-
rionic distance. This profile determines for example whether the ions will form
a stable CIP or prefer to stay further away from each other and how stable the
ion pair formation is.

1.4.1 Radial Distribution Function and Potential of Mean
Force

The radial distribution function (RDF) describes the radial organisation of par-
ticles around a chosen (central) particle. It is a static properties analysis tool
providing an integrated picture of the system structure and solvation shells as
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well as phase information or neighbouring preferences of studied particles. The
RDF corresponds to a normalised probability of finding particle i at a distance
of r from particle j:

g(r) =
1

4πr2
1

Nρ

N∑
i=1

N∑
j ̸=i

δ(|rij| − r) (1.21)

Here the first term ensures the normalisation as the volume of the spherical shell
increases with growing r. The second term relates to the ideal gas normalisation,
where N is the number of particles and ρ = N/V the density, so that thr RDF’s
value is 1 at r → ∞.

The integral over the radial distribution function’s peaks refers to the num-
ber of atoms in the corresponding solvation shell of a central molecule. These
coordination numbers (CNs) play an important role for example in analysing the
hydration structure. They are visible as plateaux after integrating the RDF.

The radial distribution function is specific for individual systems. In the case
of an ideal gas, it is a constant of 1, while for an ideal crystal system the narrow
peaks appear corresponding to the inter-atomic distances in the crystal. An RDF
of a Lennard-Jones liquid is zero for interionic distances close to 0, then with
increasing the interatomic distance it rises to its global maximum corresponding
to the CIP, next goes through the well of the TS to its another, much smaller SIP
maximum, after which it smoothly converges to 1. A comparison of the RDF to
the neutron scattering or X-ray diffraction experiments is possible through the
structure factor via a Fourier transform.

The so-called Potential of Mean Force (PMF, or a free energy profile) provides
equivalent information to the radial distribution function:

w(r) =

∫ r

r0

F̄ (r′) dr′ + 2kBT ln(r) + const, (1.22)

where the first part represents the integral of the mean force F̄ and the second
part is a so-called volume entropy correction - where kB is Boltzmann constant
and T the temperature of the studied system. It holds:

w(r) = −kBT ln g(r), (1.23)

1.4.2 Ways to Obtain PMF or RDF

There are several ways to obtain the PMF or the RDF from computer simulations
(Trzesniak et al. [2007]) varying in the computational demands and accuracy.
Different methods are suitable for different system conditions.

Calculation from Direct Simulation

Provided a long enough MD simulation generates a converged sampling of the
statistical ensemble, we can get the g(r) for the atoms of interest by processing
snapshots of a trajectory. This method is inefficient for systems with large po-
tential barriers, where it requires an unfeasibly long simulation to provide a good
sampling of all the possible states. As an example relevant for this work, long
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simulations become particularly difficult for computationally very demanding ab-
initio molecular dynamics.

Umbrella Sampling Simulations

In this method, we insert a set of artificial potentials between the interacting
particles (ions in our case):

V (r) =
1

2
k(r − r0)

2, (1.24)

where r is their actual mutual distance, r0 is the position of a minimum of this
newly placed (umbrella) potential and k is a force constant of this potential. Then
the simulation is run - the system is set to propagate in time, while thanks to
the umbrella potential the ion-ion distance fluctuates around r0. The simulation
with potential 1.24 is called an umbrella window.

Figure 1.2: Several umbrella potentials (blue) to sample the PMF (black).

The goal is to have a sufficient number of the umbrella windows for different
values of r0 (see Figure 1.2), such that the resulting histograms of ion distance
distributions in these simulations overlap and cover the whole interval of inter-
esting interparticle separations (as can be seen in Figure 1.3). Each histogram
provides a piece of information about the RDF and thus also the PMF curve
around the r0 distance. Since the histograms are overlapping, it is possible to
glue together the whole PMF.

Several algorithms are used to transform the umbrella windows data to the
PMF. In this work a tool from Gromacs package g wham (Hub et al. [2010])
and the Grossfield Lab’s (Grossfield [2013]) implementation of the Weighted His-
togram Analysis Method (WHAM) is used.

Metadynamic Simulations

This method was introduced relatively recently by Laio and Parrinello [2002].
The authors propose to insert a small biasing potential every metastep δσ so
that the most preferred conformations of the system are later prohibited. The
system is therefore forced to overcome barriers and also visit other states on the
potential surface, including those that would be otherwise avoided.
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Figure 1.3: Umbrella histogram - full FF, small Ca2+-Cl- system.

Blue-Moon Sampling

Here, the interionic distances are restrained for a number of chosen distance
values. For each distance value, the molecular dynamic simulation is performed,
and the system propagates in time with the fixed distance of those two atoms.
Subsequently, the average force between fixed atoms F̄ is evaluated for each
distance simulation and is then integrated according to the equation 1.22.
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2. Simulations of Ca2+ in
Aqeuous Solutions

For the study of the calcium dications’ properties in aqueous solutions we chose
to compute the free energy profile of Ca2+-Cl- dissociation and subsequently the
water coordination number as a function of the Ca2+-Cl- interionic distance.

2.1 Force Field-based Molecular Dynamic Sim-

ulations

First, the calcium-chloride PMF was determined employing the classical force
field-based molecular dynamics. Two systems were investigated. A large sys-
tem containing one calcium dication and one chloride anion in a solution of 2220
SPC/E (Berendsen et al. [1983]) water molecules enclosed in a 4 nm cubic box
employing periodic boundary conditions (PBC) served as a benchmark for cal-
culations of our chosen smaller system, which will be directly comparable to
ab-initio MD simulations. The small system containing one Ca2+, one Cl- and
64 SPC/E water molecules was enclosed in a cubic box with a size of 1.25 nm,
see Figure 2.1. Within these systems, three different setups for three different
Ca2+ and Cl- parametrisations were investigated, see Table 2.1.

The number of water molecules in both unit cells was chosen to mimic the
experimental salt solution density at a room temperature. Also, note that both
systems have a non-zero total charge, which is taken care of by a homogenous
screening charge in the Ewald summation.

Figure 2.1: Picture of the small system. Red colour is assigned to water oxygen
atoms and white to water hydrogen atoms. Chloride anion is orange and calcium
dication cyan.

The first set of parameters, named full, uses the same Lennard-Jones σ and
ϵ parameters and charges as defined in the Gromos 53a6 force field (Oostenbrink
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force-field ion σ [Å] ϵ [kJ/mol] charge [e]

full
Ca2+ 2.8196 0.5072 +2.0
Cl- 4.4499 0.4184 −1.0

ECC
Ca2+ 2.8196 0.5072 +1.5
Cl- 4.4499 0.4184 −0.75

ECCR
Ca2+ 2.5376 0.5072 +1.5
Cl- 3.7824 0.4184 −0.75

Table 2.1: Lennard-Jones parameters used in force field based MD studies.

et al. [2004]) for Ca2+ and parameters from Dang and Smith [1995] for chloride
anion. This force filed and many other nowadays commonly used ones do not ac-
count for the electronic polarisation (i.e. they are so-called non-polarizable force-
fields). To account for electronic polarizability, Leontyev and Stuchebrukhov
[2011] developed new parameters by scaling the charges of ions by the factor
1/
√
ϵel, where ϵel = 1.78 is the electronic part of the dielectric constant of water.

Therefore in the Electronic Continuum Correction (ECC) force field parameters
the Ca2+ and Cl- ion charges are scaled by roughly 0.75.

This charge rescaling drop, however, changes the coulombic part of the ion-
ion interaction pushing the ions slightly apart at the CIP position. To better
fit the neutron scattering data (Badyal et al. [2004]), another correction called
Electronic Continuum Correction with Rescaling (ECCR) was made by Kohagen
et al. [2014]. The σ value, corresponding to van der Waals radii, was decreased
by 10 % for calcium dication and 15 % for chloride anion. Finally, the Lorentz-
Berthelot combination rules were used in all the cases.

2.1.1 Computational Details

Large System

The large system containing one Ca2+ and one Cl- ion was simulated for 42 ns
including 2 ns as a preequilibration with a timestep of 2 fs. The canonical en-
semble (NVT) at a temperature of 300 K controlled by temperature coupling
using velocity rescaling with a stochastic term (v-rescale Bussi et al. [2007]) with
a time constant of 0.5 ps was employed. The long-range electrostatics was treated
by the Particle-Mesh Ewald (PME, Essmann et al. [1995]) method. Long-range
dispersion correction for energy and pressure was applied. The initial velocities
were generated according to a Maxwell distribution at the temperature of 300 K.
All the bonds and angles were constrained by a LINCS algorithm (Hess et al.
[1997]).

Umbrella windows were constructed for the Ca2+-Cl- distances between 2.5 Å
and 10.0 Å with a spacing of 0.5 Å. Two additional windows at 3.25 Å and 3.75 Å
were added in order to sample the area of interest better. The choice of the force
constants used for each window was based on previous calculations, see Table 2.2.

The Gromacs 4.6.1 program package (Hess et al. [2008]) was used to run molec-
ular dynamic simulations and we used the g wham (Hub et al. [2010]) analysis
implementation to obtain the free energy profiles.

Additionally, the role of the cutoff constant was investigated - two different
umbrella sampling simulation sets were performed, with a cutoff of 1.5 nm as
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Ca2+-Cl- distance force constant
[ Å] [ kJ/mol.nm2]

2.5 20000
3.0 50000
3.25 30000
3.5 50000
3.75 20000
4.0 20000
4.5 10000
5.0 10000
5.5 10000 (20000∗)

6.0 and more 10000

Table 2.2: Force constants used for umbrella windows. The force constant marked
by asterix symbol at the 5.5 Å distance was used in the case of small system, as
is discussed in the corresponding section.

a value closer to half of the box and another cutoff of 0.62 nm consistent with
the small system.

Small System

The smaller system was simulated in a similar manner as the bigger one above. In
this system setup there were only 9 umbrella windows (ending at 5.5 Å included)
due to restrictions on cutoff constant resulting from the small size of a simulations
box. For the same reasons, only the smaller cutoff constant 0.62 nm was used.

This is also the reason for assigning a slightly larger force constant in the case
of 5.5 Å umbrella window. It was necessary to hold the Ca2+-Cl- atoms together
a bit more strongly to avoid their distance values closely approaching half of the
box size during the simulation runs. The Gromacs program does not allow for this
situation, since increasing ion distance above half the box size can result in the
ions seeing their counterpart’s periodic image actually closer to them than half
the box size. Therefore, in this case, the force constant of 20000 kJ/mol.nm2 was
employed. This change should not affect the comparison between our systems,
especially with our interest lying in the position of ions’ RDF CIP and TS as well
as the CIP well’s depth.

2.1.2 Results

Large System Investigations

Further verification is needed to confirm that our investigated aqueous calcium-
chloride system can be shrank to dimensions small enough to be computable by
the ab-initio molecular dynamics. Therefore, we first investigate purely by the
methods of force field-based molecular dynamic simulations whether our small
system is comparable with a bigger one in the investigated properties.

Figure 2.2 shows the differences in free energy profiles for all three investigated
force field parameter sets (full, ECC and ECCR), when the value of the cutoff is
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either 1.5 nm or 0.62 nm. These free energy profiles were calculated by umbrella
sampling simulations for the big systems. The entropy correction was employed.
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Figure 2.2: Investigations on how the cutoff value affects the free energy profiles
for our three force field parameter sets in a big system.

The profiles shown in a Figure 2.2 are basically the same for the same Ca2+-
Cl- force field parameters. Therefore we conclude that the value of the cutoff does
not have a significant impact on the free energy profiles.

With the use of a cutoff value of 0.62 nm we investigate the free energy profile
difference resulting from reducing the size of the box - Figure 2.3. The profile
differences between big and a small systems for the same force field parameters are
now non-negligible, although the shape of the peaks, CIP, TS and SIP positions
stay almost the same. Further investigations showed this small difference is caused
by the significantly different effective ion concentration in the studied systems
(not shown here).

Results of a Small System Simulations

The resulting free energy profiles obtained by umbrella sampling simulations for
the small system are shown in the Figure 2.4. Since the simulation box in this
case is quite small and as Figure 2.3 shows the energy profiles has not yet reached
the plateau at 0.55 nm, it was not possible to shift the results in Figure 2.4 so
that the most distant energy value would reach the asymptotic value of zero. For
the sake of easy visual comparison, the profiles are instead shifted so that the
SIP of each curve lies on zero free energy value.

The CIP, TS and SIP positions of the Ca2+-Cl- ion pair are recorded in the
Table 2.3 for each force field parameter set.
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Figure 2.3: Investigations on how the simulation box size affects the free energy
profiles for our three force field parameter sets.

FF CIP [Å] TS [Å] SIP[Å]

full 2.85 3.60 4.98
ECC 3.02 3.73 5.30
ECCR 2.56 3.25 4.85

Table 2.3: Contact ion pair (CIP), transition state (TS) and solvent-shared ion
pair (SIP) Ca2+-Cl- ion distances obtained from Umbrella sampling simulations.

The full force field profile is plotted in blue. When changing nothing else but
the charges of investigated ions (ECC profile in red), only Coulomb interaction
is affected. The Coulomb force between the ions is smaller in this case resulting
in a shift of positions of interest (CIP, TS and SIP) towards further distances.
In other words, decreasing ions’ charges results in a smaller Coulomb attraction.
Therefore, the contact ion pair, as well as TS and CIP Ca2+-Cl- distance value
increase.

The ECCR approach (green in 2.4) scales not only the charges of the ions (in
the same manner as ECC) but also their Lennard-Jones σ values corresponding
to the van der Waals radius of the ions. Specifically, it reduces the van der Walls
radius by 10% and 15% for calcium dication and chloride anion respectively.
Therefore the ions seem ”smaller”, and despite their reduced charges, they are
positioned at a closer contact ion pair position than in the case of two previous
setups.

The free energy difference between the well minima of the CIP and the SIP
(∆ECIP,SIP ) as well as the height of transition barrier from the CIP (∆ETS,CIP )
and from the SIP (∆ETS,SIP ) to TS are presented in the Table 2.4.
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Figure 2.4: Free energy profiles for investigated force field parameters in the case
of the small system.

The contact ion pair minima in the case of full and ECC FF are above the
solvent-shared ion minima indicating that the latter will be more preferred. On
the contrary concerning the ECCR force field, the CIP minimum is lower and
therefore slightly more stable.

FF ∆ECIP,SIP [ kJ/mol] ∆ETS,CIP [ kJ/mol] ∆ETS,SIP [ kJ/mol]

full 7.07 11.76 18.83
ECC 4.47 6.04 10.51
ECCR −1.49 17.72 16.23

Table 2.4: The free energy differences between CIP and SIP (second column), TS
and CIP (third column) and TS and SIP (fourth column) for the systems with
investigated force field parameters.

One of the very important soluble ions’ properties in the intra- or extracellular
environment is the number of atoms in their first solvation shell - the coordination
number (CN). The CN plays a crucial role in these atoms’ binding to the cell
membrane or enzymes, effectively changing the curvature of the membrane or
enzymes’ conformation (and therefore their activity).

Table 2.5 shows the average number of oxygen atoms in the first solvation shell
around calcium dication throughout the simulations. These values are calculated
for all the umbrella windows in the case of three investigated force field parameter
sets: full, ECC and ECCR. A boundary Ca2+-O distance for adding the actual
oxygen among the first solvation shell ones was chosen to be 3.25 Å, corresponding
to the large zero region between the first and the second peak of Ca2+-O radial
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distribution function during these simulations.

Ca2+-Cl- distance [ Å] full FF ECC FF ECCR FF

2.5 6.0± 0.2 5.2± 0.4 5.0± 0.1
3.0 6.3± 0.4 5.4± 0.5 5.0± 0.9
3.25 6.8± 0.4 5.7± 0.5 5.3± 1.0
3.5 7.0± 0.2 6.0± 0.4 5.4± 1.0
3.75 7.1± 0.4 6.2± 0.5 6.0± 0.2
4.0 7.5± 0.5 6.4± 0.5 6.0± 0.2
4.5 7.8± 0.4 6.7± 0.5 6.0± 0.2
5.0 7.9± 0.3 6.8± 0.5 6.1± 0.2
5.5 7.9± 0.3 6.8± 0.5 6.1± 0.3

Table 2.5: Average Ca2+-O coordination numbers for the umbrella windows.

The increase of the Ca2+-O CNs is also shown in the Figure 2.5. Between
Ca2+-Cl- distance of 2.5 Å and 3.0 Å, corresponding approximately to their con-
tact ion pair, the number of oxygen atoms in the first solvation shell of calcium
dication is at least smaller by one than the Ca2+-O CNs around 5.0 Å, suggesting
the exchange of chloride anion for one or more water molecules, as expected when
increasing the Ca2+-Cl- distance.
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Figure 2.5: The average amount of oxygens in the first solvation shell around
calcium dication for each umbrella window of investigated force field simulations.
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Small System - Additional Setup Verifications

To check that the timestep of the performed simulations is not too long, which
might cause non-realistic system behaviour, another set of simulations with half
the used timestep (∆t = 1 fs) was performed for the small system and full FF.
The resulting free energy profile (Figure 2.6) is basically the same as the profile
obtained from simulations with 2 fs timestep, confirming the used timestep choice.
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Figure 2.6: Comparison of two timestep values used in the case of force field
based molecular dynamic simulations, specifically full FF Umbrella sampling MD
simulations performed on a small system from Chapter 3.

The Figure 2.7 shows the effect of the simulation’s length. The full FF Ca2+-
Cl- small system free energy profile curves are calculated for four cases using
differing simulation lengths. The 0.1 ns profile is not smooth and clearly contrasts
to the others, implying that the simulations are not fully converged yet. The 1 ns
profile is already correct. However, a bit longer simulation is needed for the profile
to converge fully.

2.2 Ab-initio MD Simulations

The small system, already investigated by classical force field methods, was con-
sequently studied by much more computationally expensive ab-initio molecular
dynamic simulations.
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Figure 2.7: Comparison of the results accuracy connected to the simulation
length.

2.2.1 Computational Details

As in the previous force field study, the system contained one Ca2+ ion, one Cl-

ion and 64 water molecules and was enclosed in a cubic box with a size of 1.25 nm.
Periodic boundary conditions were employed with a cutoff of 0.65 nm.

Ab-initio simulations were performed using the CP2K 2.3 program pack-
age. Hybrid Gaussian plane waves method (GPW) implementation of the CP2K
Quickstep module (VandeVondele et al. [2005]) was employed. The BLYP (Lee
et al. [1988]; Becke [1988]) functional with the D2 Grimme correction (Grimme
[2006]) to account for dispersion interactions was used along with Kohn-Sham
orbitals expanded in a Gaussian basis set DZVP-MOLOPT-SR-GTH (VandeVon-
dele and Hutter [2007]) with Goedecker et al. [1996] GTH-BLYP-q* pseudopo-
tentials, where * denotes the number of valence-treated electrons: 1, 6, 7 and 10
for H, O, Cl- and Ca2+ respectively. A cutoff of 400 Ry was used for the auxiliary
plane wave basis set.

Each umbrella window was simulated for 60 ps including the first 10 ps as
a equilibration, with a timestep of 0.5 fs. The canonical ensemble was estab-
lished. The temperature was kept at 300 K by canonical sampling through veloc-
ity rescaling (CSVR, Bussi et al. [2007]) thermostat with a 16.68 fs time constant.

For the ab-initio umbrella sampling simulations, a total number of 10 windows
were generated. Umbrella potentials were set at the Ca2+−Cl- distances from
2.5 Å to 6.0 Å shifted by 0.5 Å with two additional ones at 3.25 Å and 3.75 Å.
Different force constants of biasing potential were assigned to various windows to
obtain better sampling, see Table 2.2.

In the case of various force fields parameters (full, ECC or ECCR), different
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dominant calcium-oxygen coordination numbers (CNs) were observed for a corre-
sponding Ca2+-Cl- ion distance (Table 2.5). We have therefore decided to simulate
each umbrella window twice, starting at two different initial conditions. The in-
put topologies were taken from previous force field based MD simulations for two
chosen Ca-O coordination numbers - 5 and 6 for umbrella windows smaller or
equal to 3.25 Å; 6 and 7 for those larger. The resulting free energy profile was
generated by Grossfield Lab’s WHAM 2.0.9 (Grossfield [2013]) implementation
using all 20 windows.

2.2.2 Results

The final Ca2+-Cl- free energy profile from ab-initio molecular dynamic simula-
tions is depicted in Figure 2.8. For comparison, there are also the three profiles
from previous force field based MD study.

This profile is made from 50 ps data per window (since the first 10 ps were
omitted for equilibration), which is a relatively short time due to the demanding
ab-initio simulations. Therefore the error bars are non-negligible in the plot. For
estimating the error, the umbrella windows were cut into ten 5 ps pieces. For this
data cuts the free energy profiles were made. These profiles were then aligned
into one point (TS in this case), and for each other point, the average value and
standard deviation was calculated.
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Figure 2.8: Ab-initio MD free energy profile between calcium dication and chlo-
ride anion (black).

The position of the AIMD Ca2+-Cl- contact ion pair (2.8 Å) is between the
ECC and ECCR FF CIP. Moving to the transition state at 3.7 Å, the ion pair
has to overcome a barrier of 10.2 kJ/mol. From the SIP (at 4.9 Å), the barrier
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to TS is 11.2 kJ/mol high. This creates a free energy difference of 1.1 kJ/mol
between CIP and SIP. This free energy difference is smaller than the error at CIP
or SIP. We therefore conclude that the SIP and CIP lie around the same energy
level and are favoured comparably. The closest CIP-SIP free energy difference to
this ab-initio MD results was obtained from ECCR FF; both ECC and full FF
show a strong preference to the contact ion pair.

The average calcium-oxygen coordination numbers are in the Table 2.6 and
Figure 2.9. Here the full FF overestimates the Ca2+-O binding by approximately
one oxygen atom. In other words, in the case of the full FF, there is one more
water molecule in the Ca2+ first solvation shell. The Ca2+-O CNs results for ECC
and ECCR FFs are in agreement with the ab-initio MD result within the error
bars. Specifically, the ECC FF values correspond with AIMD result very well.
The further Ca2+ and Cl- potential properties adjustment, considering neutron
scattering (the ECCR correction), moves the force field based simulation results
slightly away from the ab-initio ones.

Ca2+-Cl- distance [ Å] Ca2+-O CNs

2.5 5.4± 0.5
3.0 5.6± 0.5
3.25 6.0± 0.2
3.5 6.2± 0.4
3.75 6.5± 0.5
4.0 6.3± 0.5
4.5 6.8± 0.4
5.0 6.8± 0.5
5.5 7.0± 0.2
6.0 6.9± 0.3

Table 2.6: Average Ca2+-O coordination numbers for the ab-initio umbrella win-
dows.

This work was a part of a bigger project and my colleague also computed Ca2+-
Cl- free energy profile in the same manner, but using the Blue Moon Sampling
method (Martinek et al. [2018]). Figure 2.10 shows the comparison of these
results - the profiles are aligned to the TS maximum, where the error estimation
starts in both cases. The umbrella sampling SIP minimum is set to zero. These
two free energy profiles are consistent with each other within the error range and
also in a good agreement with the profile obtained by Baer and Mundy [2016].
The CIP and SIP minima are within the error around the same energy level.
The contact ion pair is positioned to the Ca2+-Cl- distance of 2.75± 0.05 Å and
transition state occurs at 3.75± 0.05 Å. The SIP location agreement is somehow
smaller. Still, it lies around 5.0 Å.

The average Bader charges (Bader [1994]) for Ca2+ and Cl- for the umbrella
windows are depicted in the Figure 2.11. Here the blue colour and the left-
hand charge scale belongs to calcium dication, red colour and right-hand scale
to chloride anion. The displayed charge alterations are caused both by the inter-
ionic and ion-water charge transfer. The charge values were obtained using the
Bader Charge Analysis program (Arnaldsson et al. [2012]).
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Figure 2.9: Coordination numbers of oxygen around calcium dication for the
ab-initio MD (black) as well as for the three studied force field based MD setups.

2.2.3 Discussion

Within our approach of accounting for the electronic polarizability in a formally
non-polarisable force field, the original parameters of calcium dication and chlo-
ride anion were adjusted to the ECC by scaling the charges by a factor of 0.75.
This charge scaling resulted in lowering the free energy barrier between the CIP
and SIP as well as a shift of these positions towards longer distances. The Ca2+-
O first solvation shell coordination numbers, being previously overestimated, are
now in a reasonable agreement with both the ab-initio MD and with experimental
results (Megyes et al. [2006]).

However, the ECC radial distribution functions of aqueous CaCl2 solutions
were not in perfect accord with the neutron scattering experiments (Badyal et al.
[2004]). Thus, further adjustment was needed. Kohagen et al. [2014] reduced the
Ca2+ and Cl- Lennard-Jones σ value by 10 % and by 15 % respectively (ECCR
correction). This resulted in the energetical preference of the CIP over SIP and,
since the van der Walls radii of the ions was decreased, a shift of the CIP positions
towards a closer Ca2+-Cl- distance occurred.

Three free energy profiles obtained by a force field-based molecular dynamics
were compared to the profiles obtained by a computationally very demanding ab-
initio MD. It turned out that the ECCR approach does not agree fully with the ab-
initio profiles. In our article (Martinek et al. [2018]) we therefore proposed a slight
change of Ca2+-Cl- parameters. Our newly suggested ECCR2 parametrization
enlarges back the Ca2+ σ-parameter by 5% and rescales the Cl- σ-parameter to
4.10 Å and the ε-parameter to 0.4928 kJ/mol as was suggested in (Pluhařová
et al. [2014]). This change represents a reasonable compromise to fit well both
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Figure 2.10: Comparison of Ca2+-Cl- free energy profiles obtained by ab-initio
umbrella sampling method (black) and ab-initio Blue Moon Sampling method
(cyan).

the ab-initio results and neutron scattering data (Badyal et al. [2004]).
An important lesson learned from this study is that in simulations of larger

(biological) systems, merely scaling the charge and slightly adjusting the van der
Waals parameters of the ions can lead to a significant improvement in accuracy.
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3. Guanidinium Pairing in
Aqueous Solutions - Force Field
MD Comparison

The existence of the previously reported guanidinium pair stacking (REF) in
commonly-used force fields for water and ions was investigated by umbrella sam-
pling simulations. The system contained two Gdm+ molecular ions and two Cl-

counterions enclosed in a cubic box of 4x4x4 nm filled with 2171 water molecules.
The periodic boundary conditions were employed with a cutoff of 1 nm. The
simulations were set to run for 42 ns with 2 ns used as an equilibration. A 2 fs
timestep was chosen.

The OPLS-AA (Jorgensen et al. [1996]) force field, parametrised for the liquid
simulations, with TIP3P (Jorgensen et al. [1985]), TIP4P (Jorgensen and Madura
[1985]) and SPC/E (Berendsen et al. [1983]) water models was employed in ad-
dition to the all-atom CHARMM22 (MacKerell et al. [1998]) force field aimed
at protein simulations with TIP3P(Jorgensen et al. [1985]) and SPC/E (Berend-
sen et al. [1983]) water models. The force field parameters for guanidinium were
derived from arginine amino acid parameters. The Electronic Continuum Correc-
tion (ECC) was not necessary in this case, since guanidinium is a monovalent ion
with low charge density so the electronic polarization effect is relatively small.

Velocity rescaling with a stochastic term (v-rescale, Bussi et al. [2007]) gen-
erates a NVT canonical ensemble at the temperature of 298 K with a 0.5 ps time
coupling parameter. Long-range electrostatic interactions were treated with the
Particle-Mesh Ewald method (Essmann et al. [1995]). The initial velocities were
generated according to Maxwell distribution at a temperature of 298 K. The
LINCS (Hess et al. [1997]) method was used to constrain all the bonds.

For the guanidinium carbon-carbon distance from 3.0 Å to 15 Å, 25 um-
brella windows were prepared with a step of 0.5 Å. The 10000 kJ/mol.nm−2

force constant was employed in the case of umbrella windows with the C-C dis-
tance smaller or equal to 7.5 Å except the CHARMM/TIP3P system, where
the 5000 kJ/mol.nm−2 force constant was used for all umbrella potentials. For
the larger C-C distances, the umbrella force constant of 5000 kJ/mol.nm−2 has
proved to be sufficient. The Gromacs 4.6.1. (Hess et al. [2008]) program with the
g wham (Hub et al. [2010]) incorporation was used to perform these simulations
and obtain free energy profiles.

3.0.1 Results and Discussion

The simulated guanidinium-guanidinium free energy profiles in an aqueous so-
lution are shown in the Figure 3.1. After performing the entropy correction,
the profiles were aligned vertically to zero at the C-C distance of 15 Å. The
SPC/E water model profiles are coloured bright green, while cyan is used for the
OPLS-AA and CHARMM force field respectively. The OPLS-AA and CHARMM
profiles for TIP3P water model are shown in green for the former and in blue for
the latter. The simulation using the TIP4P water model and OPLS-AA force
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field is depicted in black.
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Figure 3.1: The free energy profiles of Gdm+-Gdm+ ion association.

The positions of contact ion pair as well as the positions of the transition
state distances for dissociation are presented in Table 3.1. Table 3.2 shows the
free energy differences between the contact ion pair and the solvent-separated ion
pair, the transition state barrier height from the CIP and the TS height from the
solvent-separated ion pair.

FF water model CIP [Å] TS [Å]

OPLS-AA SPC/E 3.7 6.0
OPLS-AA TIP3P 3.7 6.1
OPLS-AA TIP4P 3.7 5.7
CHARMM SPC/E 3.9 6.4
CHARMM TIP3P 4.0 6.5

Table 3.1: The positions of guanidiniums’ dissociation free energy profile CIP
and TS for the five investigated setups.

The computational evidence for the existence of a local free energy mini-
mum representing the Gdm+-Gdm+ contact ion pair in aqueous solutions is pro-
vided by all the investigated force fields. Furthermore, the simulations using the
SPC/E and TIP3P water models for both the OPLS-AA and CHARMM force
field parametrizations indicate an absolute preference for the contact ion pair.
Only the OPLS-AA force field with the TIP4P water model simulation resulted
in a Gdm+-Gdm+ CIP energy minimum slightly above the dissociation limit.

These simulations were a part of a broader project Allolio et al. [2016]. Our
published article is presented in the Attachments section.

34



FF water model ∆ECIP,SSIP ∆ETS,CIP ∆ETS,SSIP

OPLS-AA SPC/E −1.6 3.4 1.8
OPLS-AA TIP3P −2.0 3.4 1.4
OPLS-AA TIP4P 0.8 2.3 3.0
CHARMM SPC/E −2.0 3.4 1.4
CHARMM TIP3P −2.7 3.5 0.8

Table 3.2: The free energy CIP well depth (3rd column), the energy barrier
between CIP and TS (4th column) and the transition state height from the solvent
separated system conformation (5th column). All the energy values are presented
in kJ/mol.

Convergence with Simulation Length

Additionally, the convergence of the umbrella sampling simulations was investi-
gated for the OPLS-AA force field with the SPC/E water model system. Figure
3.2 shows the free energy profiles comparison when 40 ns, 20 ns, 10 ns, 5 ns and
2 ns data sets per window were used. The profiles were aligned so that the energy
value at 1.5 nm is zero. Clearly, using 10 ns per window or less does not result
in a converged free energy profile. The simulation length of 20 ns is practically
converged but is not optimal since its free energy profile is not as smooth as the
40 ns free energy profile.
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Figure 3.2: Guanidinium-guanidinium free energy profiles computed using OPLS-
AA force field and SPC/E water model resulting from umbrella sampling simu-
lations using five different data set lenghts corresponding to simulation times of
40 ns, 20 ns, 10 ns, 5 ns and 2 ns.
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4. Fluorescence Spectroscopy
Measurements

Cell membrane is an extremely complex system with various functions such as
cell protection, regulation of ions and molecule uptake and excretion and the
separation of the cell interior from the outer space. It contains many different
types of proteins and lipids ordered in a bilayer structure with polar parts facing
the outer aqueous environment and the non-polar parts placed inside the bilayer.
At physiological conditions, the membrane-forming lipids and proteins are con-
stantly moving in a so-called (membrane) liquid phase, determined mostly by
unsaturated hydrocarbon chains of glycerophospholipids. The cell membrane is
often covered by the glycocalyx, composed of glycoproteins and glycolipids, that
for example plays a role in the cell-cell recognition and communication processes.

One of the simplest model systems of the cell membranes are lipid vesicles.
They are ball-shaped lipid bilayer structures of varying radii. Those with a di-
ameter of less than 100 nm are called SUVs - small unilamellar vesicles, LUVs
a.k.a. large unilamellar vesicles are less than 1 micrometer in diameter and giant
unilamellar vesicles (GUVs) are larger than 1 micrometer in diameter.

Within a broader investigation of cell penetrating peptides, our aim was to
study the bilayer penetration by nona-arginine (R9), tetra-arginine (R4) and
nona-lysine (K9) peptide molecules or a calcium-containing buffer. Fluorescence
spectroscopy was employed to investigate the behaviour of LUVs containing the
fluorescent dye calcein in an aqueous solution when introducing the peptides or
calcium to the system.

4.1 Materials Used in the Fluorescence Experi-

ments

4.1.1 Lipids

Together with proteins, nucleic acids and sacharides, lipids belong to one of the
main classes of biomolecules. These are amphiphilic molecules, which means that
they consist of a polar part (often called a head group) and a non-polar tail. In
this study we are interested in glycerophospholipids and sterols that are the main
lipid components of biological membranes.

Glycerophospholipids contain two saturated (or one saturated and one un-
saturated) fatty acids attached to glycerol as esters creating the non-polar tail.
The polar head group is represented by the phosphate and an additional group,
which can be smaller or bigger, neutral or charged. These properties of lipid head
groups as well as the fatty acid length and saturation contribute to the proper-
ties a given lipid promotes in a membrane. For example it can induce positive or
negative curvature, modulate the membrane tension or contribute to the stabi-
lization of a flat bilayer. These propertie have a further impact on the promotion
or inhibition of the vesicle aggregation and fusion.

In this work we focused on glycerophospholipids with palmitoyl-oleoyl (PO)
or dioleoyl (DO) tails and phosphatidylcholine (PC), phosphatidylserine (PS) or
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Figure 4.1: The phosphatidyloleoyl phospholipids used in this work.

Figure 4.2: The dioleoyl phospholipids used in our experiments.

phosphatidyletanolamine (PE) head groups, as is illustrated in the Figure 4.1 and
Figure 4.2.

Sterols are composed of four steroid system’s rings and an alcohol group. They
themselves do not form bilayer phases, however their combination with bilayer-
forming lipids can result in a liquid-ordered phase. We are particularly interested
in cholesterol, Figure 4.3, which is the dominant sterol of the mammalian cell
membranes.

4.1.2 Fluorescent Dyes

Leakage-induced calcein fluorescence can be measured by trapping the quenched
fluorescent dye calcein inside the lipid vesicles followed by measuring the leaking
dye-caused fluorescence increase. Another fluorescent dye is introduced to the
investigated system for the sake of the lipid amount calibration. In our case it is
the DiD dye, incorporated into vesicle membranes.
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Figure 4.3: Cholesterol.

Figure 4.4: Chemical formula of DiD.

DiD

The lipophylic fluorescent dye DiD C67H103ClN2O3S (1,1’-dioctadecyl-3,3,3’,3’-
tetramethylindodicarbocyanine,4-chlorobenzensulfonate salt), also called the
DiIC18(5), see Figure 4.4, is an analogue to the DiI fluorescent dye with a red-
shifted excitation (maximum at 644 nm) and emission spectra (maximum 665 nm).
It is highly fluorescent and reasonably photostable when incorporated into the
lipid membrane, while being weakly fluorescent in water.

Calcein

Calcein (see Figure 4.5), or fluorexon C30H26N2O13 is a water-soluble membrane-
impermeable fluorescent dye that exhibits self-quenching while encapsulated in
the lipid vesicles. When released to the environment with lower calcein concen-
tration, a fluorescence intensity increase can be measured. It is usually used
as an indicator of the lipid vesicle leakage. The employed excitation/emission
wavelenghts of calcein are 495/515 nm.

4.1.3 Buffers

Normal Buffer

The here-called normal buffer consists of 10 mM HEPES, 100 mM KCl, 100 µM
EDTA and 140 mM glucose. The pH was adjusted by adding KOH to pH = 7.40
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Figure 4.5: Chemical formula of calcein.

Figure 4.6: Triton - a detergent used to burst lipid vesicles.

and the osmolarity was set to be 318 mOsm/l.

Calcein Buffer

Calcein buffer contains 30 mM calcein, 10 mM HEPES, 100 mM KCl and 100 µM
EDTA. Its osmolarity is 318 mOsm/l and pH = 7.40.

Calcium Buffer

This buffer includes calcium dication in a form of 40 mM CaCl2 alongside with
100 mM KCl at the pH of 7.40 and glucose for its osmolarity to be 318 mOsm/l.

4.1.4 Detergents

Triton X

As a detergent, the 4-(1,1,3,3-tetramethylbutyl)phenyl-polyethylene glycol, or the
so-called Triton X-100 was used, see 4.6. The average number n of the ethylene
oxide units is 9.5 per molecule. Triton X-100 consists of hydrophilic polyethylene
oxide part and a hydrophobic group containing aromatic ring. It is a non-ionic
surfactant known to lyse cells (Schnaitman [1971]). 0.1 % Triton X-100 solution
in water is sufficient to solubilise lipid vesicles (Inc).

4.2 Measured Systems

Table 4.1 shows five chosen lipid compositions. All the used lipid types can be
found in the mammalian cell membrane. The first sample (1) consists of the
widely studied POPC lipid molecules, the second lipid composition combines the
POPC lipid molecules with POPS, that have a slightly bigger lipid head.
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The di-oleoyl lipids, having both their fatty acid chains unsaturated, increase
the membrane fluidity in comparison to the palmitoyl-oleoyl lipids. Sample (3)
consists of di-oleoyl lipids with phosphatidyletanolamine and phosphatidylserine
head groups. The system (4) is a combination of the PE, PS and PC lipid head
groups bonded to the di-oleoyl lipid tails in the ratio of 3:1:1. Addidtionally, the
sample (5x) was created to study the role of the cholesterol - simply by taking the
(4) composition and on the top of it adding 0.5 µmol of cholesterol, corresponding
to the amount of 10% of the original 5 µmol (hence the label ”x”).

System number Lipid composition Lipid percentage [ %]

(1) POPC 100
(2) POPC/POPS 80/20
(3) DOPE/DOPS 80/20
(4) DOPE/DOPS/DOPC 60/20/20
(5x) (4)+10% CHOL 60/20/20 + 10

Table 4.1: The lipid compositions of five investigated systems.

4.2.1 Preparation Protocol and Measurement Procedure

Preparing the Lipid Vesicles

The lipids forming 5 µmol compositions (1) to (5x) (Avanti Polar Lipids, Inc.
Alabaster, USA) originally dissolved in chloroform were pipetted along with the
DiD dye by Hamilton syringes and dried under N2 flux. The lipid-DiD films
were further put under vacuum for at least 20 minutes. Consequently, 500 µl
of the calcein-containing buffer was added, the solutions were shaken and left to
hydrate in the fridge until the next day. After more shaking and in a few cases
sonicating (mostly compositions containing DOPE) to dissolve the lipid solutions
fully, these were extruded using an Avestin porous membrane (diameter 400 nm;
Avestin, Ottawa, Canada) passing it 50 times, which formed the lipid vesicles.

To extract only the large unilamellar vesicles (LUVs), that are the lipid vesi-
cles with a diameter range of 100 − 200 nm, we used a chromatography column
(Sephadex G25 4x5 ml HiTrap desalting columns, GE Healthcare, Uppsala, Swee-
den) with a normal buffer as a mobile phase at a flow rate of 2 ml/min. After
a lipid vesicle solution injection to the column and draining 5.5 µl, subsequently
the amount of 1.2 µl of the sample was collected. The final lipid concentration was
calibrated to be around 1 mM by comparing the DiD fluorescence to a calcein-free
POPC standard at 1 mM concentration.

Measuring Procedure

A calibrated amount of a lipid sample was pipetted to the cuvette with a corre-
sponding volume of the normal buffer to be of 1.0 ml or 1.5 ml in the case when
450 µl of calcium buffer was to be added. The peptide/lipid ratios were set to 1,
the calcium concentration in the sample is 12 mM.

The sample was put into the Fluorolog-3 spectrofluorimeter (model FL311;
JobinYvon Inc., Edison, NJ, USA) equipped with a xenon lamp. With the exci-
tation of calcein at 495 nm, the fluorescence intensity at 515 nm was measured for
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200 s. An arginine or lysine peptide in solution or a calcium-containing buffer was
added. At the end of the measurement, when the fluorescence intensity reached
a plato, 50 µl of Triton X-100 was added to burst all the vesicles. Thus all the
calcein leaked to the outer solution causing the fluorescence reaching maximum.

Data Processing

To quantify the relative calcein leakage of the vesicle samples p in various condi-
tions, we calculate first the average value of the counts at the beginning of the
measurement, before adding anything else, i.e. at time 0 − 200 s (denoted here
as f(t0)). The fluorescence at the beginning of the measurement comes from two
sources. There is a small amount of calcein outside the vesicles, coming from the
pipetted lipid solution, strongly diluted during the column procedure. Another
part of the signal is caused by the calcein entrapped in the vesicles, because its
self-quenching is not complete.

Next, we calculate an average fluorescent intensity (f(t)) at the time when
the system stabilises after the addition of peptides or the calcium buffer. Finally,
after adding Triton X-100 when all the vesicles burst and leak calcein, we obtain
f(t∞). The relative calcein leakage fluorescence from the vesicles is then evaluated
as:

p =
f(t)− f(t0)

f(t∞)− f(t0)
(4.1)

4.3 Results and Discussion

R9 and K9 Membrane Penetration Measurements

Figure 4.7 shows the relative vesicle leakage after adding R9. The added peptide
amounts were pipetted to reach the final peptide concentration in the solution -
75 mM. The POPC lipid sample (1) showed no leakage, indicating that the
nona-arginine was not able to get inside the vesicles. In the case of the sample
(2), we can even see a so-called ”negative leakage”, when the fluorescent signal
decreases after adding the peptide. This drop occurred in the measurements,
despite stirring the sample during all the experiment. The Dynamic Light Scat-
tering (DLS) measurements (not shown here) demonstrated vesicle aggregation
in the case of adding R9 as well as K9 to lipid vesicle solutions. The R4-caused
vesicle aggregation was orders of magnitude lower. The fluorescent intensity de-
crease is therefore related to the vesicle sinking without the calcein leakage. The
lipid vesicles probably aggregated, but not leaked in the case of POPC/POPS
peptide composition (2). In contrast, the nona-arginine penetrates the DOPE-
containing sample membranes - the Figure 4.7 shows a fluorescent increase in all
three cases. The lipid vesicle sedimentation does not play a significant role when
leakage occurs since the leaked calcein movement is free in the solution.

The averages of measured f(t0), f(t) and f(t∞) along with the calculated
relative calcein leakage are presented in Table 4.2. The error of the relative
leakage p was estimated from the average values and their average deviations as
an indirect measurement error. If N is the fluorescence intensity count, then the
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Figure 4.7: The relative fluorescent intensities during the spectroscopy measure-
ment. The R9 peptide was added to the solution at 200 s.

error can be estimated as
√
N . For all the measurements presented, the

√
N -error

is at least an order smaller than the calculated average deviations.
The vesicles of lipid compositions (1) and (2) do not let the nona-arginine

penetrate their membrane, and therefore no calcein leakage occurs. The more
fluid di-oleoyl membranes are more or less R9-penetrable. Lipid composition (4)
leaks just a little - around 8 %. Adding a certain amount of cholesterol to the
vesicle membranes causes a rapid fluorescence intensity increase - up to 54 %
for lipid composition (5x). The highest rate of nona-arginine lipid membrane
penetration occurred in the case of the DOPE-rich sample number (3). Basically
all the vesicles leaked.

Lipid Composition f(t∞).105 f(t0).10
4 f(t).104 Leakage [ %]

(1) POPC 40± 3 157± 4 153± 4 −2± 3
(2) POPC/POPS 41± 6 142± 3 89± 4 −20±−2
(3) DOPE/DOPS 80± 2 259± 5 801± 10 100± 7

(4) DOPE/DOPS/DOPC 180± 18 630± 7 848± 727 8± 9
(5x) (4)+10% CHOL 48± 3 156± 3 331± 6 54± 9

Table 4.2: Average fluorescent intensities during the R9 experiment and calcu-
lated relative calcein leakage.

The experiments were repeated with the nona-lysine peptide. A decrease of
calcein leakage indicated by smaller fluorescent intensities at the plateu can be
seen in the Figure 4.8. Table 4.3 contains the mean intensity values as well as
the calculated relative leakage p for the investigated systems.
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Figure 4.8: The relative fluorescent intensities with nona-lysine (K9) added to
the lipid vesicle solution at 200 s.

In the case of the POPC sample (1), again there is no leakage or any indication
of aggregation. Vesicles with the lipid composition (2) aggregate less than after
adding R9. The fluorescent intensity decrease of the sample (4) indicates its vast
aggregation, but most probably negligible leakage. The calcein leakage occurred
only in the case of samples (3) and (5x), however being lower than in the case of
the R9 penetration.

Lipid composition f(t∞).105 f(t0).10
4 f(t).104 Leakage [ %]

(1) POPC 45± 4 159± 4 159± 4 0± 3
(2) POPC/POPS 49± 6 138± 4 103± 6 −10± 1
(3) DOPE/DOPS 78± 3 282± 5 660± 8 76± 8

(4) DOPE/DOPS/DOPC 98± 14 353± 6 227± 9 −20±−2
(5x) (4) +10% CHOL 61± 3 249± 5 416± 23 47± 12

Table 4.3: Average fluorescence intensity values f(t∞), f(t0) and f(t) (column 2,
3 and 4) to compute the relative calcein leakage p (column 5).

Injecting R4 to the Vesicle Solutions - Fluorescence Measurements

The tetra-arginine lipid membrane penetration was investigated using double the
amount of R4 so that the number of arginines in the lipid vesicle solution is closer
to the R9 case for the sake of a qualitative comparison. No leakage in Figure 4.9
(and Table 4.4) indicates an absence of the R4 penetration through the lipid
vesicle membranes. This finding is in agreement with Mitchell et al. [2000] or
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Figure 4.9: Calcein fluorescent leakage after adding tetra-arginine (R4) to the
solution with lipid vesicle compositions (1)-(5x).

Futaki et al. [2001].

Lipid composition f(t∞).105 f(t0).10
4 f(t).104 Leakage [ %]

(1) POPC 49± 7 196± 4 192± 6 −1± 3
(2) POPC/POPS 54± 9 196± 4 190± 4 −2± 2
(3) DOPE/DOPS 52± 29 353± 7 340± 7 −8±−6

(4) DOPE/DOPS/DOPC 111± 24 430± 6 421± 7 −1± 1
(5x) (4) +10% CHOL 102± 2 349± 6 331± 11 −3± 2

Table 4.4: Average fluorescent intensities for the R4 calcein leakage experiment
and calculated relative leakage.

Fluorescence Measurements with Calcium-containing Buffer Added to
the Lipid Vesicle Systems

The calcium concentration in the 1.5 ml lipid vesicle sample was chosen to be
12 mM. Thus the 450 µl of the 40 mM calcium buffer was added to the lipid vesi-
cle samples (1)-(5x). The measured data with calculated relative calcein leakage
values are shown in the Figure 4.10 and the Table 4.5. After adding the calcium-
containing buffer to the lipid vesicle solution, the lipid vesicle concentration (as
well as that of calcein) changes significantly. Therefore the fluorescence values
right after adding the calcium buffer are considered to be f(t0), rather than the
average of the fluorescent intensity during the initial 200 s. The measured data
are also shifted accordingly in the Figure 4.10. An additional error is therefore
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Figure 4.10: Measured fluorescent spectroscopy results for 12 mM calcium added
to the LUV lipid vesicle solutions at 200 s.

introduced to the relative leakage values p, especially in the case of lipid compo-
sition (3) and (5x), where the fluorescent increase is so fast that the (minimum)
f(t0) value taken might have already been influenced by it.

In the case of palmitoyl-oleoyl (PO) lipid compositions (1) and (2) no calcein
leakage was detected. On the contrary lipid composition (4) leaked around 46 %,
clearly more than after adding the R9 peptide. The samples (3) and (5x) leaked
basically all the calcein. As can be seen in the Figure 4.10, the fluorescence
increased much faster for lipid composition (3).

Lipid Composition f(t∞).105 f(t0).10
4 f(t).104 Leakage [ %]

(1) POPC 19± 1 95 99± 3 4± 4
(2) POPC/POPS 56± 4 225 231± 6 2± 2
(3) DOPE/DOPS 34± 1 155 345± 5 105± 6

(4) DOPE/DOPS/DOPC 43± 2 170 292± 5 46± 5
(5x) (4) +10% CHOL 50± 1 210 510± 7 103± 5

Table 4.5: Average fluorescence intensity values f(t∞), f(t0) and f(t) the rela-
tive leakage in the case of adding calcium-containing buffer to the lipid vesicle
solutions.

4.3.1 Discussion

As a part of a bigger project, the penetration of oligoarginines and lysines into
lipid vesicles was studied by the fluorescence spectroscopy. The fluorescence inten-
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sity increase was observed only when the self-quenching fluorescent dye, calcein,
originally trapped inside the vesicles, got out of them. This fluorescence increase
is considered to be the proof of the lipid membrane penetration by the peptide.

The nona-arginine, reported to enter the cells via a passive mechanism (Fu-
taki et al. [2001], Mitchell et al. [2000]), was shown to penetrate the di-oleoyl
lipid vesicles. Note that vesicles with more stiff planar membranes composed
of palmitoyl-oleoyl lipids do not show the fluorescence increase. Therefore, no
R9 penetration is thought to occur. In PE-rich membranes nona-lysine peptides
were shown to leak calcein less than the R9 peptide. This result is in agreement
with the findings of Mitchell et al. [2000] only qualitatively, showing K9 entering
the vesicles in a non-negligible amount compared to R9. Lipid vesicles are just
a model system of the cell membranes, where K9 peptides might, for example,
be withheld near the membrane, not penetrating it. In the case of all the investi-
gated lipid vesicle samples, none was shown to be penetrated by the R4 peptide
molecules, in agreement with cell experiments.

The DLS experiments showed that the membrane penetration process is linked
to the vesicle aggregation (and fusion). The decrease of the fluorescence intensity
shown in the Figure 4.7 and Figure 4.8 suggests vesicle aggregation, but most
probably not peptide penetration. Since calcium is known to enhance membranes
fusion (Papahadjopoulos et al. [1976]), another set of experiments with a calcium-
containing solution was performed. A calcein leakage was observed, therefore,
the process of vesicle aggregation and fusion and vesicle membrane-penetration
is clearly interconnected. Further experiments within this bigger project led us to
formulate a hypothesis about a novel passive mechanism of membrane penetration
(the proposed article is in the Attachments).
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Conclusion

The principle advantage of molecular dynamic simulations is that they can pro-
vide insights into the investigated processes at an atomistic scale. Reliable sets
of parameters for the biomolecules, as well as of the surrounding water and ions,
are necessary to simulate biological systems accurately. Nowadays, most force
fields used for modelling of biological systems do not account for the electronic
polarizability - they are the so-called non-polarisable force fields. In the case of
simulating interactions between divalent ions and proteins or lipid membranes in
aqueous solutions, not accounting for the electronic polarizability within a force
field-based simulation can introduce significant artifacts such as for example ex-
cessive ion pairing or errors in viscosity or self-diffusion coefficients (Kohagen
et al. [2014]). To correct for these inaccuracies, electronic polarisation effects can
be introduced in a mean filed way by a simple but physically rigorous rescaling
of ionic charges - the so-called electronic continuum correction.

In the case of the calcium dication with the chloride anion in aqueous solu-
tions, charges were first reduced in the spirit of the electronic continuum cor-
rection (Leontyev and Stuchebrukhov [2011]). Comparing the resulting Ca2+-Cl-

RDF to the neutron scattering data (Badyal et al. [2004]) led us to additionally
slightly adjust the Lennard-Jones radii of Ca2+ and Cl- (Kohagen et al. [2014]).
Refining also the water parameters might have led to an even better agreement
with the experiment. However, widely used water models, developed to repro-
duce the experimental properties of water, performed well and were, therefore,
left untouched, with only the ionic parameters being adjusted.

In this work, the Ca2+-Cl- free energy profiles were calculated using force
field-based molecular dynamics with three force field parameter sets (full, ECC
and ECCR) as well as using ab-initio MD simulations. To construct the free
energy profiles, the umbrella sampling method was employed. These calculations
were a part of a broader project (Martinek et al. [2018]), where, among other
things, we compared the simulation results of aqueous CaCl2 solutions to the
neutron scattering experiments. This comparison led to a final minor adjustment
of Ca2+ and Cl- force field parameters as a compromise to fit both the ab-initio
and neutron scattering results.

Guanidinium molecular ions exhibit a rather unconventional behaviour in
aqueous solutions - the experiments and simulations (Shih et al. [2013] ,Flocco
and Mowbray [1994], Kub́ıčková et al. [2011]) show that despite bearing the same
charge they form stable contact ion pairs. As a part of the larger project (Al-
lolio et al. [2016]), the guanidinium-guanidinium dissociation free energy profiles
were obtained using umbrella sampling force field-based simulations. The OPLS-
AA force field with common water models (TIP3P, TIP4P, and SPCE) were
employed along with the CHARMM protein force field (with TIP3P and SPC/E
water models). All these simulation sets confirm the existence of the guanidinium-
guanidinium contact ion pair and all-but-one (namely the OPLSAA/TIP4P sys-
tem setup) indicate its global preference, as was also confirmed by the ab-initio
simulation presented in the attached article. Note that we did not employ charge
scaling here, since its effect is small for large monovalent ions like guanidinium,
as was also confirmed by test ECC simulations.
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In a human body, the guanidinium ion can be found as a part of the argi-
nine amino acid. The aforementioned guanidinium stacking might play a role in
membrane-penetration properties of oligoarginines. Arginine-rich peptides were
found to be able to penetrate the cell membrane not only at the physiological
temperature but also at 4◦ C where active ATP-driven processes shut off (Futaki
et al. [2001], Vivès et al. [1997]), suggesting a passive uptake in addition to the
active endocytosis. Despite an extensive attention of the scientific community,
the molecular mechanism of the passive uptake process is still not fully resolved.

The final part of this work thus focuses on the study of interactions between
the peptides composed of basic amino acids (arginine and lysine) or the calcium-
containing solution with the lipid vesicles as model systems of a cell membrane.
The reported (Wender et al. [2000], Futaki et al. [2001]) R9 penetration through
a lipid membrane was confirmed by our fluorescence spectroscopy measurements
together with the reduced K9 lipid membrane penetration and no penetration
for R4.

The fluorescence measurements reported here were a part of an extensive
project on cell penetrating peptides (the resulting article is in the Attachments).
While performing fluorescence microscopy on giant unilamellar vesicles, we ob-
served an aggregation and fusion of the GUVs along with the R9 lipid mem-
brane penetration. To confirm that these processes are linked with each other,
a DLS measurement was further performed. Since calcium is known to enhance
membrane fusion, we performed additional fluorescence measurements on LUVs.
These experiments showed that after adding the calcium-containing solution to
the sample, the leakage of the LUV-entrapped calcein occurs similarly as in the
case of R9. Further, a FRET analysis proved for LUVs the formation of multi-
lamellar structures after adding the R9 peptide. These results along with sim-
ulations of curved membranes with R9, K9 and R4, led us to formulateion of
a hypothesis concerning a direct link between the arginine membrane penetration
and cell uptake processes. Finally, our fluorescence microscopy and the electron
microscopy experiments on HeLa cells support the proposed hypothesis.
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We present a combination of force field and ab initio molecular dynamics simulations together with
neutron scattering experiments with isotopic substitution that aim at characterizing ion hydration
and pairing in aqueous calcium chloride and formate/acetate solutions. Benchmarking against neu-
tron scattering data on concentrated solutions together with ion pairing free energy profiles from ab
initio molecular dynamics allows us to develop an accurate calcium force field which accounts in a
mean-field way for electronic polarization effects via charge rescaling. This refined calcium parame-
terization is directly usable for standard molecular dynamics simulations of processes involving this
key biological signaling ion. Published by AIP Publishing. https://doi.org/10.1063/1.5006779

I. INTRODUCTION

The calcium ion is a key signaling species involved in
many biological processes including allosteric enzyme activa-
tion, neurotransmitter release, muscle contraction, and oth-
ers.1–4 Consequently, numerous recent computer modeling
studies have aimed at elucidating the molecular mechanisms
of the biological actions of calcium.5–10 In general, a molec-
ular simulation can only be as accurate as the underlying
force field. With the commonly employed non-polarizable
force fields, problems may arise to accurately describe aque-
ous ions of high charge density, such as alkali earth dica-
tions, due to important, but neglected, electronic polarization
effects.11 As a consequence, such simulations may not accu-
rately describe without additional parameterization the ion
pairing of these ions in aqueous solutions and their binding
to negatively charged groups in proteins, nucleic acids, or
phospholipids.12–16

Recently, a simple but physically well justified way of
accounting in a mean-field way for electronic polarization
(missing in non-polarizable force fields) via rescaling ionic
charges has been suggested.17,18 The scaling factor of ∼0.75 is
the inverse square root of the electronic (high frequency) part of
the dielectric constant of water.19 This scaling factor is directly
applicable to atomic ions with integer charge. For atoms with
partial charges, including those forming water molecules,
the situation is more complicated, not least because varying
extent of charge scaling has already been applied implic-
itly when fitting the force field against experimental observ-
ables.18 In our previous studies, we have applied this approach

a)Authors to whom correspondence should be addressed: pavel.jungwirth@
uochb.cas.cz and eva.pluharova@jh-inst.cas.cz

to develop a charge scaled model of calcium benchmarked
against structural neutron scattering data11,20 and success-
fully applied it to quantify its affinity to a common calcium-
binding protein, calmodulin,13 and to phospholipids in model
membranes.14,15

Here, we introduce an additional benchmarking approach,
namely, ab initio molecular dynamics (AIMD), which allows
us (albeit at a significant computational cost) to generate accu-
rate free energy profiles21 for pairing of calcium with its
counter-ion in water. We apply this approach to aqueous cal-
cium chloride and formate solutions, the latter serving as a
model for the interaction of calcium with the carboxylic side
chain groups of glutamate or aspartate and the protein C-
terminus. Together with neutron scattering experiments on
analogous systems, this allows us to refine the calcium force
field, such that it is now applicable for accurate simulations
of biological processes involving this crucial signaling ion.
As a bonus, we obtain a faithful description of these impor-
tant calcium salt solutions with quantitative molecular details
concerning the hydration structure of the ions as well as their
tendency to form contact ion pairs (CIPs) and solvent-shared
ion pairs.

II. METHODS
A. Experimental details—Neutron scattering

Four solutions of calcium acetate were prepared with dif-
ferent isotopic constitutions, which are summarized in Table I.
All these solutions were prepared using a common proce-
dure as follows. Calcium oxide (anhydrous 99.99%, Sigma-
Aldrich) was dissolved in the stoichiometric amount of acetic
acid to yield a calcium acetate solution, which consists after

0021-9606/2018/148(22)/222813/9/$30.00 148, 222813-1 Published by AIP Publishing.
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TABLE I. Isotopic composition of calcium acetate solutions used in neutron
scattering measurements.

Sample name Acid used for preparation Solvent

(H3CCOO)2Ca in H2O H3CCOOH H2O
(D3CCOO)2Ca in H2O D3CCOOH H2O
(H3CCOO)2Ca in D2O H3CCOOD D2O
(D3CCOO)2Ca in D2O D3CCOOD D2O

neutralization of a ratio of water to acetate 2:56.55. For conve-
nience, this is referred to as a 1 m calcium acetate solution in
this study. The solution contains 2 m acetate and 1 m calcium
concentrations.

Total neutron scattering patterns were measured for the
four calcium acetate solutions (Table I) on the D4C diffrac-
tometer22 at the ILL in Grenoble, France, with neutrons with a
wavelength of λ = 0.5 Å. Data23 were recorded for 3 h for
each D2O sample and for 6 h for each H2O sample. The
raw scattering data were then corrected for multiple scat-
tering and absorption,24 before being normalized versus a
standard vanadium rod. This provided for each sample the
total scattering pattern, S(Q). First order differences, ΔS(Q),
were then obtained by subtracting the total scattering patterns
of CD3COO� (D3-acetate) and CH3COO� (H3-acetate) solu-
tions. These first order differences were obtained both in H2O
and D2O. Each of them can be expressed as a sum of pairwise
structure factors, which contains only structural data from the
substituted non-exchangeable hydrogen “Hsub” to any other
atom in solution, “X,” with all the other terms canceling out.
The expressions for the first order differences in Q-space are
provided below, “Hex” referring to the exchangeable hydro-
gen atoms on water and the prefactors (expressed in millibarns)
being calculated from the concentrations and coherent scatter-
ing length of each nucleus.25 The offset is subtracted so that
the scattering patterns oscillate around zero at long Q,

ΔSD2O
HsubX (Q) = 27.66 SHsubHex (Q) + 12.03 SHsubOw (Q)

+ 0.85 SHsubOc (Q) + 0.97 SHsubC (Q)
−0.17 SHsubCa (Q) + 0.32 SHsubHsub (Q)− 42.02,

(1)

ΔSH2O
HsubX (Q) = −15.51 SHsubHex (Q) + 12.03 SHsubOw (Q)

+ 0.85 SHsubOc (Q) + 0.97 SHsubC (Q)
− 0.17 SHsubCa (Q) + 0.32 SHsubHsub (Q) + 1.15.

(2)

The first order difference in H2O was further subtracted
from the first order difference in D2O to yield the second

order difference, ΔΔS(Q), which contains only HsubHex
correlations,

ΔΔS (Q) = ΔSD2O
HsubX (Q) − ΔSH2O

HsubX (Q)
= 43.17SHsubHex (Q) − 43.17, (3)

which can be Fourier-transformed to yield the corresponding
second-order difference in r-space,

ΔΔG (r) = ΔGD2O
HsubX (r) − ΔGH2O

HsubX (r)
= 43.17gHsubHex (r) − 43.17. (4)

B. Computational details
1. Force field molecular dynamics

A set of aqueous solutions was simulated to investigate
the association of the calcium cation with its most common
counterions—chloride anion as an example of the simplest
spherical counterion—and formate or acetate (Ac) anions to
mimic the association with carboxylic groups of biological
molecules. Systems containing one ion pair (a calcium cation
with a single chloride, formate or acetate counterion) in explicit
water were simulated to obtain the free energy profiles for
the corresponding ion associations and compare the behav-
ior of different force fields with ab initio density functional
theory (DFT) simulations. In addition, force field simula-
tions of concentrated solutions of CaCl2 and CaAc2 were
performed to directly compare the results computed with dif-
ferent force fields with experimental neutron scattering data.
Table II summarizes the compositions of the different simu-
lated systems and provides in each case additional details about
the simulation setup.

All force field molecular dynamics simulations were per-
formed with the Gromacs software26 using the leap frog
propagator with a 1 fs time step at a constant temperature
of 300 K maintained by the Canonical Sampling through
Velocity Rescaling (CSVR) thermostat with a time constant of
0.2 ps.27 Water molecules were described using the extended
simple point charge (SPC/E) force field,28 their geometry
being kept rigid by the Settle algorithm.29 Periodic boundary
conditions were employed and long-range electrostatic inter-
actions were treated by the particle mesh Ewald method.30

When the Parinello-Rahman barostat was employed, the pres-
sure coupling constant was set to 1 ps. Each concentrated
solution (CaCl2 or CaAc2) was equilibrated for at least 20
ns before a production run of at least 20 ns long, which was
used to evaluate the radial distribution functions required to
compute the neutron scattering signal.

In this study, we employed several force fields for cal-
cium and chloride ions. First, we used a common full charge

TABLE II. Overview of simulated systems with relevant details. For simulations in the NpT ensemble, the cell
size is the average value obtained from simulation runs, which slightly depends on the employed force field.

System Composition Ensemble Cell size (Å) Cutoffs (Å)

Calcium chloride ion pair 1 Ca2+, 1 Cl�, 64 H2O NVT 12.5 6
4 m CaCl2 solution 52 Ca2+, 104 Cl�, 719 H2O NpT ∼29.3 12
Calcium formate ion pair 1 Ca2+, HCOO�, 107 H2O NVT 14.73 6
1 m CaAc2 solution 81 Ca2+, 162 CH3COO�, 4581 H2O NpT ∼53 12
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TABLE III. Force fields for the calcium and chloride ions.

Ca2+ Cl�

σ (Å) ε (kJ/mol) Charge (e) σ (Å) ε (kJ/mol) Charge (e)

FULL 2.8196 0.5072 +2.00 4.4499 0.4184 �1.00
ECCR 2.5376 0.5072 +1.50 4.1000 0.4928 �0.75
ECCR2 2.6656 0.5072 +1.50 4.1000 0.4928 �0.75

force field for both Ca2+ and Cl�.31,32 We hereafter denote
this force field FULL. We compare this standard force field
to the scaled charge calcium force field recently developed in
our group, which employs the electronic continuum correction
with ionic size refinement (ECCR).11 Here, the ionic charges
are scaled by the factor 0.75 to account for electronic polariza-
tion in a mean field way.17 The ionic Lennard-Jones parameter
σ is correspondingly reduced to recover the proper Ca2+–H2O
interaction, as estimated from neutron scattering data. In this
work, we propose a refined Ca2+ scaled charge force field,
denoted as ECCR2, which provides better agreement with our
ab initio simulation data, leading to a slightly enlarged calcium
radius compared to the ECCR model. In combination with
both ECCR and ECCR2 scaled charges calcium force fields,
we used a scaled charge force field for the chloride anion, the
parameters of which were refined compared to our previous
study,11 which was parametrized in our group using reference
neutron scattering data of lithium chloride salt.33 Details of the
force fields used for Ca2+ and Cl� are provided in Table III.

In addition, we designed a force field for the acetate
and formate anions based on the Amber ff99 force field,34

the charges being obtained from a fit of the electrostatic
potential on an optimized geometry. These calculations were
performed using the Gaussian 09 software35 with the Hartree-
Fock method with the 6-31G∗ basis set36 employed both for the
geometry optimization and the electrostatic potential calcula-
tion. The resulting Restrained ElectroStatic Potential (RESP)
charges are listed in Tables SI and SII of the supplemen-
tary material. The corresponding scaled charge force field
was obtained by scaling the RESP charges by the factor 0.75
without modification of the van der Waals potentials.

2. Ab initio molecular dynamics

Born-Oppenheimer ab initio molecular dynamics simu-
lations were performed using the Quickstep module of the
CP2K package37 implementing the hybrid Gaussian functions
and plane waves (GPW) method.38 All simulations were per-
formed with a time step of 0.5 fs in the NVT ensemble,
using the CSVR thermostat27 with a time constant of 50 fs.
Periodic boundary conditions were used. The electronic struc-
ture of the system was treated at the DFT level of theory
with the BLYP functional39,40 with the Grimme correction
scheme (DFT-D2)41 to account for dispersion interactions. The
core electrons were described by norm-conserving Goedecker-
Teter-Hutter (GTH) pseudopotentials.42 Kohn-Sham orbitals
were expanded in a Gaussian basis set: TZV2P MOLOPT for
O, H, and C, and DZVP-MOLOPT-SR-GTH-q10 for Ca in the
aqueous Ca2+ HCOO� system and in a DZVP-MOLOPT-SR-
GTH Gaussian basis set for the aqueous Ca2+ Cl� system.38

Previous studies demonstrated that the DZVP basis set yields
similar results to TZVP, while being significantly less compu-
tationally demanding.43 A cutoff of 400 Ry was used for the
auxiliary plane wave basis set.

Free energy profiles for the ion pairing were obtained
for a single CaCl ion pair and a single calcium-formate ion
pair at the ab initio MD level and compared to the results
of force field simulations on the same systems. Converging
such ab initio free-energy profiles is extremely challenging
and computationally expensive so that only a few attempts in
this direction can be found in the literature,21,44 including stud-
ies of the Ca–Cl ion pair.45,46 The free energy profile along
the Ca–Cl distance was obtained at the ab initio level using
two (in principle equivalent) methods: (i) integration of mean
force and (ii) umbrella sampling. This allowed us to check
the convergence of our computationally very demanding cal-
culations and estimate the associated error. In method (i), the
average force between the studied ions is evaluated at dif-
ferent fixed interionic distances and consequently integrated
along the Ca–Cl distance to obtain the potential of mean force
(PMF). By contrast, the umbrella sampling method uses a set
of biasing harmonic potentials along the Ca–Cl distance to
enhance the sampling of rare ionic configurations. The initial
configurations for each window of the ab initio simulations
were taken from classical MD simulations of the same sys-
tem. The umbrella sampling windows were then combined and
unbiased to obtain the free-energy profile using the Weighted
Histogram Analytic Method (WHAM) algorithm.47 The stan-
dard volume entropy correction44 (+2kBT ln (r)) was applied
to all the obtained free energy profiles.

A total of 38 simulations with fixed Ca–Cl interionic dis-
tances ranging from 2.2 Å to 6.0 Å were performed to obtain
the average mean force along the Ca–Cl distance, while the
umbrella sampling simulations used a total of 10 windows
with distances ranging from 2 to 6 Å. Each umbrella sam-
pling window was duplicated starting with two different initial
geometries to ensure proper sampling of relevant calcium-
water coordination numbers.46 Each window was equilibrated
for 10 ps before a 50 ps production run. The error bars were
evaluated as the standard deviations obtained from 10 free-
energy profiles generated from 5 ps cuts of the simulation
production run.

Unlike the case of Ca2+–Cl�, ab initioMD simulations are
too expensive to allow for satisfactorily converged sampling
of all degrees of freedom of the structurally more complex
Ca2+–HCOO� ion pair. It is thus beyond our reach to fully
characterize the ab initio free energy landscape for the ion-ion
interaction. Nevertheless, we were able to obtain the free-
energy profile along the Ca–O distance in a monodentate
arrangement of the ion pair using umbrella sampling simu-
lations (13 windows) by restraining the COCa angle around
180◦ using a harmonic force constant of 100 kJ mol�1 rad�2.
To further investigate the interplay between the mono- and bi-
dentate interaction mode, we generated the free-energy profile
along the Ca–C distance (22 windows), restraining Ca2+ to the
OCO plane using a harmonic restraint on the OCOCa dihedral
angle with a force constant of 100 kJ mol�1 rad�2. Due to the
higher complexity of the phase space and applied restraints, the
standard radial volume entropy correction cannot be employed
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here. The procedure used to correct the free energy profiles for
the sampled volume is described in detail in the supplementary
material.

3. Comparison between ab initio and force
field free energy profiles

The various ab initio free energy profiles were compared
with the corresponding profiles obtained with different force
fields, for which full convergence could be reached using
longer simulation times and additional umbrella sampling win-
dows. We further characterized with the different force fields
the detailed interaction of a calcium cation with the carboxylic
group of the formate anion. In particular, we computed the full
2D free energy profile in the OCOCa plane along the CaC dis-
tance and Ca–C–Omid angle, where Omid is the middle point
between the two carboxylate oxygen atoms. The distance coor-
dinate was binned from 2.7 to 6.1 Å and the angular coordinate
was binned from 0 to 110◦. The sampling was restrained to the
formate plane using the same restraints as above.

III. RESULTS AND DISCUSSION
A. Refining the Ca2+ force field
using ab initio simulations

First, we investigate the Ca2+–Cl� ion pairing using AIMD
simulations of a single ion pair in water. We obtain the ab ini-
tio free energy profile along the Ca2+–Cl� distance. Figure 1
compares two independent free energy methods—umbrella
sampling and integration of the mean force. The free energy
profiles obtained by the two approaches are consistent with
each other within the estimated error bars. Both predict a
Ca2+–Cl� distance of 2.75 ± 0.05 Å at the contact ion pair
(CIP), as well as the same position of 3.75 ± 0.05 Å of the bar-
rier between the CIP and the Solvent Shared Ion Pair (SShIP),
and an almost symmetrical barrier of 10 ± 1 kJ/mol between
the two minima. The estimate of the SShIP position is less
accurate because of increasing statistical uncertainties at larger
distances; nevertheless it is found to be around 5.0 Å. The free
energies of the CIP and SShIP are practically identical within
the error bars.

The good agreement between the umbrella sampling and
mean force integration methods points to a satisfactory con-
vergence of the obtained Ca2+–Cl� free energy profile. This

FIG. 1. Free energy profile along the Ca2+–Cl� distance obtained by mean
force integration (red) and umbrella sampling (black).

is further supported by comparison of the present results to a
free energy profile obtained for an analogous system using a
similar method recently.46 With this reassurance, we use below
the free energy profile obtained using the umbrella sampling
technique (with the slightly smaller statistical error) as the
reference for comparison with force field simulations and for
further force field refinement.

We compared AIMD results with three empirical force
field simulations. The first one is a standard full charge force
field (denoted here as “FULL”) with full integer charges
on both ions. This full charge force field provides a free
energy profile significantly different from the AIMD reference
(Fig. 2). In particular, this force field significantly underes-
timates the stability of the CIP. It is found higher in free
energy by about 8 kJ/mol compared to the SShIP, with the
barrier between SShIP and CIP being 19 kJ/mol, i.e., 8 kJ/mol
higher than using AIMD. The Ca–Cl distance at the CIP is
only slightly shifted compared to AIMD, and the transition
barrier is found at 3.6 Å, which is close to the AIMD value
of 3.7 Å.

The second force field, ECCR, previously11 designed by
us, employs the electronic continuum correction to account
for water polarization, with the size of the calcium ion (i.e.,
the Lennard-Jones σ-parameter) fitted to experimental neutron
scattering data. While this force field reproduces quantita-
tively the neutron scattering data available in the literature20

(Fig. 3), it does not compare so well with the present ab ini-
tio free energy profile (Fig. 2). Namely, the Ca–Cl distance
at the CIP is slightly shorter than that found in the ab initio
simulations, 2.72 vs 2.80 Å. In addition, the barrier height is
found significantly larger than that for the ab initio reference,
20 vs 11 kJ/mol.

Analysis of the simulations shows that the relatively
small discrepancy between the ab initio and ECCR force field
profiles stems mainly from different Ca–O(water) distances.
Namely, the average Ca–O distance obtained from the AIMD
simulation is 2.43 Å, in contrast to 2.35 Å with the ECCR
force field, which was fitted to reproduce the first peak of the
neutron scattering pattern (2.38 Å) corresponding to the Ca–O
and Ca–Cl correlations. To ensure that our DFT setup provides
reliable Ca–O optimal distances, we optimized the geometry of
a perfectly symmetric Ca2+(H2O)6 cluster at different levels of

FIG. 2. Free energy profile along the Ca2+–Cl� distance obtained by umbrella
sampling (black) compared with force field simulations performed using the
full charges force field (blue), the ECCR (green), and the ECCR2 force field
(red).
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theory, employing DFT methods (BLYP and B3LYP) as well
as HF, full MP2, and Coupled Cluster Singles and Doubles
(CCSD) with basis sets of various sizes (6-31G∗, 6-31+G∗,
6-311++g∗∗, cc-pVDZ, and cc-pVTZ). The Ca–O distances
at the optimized geometries are provided in the supplemen-
tary material, showing that the Ca–O distance is practically
insensitive to the level of theory, which means that the BLYP-
D2 level of description used in our AIMD simulations does not
suffer from any significant systematic deviation in comparison
to higher levels of theory or larger basis sets. Moreover, a very
similar AIMD setup was already shown to correctly reproduce
the structure of pure water48 and a very recent study46 showed
that the EXAFS spectrum of CaCl2 solutions was extremely
well reproduced using the same AIMD setup as in the present
study.

Hence, we suggest here a refined parametrization for Ca2+

based on the previous ECCR one (hence we call it ECCR2),
with a calcium cation σ-parameter enlarged by 5% to reach a
better agreement with the AIMD free energy profile.46 As seen
in Fig. 2, the position of CIP at 2.80 Å is now fully consistent
with the AIMD result. The free energies of the CIP and SShIP
are found to be very similar to each other, with the CIP being
only 1.8 kJ/mol higher in energy (compared to 0.9 kJ/mol
with AIMD, well within the AIMD error bars). The SShIP
and CIP are separated by a 11.4 kJ/mol high transition barrier,
which is in much better agreement with the AIMD result of
11 kJ/mol than the original ECCR force field. Finally, we show
(Fig. S4 of the supplementary material) that the free energy
profile obtained with the ECCR2 scaled charge force field is
in quantitative agreement with that obtained using the fully
polarizable force field AMOEBA, itself being within the error
bars of the AIMD calculation. The price is that the ECCR2
description does not compare as well as the original ECCR
with the neutron scattering data. Nevertheless, the comparison

is still good and presents a significant improvement compared
to the full charges force field (Fig. 3). The new ECCR2 cal-
cium parametrization thus appears to be the best compromise
between agreement with the available neutron scattering data
on the one hand and with EXAFS experiments and advanced
AIMD simulations on the other hand.

B. Ca2+ interaction with the carboxylate group

Having in hand a refined calcium force field that provides
a satisfactory agreement with both AIMD and neutron data,
we now aim at testing the transferability toward a description
of the interaction of calcium with negatively charged protein
residues. While the calcium ion also interacts with the polar
protein backbone,49 the interaction with the negatively charged
carboxylates of aspartate and glutamate is expected to be the
strongest. We thus focus here on the carboxylate group using
the acetate anion as a simple proxy.

The total neutron scattering patterns S(Q) [Fig. 4(a)] were
obtained for four 1 m calcium acetate solutions with different
isotopic compositions (see Sec. II and Table I). These patterns
exhibit a large background slope, due to the Placzek effect.50

This effect is more pronounced for H2O solutions than for
D2O, as expected from the higher incoherent scattering cross
section of 1H versus 2H. The total S(Q) is largely dominated
by contributions from water-water interactions and the calcium
acetate interaction is thus mostly hidden. The use of H/D iso-
topic substitutions, both on water and on the non-exchangeable
hydrogen of the acetate, thus allows us to focus on the acetate
hydration properties and indirectly on the ion pairing with cal-
cium ion, since ion pairing displaces water molecules from the
hydration shell.

The first order differences in H2O and D2O ΔSH2O
HsubX(Q)

and ΔSD2O
HsubX(Q) are obtained by direct difference between pairs

FIG. 3. First order difference (on cal-
cium) in Q-space (left-hand side) and in
r space (right-hand side) for a concen-
trated 4 m CaCl2 solution, as obtained
from the neutron scattering experiment
(black) and from simulations with dif-
ferent force fields, full charges (top),
ECCR (middle), and ECCR2 (bot-
tom). Since the experimental signal
was obtained by subtracting the neu-
tron scattering patterns obtained with
different calcium isotopes, the signal
only reports on correlations involving
the Ca atom. See more details in Refs. 11
and 20.
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FIG. 4. (a) Total neutron scattering patterns for 1 m solutions of calcium h3-acetate (dark blue) in H2O, calcium d3-acetate (light blue) in H2O, calcium
h3-acetate (red) in D2O, and calcium d3-acetate (orange) in D2O. (b) First order differences in H2O, ΔSH2O

HsubX(Q) (blue), and in D2O, (Q) (red), together with
the second order difference, ΔΔS (Q) (green).

of solutions with different isotopes on the acetate. They only
contain the correlation between the substituted acetate hydro-
gens Hsub and any other atom in the system, X [Eqs. (1) and
(2)]. This subtraction thus cancels most of the background
slope and removes the large water-water correlations from
the signal. However, the first order differences still contain
strong intramolecular correlations (Hsub-C and Hsub-O from
the same acetate molecule), which dominate the signal but
are of little interest in this work. This problem is solved by
taking the difference between the two first order differences
[Eq. (3)] yielding the second order difference ΔΔS(Q) (Fig. 4).
This has no residual slope and reports exclusively on the part
of the system we are directly interested in, i.e., the acetate
hydration shell, since it contains only correlations between
the substituted hydrogens Hsub on acetate and the exchange-
able water hydrogens Hex [see Eq. (3)]. In all that follows, the
constant offset is subtracted from the double difference so that
it oscillates around zero, consistently with the way we defined
ΔΔS(Q) in Eq. (3).

Comparison of the experimental neutron second order
difference with that computed with different force fields con-
stitutes a stringent test of the quality of a force field and of its
ability to capture the hydration and ion pairing properties of
acetate in concentrated calcium acetate solutions. Figure 5(a)
shows that while a standard full charge force field correctly
captures the structure at large values of Q, it exhibits a spuri-
ous sharp peak at low Q (below 1 Å�1), which is not present in
the experimental signal. Such low Q features typically point to
clustering in the solution, which is confirmed by visual exam-
ination of the MD simulations [Fig. 6(a)]. Indeed, when a full
charge description is used, all the ions form contact ion pairs
with no free ion left in solution. This behavior results in an
unrealistic depletion at short distance of the simulated r-space
signal (Fig. 5), since the clustering of ion pairs effectively
reduces the number of water molecules (and thus Hex) in the
vicinity of each acetate molecule.

Scaling only the charge of the calcium ion reduces
marginally this spurious peak at low Q and the structure
of the solution remains very much the same as for the full
charge model (see Fig. S5 of the supplementary material
for comparison of the ECCR and ECCR2 parameterizations

yielding essentially the same result). A good agreement with
experiment is obtained only upon scaling both calcium and
acetate ions. Figure 5(c) shows that in this case the experi-
mental Q-space signal is almost perfectly reproduced with the
proper low-Q limit. The r-space signal is no longer depleted at
short distances, and the agreement with experiment becomes
very good. A snapshot of the simulation [Fig. 6(c)] shows that
ion pairing is much weaker than in the previous two simula-
tions, now with many free ions in solution. As a result, the
solution is much more homogeneous with no sign of strong
ion clustering. This study thus illustrates an important point for
biological simulations—when using the scaled charge descrip-
tion, one should scale not only the charges of the ions in the
solution but also those of charged protein residues, as already
suggested in the literature.17

While the neutron scattering data allows us to assess the
quality of the employed force field, they represent only an
indirect probe of ion pairing. Namely, the amount of ion pair-
ing can be assessed via depletion of the number of hydrating
water molecules and through the presence or absence of low
Q signal due to strong ion pairing and clustering. We thus
complement the neutron scattering experiment with a molecu-
lar level study of the calcium-carboxylate interaction using ab
initio MD simulations. Since such simulations are extremely
computationally expensive, we opted for the smallest carboxy-
late group containing species, the formate anion, which allows
us to use a somewhat smaller simulation box.

An interesting property of the carboxylate group is that it
can pair with Ca2+ either in a monodentate fashion (i.e., inter-
acting with only one of the two carboxylate oxygens) or in
a bidentate fashion (i.e., interacting simultaneously with both
oxygens). We first focus on the monodentate interaction mode
and obtain the free energy profile along the Ca–O(formate)
distance using ab initio MD umbrella sampling simulations
[Fig. 7(a)]. We then compare the AIMD free energy profile
with those obtained with a full charge force field for both cal-
cium and formate moieties vs. a scaled charge force field [i.e.,
ECCR2 for Ca2+ and simple charge scaling for formate (see
Sec. II)]. At the ab initio level, the contact monodentate ion
pair at a Ca–O distance of 2.3 Å is found to be 6 kJ/mol more
stable than the SShIP. The height of the transition barrier from
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FIG. 5. Comparison between the experimental neutron double difference (black) in Q space, ΔΔS (Q) (left), and in r space, ΔΔG (r) (right), and the signal
calculated from molecular dynamics simulations (red) using (a) a full charge force field, (b) the ECCR2 force field for Ca2+ and full charges for the acetate, and
(c) the ECCR2 force field for Ca2+ and a ECC description for the acetate anion.

SShIP to CIP is around 11.5 kJ/mol. The stability of the con-
tact ion pair is significantly overestimated, by 10 kJ/mol, with
the full charge force field. This is in accord with the above

simulations of concentrated calcium acetate, which yield a
strong pairing in solutions described with a full charge force
field. By contrast, the use of a scaled charge force field both

FIG. 6. Snapshots from 1 m calcium
acetate MD simulations performed
using (a) a full charges force field, (b)
the ECCR2 force field for Ca2+ and
full charges for the acetate, and (c) the
ECCR2 force field for Ca2+ and a ECC
description for the acetate anion.
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FIG. 7. (a) Free energy profile along the Ca–O(formate) distance in a linear monodentate fashion and (b) free energy profile along the C–Ca distance in the
formate plane using AIMD (black), the full charges force field (blue), or a scaled charges force field both for calcium and formate (red).

for calcium and acetate provides a quantitative agreement with
AIMD, both for the relative stability of the contact ion pair and
the height of the barrier [Fig. 7(a)].

Since the neutron scattering measurements cannot provide
full information about the mode of calcium-carboxylate inter-
action (monodentate vs bidentate), we explore it in more detail
computing the free energy profile along the Ca-C(formate) dis-
tance in the COO plane with ab initio MD [Fig. 7(b)]. We see
that upon prolonging this distance the system is progressively
driven from a bidentate geometry (Ca–C distances of 2.9 Å)
to a monodentate interaction (Ca–C distance of 3.5 Å). We
find the bidentate geometry more stable than the monoden-
tate one by about 7 kJ/mol. The full charge force field again
overestimates the stability of the bidentate arrangement—the
bidentate well being found 11 kJ/mol lower in free energy than
the monodentate arrangement as well as the height of the bar-
rier toward the SShIP. By contrast, the scaled charge force field
is in quantitative agreement with the AIMD profile, both for
the relative position of the two wells and for the barrier height.

Finally, we used this scaled charge force field, to fully
characterize the calcium ion pairing in the formate plane by
generating the 2D free energy landscape (Fig. 8). Note that
such a 2D free energy landscape requires too much sam-
pling to be currently obtained at the AIMD level. Figure 8

FIG. 8. 2D Free energy landscape along the C(formate)–Ca distance and the
Ca–C–Omid angle in the formate plane.

demonstrates that the global minimum is at a Ca–C distance
just below 3 Å with a nearly collinear Ca–C–Omid arrange-
ment, thus corresponding to ion pairing in a bidentate fashion.
Following the low energy areas (blue), we see that the disso-
ciation from the bidentate ion pair proceeds via a rearrange-
ment into a monodentate conformation (broad minimum with
Ca–C–Omid angle around 50◦ and a Ca–C distance of about
3.5 Å), with a very small barrier of 6 kJ/mol. From this
point on, solvent shared configurations are accessible with a
14 kJ/mol barrier. The SShIP local minimum is found at around
4.8–5.4 Å CaC with a weak preference for a collinear Ca–C–
Omid arrangement.

IV. CONCLUSIONS

We have employed ab initio molecular dynamics simula-
tions together with neutron scattering experiments to quantify
ion hydration and pairing in aqueous calcium chloride and
formate/acetate solutions and to refine a calcium force field
applicable for simulations involving this key biological ion.
By inclusion of electronic polarization effects in a mean-field
way via charge rescaling of both calcium and the counter-ion
(be it a free anion in the solution or a negatively charged side
chain group on a protein), we are able to accurately describe
calcium ions in aqueous solutions. On the one hand, we quanti-
tatively reproduced structural features of concentrated aqueous
solutions, as revealed by neutron scattering with isotopic sub-
stitution. On the other hand, the refined force field recovered
within the statistical error ion-pairing free energy profiles from
ab initio molecular dynamics. We are thus making available
to the scientific community a physically well justified trans-
ferable calcium parameterization, which, thanks to its stan-
dard format, can be directly used within common molecular
dynamics programs and at the same time provides an accurate
description including electronic polarization effects of this ion
in aqueous biological environments.

SUPPLEMENTARY MATERIAL

See supplementary material for the acetate and formate
force fields, the procedure used to perform volume correction
on the free energy profiles, electronic structure calculations
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on a Ca(H2O)6
2+ cluster, and comparison of our results with

additional free energy profiles, including that obtained with
the AMOEBA force field.
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ABSTRACT: Ab initio free energy calculations of guanidi-
nium pairing in aqueous solution confirm the counterintuitive
conjecture that the like-charge ion pair is thermodynamically
stable. Transferring the guanidinium pair to the inside of a
POPC lipid bilayer, like-charge ion pairing is found to occur
also inside the membrane defect. It is found to contribute to
the nonadditivity of ion transfer, thereby facilitating the
presence of ions inside the bilayer. The effect is quantified
by free energy decomposition and comparison with ammo-
nium ions, which do not form a stable pair. The presence of
two charges inside the center of the bilayer leads to the formation of a pore. Potential consequences for cell penetrating peptides
and ion conduction are drawn.

■ INTRODUCTION

Arginine magic, i.e. the ability of many arginine-rich peptides
and guanidinium-functionalized small molecules1 to be rapidly
internalized by cells, is still not a well understood
phenomenon.2 The increased usage of arginine-rich cell
penetrating peptides3 for drug delivery is in stark contrast to
the lack of detailed molecular understanding of their mode of
action. Part of the reason is clearly the complexity of the cells
themselves and their mechanisms of active endocytosis.
However, there have been numerous experimental studies,
where such peptides were found to be able to cross artificial
lipid bilayers or extracted cell membranes without the presence
of ATP or cytoskeleton.4−9 Therefore, a direct, passive
mechanism remains an important pathway for cell penetration
and, consequently, an area of active research. Several molecular
dynamics (MD) studies have been performed, from coarse-
grained simulations10−12 to united or all atom MD,13−16 in
order to elucidate the details of this mechanism. So far, the
results have not been fully convincing. The simulations either
contained implausibly high energy barriers for penetra-
tion,10,11,16 artifacts due to absence of counterions,17 or the
presence of counterions not available under in vivo
conditions.15 The most puzzling aspect of the direct
penetration mechanism remains the question why a highly
positively charged arginine-rich peptide should readily cross the
hydrophobic membrane core. A logical place of departure for
understanding how this is possible is the interaction of ions,
especially charged amino acid or side-chain analogs with a
model lipid bilayer.

The membrane penetration of small ions as well as amino
acids has been studied extensively with MD methods.18−24 It is
a common feature of the entirety of the atomistic models and
even of the better part of the less accurate coarse grained
simulations that the transfer of ions toward the center of these
model membranes leads to a membrane defect,25 where water
and headgroups are displaced toward the center of the bilayer.
Recently it was found that there is little ion specifity involved in
the formation of such a defect.26 However, the creation of a
defect for an ion pair leads to nonadditivity for ion transport.
By nonadditivity we mean that once the defect is created, it is
energetically less costly to introduce a second ion. This effect
has notably been studied for arginine,27 but it also was found in
a coarse grained MD study of the translocation of polyarginine
peptides.11 As this nonadditivity is a consequence of defect or
pore formation, the question of ion specifity in the nonadditive
behavior imposes itself. Namely, like-charge ion pairing might
be a powerful enhancer of nonadditivity, because it could
directly contribute to the stabilization of multiple ions in a
defect. While there is no definite experimental evidence for the
formation of stable like-charge guanidinium pairs in water, there
is a large body of literature from force-field based MD28,29 over
electronic structure calculations30 and resolution of the identity
solvation model (RISM) calculations31 and ab initio molecular
dynamics32 to various experiments, such as X-ray29 or neutron
scattering33 and electrophoresis experiments,34 supporting this
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notion. The aim of this study is to gather more conclusive
evidence for the existence of guanidinium pairing and explore
its contribution to the nonadditivity effect in membranes.
Finally, we will critically examine the potential role of this
nonadditivity effect for the passive translocation of cell
penetrating peptides.

■ COMPUTATIONAL DETAILS
Force Field-Based Molecular Dynamics. System Setup.

The large simulation boxes contained 128 POPC lipids, 1−2
GDM+ ions, and 1−2 chloride counterions to neutralize the
system. The boxes containing GDM+ contained 6352 or 6344
H2O, and the boxes with NH4

+ ions contained 5716 or 5682
H2O respectively. To construct the lipid membrane a pre-
equilibrated lipid patch was used. Typical box dimensions were
6.4 × 6.4 × 8.3 nm3. We used the SPC water35 model, the
OPLS-AA36 force field for NH4

+ and guanidinium (GDM+),
and the Berger united atom force field for the lipids.37 The
charges for the cations were taken from the lysine and arginine
side chains. In the case of ammonium, the central atom charge
was decreased by 0.02 e in order to achieve an integer charge.
All bonds were constrained using the LINCS scheme.38 The
time step used in the simulations was 2 fs. Calculations were
done at constant temperature and pressure (NpT ensemble)
with the simulation temperature of 310 K and pressure of 1 bar.
The simulations were thermostated with a CSVR thermostat39

with a time constant of 0.5 ps. The pressure was constrained via
a Parrinello Rahman barostat40 with a time constant of 1 ps.
For simulations containing the membrane we used a semi-
isotropic pressure coupling, i.e., the z dimension of the box was
coupled to the barostat separately from the x and y dimensions,
allowing it to independently fluctuate. A short-range cutoff of 1
nm for Coulomb and Lennard−Jones interactions was
employed. Long range electrostatic interactions were treated
with the particle mesh Ewald method.41 For ion pairing in
aqueous solutions, smaller systems were also simulated using
different force fields (for full details see Supporting
Information). The simulations were performed using the
GROMACS v. 4.6.3 molecular dynamics package.42

Free Energy Calculations. The free energy profiles were
computed using the umbrella sampling method43 along the
distance between the center of mass of the ion(s) and the
center of mass of the membrane, projected along the
membrane normal. The membrane patch lies in the XY
plane, so the normal is the z-axis. For merging of the umbrella
sampling simulations we used the weighted histogram analysis
method (WHAM),44 an implementation of which45 we
modified to obtain the WHAM weighting coefficients used
then in the calculation of additional properties. Umbrella
potentials had a force constant of 1500 kJ mol−1 nm−2, except
for the GDM+ pair where the force constant was relaxed to 500
kJ mol−1 nm−2 after pre-equilibration in the relevant windows
in order to achieve larger overlaps between neighboring
windows to sample the C−C distribution continuously. For
the GDM+ pair we also used 2000 kJ mol−1 nm−2 force
constants in the very center of the bilayer, for which the
geometries were generated by taking the geometry of a central
membrane window and moving slowly backward after a total of
more than 300 ns inside the membrane core. The guanidinium
pair was restrained using a capped umbrella potential. This
potential is flat until a cutoff distance is reached; then it
becomes harmonic with a force constant of 1.3 × 105 kJ mol−1

nm−2. The cutoff distance was chosen to be 0.6 nm to include

the entire zone of stability of the GDM+ pair in an aqueous
solution. Additional simulations were performed to check for
potential artifacts induced in the zone before the cutoff, but
none could be found. More details are given in the Results
section of the manuscript. The umbrella windows were then
equilibrated for 50−100 ns each, before sampling in each case
for at least 100 ns. For each free energy evaluation we used 17
or more umbrella windows and 168−390 ns of simulation time
per window. Simulations inside the membrane core (z-distance
< 1.2 nm from center) were equilibrated for ≥100 ns. Initial
configurations for the umbrella sampling were generated by fast
pulling of the ion toward the membrane center of mass, with a
pulling rate of 0.5 Å ps−1. Due to the use of the NpT ensemble,
the free energies obtained from these simulations are Gibbs
energies. We do refer to them as free energies, as the volume
work is expected to be negligible. The ion pairs were also
simulated without the membrane in aqueous solution, to obtain
the free energy of ion pairing; for details, see the Supporting
Information.

Ab Initio Molecular Dynamics. The ab initio molecular
dynamics simulations are based on the Kohn−Sham density
functional theory (DFT) and use the BLYP46,47 functional with
the Grimme D348 dispersion corrections. The GPW49 method
was used to model the Kohn−Sham orbitals. A local TZVP
basis set with GTH pseudopotentials,50 and a 280 Ry plane-
wave cutoff for the density were employed. The D3 corrections
were used without the three-body and C9 terms; this
approximation was previously found to lead to a negligible
loss of accuracy in the case of water.51 As D3 is known to
reduce known DFT problems (most prominently the over-
structuring of water still present in the previous version of the
Grimme corrections),51,52 the simulation was thermostated to
the physiological temperature of 310 K using a CSVR39

thermostat with a 100 fs time constant. We used a time step of
0.5 fs and reduced the isotope masses of C, N, and O to 4 au to
increase guanidinium diffusion. The mass of H was increased by
50% to prevent integration errors. In our setup, the structure
only depends on the relative configurational energies, which are
independent of the momenta; nevertheless, classical MD
simulations were performed with both adjusted and correct
nuclear masses to verify that structural properties were indeed
not affected. using scaled OPLS-AA charges and SPC/E54

water, 2 GDM+ and 148 H2O were pre-equilibrated in CP2K53

for 1 ns. The GDM+ C atoms were constrained to move along
the z-axis at x,y = 7 Å. This constraint allowed us to increase the
box size in one dimension toward the dissociation limit of the
guanidinium pair at a reasonable computational cost.
Accordingly, the box size was 14 × 14 × 23.6 Å3, as determined
from NpT simulation with GROMACS at 310 K. The free
energy calculation was started from 15 geometries and
velocities extracted from this trajectory. The geometries were
placed inside regular umbrella windows at 0.6 Å intervals,
beginning at 2.3 Å consisiting of 0.75 Å of a flat potential
bounded by upper and lower harmonic walls of a 0.1 Ha Bohr−2

force constant. The simulation was run inside the umbrella
windows for 60 ps (up to 100 ps in the umbrella windows
which explore the minima). The free energy was computed
using an adapted version of the WHAM program.55

■ RESULTS AND DISCUSSION
Guanidinium Pairing in Aqueous Solution. Force Field

vs ab Initio Results. Ion pairing in water is an active area of
computational research56,57 which can be prone to artifacts to
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due inconsistencies in force fields. Ab initio MD is expected to
give an accurate description of ion pairing, as the method is
known to give quantitative results for the structure of the first
solvation shell.58 Specifically, the BLYP functional with D3
dispersion corrections has been proven to give good interaction
energies of GDM+ ions in water clusters30 and is known to yield
a rather accurate structure of liquid water in comparison to
other nonhybrid DFT functionals.51,52 Like-charge pairing of
guanidinium ions was already observed in a previous ab initio
MD study32 of a 1.64 M aqueous GDM+Cl− solution. However,
the small box size of 12.64 Å, a relatively high concentration,
and short simulation time did not allow reaching a reliable
answer to the question of whether the like-charge ion pair is
thermodynamically stable. Our simulation setup was designed
to explore the GDM+−GDM+ dissociation curve at low
concentrations. Stabilizing counterions were omitted because
their distribution at low concentration cannot possibly be
equilibrated within the subnanosecond time scale accessible by
ab initio MD. Moreover, they should not significantly influence
the like-charge pairing at low concentrations. We computed
error estimates by exactly rebuilding the ab initio MD setup,
but using the force field employed for pre-equilibration to
collect statistics. This allowed us to obtain enough uncorrelated
data to obtain an error estimate for the amount of ab initio
sampling done. Our ab initio MD study thus represents the
most rigorous computational test of guanidinium like-charge
ion pairing so far.
In Figure 1 we compare the ab initio free energy profile of

the guanidinium pair to force-field-based MD. Thermodynami-

cally stable guanidinium pairing is present in both models, and
the depths of the minima are comparable. There are, however,
some subtle differences in their location and in the shape of the
profiles. The ab initio curve shows a stable zone beginning at
0.35 nm, close to the mininum found in most force field
descriptions (see Supporting Information). This minimum
corresponds to the stacked conformation typically associated

with guanidinium ion pairing. At around 0.46 nm we find a
relatively deep mininum (Figure 1). This minimum is due to a
T-shaped conformation of the guanidinium pair. The T-shaped
conformation was also observed in the previous ab initio study
during the pre-equilibration phase.32 The transition from the T-
shaped to the stacked conformation requires a change in
orientation of a guanidinium ion. Even though we run the
simulation for 100 ps per window in this region, it is not
possible to weigh the T-shaped conformation fully quantita-
tively against the stacked conformation, because the exchange
events are very slow and both conformations are possible inside
the binding region of the GDM+−GDM+ contact ion pair. Also,
there is a minimum at 0.7 nm representing the formation of the
solvent shared ion pair; see Figure 1.
These details on the free energy curve are absent in the

OPLS-AA description. Other force fields, such as CHARMM,
exhibit better agreement with the ab initio data in this respect
(see Supporting Information); however, the differences are not
large and the force field methods generally give reasonable
results. The ab initio data point toward a somewhat deeper
minimum for the guanidinium ion pairing, in agreement with
values given for example from CHARMM29 simulation or from
RISM.31 They also show the surprising stability of the T-shaped
conformation. Nevertheless, the onset of contact pair
stabilization and the position of the dissociation transition
state of the OPLS-AA force field are in good agreement with
the ab initio method. We, therefore, believe our OPLS-AA free
energy can serve as a reasonable (lower end) estimate of
guanidinium like-charge ion pairing. Using the OPLS-AA force
field furthermore allows comparability with our previous study
of polyarginine agglomeration at a POPC bilayer.13

Guanidinium Pairing vs Ammonium Pairing. In the
previous section, we have established guanidinium pairing in
dilute aqueous solutions. In order to quantify the ion specificity
arising from this like-charge ion pair a comparison must be
established with analoguous pairing for more “regular” cations.
For this we chose the ammonium ion, which is derived from
the lysine side chain in the same way as guanidinium from
arginine. In contrast to guanidinium, ammonium it is not
expected to form any stable ion pairs. In order to test this, we
computed the ion pairing free energy profile for the ammonium
pair using the OPLS-AA force field. Comparison to the
GDM+−GDM+ pair is given in Figure 2.
The stable minimum for the GDM+−GDM+ pairing in

aqueous solution is shallow, with a depth of about 2 kJ/mol. In
contrast to this, the NH4

+ pairing free energy increases nearly
monotonously with shortening of the distance; see Figure 2. In
the region of GDM+ pairing around 4 Å it is already about +5
kJ/mol, so that in aqueous solution the energy difference
between an “ammonium pair” at this distance vs the
guanidinium pair at its minimum is about 7 kJ/mol. There is
an extremely shallow local minimum for the ammonium
contact ion pair around 0.47 nm, but it is not thermodynami-
cally stable. The position of this local minimum is in good
agreement with results from our previous ab initio study.32

From minimum to minimum the difference between
ammonium and guanidinium pairs is about 4 kJ/mol.

Free Energy Cycle Including a Lipid Bilayer. To fully
characterize the free energy of ion pairing inside a lipid bilayer,
it is necessary to know the pairing free energy at each depth
inside the membrane. The ion pairing free energy for two
guanidinium ions far away from the membrane is already
known from the aqueous solution simulations presented above.

Figure 1. Free energy of the guanidinium pair as a function of central
atom distance, in force field-based (OPLS-AA) and ab initio (BLYP-
D3) simulation. The given free energies are volume-entropy corrected.
Pictures are snapshots from the trajectories and represent the three
interchanging forms of ion pairing. The gray lines represent the
standard deviations expected for a trajectory of this length, as
estimated from an equivalent force field setup. The measurement of
the error is referenced to the energy minimum at 0.46 nm.
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However, as the ions proceed to enter the membrane, the ion-
pairing free energy becomes dependent on their depth inside
the membrane. Instead of computing a full 2D free energy
profile for the dissociation along the membrane normal, we
construct a free energy cycle to determine the stabilization of
pairs of ions inside the membrane; see Figure 3. Using this
cycle we compute the ion pair stabilization by comparison with
infinitely separated ions, which are simulated separately.

In the case of NH4
+, no stable ion pair is expected; therefore,

the ions had to be constrained to a certain distance (0.4 nm).
This is an arbitrary definition of an ammonium ion pair, at a
distance close to the minimum of the guanidinium pair.
However, in the case of guanidinium ions, it is desirable to
know if the genuine minimum for ion pairing in water persists
in the bilayer and, if so, if it is shifted to a different equilibrium
distance as the solvation structure and dielectric permittivity in
the bilayer change. As the guanidinium pairing free energy is
very low and the corresponding free energy coordinate is rather
flat, we performed a limited two-dimensional umbrella sampling
with a biasing potential.

= <V q q q( ) 0; cut (1)

= − >V q c q q q q( ) ( ) ;cut
2

cut (2)

The generalized coordinate q is chosen to be the distance
between the two GDM+ carbon atoms, and the value of qcut is

0.6 nm. The biased probability in a one-dimensional umbrella
sampling simulation is defined as

∫β β

β δ

̃ = −

− −

P q s A d U

W f s f q

r r

r r

( , ) exp[ ] exp[ ( )

( ( ), )] ( ( ) )

k k
N
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with the generalized coordinate q, the umbrella window
position sk, and the umbrella potential W. The probability is
normalized with the configurational partition function of the
biased system exp[−βAk]. The function f1 maps the Cartesian
coordinates on the generalized coordinate q, i.e., the interionic
distance. In the case of a flat potential, in a zone of q < qcut the
bias potential W( f1(r),sk) = 0. The unbiased probability,
therefore, reads as

β β α= − ̃ = ̃P q A A P q s P q s( ) exp[ ] ( , ) ( , )k k k k0 (4)

This means that inside the cutoff zone the unbiased
probability is simply a multiple of the biased probability. This
translates to an offset in the free energy.
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0
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This makes the evaluation highly convenient, as no further
unbiasing in this coordinate is necessary and only an energy
offset has to be added to the restrained potential free energy
profile. Furthermore, it allows computation of the free energy
profile along the normal to the bilayer with a standard 1-d
WHAM. All other structural observables can then easily be
obtained from the WHAM along the membrane normal, by
weighing with the histogram coefficients.44

Single vs Multiple Ions: The Nonadditivity Effect.
Guanidinium vs Ammonium. The free energy profiles of
single ions and ion pairs along the z-coordinate perpendicular
to the bilayer are given in Figure 4, top. The paired
guanidinium and ammonium profiles are shifted from the
baseline by the ion pair formation free energy of the ions in the
aqueous solution. This leads to a total shift of the pairs of
ΔΔEpair = −7 kJ/mol in favor of guanidinium over ammonium
pair formation. We observe a lower transition energy of the
guanidinium pair from water into the bilayer compared to the
ammonium pair. The difference in ion pairing free energies
constitutes a major part of this effect. Consequently, the
transition free energies of the unpaired ions do not differ as
much. The ions and ion pairs exhibit a different adsorption to
the membrane headgroup region. Due to the delocalized
positive charge and the possibility to form more hydrogen
bonds to phosphate moieties, the stronger adsorption of the
guanidinium ions to the phospholipid headgroup is not
surprising, and the differences to ammonium correspond
quite well to values found for various side-chain analogues in
the literature.19−21 To exemplify the effect of adsorption, we
referenced the free energy curves to their respective minima, as
shown in Figure 4, bottom. It becomes clear that the only
statistically significant differences between the guanidinium and
ammonium pairs are in the adsorption and in the pairing
energy, in the aqueous phase. We do not see any ion specific
effect in the energy profile when moving from the headgroups
to the center of the bilayer. For the single guanidinium or
ammonium ions the situation is identical to that of the pairs
with the main difference in the headgroup adsorption free
energy.

Figure 2. Like-charge ion paring: Guanidinium vs ammonium free
energy as a function of central atom distance. The presented free
energies are volume-entropy corrected and referenced to zero at 1 nm.

Figure 3. Schematic of the free energy cycle for guanidinium pairs
inside the lipid bilayer. The free energy cycle can be constructed for
any POPC membrane depth z.
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Nonadditivity in Crossing the Membrane. The ion pairs
exhibit very pronounced nonadditivity; i.e., the free energy of
pulling an ion pair inside the membrane core is drastically lower
than twice the free energy of pulling a single ion to the same
position. Nonadditivity of the behavior of ions inside the bilayer
is a known phenomenon,27 the reason for it being visible in
Figure 5. Namely, the ions forming a pair occupy a common
defect inside the bilayer. This defect has to be formed only once
and can host the two ions with little additional energy cost
compared to the energy for single ion. A major contribution to
the formation of the defect is most likely the high free energy
cost of desolvating an electric charge. However, it is not a
kinetic deformation effect caused by pulling the ion inside the
bilayer. We confimed this by placing the ion pair directly inside
the core of a pre-equilibrated membrane, which quickly lead to
the formation of a hydrophilic defect as seen in the picture.
When an ion pair is transported, the free energy becomes flat in
the very center of the bilayer. This behavior is caused by the
formation of a pore. In order to observe the pore formation, it
was necessary to constrain the ion pair to the very center of the
membrane and relax the system for up to 300 ns with an
elevated force constant (2000 kJ mol−1 nm−2 in the case of the
GDM+ pair). In the presence of a pore, the energy to transfer
one GDM+ ion becomes practically indistinguishable from the
energy to transfer two of them. We have tabulated the transfer
energies of ions to the center of the lipid bilayer both from the

center of the bilayer and from their preferred mininum in Table
1.

Nonadditivity and Conductance. The experimental free
energy of ion transport across a DPhPC (Ph stands for the
branched fatty acid phytanoyl) bilayer has been estimated to be
18 kcal/mol26 for GDM+, as well as K+, determined from
conductance experiments at 0.1 M concentration. The authors
compared the experimental results to the free energy of single-
ion transport across a DPPC bilayer using the CHARMM force
field. They found good agreement of the computed free energy
of about 22 kcal/mol with a diffusion barrier-corrected
experimental value of 20 kcal/mol. (See ref 26 for details.)
Hence, ion transfer energies were not found to be ion specific.
The energies reported in Table 1 are lower than the reported
experimental value due to the use of a POPC bilayer rather
than a DPhPC membrane. The difference in lipid composition
lowers the (Lysine) transfer energy by about 4 kcal/mol.20 We
acknowledge possible issues with our force field (OPLS-AA/
Berger) description of the system, namely the likely over-
estimation of the ion binding to the membrane. Nevertheless,
ion adsorption at the headgroup region was found for both side
chain analogues in a recent benchmark study of force fields19

and the obtained values of free energy differences agree well
with the results presented here. Moreover, numerical agree-
ment with simulations of side chains/amino acids crossing
POPC is satisfactory.19,20,27 Since the transferred ion will most
likely be initially bound at the bilayer, it may also be
appropriate to reference the transition free energy to the
global minimum of the free energy profile. The need to desorb
the ions increases the transfer barrier to 15−16 kcal/mol, and
differences between GDM+ and NH4

+ ions then become even
smaller. The available conductivity data for GDM+ do not show

Figure 4. Upper panel: Free energy profiles for the ions and ion pairs
as a function of the distance to the POPC bilayer COM, referenced to
the free ions in solution, and error bars are standard deviations
obtained from bootstrapping of complete histograms45 across the
GDM+−GDM+ profile. Lower panel: The same profiles for the ion
pairs referenced to their respective minima.

Figure 5. A guanidinium pair inside the POPC bilayer between
headgroups and the membrane core. Chloride counterions are
depicted as cyan balls.

Table 1. Ion Transport Energies from the Aqueous Bulk to
the Membrane Center in kcal/mol

ine ion ΔGcenter

NH4
+ 13

GDM+ 12
GDM+−GDM+ 12
NH4

+−NH4
+ 15
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any increase over other, nonpairing ions even at 1 M
concentration.26 It is, therefore, helpful to clarify whether this
is in contradiction with our theoretical result of higher
nonadditivity for the guanidinium pair. We will now show
that differences in the transition energies of the GDM+ ion pair
to the NH4

+ pair have only a small influence on the
conductance, even though the GDM+ pair has a comparable
transition barrier to the single GDM+ ion. Nonadditivity in a
transition barrier (ΔG‡ > 0) has different implications from
cooperativity in an exergonic (ΔG < 0) process. Cooperativity
in ion adsorption, for example, means that the adsorption free
energy of several ions at an interface has a larger negative value
than the sum of the single ion adsorption free energies. The
expected consequence is agglomeration of ions at the interface.
In the case of a positive energy barrier, nonadditivity means
that the multi-ion transition barrier ΔG‡′ has a lower free
energy than the sum of n single ion transition barriers nΔG‡.
The transition rates correspond to the experimentally measured
conductance. A rough estimate of the ion transition rate v can
be given by the Arrhenius equation:

β= − Δ ‡v Bn Gexp[ ] (6)

where the pre-exponential factor B is an unknown proportion-
ality constant, n is the number of ions in the transition state,
and ΔG‡ is the transition barrier. We now look for a condition
for the multi-ion rate v′ to be larger than the single ion rate v by
simply substituting the Arrhenius relation for the rates.
Assuming an equal proportionality constant B, the rate for a
barrier with n′ ions over a barrier with n ions is then only
increased if the following inequality holds for the difference in
transition free energies of single and multi-ion states ΔΔG‡ (=
ΔG‡′ − ΔG‡):

β ′ − > ΔΔ− ‡n n G(log log )1
(7)

To show that nonadditivity is not relevant to rates even for
equal transition barriers for an ion and ion pair, it suffices to
show the left-hand side of this equation to be small. In our case
the left-hand side is smaller than 2 kJ/mol and the right-hand
side is ∼0, thus still indicating a small positive effect on the rate
due to ion pairing. However, the value is very much within the
error bar for ΔΔG‡ in the simulation and smaller than the error
of the method. In fact the left-hand side is even smaller than the

volume entropy penalty of forming the pair at low
concentrations. Increasing the number of ions in the transition
state will further reduce the entropy of the transition state and
most likely also lower the prefactor B (for further elaboration
see the Supporting Information). This indicates that at low to
intermediate concentrations nonadditivity has a negligible
impact on transition rates, unless ΔΔG‡ is negative. This
would be the case if the multi-ion barrier is smaller than the
single ion barrier corresponding to true cooperativity in the
sense of the previous example. Note that these considerations
are very general; they are valid when inserting ions into the
pore in sequence and also apply for any multipeptide
translocation mechanism from the aqueous phase.
When an ion crosses a membrane, this is likely due to a

temporary pore, as has been pointed out by several
authors.22,59,60 Our simulations can be interpreted as showing
the ease of ion transport through such a temporary pore. The
accompanying nonadditivity is present for both examined ions
and is fairly unspecific. The ions sharing the temporary pore do
not necessarily need to be paired; several unpaired ions may
actually pass before the temporary pore closes. These
reflections suggest that a conductivity study will not show a
strong effect due to ion pairing, at least as long as the
concentrations are low and the ion pairing free energy is in the
few kJ/mol range as is true in this case. Summarizing, our free
energy profiles show lower transition barriers for guanidinium
pairs compared to ammonium pairs and very strong non-
additivity when paired ions are transported across a bilayer.

Ion Pairing through the Bilayer. From the observation of
nonadditivity we know that an ion pair is more stable inside a
defect in a membrane than two separate ions each in their own
defect. However, we do not know yet if inside the membrane
defect there still exists a minimum for the ion pair, even though
this is of critical importance for ion pairing in guanidinium-rich
molecules within a direct translocation mechanism. An absence
of a minimum for the ion pair would not be surprising, when
considering the putatively lower dielectric permittivity inside
the pore. The central role of the permittivity effect for like-
charge ion pairing can easily be estimated from calculations
involving a polarizable continuum model (PCM), where a
continuum dielectric with ϵr = 80 is sufficient to create an
energy minimum.28 As mentioned in the previous sections, the

Figure 6. Left: 2D free energy profile of the guanidinium pair. Right: Entropy corrected GDM+−GDM+ 2D free energy profile, referenced to the
minimum in the C−C distance at a given z.
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probability distribution from the WHAM procedure can be
binned as a function of the GDM+−GDM+ C−C distance q.
The resulting 2D free energy plot is given in Figure 6. On the
left-hand side of the figure the free energy energy profile along
both coordinates is given as referenced to the bulk aqeuoeus
solution. As expected, the energy distribution is dominated by
the membrane normal coordinate and all except for very short
GDM+−GDM+ distances remain easily energetically accessible.
This not only confirms the validity of our choice of a flat
umbrella potential but also makes it more difficult to monitor
guanidinium pairing throughout the membrane. In order to
better observe the effect of the bilayer on guanidinium pairing,
we show only the C−C dependent part of the free energy along
the z-axis. (see Figure 6, right). This was achieved by setting the
energy of the local minimum of the GDM+−GDM+ free energy
in each z-coordinate to zero.
We observe the presence of a free energy minimum for the

GDM+−GDM+ pair throughthout the membrane. More
interestingly, when proceeding to the membrane core, the
minimum becomes actually deeper until a pore forms. The
deepening of the minimum for the guanidinium pair starts in
the headgroup region and becomes rather strong just before the
pore formation threshold. To better understand the nature of
ion−membrane interactions when leaving the headgroup
region, we explored the NH4

+−NH4
+ N−N pairing free energy

surface around this zone in the same way as we did it for the
guanidinium pair. For both ions, we see an offset of about 2 kJ/
mol for the barrier of pair dissociation compared with the bulk
water (see Figure 7). This means that the ion pairing seems to

be enhanced. We also observe a shift to a lower N−N distance
minimum for the NH4

+ pairing. This minimum is around 0.4
nm and justifies our choice of this offset when comparing
transfer free energies. We have verified that this is also the
location of the NH4

+−NH4
+ free energy minimum at the center

of the bilayer. Because of the similar offsets for the two pairs,
the effect does not seem to be ion specific. Anything else would
be surprising, as the total free energy surface in the z-coordinate
perpendicular to the bilayer does not show ion specificity. It is,
therefore, highly unlikely that there is an increase in ion pairing
in the sense of an enhanced interactions of the ions with each
other. Instead, the effect must be caused by the confinement in
the membrane defect.

Interpreting the two-dimensional free energy profiles of the
ion pairs with respect to the 1-D free energy profiles of the
unpaired ions is not as straightforward as it first may appear:
When comparing the membrane normal position of the ion pair
to the single ions, it is not clear in which position each ion of
the pair is on the membrane normal. This missing information
can be supplied through the angle θ between ion pair connector
and the membrane normal in addition to the center of mass
distance. We have plotted the free energy as a function of this
angle and the center of mass z-coordinate in Figure 8. Inside
the defect, the C−C axis has a strong energetic preference to be
aligned with the membrane normal. The preference for the
membrane normal is absent before entering the headgroup
region and seemingly reversed inside the pore. The reason for
this is shown in Figure 8, on the left-hand side: The membrane
defect (before pore creation) envelops the ions from all sides,
but one. Under the condition of a constant center of mass,
increasing the ion−ion distance, therefore, also pushes one of
the ions deeper into the defect, effectively enlarging it. Rotating
the ion pair has the same effect, creating an impression of
reinforced ion pairing. The apparent reinforcement of ion
pairing is, therefore, due to the choice of this coordinate and it
should be interpreted as resistance to defect enlargement by the
membrane. However, the systematic nature of the effect and
the presence of the free energy minimum means that ion pairs
exhibit stability in the membrane which goes beyond the effect
of nonadditivity. In the headgroup region, the free energy
profile along the membrane normal shows that the ions at the
adsorption minimum in the headgroup region are more stable
when being separated ions. This global minimum position on
the membrane normal does not coincide with a free energy
minimum in the θ coordinate at high angles. Therefore,
optimum adsorption at the membrane requires larger interionic
distances.
When the membrane defect covers the entire depth of the

membrane and allows for a free flow of water, it turns into a
pore. As the pore is formed, part of the confinement effect
disappears; increasing the interionic distance along the z-axis
now simply means increasing the ion distance from the defect
center. Therefore, the ion pairing free energy minimum is
expected to have lower stability, as is indeed observed. More
surprisingly, the alignment of the ions inside the bilayer pore
shows no preference for the z-axis. Instead, the GDM+ ions
seemingly prefer to bind to the pore wall, thus weakening the
pair. Once a pore is created, it is large enough to allow the ion
pair to rotate inside it. In contrast, the ammonium ions still
have a slight reinforcement of pairing.

Membrane−Ion Interactions. Until now, we have
discussed the membrane defect due to the presence of ions,
as if it was simply a cavity inside a hydrophobic phase, such as,
e.g., in decane. This ignores the specific interactions of the ions
with the bilayer, such as hydrogen bonding to phosphates and
carbonyls. In Figure 9, the average contacts of the guanidinium
ions with their environment are plotted across the membrane
bilayer. The hydrogen bonds to water are gradually replaced by
hydrogen bonds to carbonyls and phosphates. The total
amount of contacts is the highest in the headgroup region,
coinciding with the total free energy minimum. The ions are
never fully stripped of water, and the number of water contacts
is comparable for single ions and ion pairs. The composition of
the contacts inside the membrane core is different when
transporting two ions, compared to having only one ion inside
the membrane defect. In the case of a single ion the contacts

Figure 7. Comparison of GDM+ and NH4
+ ion pairing minima in the

aqeuoeus bulk vs in the membrane (at ca. 1.5 nm COM depth).
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near the center of the defect are dominated by carbonyl groups,
whereas for the ion pair there is a much larger share of
phosphate binding, especially near the bilayer center.
The bending down of the phosphate headgroups is usually

sufficient to open a pore.25 In fact the energy to bring two ions
from their adsorption minimum to the membrane center (75
kJ/mol) is comparable with the transition barrier of trans-
porting a lipid from one leaflet to the other. This process is
known as the lipid flip-flop, and its barrier has been reported to
be 80 kJ/mol61 for POPC in a similar setup. In contrast to the
carbonyl group, the phosphate bears a full negative charge. The
plot shows that the single ions hydrogen bonding can be
saturated using only the carbonyl groups. The reason for
triggering phosphate flip-flop is, therefore, likely to lie in the
higher total positive charge of the ion pair. While it is difficult
to create a total energy decomposition of the process, judging
from the first-shell contacts, the ions appear to remain well
solvated. This also partially explains why the minimum for ion
pairing persists throughthout the bilayer despite the lower
permittivity. In order to achieve the solvation of ions the
membrane has to undergo defect formation. The major

energetic contributions to defect formation are likely the
desolvation of water molecules and the mechanical stress on the
lipid chains, in short the surface tension of the membrane−
water interface.

Impact on the Direct Poration Mechanism. The results
presented here show the clear effect of GDM+ like-charge ion
pairing on the free energy of transporting ions into the
membrane, especially when compared to an “ordinary” cation
such as NH4

+. While discussing the relation of the simulation
results to conductance experiments, we have pointed out the
caveats of nonadditivity and the concentration of ions.
However, for a cell penetrating peptide such as R9 these
concerns do not apply as the nine side chain arginine GDM+

groups cannot diffuse far away from each other. Following our
observation of the coupling of ion pairing and defect size, a
cationic, hydrophilic peptide crossing the membrane should
have a lower free energy of penetration if the size of the related
hydrophilic defect is reduced. In other words, ion pairing allows
the charged peptide to compress inside the pore, thus
minimizing the deformation penalty. Guanidinium pairing can
assist in this task, and extrapolating from our results for a

Figure 8. Left: Membrane defect enveloping the GDM+ pair. Right: Free energy of the membrane/GDM+ pair angle θ; the free energy is cone
corrected and referenced to the energy minimum along the z-coordinate.

Figure 9. Left: Decomposition of solvation contacts for a single GDM+ ion across the POPC bilayer. Right: Same decomposition of contacts for a
GDM+ ion pair.
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noncyclic R9 peptide the free energy could be reduced by up to
49 kJ/mol (7 pairs at 7 kJ/mol per pair; arginine cannot form a
GDM+−GDM+ pair with the next amino acid in the sequence,
but has to skip one neighbor30) with respect to K9 by pairing
alone. The effect should be at least as important during the
prepore stage of the peptide in the membrane, as a higher
charge concentration in the defect will lead to quicker pore
formation. In addition to this ion pairing effect there are
important diffences in the adsorption of the peptides to the
bilayer.62 Guanidinium pairing, as well as adsorption at the
bilayer, might, therefore, well be at the core of arginine magic.
However, it has to be mentioned that so far no satisfyingly low
energy barrier for entry has been found in a reliable simulation
of polyarginines. There is a simple condition for such a barrier:
it has to be lower than that for lipid flip-flop. The flip-flop is a
slow process, and as it creates a temporary pore, it should allow
for the passage of materials. If the barrier of entry is higher than
this value, which is typically around 80−100 kJ/mol, the natural
leakage, e.g., of vesicles will be faster than peptide translocation,
rendering the notion of a cell-penetrating peptide obsolete. The
contribution of GDM+ pairing inside the defect might be
decisive, but the viability of R9 passive translocation through a
pore as well as its exact mechanism remain to be fully
confirmed.

■ CONCLUSION
We have quantified the effect of like-charge ion pairing on the
transport across a lipid bilayer via a free energy molecular
dynamics study. The transport of ion pairs is nonadditive and
leads to the creation of a temporary membrane pore. The
differences between ions arise from the energy necessary to
create a like-charge ion pair and the differences in ion
adsorption. Using ab initio molecular dynamics we have
confirmed the existence of stable guanidinium ion pairs. Free
energy calculations confirmed that a free energy minimum for
guanidinium ion pairing exists throughtout the bilayer. We find
that ion pairing in water is a good predictor for ion pairing
inside the lipid bilayer, as in the presence of an ion pair there is
little ion specificity in the formation of the defect and the pore.
This is a possible important factor in the more effective
translocation of arginine-rich cell-penetrating peptides as
compared to lysine-based peptides.
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Simulations of a Fluid Bilayer of Dipalmitoylphosphatidylcholine at
Full Hydration, Constant Pressure, and Constant Temperature.
Biophys. J. 1997, 72, 2002−2013.
(38) Hess, B.; Bekker, H.; Berendsen, H. J. C.; Fraaije, J. G. E. M.
LINCS: A Linear Constraint Solver for Molecular Simulations. J.
Comput. Chem. 1997, 18, 1463−1472.
(39) Bussi, G.; Donadio, D.; Parrinello, M. Canonical Sampling
through Velocity Rescaling. J. Chem. Phys. 2007, 126, 014101.
(40) Parrinello, M.; Rahman, A. Crystal Structure and Pair Potentials:
A Molecular-Dynamics Study. Phys. Rev. Lett. 1980, 45, 1196.
(41) Essmann, U.; Perera, L.; Berkowitz, M. L.; Darden, T.; Lee, H.;
Pedersen, L. G. A Smooth Particle Mesh Ewald Method. J. Chem. Phys.
1995, 103, 8577−8593.
(42) Hess, B.; Kutzner, C.; Van Der Spoel, D.; Lindahl, E.
GROMACS 4: Algorithms for Highly Efficient, Load-Balanced, and
Scalable Molecular Simulation. J. Chem. Theory Comput. 2008, 4, 435−
447.
(43) Torrie, G.; Valleau, J. Nonphysical Sampling Distributions in
Monte Carlo Free-Energy Estimation: Umbrella Sampling. J. Comput.
Phys. 1977, 23, 187−199.
(44) Kumar, S.; Rosenberg, J. M.; Bouzida, D.; Swendsen, R. H.;
Kollman, P. A. The Weighted Histogram Analysis Method for Free-
Energy Calculations on Biomolecules. I. The Method. J. Comput.
Chem. 1992, 13, 1011−1021.
(45) Hub, J. S.; de Groot, B. L.; van der Spoel, D. gwham A Free
Weighted Histogram Analysis Implementation Including Robust Error
and Autocorrelation Estimates. J. Chem. Theory Comput. 2010, 6,
3713−3720.
(46) Becke, A. D. Density-Functional Exchange-Energy Approx-
imation With Correct Asymptotic Behavior. Phys. Rev. A: At., Mol., Opt.
Phys. 1988, 38, 3098.
(47) Lee, C.; Yang, W.; Parr, R. G. Development of the Colle-Salvetti
Correlation-Energy Formula into a Functional of the Electron-Density.
Phys. Rev. B: Condens. Matter Mater. Phys. 1988, 37, 785−789.
(48) Grimme, S.; Antony, J.; Ehrlich, S.; Krieg, H. A Consistent and
Accurate Ab Initio Parametrization of Density Functional Dispersion
Correction (DFT-D) for the 94 Elements H-Pu. J. Chem. Phys. 2010,
132, 154104.
(49) Lippert, G.; Hutter, J.; Parrinello, M. A Hybrid Gaussian and
Plane Wave Density Functional Scheme. Mol. Phys. 1997, 92, 477−
487.
(50) Goedecker, S.; Teter, M.; Hutter, J. Separable Dual-Space
Gaussian Pseudopotentials. Phys. Rev. B: Condens. Matter Mater. Phys.
1996, 54, 1703−1710.
(51) Jonchiere, R.; Seitsonen, A. P.; Ferlat, G.; Saitta, A. M.;
Vuilleumier, R. Van der Waals Effects in Ab Initio Water at Ambient
and Supercritical Conditions. J. Chem. Phys. 2011, 135, 154503.
(52) Bankura, A.; Karmakar, A.; Carnevale, V.; Chandra, A.; Klein, M.
L. Structure, Dynamics, and Spectral Diffusion of Water from First-
Principles Molecular Dynamics. J. Phys. Chem. C 2014, 118, 29401−
29411.
(53) Mundy, C. J.; Mohamed, F.; Schiffman, F.; Tabacchi, G.;
Forbert, H.; Kuo, W.; Hutter, J.; Krack, M.; Iannuzzi, M.; McGrath, M.
et al. CP2K, version 2.5.1. http://www.cp2k.org [accessed Jan 2015].
(54) Berendsen, H.; Grigera, J.; Straatsma, T. The Missing Term in
Effective Pair Potentials. J. Phys. Chem. 1987, 91, 6269−6271.
(55) Grossfield, A. WHAM: the Weighted Histogram Analysis
Method, version 2.0.9. http://membrane.urmc.rochester.edu/content/
wham [accessed March 2015].
(56) Jungwirth, P. Ion Pairing: From Water Clusters to the Aqueous
Bulk. J. Phys. Chem. B 2014, 118, 10333−10334.
(57) Allolio, C.; Salas-Illanes, N.; Desmukh, Y. S.; Hansen, M. R.;
Sebastiani, D. H-Bonding Competition and Clustering in Aqueous LiI.
J. Phys. Chem. B 2013, 117, 9939−9946.

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.5b10404
J. Phys. Chem. B 2016, 120, 143−153

152



(58) Baer, M. D.; Mundy, C. J. An Ab Initio Approach to
Understanding the Specific Ion Effect. Faraday Discuss. 2013, 160,
89−101.
(59) Wang, S.; Larson, R. G. Water Channel Formation and Ion
Transport in Linear and Branched Lipid Bilayers. Phys. Chem. Chem.
Phys. 2014, 16, 7251−7262.
(60) Glaser, R.; Leikin, S.; Chernomordik, L.; Pastushenko, V.;
Sokirko, A. Reversible Electrical Breakdown of Lipid Bilayers:
Formation and Evolution of Pores. Biochim. Biophys. Acta, Biomembr.
1988, 940, 275−287.
(61) Sapay, N.; Bennett, W. F. D.; Tieleman, D. P. Thermodynamics
of Flip-Flop and Desorption for a Systematic Series of Phosphati-
dylcholine Lipids. Soft Matter 2009, 5, 3295−3302.
(62) Robison, A. D.; Sun, S.; Poyton, M. F.; Johnson, G. A.; Pellois,
J.-P.; Jungwirth, P.; Vazdar, M.; Cremer, P. S. Polyarginine Interacts
more Strongly and Cooperatively than Polylysine With Phospholipid
Bilayers. Submitted to J. Am. Chem. Soc., 2015.

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.5b10404
J. Phys. Chem. B 2016, 120, 143−153

153



DR
AF
T

Arginine-rich cell-penetrating peptides induce
membrane multilamellarity and subsequently enter
via formation of a fusion pore
Christoph Allolio1a,b,c, Aniket Magarkar1a,d, Piotr Jurkiewicze, Katarina Baxovaa, Philip E. Masona, Radek Šachle, Marek
Cebecauere, Martin Hofe, Dominik Horinekb, Veronika Heinzf, Reinhard Rachelg, Christine Zieglerf,h, Adam Schröfeli, and
Pavel Jungwirth2a

aInstitute of Organic Chemistry and Biochemistry, Czech Academy of Sciences, Flemingovo nám. 2, CZ-166 10 Prague 6, Czech Republic; bInstitut für Physikalische und
Theoretische Chemie Universität Regensburg, 93040 Regensburg,Germany; cFritz Haber Institute for Molecular Dynamics and Department of Chemistry, The Hebrew
University of Jerusalem Edmond J. Safra Campus, Giv’at Ram, Jerusalem 9190401, Israel; dFaculty of Pharmacy, University of Helsinki, Viikinkaari 5E, Helsinki 00014, Finland
; eJ. Heyrovský Institute of Physical Chemistry, Czech Academy of Sciences, v.v.i., Dolejškova 2155/3, 182 23 Prague 8, Czech Republic; fInstitute of Biophysics and
Biophysical Chemistry, University of Regensburg, Regensburg, Germany; gLehrstuhl für Mikrobiologie und Archaeenzentrum, Universität Regensburg, Universitätsstrasse 31,
D-93053 Regensburg, Germany; hInstitute of Biophysics and Biophysical Chemistry, University of Regensburg, Regensburg, Germany; iMax Planck Institute of Molecular Cell
Biology and Genetics, Pfotenhauerstr. 108, D-01307 Dresden, Germany

This manuscript was compiled on July 4, 2018

We show that arginine-rich peptides do not enter cells in a passive
mode by directly passing through a lipid membrane; instead, they
passively enter vesicles and live cells by inducing membrane mul-
tilamellarity and fusion. The molecular picture of this penetration
mode, which differs qualitatively from the previously proposed direct
mechanism, is provided by molecular dynamics simulations. The
kinetics of vesicle agglomeration and fusion by an iconic cell pen-
etrating peptide - nonaarginine - is documented via real time fluo-
rescence techniques, while the induction of multilamellar phases in
vesicles and live cells is demonstrated by a combination of electron
and fluorescence microscopies. This concert of experiments and
simulations reveals that the newly identified passive cell penetration
mechanism bears analogy to vesicle fusion induced by calcium ions,
indicating that the two processes may share a common mechanistic
origin.
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Cell penetrating peptides have a unique potential for tar-1

geted drug delivery, therefore, mechanistic understanding of2

their membrane action has been sought since their discov-3

ery over 20 years ago.(1) While ATP-driven endocytosis is4

known to play a major role in their internalization(2) , there5

has been also ample evidence for the importance of passive6

translocation(3–5) for which the direct mechanism, where the7

peptide is thought to directly pass through the membrane8

via a temporary pore, has been widely advocated. (4, 6–9)9

Here, we question this view and show that arginine-rich cell10

penetrating peptides instead passively enter vesicles and live11

cells by inducing membrane multilamellarity and fusion.12

Ions do not dissolve in oil. From this point of view the13

direct passive mechanism of cell penetration is intuitively14

problematic, as cationic peptides such as polyarginines or the15

trans-activating transcriptional activator (TAT) are too highly16

charged to be able to pass through the "oily" interior of a lipid17

membrane. The concept of direct penetration was seen plau-18

sible due to the action of the related antimicrobial peptides,19

which are also charged, but in addition contain a large fraction20

of hydrophobic residues(10): These peptides are known to sta-21

bilize pores in membranes(11). At a close inspection, however,22

it becomes clear that their charged sidechains do not interact23

directly with the aliphatic chains in the low dielectric inte-24

rior of the phospholipid bilayer, but rather stabilize transient 25

water channels or act as terminal residues anchoring the trans- 26

membrane helix.(10, 12) Taken together, the passive action 27

of cell penetrating peptides (CPP) seems to be very different 28

from direct translocation across an otherwise unperturbed cell 29

membrane. 30

To make matters even more confusing, experimental facts 31

and suggested mechanisms often seem contradictory to each 32

other. For example, there are conflicting reports whether or 33

not nonaarginine (R9) is able to penetrate vesicles composed 34

purely of 1-palmitoyl-2-oleoyl-phosphatidylcholine (POPC). 35

(5, 13, 14) Additionally, fluorescence microscopy suggests that 36

R9 is able to deform membranes(5, 15) and small angle X- 37

ray scattering (SAXS) experiments reveal phase transitions 38

induced in lipid systems by polyarginines.(4) An important 39

factor in these observations appears to be the membrane com- 40

position with negatively charged lipids facilitating membrane 41

translocation of cationic peptides.(7, 16) Indeed, there is some 42

evidence that a direct mechanism may be enabled by hydropho- 43

bic counterions, such as pyrene butyrate(14, 17) or presence 44

of an unphysiological concentration of phosphatidic acids.(7) 45

The relevance to of these phenomena to actual cellular uptake 46
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is not clear and current discussions present direct mechanisms47

side by side with endocytosis-like membrane deformations48

induced by the CPP.(18)49

Another fundamental cellular process involving membranes50

and charged species is fusion of vesicles with the cell membrane51

during calcium-triggered exocytosis. In cells, vesicle-membrane52

fusion is mediated by the SNARE protein complex(19, 20)53

with synaptotagmins(21), nevertheless, it can also be induced54

in in vitro lipid vesicles without the need for the presence55

of the protein machinery(22, 23). It is experimentally well56

established that Ca2+ is a key player capable of promoting57

vesicle fusion(24) and there is general consensus about the58

fusion mechanism, which proceeds via a stalk intermediate,59

followed by formation of a hemifused structure and opening of60

a fusion pore.(25, 26) In this context, it is worth mentioning61

that cationic cell penetrating peptides, especially TAT and62

its derivatives, are known to aggregate at phospholipid mem-63

branes and occasionally fuse vesicles.(2, 5, 22, 27) This brings64

an idea, which is examined further in this study, that the65

processes of passive cell penetration and membrane fusion may66

be mechanistically more intimately connected than thought67

so far.(27)68

Results and Discussion69

Exploring vesicle penetration by a fluorescence leakage es-70

say. In order to explore the potential connection between cell71

penetration and membrane fusion, we start by investigat-72

ing the abilities of R9 as an archetypal CPP, in contrast to73

non-CPPs like tetraarginine (R4) or nonalysine (K9) (28),74

to penetrate and cause leakage of large unilamellar vesicles75

(LUVs) of varying lipid compositions using a fluorescence leak-76

age assay (for details see Methods and the SI Appendix).77

While, contrary to some published data(14), pure POPC78

LUVs do not show leakage upon exposure to R9 even at high79

peptide concentrations, LUVs composed of mixtures of 1,2-80

dioleoyl-phosphatidylethanolamine (DOPE) and 1,2-dioleoyl-81

phosphatidylserine (DOPS) exhibit leakage as long as the82

content DOPE is sufficiently high (see Table S3 in the SI83

Appendix). Despite different lipid composition of the present84

vesicles compared to live cells, we did recover the arginine85

‘magic‘, i.e., the high activity of CPPs with more than about86

seven aminoacids and high arginine content (29). In these87

vesicles, similarly to experiments in cells, R9 was always found88

to be an efficient leakage agent, in contrast to K9 or R4 (see89

Figure 1, top left). Using dynamic light scattering (DLS)90

measurements we showed that leakage is accompanied with91

vesicle aggregation, as the leakage kinetics mimics the increase92

in time of the mean diamater of the aggregates (see Figure 1,93

top right and the SI Appendix, Table S3 for the DOPE-rich94

lipid composition).95

Membrane fusion induced by calcium as well as by cationic96

cell penetrating peptides.The range of lipid compositions of97

vesicles capable of being leaked by R9 is at odds with simula-98

tions of direct translocation, where a far higher translocation99

free energy has been predicted for DOPE-rich bilayers than for100

those rich in POPC.(30) However, it seems to match composi-101

tions known to enhance vesicle fusion by calcium.(22, 23, 31)102

In order to verify this correlation, we repeated the experiments103

with Ca2+ instead of R9. Indeed, we were able to observe104

calcium-induced leakage for lipid compositions that were most105

susceptible to leakage by the CPPs as well (see Table S3 in the 106

SI Appendix). In order to obtain a comparable effect, however, 107

the concentration of Ca2+ had to be significantly higher than 108

that of R9, even when taking into account the significantly 109

larger charge carried by the latter species. 110

At high peptide content, the LUV leakage kinetics is de- 111

scribed quantitatively by a second order rate law in the vesicle 112

concentration (for details see Figure S8 and the kinetic model 113

in the SI Appendix). This indicates that aggregation of vesicles 114

and the double bilayer formed during this process is essential 115

for vesicle leakage. It is indicative that for all lipid compo- 116

sitions at which significant leakage occurs the vesicles also 117

exhibit R9-induced fusion, as detected by a near complete 118

lipid mixing in a Förster resonance energy transfer (FRET) 119

assay (see the SI Appendix, esp. Figure S8 ). Moreover, the 120

leaky lipid compositions are those known to be susceptible 121

to Ca2+ mediated fusion. Note that leaky fusion has been 122

observed previously in conjunction with cell penetrating pep- 123

tides and has even been used to classify them.(27) In addition 124

to the above circumstantial evidence for a direct connection 125

between cell penetration and membrane fusion we add fur- 126

ther experimental support using confocal microscopy finding 127

agglomeration of giant unilamellar vesicles (GUVs) together 128

with leakage (see Figure 1). We were able to observe fusion of 129

GUVs directly (see the Supporting Video) and, using Oregon 130

Green 488 (OG)-labelled peptides, we confirmed a preferential 131

adsorption of fluorescently labeled R9 to the vesicles (see Fig- 132

ure S5 in the SI Appendix). Finally, adding Ca2+ instead of 133

R9 to the GUVs we found a functionally analogous behavior 134

(see the SI Appendix). 135
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Fig. 1. Fluorescence spectroscopy results. Top Left: Threshold concentrations for
leakage induced by R9, R9 and R4 given as inverse of the peptide/lipid ratios for
two lipid compositions: DOPE/DOPS 80/20 (3) and DOPE/DOPC/DOPS 60/20/20
(4) (the higher the threshold value, the more efficient the peptide is in leaking the
vesicles). Top Right: DLS measurements showing particle growth overlayed with
leakage kinetics for R9 for the composition (3) and absence of particle growth and
leakage for R4. Bottom panel: Fluorescence microscopy images showing the effect
ofR9 on GUV with composition (4). From left to right: 1. No peptide added, 2. Shortly
after addition of R9 3. Final state after 1h.

Ideal fusion topologically precludes cell penetration. The sim- 136

ilarities in aggregation/fusion caused by R9 and Ca2+ are 137

illustrated in Figure 2, A-J. In the context of the present 138

study, it is important to note that there is no topological way 139

for peptides to enter the vesicles from the outside (or do the 140

reverse) by an ideal fusion process, within which two unil- 141

amellar vesicular structures coalesce, as it merely connects the 142
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interiors of the two vesicles. A previous electron microscopy143

study of Ca2+-mediated fusion reported content loss along the144

fusion diaphragm, attributing it to the strain induced by the145

deformation during agglomeration.(32). A close observation of146

the GUVs in Figure1indeed reveals that they are signicantly147

deformed as the agglomeration creates nearly planar surfaces148

at the regions of contact, indicating high tension. However,149

leaky fusion can hardly be the mechanism of penetration of150

peptides into vesicles since it would either rapidly close the151

adjacent pores or lead to vesicle deation via membrane rup-152

ture. Neither can it explain continous leakage into intact153

vesicles. We show below that a solution lies in locally bifurcat-154

ing the membrane, leading to multilamellar structures. Such155

a pathway allows the peptides to enter by fusion, as shown156

schematically in Figure2,K-V.157

Membrane fusion Entry of R9 via inducing 
multilamellarity and fusion 

Ca2+mediated R9 mediated 

R9 enters 
through 
fusion 

A B

C D

E F

G H

I J

K

L

M

N

O

P

Q

R

S

T

U V

Fusion 
stalk

Fusion

Calcium ions R9 peptides

R9 peptides

Fig. 2.The schematic mechanisms ofR9and Ca
2+mediated vesicle fusion: A

Fusion of different vesicles (in red and blue), byBinterface contact.C, DAdsorption

of the charged particles (R9in green and Ca
2+in yellow).E, FAgglomeration of

the bilayers induced by cross-linking.GStalk formation.HOpening of the fusion

pore.I,JR9translocation via self-fusion of a single vesicle,K-Vstarting from aat

vesicle surface bilayer.KStrong adsorption ofR9.K,LMembrane bifurcation through

adhesion and curvature.M,NExtension of the bifurcated bilayer throughR9cross-

linkingO,P. Agglomeration of the bilayers induced by cross-linking of two bilayers on

the same vesicleQ,R. Stalk formationS,Tand opening of the fusion pore through

which additionalR9peptides enterU,V.

Induced multilamellarity as a solution to the topological co-158

nundrum.159

Cryo-electron microscopy: Seeing is believing.A tendency of160

GUVs(15) or cells(14) to become multilamellar upon addi-161

tion of CPPs has been suggested recently. To further explore162

this idea, we rst conducted cryo-EM experiments on LUVs.163

The obtained cryo-EM images indeed reveal formation of mul-164

tilamellar domains and lipid bilayer bifurcations after the165

addition ofR9, see Figure3. Additional time-resolved FRET166

Fig. 3.Electron micrographs of LUVs in the presence ofR9.(A): vesicles treated with

R9(>60 sec.) fuse with each other and exhibit bifurcated, multilamellar membranes;

Bar = 100 nm. (B) Example of a multilamellar membrane. Bar = 50 nm.; The violet

box is analyzed in (D). (C): Example of a membrane bifurcation. The membranes

before and after the bifurcation site are analyzed by line-scans. The line-scan areas

are marked with colored boxes. (D): The histograms are boxed in the same color

as the respective line- scan areas in (B) and (C). The histogram (upper left panel)

corresponding to the multilamellar membrane (shown in (B)) exhibits seven distinct

minima attributed to individual membranes.

experiments on uorescently labeled LUVs reveal presence 167

of inter-bilayer energy transfer, which provides independent 168

conrmation for the induction of multilamellar lipid struc- 169

tures byR9(see the SI Appendix and Figure S8 therein). 170

Importantly, calcium ions are also able to fuse and collapse 171

vesicles to multilamellar phases due to the ability of Ca2+to 172

bridge phosphates from dierent bilayers.(32) The cryo-EM 173

structures also provide some additional evidence for fusion, 174

as the LUVs in Figure3, A are many times larger than those 175

found in the initial state (again see Figure S8, A). 176

Multilamellar structures can be formed via folding of a 177

membrane or by stacking of de ated vesicles. Any process 178

based on direct membrane stacking would, however, add an 179

even number of bilayers in between the vesicles and, therefore, 180

would not lead to leakage via fusion. It is thus a key nding 181

that by counting the lipid bilayers we frequentlynd odd num- 182

bers (see Figure3, D). Moreover, a close inspection of the EM 183

micrographs provides direct evidence for bilayer bifurcation 184

at multiple positions (see Figure3, C for an example). We 185

conclude thatR9is indeed capable of inducing multilamellar- 186

ity by membrane adsorption and bifurcation, rendering a cell 187

penetration mechanism via fusion feasible. 188

Fluorescence and electron microscopy on HeLa cells.In or- 189

der to directly explore the mechanism behind cellular uptake 190

of CPPs in the absence of endocytosis, we rst observed pene- 191

tratation of CPPs into living human HeLa cells byuorescence 192

confocal microscopy (Figures S6, S7 in the SI Appendix). HeLa 193

cells incubated with 15μM Oregon-Green (OG) labeled-R9 194

peptide for 3 minutes at 4°C already exhibited surface uo- 195

rescence and, in particular, the presence of highly uorescent 196

foci (SI Appendix, Figure S6, arrows). Longer incubation of 197

cells with the peptide increased the number of foci detected 198

on HeLa cells. Cytosolic presence of the peptide was observed 199
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as early as 5 min after addition of the peptide to the cells200

and the number of penetrated cells increased over prolonged201

incubation time (even when cells were washed after 3 minutes202

to remove free peptide from incubation medium). All cells203

with cytosolic peptide exhibited at least 1-2 fluorescent foci204

on its surface. Moreover, these foci were found only in cells205

with exocytosis blocked by low temperature.206

These results suggest that R9 rapidly accumulates in a very207

few places on a cell at low temperatures. This phenomenon208

cannot be explained by the peptide forming pores on the209

surface of exposed cells. Rather, some sort of membrane re-210

organisation with accumulated peptide facilitates entrance of211

the peptide into cells. Previously, electron microscopy (EM)212

on cells revealed that addition of R9 leads to the formation of213

layered membrane domains.(33) Motivated by these observa-214

tions, we performed EM experiments on HeLa cells with added215

fluorescently labeled R9. In accord with our observations on216

vesicles and with previous EM on cells(33) we see regions of217

protrusions, bifurcations, and multilamellarity by incubating218

cells with R9 at 4 °C. At these conditions active endocytosis219

is switched off and only passive cell penetration is operational220

(see Figure 4, B). The branched structures (see zoomed-in221

images in Figure 4, C ) are topologically identical to those222

suggested in the schematic drawing above (Figure 2, M) and to223

the structures observed in the LUVs (Figure 3). The observed224

protrusions indicate that a strong curvature-generating inter-225

action is at work, as can be seen in Figure 4, D. Specifically,226

we interpret the budding spherical protrusions as being due to227

negative (Gaussian) curvature generation, similar as occuring228

in a fusion stalk. By overlaying fluorescence images with EM229

we clearly see that the changes in the bilayer structure corre-230

late with the location of the fluorescently labeled OG-R9, as231

can be seen in Figure 4, A. Our EM images on HeLa cells are232

thus consistent with the above results on vesicles, as well as233

with previous observations showing that giant plasma mem-234

brane vesicles (GPMVs) are susceptible to R9 penetration, but235

only in the presence of intact membrane proteins.(3). Note236

that in contrast to our leakage experiments on LUVs the local,237

encapsulated foci will allow only very limited diffusion, thereby238

limiting potential cell toxicity of the CPP. Their locality at the239

cell membrane also points to a yet unknown specific interaction240

which is not present in the synthetic vesicle systems.241

Fig. 4. Electron microcopic and fluorescence microscropy images of the same spot
on a fixated HeLa cell in the presence of OG-R9. (A): A fluorescence microscopy
image of the multilamellar spot showing the presence of the labeled peptide. (B-D):
An electron microscopy image at three zooms exhibiting bifurcated, multilamellar
membranes and vesicle budding. (C) An example of a multilamellar membrane
structure.; (D): Focus on a budding protrusion.

Molecular dynamics simulations: Atomistic insights. In order242

to gain atomistic insight into the fusion process and its con-243

nection to cell penetration we performed molecular dynamics244

simulations. Previous studies, based on continuum and coarse-245

grained models agree that fusion proceeds via a stalk intermedi- 246

ate. (25, 34) The stalk is strongly concave, which explains the 247

observed lipid selectivity toward phosphatidylethanolamine 248

(PE) headgroups which spontaneously induce negative curva- 249

ture. Indeed, to form the stalk a significant deformation of the 250

membrane has to take place,(25) implying a high activation 251

energy of the bilayer-bilayer fusion (≈ 70 kJ/mol) (35, 36). 252

Our simulation setups involve strongly curved bilayer ge- 253

ometries, with their shapes being designed such as to lower 254

the barrier for stalk formation via a positive initial curvature. 255

This is consistent with the fact that the surface of cells is also 256

densely decorated with membrane extrusions and intrusions 257

which expose highly curved membranes to the environment. 258

(37) The stress hereby induced in the PE-rich bilayers allows us 259

to forego the use of explicit biasing toward the stalk geometry, 260

which in our simulations occurs spontaneously (see Methods 261

and the SI Appendix for full details). Snapshots from the R9 262

or Ca2+ mediated fusion processes are presented in Figure 5. 263

We find both Ca2+ ions and the charged R9 side chains to 264

bind to lipid headgroups, primarily at the negatively charged 265

phosphates. Subsequently, we observe mechanistic similarities 266

in the membrane fusion mediated by Ca2+ and R9. The first 267

step in the fusion process is crosslinking, i.e., simultaneous 268

binding of lipids from two membrane bilayers by either Ca2+ 269

or R9, with the latter being found to be a particularly effective 270

crosslinker. As the ions keep the bilayers in close contact, 271

the lipid tails eventually crosslink, too, in what appears to be 272

the rate-determining step of the whole fusion process. This 273

lipid tail cross-linking occurs within about half a microsecond. 274

After the lipid tail flip-flop takes place, a stalk starts forming 275

within a few nanoseconds (Figure 5, B and C). 276

In Figure 5, D we examine the action of R9 on the mem- 277

brane in close detail. First, we note the long-range cross- 278

linking capability of R9, which is likely to be responsible for 279

its strongly agglomerating effect on vesicles and for stabilizing 280

the multilamellar structures we find in electron microscopy. R9 281

tends to be only partially adsorbed at the membrane and can 282

thus easily reach across the interface and attach to the second 283

bilayer. It is clear that for such a cross-linking a minimum 284

chain length is necessary, which explains the ineffeciency of 285

R4 in this respect (see also the control simulation data, in 286

Figure S3 in the SI Appendix). In addition, R9 also forms 287

agglomerates when cross-linking the interfaces. It is known 288

that R9 binding to membranes is more cooperative than that 289

of K9(38), making the former a much more efficient agent of 290

membrane fusion and cell penetration than the latter. The 291

attraction of R9 to negatively charged lipids also leads to a 292

lipid sorting effect, with phosphatidylserine lipids (Figure 5, 293

D, orange) being accumulated next to the R9 agglomerate. 294

Electrostatics-based lipid sorting (involving, e.g., gangliosides) 295

may contribute to the action in cells, membranes of which 296

would otherwise not be sufficiently active. In the bottom 297

right panel of Figure 5, we show that R9 is preferentially ad- 298

sorbed to regions of negative curvature(39) (marked by the 299

color-coded surface), as this allows it to efficiently bind its 300

sidechains to lipid headgroups (marked in gold). Aggregation 301

of headgroups increases membrane tension in the headgroup 302

region and exposes hydrophobic patches (visible in all panels 303

of Figure 5, D). The exposure of hydrophobic patches in turn 304

lowers hydration repulsion. Once lipid tails from opposing 305

bilayers are in contact, lipid flip-flop can readily occur, starting 306

thus the fusion cascade. At the surface of the fusion stalk and307
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Fig. 5. A: Schematic drawing of vesicle fusion - Lipid crosslinking, stalk initialization

and subsequent onset of stalk formation through lipid ip-op.B: Time evolution of the

Ca2+fusing bilayer system.C: Time evolution of theR9vesicle-self fusion system.

Cross section of systems undergoing fusion: crosslinking, ip-op, fusion stalk , fusion

pore.D: Driving forces of the mechanism. Peptide “angling” crosslinks vesicles and

aggregates membranes, peptide agglomeration and lipid demixing create fusable

interface, generation of negative curvature through strong binding to headgroups.

the pore, a very strongly negative Gaussian curvature and308

a negative mean curvature occur simultaneously. This stabi-309

lizes the actual geometry and, therefore, lowers the barrier for310

fusion. The induction of negative Gaussian curvature has pre-311

viously been proposed as a characteristics of cell penetrating312

peptides.(4). Importantly for the present mechanism, we do313

not observe membrane rupture or water permeation during314

the fusion process.315

Conclusions316

In summary, we unraveled here a novel passive entry mecha-317

nism of cell penetrating peptides via branching and layering318

of membranes followed by fusion of the agglomerated systems.319

The layering is induced by a cooperative bridging of bilayers320

via adsorbedR9. The peptides also induce membrane bifurca-321

tions that allow to connect the vesicle exterior and interior via322

fusion and thus to translocate the cell penetrating peptides323

(which would not be topologically possible within an ideal324

vesicle fusion). The actualR9-induced fusion process then325

mirrors that of Ca2+assisted vesicle fusion. The viability326

of this mechanism is supported by experimental results from327

electron microscopy, uorescence microscopy, and light scatter-328

ing, together with with molecular dynamics simulations. The329

atomistic simulation data shed further light on the molecular330

mechanism of formation of the fusion stalk and pore. While the331

new mechanism has been unraveled for lipid vesicle systems,332

which allow for investigations with unprecedented molecular333

detail, induction of membrane branching and multilamellarity334

by polyarginines has been observed by electron microscopy 335

also in cellular membranes of live cells at low temperatures, 336

indicating that the passive cell penetration process analogously 337

involves membrane fusion. 338

Future work will be directed toward unraveling further 339

molecular details of the cell penetration mechanism suggested 340

in this discovery study. In the next step, we need to understand 341

the interaction of cell penetrating peptides with biological 342

cell surfaces. Increased experimental understanding of the 343

specic binding will allow us to develop more realistic models 344

and vice versa. This will not only allow to rmly establish 345

all the details of this hithertho unrecognized mechanism of 346

passive cell penetration, but will also have a direct impact on 347

development of smart cell delivery strategies for therapeutic 348

molecules employing cell penetrating peptides. Should we get 349

this passive cell penetration mechanism under full control, we 350

may eventually be able to expoit it to directly deliver cargo 351

into the cell without the need for releasing it from the transport 352

vesicles, as is the case in active endocytosis. 353

Materials and Methods 354

The SI Appendix contains HeLa cell and GUV uorescence mi- 355

croscopy images, further details on LUV leakage, the kinetic model 356

for leakage as well as the FRETts and the details of the FRET 357

model. It also contains further cryo-EM images, a cryo-EM-based 358

membrane thickness determination as well as further simulation 359

details. We also provide a Supporting Video with direct evidence 360

of fusion induced byR9. 361

Experimental Details. 362

Leakage assay for LUVs.Calcein containing vesicles were stirred at 363

room temperature with LUV buer in a quartz cuvette to obtain 1.5 364

ml of solution. The Calcein uorescence was monitored at 520 nm, 365

with excitation at 495 nm. After an initial stirring phase of no less 366

than 200 s, 3-6μlpeptide in buer solution was added. For Ca2+ 367

mediated leakage, we added a Ca2+buer (40 mM CaCl2, 100 368

mM KCl, pH 7.40, Glucose, 318 mOsm/l). Fluorescence intensity 369

measurements were performed on a Fluorolog-3 spectro uorimeter 370

(model FL3–11; JobinYvon Inc., Edison, NJ, USA) equipped with a 371

xenon-arc lamp. After the uorescence intensity reached a plateau 372

50μl of TRITON-X were added after which the signal was again 373

allowed to stabilize. 374

FRET assay for LUVs.The uorescent lipid probes used as a FRET 375

pair were DOPE-Atto 488 and DiD. We used the LUV preparation 376

protocol described in the SI. The uorescent probe to lipid molar 377

ratios were 1:200 for the donor, and 1:100 for the acceptor. We mea- 378

sured at 0.2 mM lipid concentration. Time-resolved measurements 379

were performed on a 5000U Single Photon Counting setup using a 380

cooled Hamamatsu R3809U-50 microchannel plate photomultiplier 381

(IBH, UK). DOPE-Atto 488 was excited at 470 nm with LDH-P- 382

C-470 laser (75 ps pulse width, 5 MHz repetition rate, PicoQuant, 383

Berlin, Germany). Flourescence decays were measured immediately 384

after mixing the donor labelled vesicles with the acceptor labelled 385

ones and after incubation of the vesicles withR9peptide. FRET 386

was measured at the P/L ratios given in the SI Appendix in Table 387

S3, results are shown in Figure S8). The obtained signals were 388

interpreted in terms of multilamellar fused structures (see the SI 389

Appendix). 390

Confocal Microscopy for GUVs.GUVs labeled with DiD were pre- 391

pared using electroformation(40) in a 300 mOsm/l sucrose solution. 392

Sinusoidal altering voltage was used. First, the peak to peak voltage 393

was increased stepwise from 0.02 V to 1.1 V at 10 Hz for 45 min, 394

then kept constant for further 90 min, and nally the frequency 395

was lowered to 4 Hz at 1.3 V and maintained for 30 min. Prepared 396

GUVs were diluted with a glucose bu er (9 mM HEPES, pH 7.40 397

(KOH), 90 mM KCl, 90 mM EDTA, 120 mM glucose, 300 mOsm/l, 398

ltrated) with 20μl 50 nM Atto-488 to a total volume of 300μl. 399

Images were recorded using Olympus IX81 laser scanning confocal400

microscope(Olympus, Hamburg, Germany). Atto-488, OG-R9and401
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DiD were excited using 488 or 632 nm lasers, respectively. Depend-402

ing on the measurement the final lipid concentration was between 3403

and 15 µM. After the begin of the measurement, 1.2 µl R9 solution404

(3 nmol) were added to the GUV chamber. In the case of the405

labelled peptides, we omitted the Atto-488 and added 3 nmol of406

labelled peptide OG-R9. For the Ca2+ experiment, we added 3µl407

of 0.5 M CaCl2 solution to achieve a concentration of 5 mM.408

Cryoelectron Microscopy for LUVs. For cryo-EM sample preparation,409

4 µl of the sample were applied to plasma-cleaned EM grids (400410

mesh copper grids, covered with Quantifoil film (R1.2/1.3)). Sam-411

ples were plunge-frozen on the grids in liquid Ethane in a Grid412

Plunger (Leica EM GP, Leica Microsystems GmbH) with the follow-413

ing parameters: pre-blotting exposure 5 sec., blotting time 1.7 sec.,414

no post-blotting exposure. Chamber humidity was set to 95% at415

22 °C. Untreated samples, containing LUVs of Lipid composition 3416

(10 mM) were used as a control, and the LUV solution was treated417

with R9 (c = 25 mM) in a ratio of 10:1 for t >60 sec. immediately418

before plunge freezing. Cryo-electron micrographs were collected419

on a JEM-2100F (JEOL Germany GmbH) operated at 200 kV. Im-420

ages were recorded in a semi-automated procedure using EM-SPC421

from the EM-Tools package (TVIPS GmbH) with a TemCam-F416422

(TVIPS GmbH) at a nominal magnification of 20.000x under low-423

dose conditions, with defocus values ranging between 1.5 and 3.5424

µm. Bilayer thickness was measured (see the SI Appendix).425

Dynamic Light Scattering for LUVs. Samples were transferred to UV426

grade poly(methyl methacrylate) cuvettes (Kartell, Noviglio, Italy),427

and equilibrated at 298 K for 3 min before each measurement. The428

light scattering setup of Zetasizer Nano ZS (Malvern Instruments429

Ltd., Worcestershire, UK) consisted of a He–Ne laser (532 nm) and430

an avalanche photodiode detector (APD). The scattering intensity431

was collected at the angle of 173 °. Mean particle sizes were obtained432

using contin fitting implemented in Zetasizer Software 6.2 (Malvern433

Instruments Ltd., Worcestershire, UK). Datapoints were obtained434

by averaging over 20 scans, so that every datapoint represent435

averaging over ca. 2 min of kinetics.436

Details on fluorescence spectroscopy and electron microscopy on437

HeLa cells. HeLa cells (ATCC CCL-2) were maintained in 37 °C438

incubator with 5% CO2 in DMEM tmedium containing 10% fetal439

bovine serum. Forty thousand cells were seeded to a well of 8-well440

µ-slide (ibiTreat; ibidi, Germany) 16-20 hours before the experiment.441

Cells were first washed with DMEM medium lacking serum and442

pH colour indicator (SF-DMEM) and kept at 4 °C for 15 min to443

inhibit endocytic processes. For treatment, pre-cooled (4 °C) 15 µM444

solution of a peptide in SF-DMEM was added to cells via media445

exchange and incubated for indicated periods of time at 4 °C. In446

selected cases, cells were treated for 3 min with a peptide at 4447

°C, washed with pre-cooled SF-DMEM and further incubated for448

indicated period of time at 4 °C in fresh SF-DMEM.449

To verify cell viability, a test experiment was performed where450

after incubation with the R9 peptide for 2h at 4 °C cells were451

returned to the incubator and cultured for 1-2 h at 37 °C. First,452

morphology of cells remained normal. Second, dramatic endocytosis453

was observed in cells previously incubated with R9 peptide upon454

warming to 37 °C, indicating fully functional vital functions. This455

indates that incubation of cells in buffer at 4 °C for time periods456

required for passive entrance of the peptide to cells (i.e., up to 1 h)457

did not affect cellular viability in any significant way.458

Cells were imaged using scanning confocal microscope (FluoView459

1000, Olympus) equipped with 60x water immersion, NA 1.2 objec-460

tive (UPlanSApo, Olympus). 488 nm steady-state semiconductor461

laser (Coherent) was used as an excitation source. Light power at the462

specimen did not exceed 3 µW. Triple dichroic mirror 488/543/633463

and 490-525 nm bandpass filter were used. 512x512 pixel images464

were collected in monodirectional scanning mode (scanning speed of465

4 µs/pixel) using Kalman filtering of 8 consecutive lines. Samples466

were kept on ice except for 1-2 minutes of image acquisition at467

room temperature. The images were processed for publishing using468

Fiji/ImageJ.(41)469

Confocal fluorescence and DIC images for CLEM analysis were470

acquired on inverted Leica TCS SP8 SMD, using 63x NA1.2 water471

objective, 5x5 tile scan, total size 0.68x0.68 mm with 90 nm pixel472

size, bidirectional scan 600 Hz, line accumulation 3, photon count- 473

ing mode, excitation at 488 nm with 10 µW at sample, emission 474

detection window 496-587 nm. Cells were grown on glass coverslips 475

with grid (MatTek Corporation, USA). Cells were fixed with 2% 476

glutaraldehyde and 1% formaldehyde, postfixed with 1% OsO4, 477

dehydrated in ethanol series (10%, 30%, 50%, 70%, 90%, 95% and 478

2x 100%) and embedded in EMBed 812 resin (Electron Microscopy 479

Sciences, USA). The cells of interest were chosen based on the fluo- 480

rescence data and the selected area was sectioned to 300 nm thick 481

serial sections. Sections were post-contrasted with uranyl acetate 482

and lead citrate and decorated on both sides by 15 nm colloidal gold. 483

The tomograms we acquired on Titan Halo transmission electron 484

microscope, operating on 300 kV, using K2 direct detector (Gatan, 485

USA) in counting mode and post-column energy filter (Gatan, USA). 486

The acquired tomograms were reconstructed using IMOD software 487

package(42). 488

Computational Details. In a first setup, we created two curved mem- 489

branes via lipid population imbalances at the two leaflets of each 490

bilayer. In the second setup, we put a very small vesicle composed of 491

DOPE (80 %) and DOPS (20 %) in the unit cell and let it fuse with 492

its periodic image. Both of these approaches facilitate formation 493

of the stalk without enforcing its shape. The simulations used the 494

Amber99sb force field for peptides(43) and ions and the SLIPIDS 495

lipid force field(44, 45) and TIP3P water(46). In addition we used 496

the ILDN dihedral modification(47) in Setup 1 and Dang K+(48) 497

ions throughtout. All bonds were constrained using the LINCS 498

algorithm(49), a timestep of 2 fs was employed. The box pressure 499

was held to 1 bar, using a Parrinello Rahman barostat(50) with 500

semi-isotropic pressure coupling and a time constant of 10 ps. The 501

temperature was maintained using a Nosé-Hoover thermostat(51, 52) 502

with a timeconstant of 500 fs and separate temperature groups for 503

the lipids and the rest of the system. As in the first simulation 504

setup, long-range electrostatics was accounted for using the particle- 505

mesh Ewald (PME)(53) method. The GROMACS 5(54) software 506

package was used for all simulations. 507
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