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## Introduction

Throughout the history, mathematicians have been excited about discovering new identities. One of the famous is the Brahmagupta's identity:

$$
\left(x_{1}^{2}+n y_{1}^{2}\right)\left(x_{2}^{2}+n y_{2}^{2}\right)=\left(x_{1} x_{2}+n y_{1} y_{2}\right)^{2}+n\left(x_{1} y_{2}-y_{1} x_{2}\right)^{2} .
$$

The beauty of this identity resides in the fact that if you have two integers, $m_{1}$ and $m_{2}$, such that both of them can be written in the form $x^{2}+n y^{2}$ for some integers $x$ and $y$, then their product, $m_{1} m_{2}$, can be written again in the same form; we say that $x^{2}+n y^{2}$ represents the numbers $m_{1}, m_{2}$ and $m_{1} m_{2}$. One may naturally ask if this is an isolated identity, or if it is just one example from some wider family of identities. Assume that we are given two binary quadratic forms, $Q_{1}$ and $Q_{2}$. Can we find any binary quadratic form $Q$ with the following property?

$$
\begin{equation*}
Q_{1}\left(x_{1}, y_{1}\right)=m_{1} \& Q_{2}\left(x_{2}, y_{2}\right)=m_{2} \Rightarrow \exists x_{0}, y_{0}: Q\left(x_{0}, y_{0}\right)=m_{1} m_{2} \tag{*}
\end{equation*}
$$

This is what we call composition of quadratic forms; we are seeking a law with the property (*) on the set of binary quadratic forms.

Inspired by the Brahmagupta's identity, we may want the composition to be just a multiplication together with some rearrangement of the variables. Formally, we can define a binary quadratic form $Q$ to be a composition of two binary quadratic forms $Q_{1}$ and $Q_{2}$, if we are able to find some numbers $a_{i}, b_{i}, c_{i}, d_{i}$, $i=1,2$, such that

$$
Q_{1}\left(x_{1}, y_{1}\right) \cdot Q_{2}\left(x_{2}, y_{2}\right)=Q\left(B_{1}\left(x_{1}, y_{1} ; x_{2}, y_{2}\right), B_{2}\left(x_{1}, y_{1} ; x_{2}, y_{2}\right)\right),
$$

where

$$
B_{i}\left(x_{1}, y_{1} ; x_{2}, y_{2}\right)=a_{i} x_{1} x_{2}+b_{i} x_{1} y_{2}+c_{i} y_{1} x_{2}+d_{i} y_{1} y_{2}, \quad i=1,2
$$

are two bilinear forms. In this way, we have quite a great freedom in how to compose two quadratic forms, and it will always satisfy the property (*).

There are many different binary quadratic forms. But looking a bit closer, we can see that actually many of them are basically the same: at the first glance, the quadratic forms $x^{2}+5 y^{2}$ and $49 x^{2}+64 x y+21 y^{2}$ do not seem to have anything in common, but once we notice that

$$
49 x^{2}+64 x y+21 y^{2}=(2 x+y)^{2}+5(3 x+2 y)^{2}
$$

and, more surprisingly,

$$
x^{2}+5 y^{2}=49(2 x-y)^{2}+64(2 x-y)(-3 x+2 y)+21(-3 x+2 y)^{2},
$$

we can conclude that these two binary quadratic forms represent the same numbers. In this way, we can group the "similar" binary quadratic forms into classes. An interesting property of these classes is the fact that all quadratic forms within one class have the same discriminant. We can now seek the law of composition only on these classes; we can still use the same composition as in $\dagger \dagger$, but now the problem is that by using different ways, we may end up with quadratic forms
from different classes. Thus, we have to restrict our freedom; it turns out that the following must hold:

$$
a_{1} b_{2}-a_{2} b_{1}=Q_{1}(1,0), \quad a_{1} c_{2}-a_{2} c_{1}=Q_{2}(1,0)
$$

(see Cox 1997]). Furthermore, this definition has another advantage: it preserves the discriminant, i.e. if the quadratic forms $Q_{1}$ and $Q_{2}$ have the same discriminant, then their composition $Q$ has again the same discriminant. So we can actually study only classes of binary quadratic forms with a fixed discriminant. And that is much simpler task, since there are only finitely many of them!

We have just described the approach taken by Gauss in his Disquisitiones Arithmeticae in 1801, where he considered the integral quadratic forms, i.e. quadratic forms with coefficients from $\mathbb{Z}$. Another approach is attributed to Gauss's student, Dirichlet. He discovered so-called united forms, which are easy to compose; the composition can be written explicitely:

$$
\left(a_{1} x_{1}^{2}+B x_{1} y_{1}+a_{2} C y_{1}^{2}\right)\left(a_{2} x_{2}^{2}+B x_{2} y_{2}+a_{1} C y_{2}^{2}\right)=a_{1} a_{2} x^{2}+B x y+C y^{2}
$$

where $x=x_{1} x_{2}-C x_{2} y_{2}$ and $y=a_{1} x_{1} y_{2}+a_{2} y_{1} x_{2}+B y_{1} y_{2}$. The trick behind this composition is that for any pair of (primitive) binary quadratic forms of the same discriminant, we can find another pair of quadratic forms within the same classes, which are of the form $a_{1} x_{1}^{2}+B x_{1} y_{1}+a_{2} C y_{1}^{2}$ and $a_{2} x_{2}^{2}+B x_{2} y_{2}+a_{1} C y_{2}^{2}$ for some $a_{1}, a_{2}, B$ and $C$.

Yet completely different approach was taken by Dedekind. In modern terms, his idea was to associate a binary quadratic form with an appropriate module:

$$
a x^{2}+b x y+c y^{2} \longmapsto\left[a, \frac{-b+\sqrt{b^{2}-4 a c}}{2}\right]_{\mathbb{Z}} ;
$$

the composition of quadratic forms is then translated as module multiplication. Again, this is defined on classes of quadratic forms, and hence we group together some modules on the right side as well; the resulting structure is called class group and depends on the considered discriminant.

Although very different from each other, all these three approaches actually result in the same composition law and equip the set of classes of binary quadratic forms (all of the quadratic forms having the same discriminant) with a group structure.

Later on, combination of all the three aforementioned approaches and some new methods taken by Butts and Estes [1968], Kaplansky (1968], Dulin and Butts [1972], Towber [1980], Kneser [1982] led to composition of quadratic forms over an arbitrary commutative ring with 1 . It is worth noting that in all the aforementioned articles, whenever some kind of classes of quadratic forms are considered, they always arise from an equivalence, which is given by action on $(x, y)$ by matrices of determinant 1 . This can be seen as somewhat unnatural, as the base ring may contain another units as well. In the case of the ring of integers of a number field, the most natural choice seems to be to consider action by matrices, determinant of which is a totally positive unit. Indeed, this approach was taken by Mastropietro 2000, but only under the additional conditions that the base field is a real quadratic number field of class number one, and that the discriminant of the quadratic forms is totally negative.

At this point we are coming to the first goal of this thesis, and that is to take into account an equivalence of binary quadratic forms given by all totally positive units of the base number field, and to develop, in such settings, a Dedekind-like correspondence between classes of forms and some kind of class group. As the base field we will consider an arbitrary number field of narrow class number one; this is equivalent to having class number one together with the existence of units of all signs. These conditions are quite restrictive, but there still exist infinitely many such number fields, and the conditions are necessary for our approach: first, the class number has to be one for a free module basis of any fractional ideal to exist, and second, units of all signs are needed in order for such a basis to be able to have any orientation. The construction together with some applications can be found in Chapter 2; this part of the thesis has already been submitted for publication as the article Zemková 2017.

The story about composition of quadratic forms over $\mathbb{Z}$ did not end after its generalization to an arbitrary ring. It was not until the beginning of the 21st century that Bhargava 2004 redefined Gauss composition, and discovered another 13 composition laws on other polynomials. The beauty of these composition laws is in using cubes of integers:


Similarly as Gauss, Dirichlet and others, Bhargava grouped such cubes into classes. His result is then based on a correspondence between these classes of integral cubes and certain triples of elements of narrow class group. Later on, some generalizations were given by Wood 2011 and O'Dorney 2016.

Having the composition of quadratic forms over rings of algebraic integers from Chapter 2, naturally the question is arising, whether this composition could be generalized to composition of cubes; we give the answer in Chapter 3. Contrary to Bhargava, our aim is not to redefine the composition of quadratic forms, but to use it to construct a new composition law on cubes. Despite that, we will also obtain a new description of composition of quadratic forms.

All along the way, we are meeting different kind of class groups. Class groups are very interesting (and difficult) topic on their own, so we will devote at least Chapter 4 to them. We will be especially interested in the relationship between class group and narrow class group. This relationship is well known in the case of a quadratic number field, and not so widely known, although fully described, in general. We prove this relationship by using a new description of narrow class group.

## 1. Preliminaries

Before we can immerse into all the promised correspondences themselves, we need to do some preparatory work. Most of the time we will work with a base field $K$ and its quadratic extension $L$. Hence, after setting the notation, we will investigate properties of the ring of algebraic integers of the number field $L$ and of its ideals, where we will use the information that it is a quadratic extension of $K$. We will also take a look at binary quadratic forms with coefficients in the ring of algebraic integers of $K$. Importantly, we will define a new class group, which will be used in all the correspondences later.

### 1.1 Basic notation

Let $F$ be a number field. The norm of $a \in F$ is defined by

$$
\mathcal{N}_{F}(a)=\prod_{\sigma} \sigma(a)
$$

where $\sigma$ runs over all embeddings of $F$ into $\mathbb{C}$. We will be usually interested only in the embeddings of the field $F$ into real numbers; denote by $R^{F}$ the set of all such embeddings. We say that an element $a \in F$ is totally positive if $\sigma(a)>0$ for every $\sigma \in R^{F}$. Note that if $F$ is totally complex, i.e. it has no embeddings into real numbers, the condition of being totally positive is trivially satisfied for all nonzero elements.

We write $\mathcal{O}_{F}$ for the ring of algebraic integers of $F$, and we denote by $\mathcal{U}_{F}$ the group of units, i.e.

$$
\mathcal{U}_{F}=\left\{u \in \mathcal{O}_{F} \mid \mathcal{N}_{F}(u)= \pm 1\right\},
$$

and by $\mathcal{U}_{F}^{+}$its subgroup of totally positive units, i.e.

$$
\mathcal{U}_{F}^{+}=\left\{u \in \mathcal{U}_{F} \mid \operatorname{sgn}(\sigma(u))=+1 \forall \sigma \in R^{F}\right\} .
$$

If $E / F$ is a Galois extension of fields, then we define the relative norm and the relative trace of $\alpha \in E$ respectively by

$$
\begin{aligned}
\mathcal{N}_{E / F}(\alpha) & =\prod_{\tau \in \operatorname{Gal}(E / F)} \tau(\alpha), \\
\operatorname{Tr}_{E / F}(\alpha) & =\sum_{\tau \in \operatorname{Gal}(E / F)} \tau(\alpha) .
\end{aligned}
$$

Throughout the whole thesis, we fix a number field $K$ of narrow class number one; this is equivalent to $K$ being of class number one and having units of all signs (this fact will be proved in Corollary 4.3). Assume that $K$ has exactly $r$ embeddings into real numbers, and let $\sigma_{1}, \ldots, \sigma_{r}$ be these embeddings; hence

$$
R^{K}=\left\{\sigma_{1}, \ldots, \sigma_{r}\right\}
$$

Furthermore, we fix a relative quadratic extension $L$ of the number field $K$. Note that the Galois group $\operatorname{Gal}(L / K)$ has two elements; let $\tau$ be the nontrivial element of this group. For $\alpha \in L$, we write $\bar{\alpha}$ instead of $\tau(\alpha)$ : if $L=K(\sqrt{D})$
and $\alpha=a+b \sqrt{D}$ for some $a, b \in K$, then $\bar{\alpha}=a-b \sqrt{D}$. Note that then, for $\alpha \in L$,

$$
\begin{aligned}
\mathcal{N}_{L / K}(\alpha) & =\alpha \bar{\alpha}, \\
\operatorname{Tr}_{L / K}(\alpha) & =\alpha+\bar{\alpha} .
\end{aligned}
$$

We will denote elements of the field $K$ by latin letters and elements of the field $L$ by greek letters.

### 1.2 Ring of algebraic integers $\mathcal{O}_{L}$

We will describe the ring of algebraic integers of the field $L$ as the $\mathcal{O}_{K}$-module. The module basis of an $\mathcal{O}_{L}$-ideal will be always written in square brackets, e.g. $[\alpha, \beta]_{\mathcal{O}_{K}}$; the index $\mathcal{O}_{K}$ will be often omitted, and the ideal will be denoted simply by $[\alpha, \beta]$. On the other hand, by $(\alpha, \beta)$ we understand the $\mathcal{O}_{L}$-ideal generated by the elements $\alpha, \beta$.

Recall that we assume $h^{+}(K)=1$, which implies $h(K)=1 .{ }^{1}$ As $h(K)=1$ holds if and only if every quadratic extension of $K$ has a relative integral basis (see Narkiewicz, 2004, Cor. p. 388]), there exists an $\mathcal{O}_{K}$-module basis of $\mathcal{O}_{L}$. In the next proposition, we will take a closer look at this basis. At this point, we can say that the condition $h(K)=1$ is crucial, because otherwise $\mathcal{O}_{L}$ would not be any free $\mathcal{O}_{K}$-module. It will be explained in Section 1.5 why we need even stronger condition $h^{+}(K)=1$.
Proposition 1.1. There exists $\Omega \in \mathcal{O}_{L}$ such that $\mathcal{O}_{L}=[1, \Omega]_{\mathcal{O}_{K}}$.
Proof. Let $n$ be an integer, and suppose that $\alpha_{1}, \ldots, \alpha_{n} \in \mathcal{O}_{L}$ are chosen in such way that $\mathcal{O}_{L}=\left[\alpha_{1}, \ldots, \alpha_{n}\right]_{\mathcal{O}_{K}}$. Since $[L: K]=2$, the elements $\alpha_{1}, \ldots, \alpha_{n}$ are linearly dependent over $K$ if $n \geq 3$. Then they are linearly dependent over $\mathcal{O}_{K}$ as well, because $K$ is the field of fractions of the ring $\mathcal{O}_{K}$. Hence, $n \leq 2$. Suppose that $n=1$, i.e. $\mathcal{O}_{L}=\left[\alpha_{1}\right]_{\mathcal{O}_{K}}$. Since $1 \in \mathcal{O}_{L}$, there must exist $z \in \mathcal{O}_{K}$ such that $z \alpha_{1}=1$; but then $\alpha_{1}=\frac{1}{z} \in K$, and thus $\mathcal{O}_{L} \subset K$ which is a contradiction. Therefore, $n=2$ and $\mathcal{O}_{L}=\left[\alpha_{1}, \alpha_{2}\right]_{\mathcal{O}_{K}}$ for some elements $\alpha_{1}, \alpha_{2} \in \mathcal{O}_{L}$.

We have

$$
\begin{aligned}
\operatorname{Disc}\left(\mathcal{O}_{L} / \mathcal{O}_{K}\right) & =\operatorname{det}\left(\begin{array}{cc}
\operatorname{Tr}_{L / K}\left(\alpha_{1}^{2}\right) & \operatorname{Tr}_{L / K}\left(\alpha_{1} \alpha_{2}\right) \\
\operatorname{Tr}_{L / K}\left(\alpha_{1} \alpha_{2}\right) & \operatorname{Tr}_{L / K}\left(\alpha_{2}^{2}\right)
\end{array}\right) \\
& =\operatorname{det}\left(\begin{array}{cc}
\alpha_{1}^{2}+\overline{\alpha_{1}^{2}} & \alpha_{1} \alpha_{2}+\overline{\alpha_{1} \alpha_{2}} \\
\alpha_{1} \alpha_{2}+\overline{\alpha_{1} \alpha_{2}} & \alpha_{2}^{2}+\overline{\alpha_{2}^{2}}
\end{array}\right) \\
& =\left(\alpha_{1}^{2}+\overline{\alpha_{1}^{2}}\right)\left(\alpha_{2}^{2}+\overline{\alpha_{2}^{2}}\right)-\left(\alpha_{1} \alpha_{2}+\overline{\alpha_{1} \alpha_{2}}\right)^{2} \\
& =\left(\overline{\alpha_{1}} \alpha_{2}-\alpha_{1} \overline{\alpha_{2}}\right)^{2} .
\end{aligned}
$$

Denote $\Omega=\overline{\alpha_{1}} \alpha_{2}$, and note that $\bar{\Omega}=\alpha_{1} \overline{\alpha_{2}}$. Let us look at the ideal $[1, \Omega]_{\mathcal{O}_{K}}$ :

$$
\begin{aligned}
& \operatorname{det}\left(\begin{array}{cc}
\operatorname{Tr}_{L / K}\left(1^{2}\right) & \operatorname{Tr}_{L / K}(1 \cdot \Omega) \\
\operatorname{Tr}_{L / K}(1 \cdot \Omega) & \operatorname{Tr}_{L / K}\left(\Omega^{2}\right)
\end{array}\right)=\operatorname{det}\left(\begin{array}{cc}
1+1 & \Omega+\bar{\Omega} \\
\Omega+\bar{\Omega} & \Omega^{2}+\overline{\Omega^{2}}
\end{array}\right) \\
& =2\left(\Omega^{2}+\overline{\Omega^{2}}\right)-(\Omega+\bar{\Omega})^{2}=(\Omega-\bar{\Omega})^{2} \\
& =\left(\overline{\alpha_{1}} \alpha_{2}-\alpha_{1} \overline{\alpha_{2}}\right)^{2}=\operatorname{Disc}\left(\mathcal{O}_{L} / \mathcal{O}_{K}\right) .
\end{aligned}
$$

[^0]Hence $[1, \Omega]_{\mathcal{O}_{K}}=\mathcal{O}_{L}$ (see e.g. Milne, 2008, Prop. 2.24]).
It will be useful to describe $\Omega$ and the elements of the $\operatorname{ring} \mathcal{O}_{L}$ in general. As an algebraic integer over $\mathcal{O}_{K}, \Omega$ is a root of a monic quadratic polynomial $x^{2}+w x+z$ for some $w, z \in \mathcal{O}_{K}$; the other root is of course $\bar{\Omega}$. Set $D_{\Omega}=w^{2}-4 z$. It follows from the proof of Proposition 1.1 that the elements $\Omega$ and $\bar{\Omega}$ are interchangeable; thus, without loss of generality,

$$
\begin{equation*}
\Omega=\frac{-w+\sqrt{D_{\Omega}}}{2}, \quad \bar{\Omega}=\frac{-w-\sqrt{D_{\Omega}}}{2} . \tag{1.1}
\end{equation*}
$$

From now on, $\Omega$ will be fixed, and $[1, \Omega]$ will be the canonical basis of $\mathcal{O}_{L}$ (as an $\mathcal{O}_{K}$-module). Note that $L=K\left(\sqrt{D_{\Omega}}\right)$, and that

$$
\begin{equation*}
D_{\Omega}=(\Omega-\bar{\Omega})^{2} \tag{1.2}
\end{equation*}
$$

Corollary 1.2. $\mathcal{O}_{L} \subseteq\left\{\left.\frac{a}{2}+\frac{b}{2} \sqrt{D_{\Omega}} \right\rvert\, a, b \in \mathcal{O}_{K}\right\}$
Proof. Every element of $\mathcal{O}_{L}$ is of the form

$$
a+b \Omega=a+b \frac{-w+\sqrt{D_{\Omega}}}{2}=\frac{2 a-b w}{2}+\frac{b}{2} \sqrt{D_{\Omega}}
$$

for some $a, b \in \mathcal{O}_{K}$.
One may expect the element $D_{\Omega}$ to be square-free (i.e. not divisible by $q^{2}$ for any $q \in \mathcal{O}_{K} \backslash \mathcal{U}_{K}$ ), but since $D_{\Omega}$ is the discriminant of a binary quadratic form, it may not always be the case. Hence, instead of that, we introduce the following definition of fundamental element: an element, which is "almost square-free" and a quadratic residue modulo 4 at the same time. Note that the condition $h^{+}(K)$ implies that we work in a principal ideal domain, and thus the definition makes sense.

Definition 1.3. An element $d$ of $\mathcal{O}_{K}$ is called fundamental if $d$ is a quadratic residue modulo 4 in $\mathcal{O}_{K}$ and

- either $d$ is square-free,
- or for every $p \in \mathcal{O}_{K} \backslash \mathcal{U}_{K}$ such that $p^{2} \mid d$ the following holds: $p \mid 2$ and $\frac{d}{p^{2}}$ is not a quadratic residue modulo 4 in $\mathcal{O}_{K}$.

In the case $K=\mathbb{Q}$, this definition agrees with the one of the fundamental discriminant. The following lemma shows that, from this point of view, $D_{\Omega}$ is "a fundamental discriminant over $K$ ".

Lemma 1.4. $D_{\Omega}$ is a fundamental element of $\mathcal{O}_{K}$.
Proof. Clearly $D_{\Omega}$ is a quadratic residue modulo 4. Assume that there exists $p \in \mathcal{O}_{K}$ which is not a unit, and such that $p^{2} \mid D_{\Omega}$; set $D^{\prime}=\frac{D_{\Omega}}{p^{2}}$. Since $\sqrt{D^{\prime}}$ is a root of the polynomial $x^{2}-D^{\prime}$, and thus $\sqrt{D^{\prime}} \in \mathcal{O}_{L}$, there exist $a, b \in \mathcal{O}_{K}$ such that $\sqrt{D^{\prime}}=a+b \Omega$ where $\Omega=\frac{-w+p \sqrt{D^{\prime}}}{2}$. Comparing the coefficients at $\sqrt{D^{\prime}}$, we get that $p$ must be a divisor of 2 in $\mathcal{O}_{K}$.

For contradiction, suppose that there exists an element $t \in \mathcal{O}_{K}$ such that $D^{\prime} \equiv t^{2}(\bmod 4)$. We can find $m \in \mathcal{O}_{K}$ such that $D^{\prime}=t^{2}-4 m$; then the quadratic polynomial $x^{2}+t x+m$ has the discriminant equal to $D^{\prime}$ and a root $\kappa=\frac{-t+\sqrt{D^{\prime}}}{2}$, which is an element of $\mathcal{O}_{L}$. Hence, there exist $a^{\prime}, b^{\prime} \in \mathcal{O}_{K}$ such that $\kappa=a^{\prime}+b^{\prime} \Omega$, i.e.

$$
\frac{-t+\sqrt{D^{\prime}}}{2}=a^{\prime}+b^{\prime} \frac{-w+p \sqrt{D^{\prime}}}{2} .
$$

Comparing the coefficients at $\sqrt{D^{\prime}}$, we obtain that $b^{\prime} p=1$. But that is not possible, because $b^{\prime} \in \mathcal{O}_{K}$, and $p$ is not a unit. Hence, we have found the desired contradiction.

On the other hand, if we take $D \in \mathcal{O}_{K}$ such that $K(\sqrt{D})=L$, then clearly $p^{2} D=q^{2} D_{\Omega}$ for some $p, q \in \mathcal{O}_{K}$. Furthermore, if $D$ is fundamental, then $\frac{p}{q}$ has to be a unit, because both $\frac{p^{2} D}{q^{2}}$ and $\frac{q^{2} D_{\Omega}}{p^{2}}$ are quadratic residues modulo 4 . We have proved the following lemma.

Lemma 1.5. Let $D$ be a fundamental element of $\mathcal{O}_{K}$ and $K(\sqrt{D})=L$. Then there exists $u \in \mathcal{U}_{K}$ such that $D=u^{2} D_{\Omega}$.

### 1.3 Quadratic forms with coefficients in $\mathcal{O}_{K}$

By binary quadratic forms over $K$ we mean homogeneous polynomials of degree 2 with coefficients in $\mathcal{O}_{K}$, i.e. $Q(x, y)=a x^{2}+b x y+c y^{2}$ with $a, b, c \in \mathcal{O}_{K}$. For abbreviation, we will refer to them as quadratic forms. By $\operatorname{Disc}(Q)$ we denote the discriminant of the quadratic form $Q$, i.e. $\operatorname{Disc}(Q)=b^{2}-4 a c$. Comparing to the case of quadratic forms over $\mathbb{Q}$, we need to slightly redefine the equivalence relation.

Definition 1.6. Two quadratic forms $Q(x, y)$ and $\widetilde{Q}(x, y)$ are equivalent, denoted by $Q \sim \widetilde{Q}$, if there exist elements $p, q, r, s \in \mathcal{O}_{K}$ satisfying $p s-q r \in \mathcal{U}_{K}^{+}$and a totally positive unit $u \in \mathcal{U}_{K}^{+}$such that $\widetilde{Q}(x, y)=u Q(p x+q y, r x+s y)$.

We may also write a quadratic form $Q(x, y)=a x^{2}+b x y+c y^{2}$ as a matrix

$$
Q=\left(\begin{array}{ll}
a & \frac{b}{2} \\
\frac{b}{2} & c
\end{array}\right) .
$$

Then the equivalence of two quadratic forms $Q$ and $\widetilde{Q}$ can be written in the form

$$
\left(\begin{array}{ll}
x & y
\end{array}\right) \widetilde{Q}\binom{x}{y}=u\left(\begin{array}{ll}
x & y
\end{array}\right)\left(\begin{array}{ll}
p & r \\
q & s
\end{array}\right) Q\left(\begin{array}{ll}
p & q \\
r & s
\end{array}\right)\binom{x}{y} .
$$

Let $Q(x, y)=a x^{2}+b x y+c y^{2}$ be a quadratic form. Let $p, q, r, s \in \mathcal{O}_{K}$ be such that ps $-q r \in \mathcal{U}_{K}^{+}$, and $u \in \mathcal{U}_{K}^{+}$. Consider the binary quadratic form $\widetilde{Q}(x, y)=u Q(p x+q y, r x+s y)=\widetilde{a} x^{2}+\widetilde{b} x y+\widetilde{c} y^{2}$ equivalent to $Q(x, y)$. Then

$$
\left(\begin{array}{cc}
\widetilde{a} & \widetilde{b} \\
\frac{\tilde{b}}{2} \\
\frac{b}{2} & \widetilde{c}
\end{array}\right)=u\left(\begin{array}{ll}
p & r \\
q & s
\end{array}\right)\left(\begin{array}{ll}
a & \frac{b}{2} \\
\frac{b}{2} & c
\end{array}\right)\left(\begin{array}{ll}
p & q \\
r & s
\end{array}\right) ;
$$

thus,

$$
\begin{align*}
& \widetilde{a}=u\left(a p^{2}+b p r+c r^{2}\right), \\
& \widetilde{b}=u(2 a p q+b(p s+q r)+2 c r s),  \tag{1.3}\\
& \widetilde{c}=u\left(a q^{2}+b q s+c s^{2}\right),
\end{align*}
$$

and

$$
\begin{equation*}
\operatorname{Disc}(\widetilde{Q})=\widetilde{b}^{2}-4 \widetilde{a} \widetilde{c}=u^{2}(p s-q r)^{2}\left(b^{2}-4 a c\right)=u^{2}(p s-q r)^{2} \operatorname{Disc}(Q) . \tag{1.4}
\end{equation*}
$$

On the other hand, we have

$$
\begin{align*}
a & =\frac{1}{u(p s-q r)^{2}}\left(\widetilde{a} s^{2}-\widetilde{b} r s+\widetilde{c} r^{2}\right), \\
b & =\frac{1}{u(p s-q r)^{2}}(-2 \widetilde{a} q s+\widetilde{b}(p s+q r)-2 \widetilde{c} p r),  \tag{1.5}\\
c & =\frac{1}{u(p s-q r)^{2}}\left(\widetilde{a} q^{2}-\widetilde{b} p q+\widetilde{c} p^{2}\right) .
\end{align*}
$$

For $m \in \mathcal{O}_{K}$, we say that $Q(x, y)$ represents $m$ if there exist $x_{0}, y_{0} \in \mathcal{O}_{K}$ such that $Q\left(x_{0}, y_{0}\right)=m$.

Lemma 1.7. Equivalent quadratic forms represent the same elements of $\mathcal{O}_{K}$ up to the multiplication by a totally positive unit.

Proof. Let $\widetilde{Q}$ represent $m \in \mathcal{O}_{K}$, i.e. $\widetilde{Q}\left(x_{0}, y_{0}\right)=m$ for some $x_{0}, y_{0} \in \mathcal{O}_{K}$, and let $Q \sim \widetilde{Q}$, i.e. $\widetilde{Q}(x, y)=u Q(p x+q y, r x+s y)$. Then

$$
Q\left(p x_{0}+q y_{0}, r x_{0}+s y_{0}\right)=u^{-1} \widetilde{Q}\left(x_{0}, y_{0}\right)=u^{-1} m
$$

and hence $Q$ represents the element $u^{-1} m$.
We say that a quadratic form $Q(x, y)=a x^{2}+b x y+c y^{2}$ is primitive if $\operatorname{gcd}(a, b, c) \in \mathcal{U}_{K}$. The following lemma shows that a quadratic form equivalent to a primitive quadratic form is primitive as well.

Lemma 1.8. Let $Q$ be a primitive quadratic form, and $\widetilde{Q} \sim Q$. Then $\widetilde{Q}$ is also primitive.

Proof. Let $Q(x, y)=a x^{2}+b x y+c y^{2}$ and $\widetilde{Q}(x, y)=\widetilde{a} x^{2}+\widetilde{b} x y+\widetilde{c} y^{2}$. Assume that there exists $p \in \mathcal{O}_{K}$ such that $p \mid \operatorname{gcd}(\widetilde{a}, \widetilde{b}, \widetilde{c})$. Then, for every $\widetilde{m} \in \mathcal{O}_{K}$ represented by $\widetilde{Q}$, it holds that $p \mid \widetilde{m}$. In other words, $\widetilde{Q}$ represents only numbers from $p \mathcal{O}_{K}$. Since $Q$ represents the same numbers as $\widetilde{Q}$ (up to the multiplication by a totally positive unit) by Lemma 1.7 , there is

$$
\left.\begin{array}{rl}
a & =Q(1,0) \\
c & =Q(0,1) \\
b & =Q(1,1)-a-c
\end{array}\right\} \in p \mathcal{O}_{K},
$$

and hence $p \mid a, b, c$. Since $Q$ is primitive, $p$ must be unit. Thus, $\widetilde{Q}$ is primitive.

We are interested in quadratic forms of given discriminant, namely of discriminant $D_{\Omega}=(\Omega-\bar{\Omega})^{2}$. But from $(1.4)$ we can see that equivalent quadratic forms do not always have the same discriminant; their discriminants may differ from each other by a square of a totally positive unit. Therefore, we will consider all quadratic forms of discriminants belonging to the set

$$
\mathcal{D}=\left\{u^{2}(\Omega-\bar{\Omega})^{2} \mid u \in \mathcal{U}_{K}^{+}\right\} .
$$

Note that all the elements of $\mathcal{D}$ are almost square-free (by Lemma 1.4). We will denote by $\mathcal{Q}_{\mathcal{D}}$ the set of all primitive quadratic forms of discriminant in $\mathcal{D}$ modulo the equivalence relation described above:

$$
\mathcal{Q}_{\mathcal{D}}=\left\{\begin{array}{l|l}
Q(x, y)=a x^{2}+b x y+c y^{2} & \begin{array}{l}
a, b, c \in \mathcal{O}_{K}, \operatorname{gcd}(a, b, c) \in \mathcal{U}_{K}, \\
\operatorname{Disc}(Q) \in \mathcal{D}
\end{array}
\end{array}\right\} / \sim .
$$

Remark. Note that if $\operatorname{Disc}(Q)=u^{2} D_{\Omega}$ for $u \in \mathcal{U}_{K}^{+}$, then $\operatorname{Disc}\left(\frac{1}{u} Q\right)=D_{\Omega}$. Hence, in every class of $\mathcal{Q}_{\mathcal{D}}$, there is a quadratic form of discriminant exactly $D_{\Omega}$.

If $K$ is totally real (and of narrow class number one), then every totally positive unit is square of a unit (for a reference, see [Edgar et al., 1986, Prop. 2.4]). Consider equivalent quadratic forms $Q$ and $Q^{\prime}$ such that $\operatorname{Disc}(Q)=\operatorname{Disc}\left(Q^{\prime}\right)$, i.e.

$$
Q^{\prime}(x, y)=\frac{1}{p s-q r} Q(p x+q y, r x+s y)
$$

for some $p, q, r, s \in \mathcal{O}_{K}$. If $u \in \mathcal{U}_{K}$ is such that $p s-q r=u^{2}$, then

$$
Q\left(\frac{p}{u} x+\frac{q}{u} y, \frac{r}{u} x+\frac{s}{u} y\right)=Q^{\prime}(x, y)
$$

gives the equivalence of $Q$ and $Q^{\prime}$ with determinant 1 . Therefore, in this case, our approach could be simplified to quadratic forms of discriminant exactly $D_{\Omega}$, and to the equivalence by the matrices of determinant 1 .

On the other hand, if $K$ is not totally real, then the units other than 1 become important. For example, take $K=\mathbb{Q}(\mathrm{i})$, and consider the quadratic forms $Q(x, y)=x^{2}+4 x y+2 y^{2}$ and $Q^{\prime}(x, y)=\mathrm{i} x^{2}+4 x y-2 \mathrm{i} y^{2}$. It clearly holds that $Q^{\prime}(x, y)=-\mathrm{i} Q(\mathrm{i} x, y)$, but there is no matrix of determinant 1 which would provide the equivalence between $Q$ and $Q^{\prime}$. That can be seen as follows: by the first equality of (1.3), we need to find $p, r \in \mathbb{Z}[\mathrm{i}]$ such that $p^{2}+4 p r+2 r^{2}=\mathrm{i}$. But that is not possible, because the imaginary part of $p^{2}+4 p r+2 r^{2}$ is divisible by 2.

At the end of this section, we look at roots of equivalent quadratic forms.
Lemma 1.9. Let $Q(x, y)=a x^{2}+b x y+c y^{2}$ be a quadratic form, $p, q, r, s \in \mathcal{O}_{K}$ such that $p s-q r \in \mathcal{U}_{K}^{+}$. Consider $\widetilde{Q}(x, y)=Q(p x+q y, r x+s y)=\widetilde{a} x^{2}+\widetilde{b} x y+\widetilde{c} y^{2}$, the quadratic form equivalent to $Q(x, y)$. Denote $D=\operatorname{Disc}(Q)$ and $\widetilde{D}=\operatorname{Disc}(\widetilde{Q})$. Then

$$
\frac{p \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 a}+q}{r \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 a}+s}=\frac{-b+\sqrt{D}}{2 a} .
$$

Proof. As $\frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 \widetilde{a}}$ is a root of the quadratic polynomial $\widetilde{Q}(x, 1)=\widetilde{a} x^{2}+\widetilde{b} x+\widetilde{c}$, we can write

$$
\begin{aligned}
\left(\begin{array}{lll}
\left(\frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 a}\right. & 1
\end{array}\right) & \widetilde{Q}\binom{\frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 a}}{1}
\end{aligned}=0
$$

In particular, the expression

$$
\frac{p \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 a}+q}{r \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 a}+s}
$$

has to be one of the roots of $Q(x, 1)$; either $\frac{-b+\sqrt{D}}{2 a}$ or $\frac{-b-\sqrt{D}}{2 a}$. One can check by direct computation (using the expressions (1.3) and (1.4)) that the former case holds.

## $1.4 \quad \mathcal{O}_{L^{-}}$-ideals

In the following, the word "ideal" will generally stand for a fractional ideal, while to the usual meaning will be referred as to the "integral ideal". We assume all ideals to be nonzero. Since $K$ has narrow class number one, every $\mathcal{O}_{L}$ ideal can be seen as a free $\mathcal{O}_{K}$ module; let us focus on some properties of these modules for a while.

Proposition 1.10. Let I be an $\mathcal{O}_{L}$-ideal. Then there exist $\alpha, \beta \in L, \alpha, \beta \neq 0$, such that $I=[\alpha, \beta]$. If $I$ is integral, then $\alpha, \beta \in \mathcal{O}_{L}$. Every other $\mathcal{O}_{K}$-module basis of $I$ is of the form $[p \alpha+r \beta, q \alpha+s \beta]$ for some $p, q, r, s \in \mathcal{O}_{K}$ such that $p s-q r \in \mathcal{U}_{K}$.

Proof. First, assume that $I$ is an integral ideal. Then, similarly as in the proof of Proposition 1.1, any three or more elements of $\mathcal{O}_{L}$ are linearly dependent over $\mathcal{O}_{K}$. Hence, it is sufficient to prove that every possible $\mathcal{O}_{K}$-module basis of $I$ needs to have at least two elements, and thus is of the form $I=[\alpha, \beta]$ for some nonzero elements $\alpha, \beta$ of $\mathcal{O}_{L}$.

For a contradiction, assume that $I=[\alpha]$ for a nonzero element $\alpha$ of $\mathcal{O}_{L}$, i.e. $I=\alpha \mathcal{O}_{K}$. Then it must hold that $\alpha \bar{\alpha} \in \alpha \mathcal{O}_{K}$; hence $\alpha \bar{\alpha}=\alpha t$ for an element $t \in \mathcal{O}_{K}$, so $\alpha(\bar{\alpha}-t)=0$. Since $\alpha \neq 0$, we have that $\bar{\alpha}=t$, and thus $\alpha \in \mathcal{O}_{K}$.

But then $\alpha \Omega \notin K$ and $I=\alpha \mathcal{O}_{K} \subseteq K$ at the same time; therefore $\alpha \Omega \notin I$. That is a contradiction with the fact that $I$ is an $\mathcal{O}_{L}$-ideal.

If $I$ is a fractional ideal, then there exists an element $r \in \mathcal{O}_{K}$ such that $r I \subseteq \mathcal{O}_{L}$. By the first part of the proof there exist $\alpha, \beta \in \mathcal{O}_{L}, \alpha, \beta \neq 0$, such that $r I=[\alpha, \beta]$; therefore, $\frac{\alpha}{r}, \frac{\beta}{r} \in L$, and $I=\left[\frac{\alpha}{r}, \frac{\beta}{r}\right]$. The rest of the proposition is clear.

Consider an ideal $I=[\alpha, \beta]$ in $\mathcal{O}_{L}$. Then there exists a $2 \times 2$ matrix $M$ consisting of elements of $K$ such that

$$
\binom{\alpha}{\beta}=M \cdot\binom{1}{\Omega} .
$$

Then also

$$
\left(\begin{array}{ll}
\bar{\alpha} & \alpha  \tag{1.6}\\
\bar{\beta} & \beta
\end{array}\right)=M \cdot\left(\begin{array}{cc}
1 & 1 \\
\bar{\Omega} & \Omega
\end{array}\right),
$$

and thus

$$
\begin{equation*}
\operatorname{det} M=\frac{\bar{\alpha} \beta-\alpha \bar{\beta}}{\Omega-\bar{\Omega}} . \tag{1.7}
\end{equation*}
$$

The proof of the following lemma is just a direct computation.
Lemma 1.11. Let $I=[\alpha, \beta]$ be an ideal and $M$ the same matrix as above. Assume that $[p \alpha+r \beta, q \alpha+s \beta]$ is another $\mathcal{O}_{K}$-module basis of $I$, and $\widetilde{M}$ the matrix corresponding to this basis. Then $\operatorname{det} \widetilde{M}=(p s-q r) \operatorname{det} M$.

Lemma 1.12. $\operatorname{det} M \in K$, and if $\alpha, \beta \in \mathcal{O}_{L}$, then $\operatorname{det} M \in \mathcal{O}_{K}$.
Proof. The first part is clear, since $M$ is a matrix consisting of elements of $K$. To prove the second part, consider $\alpha, \beta \in \mathcal{O}_{L}$. Using Proposition 1.1, we can write $\alpha=a_{1}+a_{2} \Omega, \beta=b_{1}+b_{2} \Omega$ with $a_{1}, a_{2}, b_{1}, b_{2} \in \mathcal{O}_{K}$. Hence, we can compute

$$
\begin{aligned}
\operatorname{det} M & =\frac{\bar{\alpha} \beta-\alpha \bar{\beta}}{\Omega-\bar{\Omega}}=\frac{\left(a_{1}+a_{2} \bar{\Omega}\right)\left(b_{1}+b_{2} \Omega\right)-\left(a_{1}+a_{2} \Omega\right)\left(b_{1}+b_{2} \bar{\Omega}\right)}{\Omega-\bar{\Omega}} \\
& =\frac{\left(a_{1} b_{2}-a_{2} b_{1}\right)(\Omega-\bar{\Omega})}{\Omega-\bar{\Omega}}=a_{1} b_{2}-a_{2} b_{1} \in \mathcal{O}_{K} .
\end{aligned}
$$

If $I$ is a fractional $\mathcal{O}_{L}$-ideal, then $\mathcal{N}_{L / K}(I)=\left(\mathcal{N}_{L / K}(\alpha) \mid \alpha \in I\right)$ is the relative norm of the ideal $I$. Note that if $I, J$ are two $\mathcal{O}_{L}$-ideals such that $I \subseteq J$, then $\mathcal{N}_{L / K}(I) \subseteq \mathcal{N}_{L / K}(J)$. Since $\mathcal{N}_{L / K}(I)$ is an $\mathcal{O}_{K}$-ideal and $h(K)=1$ by the assumption, this ideal has to be principal. If $I=(\alpha)$ is a principal ideal, then it clearly holds that $\mathcal{N}_{L / K}((\alpha))=\left(\mathcal{N}_{L / K}(\alpha)\right)$. Generally, the generator of the ideal $\mathcal{N}_{L / K}(I)$ can be written explicitly in terms of the $\mathcal{O}_{K}$-module basis of $I$, as the following lemma shows.

Lemma 1.13. Let $I=[\alpha, \beta]$ be an ideal, and $M$ the same matrix as above. Then $\operatorname{det} M$ generates the $\mathcal{O}_{K}$-ideal $\mathcal{N}_{L / K}(I)$.

Proof. This is a well-known result holding for any finite Galois extension $E / F$ such that $h(F)=1$. The proof can be found e.g. in [Mann, 1958, Th. 1].

Let us now determine what will be later recognized as the inverse class of an ideal. We need to start with a technical lemma, which will also turn out to be useful later in the proof of Proposition 2.1, as the elements here will be exactly the coefficients of the quadratic form obtained from the ideal $[\alpha, \beta]$.

Lemma 1.14. Let $[\alpha, \beta]$ be an ideal, and $M$ the same matrix as above. Then

$$
\frac{\alpha \bar{\alpha}}{\operatorname{det} M}, \frac{\beta \bar{\beta}}{\operatorname{det} M}, \frac{\bar{\alpha} \beta+\alpha \bar{\beta}}{\operatorname{det} M}
$$

are coprime elements of $\mathcal{O}_{K}$.
Proof. We start by proving that $\frac{\alpha \bar{\alpha}}{\operatorname{det} M}, \frac{\beta \bar{\beta}}{\operatorname{det} M}, \frac{\bar{\alpha} \beta+\alpha \bar{\beta}}{\operatorname{det} M}$ are elements of $\mathcal{O}_{K}$. First, assume that $\alpha, \beta \in \mathcal{O}_{L}$. Then $\operatorname{det} M \in \mathcal{O}_{K}$ by Lemma 1.12 hence we need to show that the elements $\alpha \bar{\alpha}, \beta \bar{\beta}, \bar{\alpha} \beta+\alpha \bar{\beta}$ are divisible by $\operatorname{det} M$ in $\mathcal{O}_{K}$. Since $\alpha \in[\alpha, \beta]$, there is $(\alpha) \subset[\alpha, \beta]$. It follows from Lemma 1.13 that

$$
(\alpha \bar{\alpha})=\left(\mathcal{N}_{L / K}(\alpha)\right) \subset \mathcal{N}_{L / K}([\alpha, \beta])=(\operatorname{det} M)
$$

and therefore $\alpha \bar{\alpha}$ is divisible by $\operatorname{det} M$ in $\mathcal{O}_{K}$. By the same argument, $\beta \bar{\beta}$ is divisible by det $M$ in $\mathcal{O}_{K}$. Similarly, $(\alpha+\beta) \subset[\alpha, \beta]$ implies that $\mathcal{N}_{L / K}(\alpha+\beta)$ is divisible by $\operatorname{det} M$. Since $\mathcal{N}_{L / K}(\alpha+\beta)=\alpha \bar{\alpha}+\beta \bar{\beta}+\bar{\alpha} \beta+\alpha \bar{\beta}$, we see that $\bar{\alpha} \beta+\alpha \bar{\beta}=\mathcal{N}_{L / K}(\alpha+\beta)-\alpha \bar{\alpha}-\beta \bar{\beta}$ is divisible by $\operatorname{det} M$ in $\mathcal{O}_{K}$ as well.

In the general case, we can find $k \in \mathcal{O}_{K}$ such that $k \alpha, k \beta \in \mathcal{O}_{L}$. Hence, we may apply the first part of the proof to the ideal $[k \alpha, k \beta]$. Since the corresponding determinant is equal to $k^{2} \operatorname{det} M$; the terms $k^{2}$ cancel out in the fractions.

Denote $a=\frac{\alpha \bar{\alpha}}{\operatorname{det} M}, b=\frac{\bar{\alpha} \beta+\alpha \bar{\beta}}{\operatorname{det} M}, c=\frac{\beta \bar{\beta}}{\operatorname{det} M}$. To prove that $a, b, c$ are coprime, first note that $b^{2}-4 a c=(\Omega-\bar{\Omega})^{2}=D_{\Omega}$. Therefore, if $a, b, c$ were divisible by an element $p$ in $\mathcal{O}_{K} \backslash \mathcal{U}_{K}$, then $\frac{D_{\Omega}}{p^{2}}$ would be a quadratic residue modulo 4 , which is not possible, as $D_{\Omega}$ is fundamental by Lemma 1.4 .

Proposition 1.15. Let $[\alpha, \beta]$ be an ideal. Then

$$
[\alpha, \beta] \cdot[\bar{\alpha},-\bar{\beta}]=(\operatorname{det} M)
$$

as $\mathcal{O}_{L}$-ideals.
Proof. Denote

$$
I=[\alpha, \beta], \quad J=\left[\frac{\bar{\alpha}}{\operatorname{det} M}, \frac{-\bar{\beta}}{\operatorname{det} M}\right] .
$$

We will prove that $I J=[1, \Omega]$, which is equivalent to the statement of the lemma. Note that

$$
\mathcal{N}_{L / K}(J)=\frac{1}{(\operatorname{det} M)^{2}} \mathcal{N}_{L / K}([\bar{\alpha},-\bar{\beta}])=\left(\frac{1}{\operatorname{det} M}\right)
$$

therefore, $\mathcal{N}_{L / K}(I J)=(1)$ by the multiplicativity of the norm. Since we have also $\mathcal{N}_{L / K}([1, \Omega])=(1)$, to prove that $[1, \Omega]=I J$, we only need to show that $1, \Omega \in I J$ (see Mann, 1958, Cor. to Th. 1]). As $I J$ is an $\mathcal{O}_{L}$-ideal as well, it even suffices to prove that $1 \in I J$.

Clearly,

$$
I J=\left[\frac{\alpha \bar{\alpha}}{\operatorname{det} M}, \frac{-\alpha \bar{\beta}}{\operatorname{det} M}, \frac{\bar{\alpha} \beta}{\operatorname{det} M}, \frac{-\beta \bar{\beta}}{\operatorname{det} M}\right]_{\mathcal{O}_{K}}
$$

By Lemma 1.14 ,

$$
\operatorname{gcd}\left(\frac{\alpha \bar{\alpha}}{\operatorname{det} M}, \frac{\bar{\alpha} \beta+\alpha \bar{\beta}}{\operatorname{det} M}, \frac{\beta \bar{\beta}}{\operatorname{det} M}\right)=1
$$

therefore, $1 \in I J$.

### 1.5 Relative oriented class group

In the traditional correspondence, there are binary quadratic forms on one side, and the class group $\mathcal{C l}_{L}=\mathcal{I}_{L} / \mathcal{P}_{L}$, or the narrow class group $\mathcal{C l}_{L}^{+}=\mathcal{I}_{L} / \mathcal{P}_{L}^{+}$, on the other side (for details about class groups see Chapter 4). Since we are working with number fields of higher degrees, the situation is a bit more complicated. Inspired by Bhargava's definition of the class group, which consider the orientation of the bases of the ideals, we define the relative oriented class group with respect to the extension $L / K$. Compared to the rational numbers, our base field $K$ has $r$ real embeddings; therefore, instead of one sign, we consider $r$ signs: one for every real embedding. Later, in Section 2.5, we will see that these signs are closely connected to the positive definiteness of the corresponding quadratic forms.

Definition 1.16. For $a \in K$ write $\operatorname{sgn}(a)=\left(\operatorname{sgn}\left(\sigma_{1}(a)\right), \ldots, \operatorname{sgn}\left(\sigma_{r}(a)\right)\right)$, and set

$$
\begin{aligned}
\mathcal{I}_{L / K}^{o} & =\left\{\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right) \mid I \text { a fractional } \mathcal{O}_{L} \text {-ideal, } \varepsilon_{i} \in\{ \pm 1\}, i=1, \ldots, r\right\}, \\
\mathcal{P}_{L / K}^{o} & =\left\{\left((\gamma) ; \underline{\operatorname{sgn}}\left(\mathcal{N}_{L / K}(\gamma)\right)\right) \mid \gamma \in L\right\} ;
\end{aligned}
$$

here, $\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right)$ is called the oriented ideal. Then the relative oriented class group of the field extension $L / K$ is defined as

$$
\mathcal{C}_{L / K}^{o}=\mathcal{I}_{L / K}^{o} / \mathcal{P}_{L / K}^{o} .
$$

The multiplication on $\mathcal{I}_{L / K}^{o}$ is defined componentwise as

$$
\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right) \cdot\left(J ; \delta_{1}, \ldots, \delta_{r}\right)=\left(I J ; \varepsilon_{1} \delta_{1}, \ldots, \varepsilon_{r} \delta_{r}\right)
$$

thus, $\mathcal{I}_{L / K}^{o}$ is clearly an abelian group, and $\mathcal{P}_{L / K}^{o}$ is its subgroup. Therefore, the group $\mathcal{C} \ell_{L / K}^{o}$ is well-defined.

If two oriented ideals $\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right)$ and $\left(J ; \delta_{1}, \ldots, \delta_{r}\right)$ lie in the same class of $\mathcal{C}_{L / K}^{o}$, we say that they are equivalent and write $\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right) \sim\left(J ; \delta_{1}, \ldots, \delta_{r}\right)$.

Let us first compare the relative oriented class group $\mathcal{C} \ell_{L / K}^{o}$ with the class group $\mathcal{C} \ell_{L}$ of the number field $L$. In the following, by $\mathcal{O}_{L}$ is meant the principal $\mathcal{O}_{L}$-ideal generated by a unit (hence the identity element in the group $\mathcal{C} \ell_{L}$ ), and by $\left\{\mathcal{O}_{L}\right\}$ the one-element group; $\langle \pm 1\rangle^{r}$ stands for $r$ copies of the (unique) multiplicative group on 2 elements.
Proposition 1.17. Denote $H=\left\{\underline{\operatorname{sgn}}\left(\mathcal{N}_{L / K}(\mu)\right) \mid \mu \in \mathcal{U}_{L}\right\}$. Then

$$
\mathcal{C l}_{L} \simeq \mathcal{C l}_{L / K}^{o} /\left(\left\{\mathcal{O}_{L}\right\} \times\langle \pm 1\rangle^{r} / H\right)
$$

Proof. Define maps $f$ and $g$ :

$$
\begin{aligned}
& f:\left\{\mathcal{O}_{L}\right\} \times\langle \pm 1\rangle^{r} \longrightarrow \mathcal{I}_{L / K}^{o} \\
& \left(\mathcal{O}_{L} ; \underline{\varepsilon}\right) \quad \longmapsto\left(\mathcal{O}_{L} ; \underline{\varepsilon}\right) \\
& g: \quad \mathcal{I}_{L / K}^{o} \quad \longrightarrow \quad \mathcal{I}_{L} \\
& (I ; \underline{\varepsilon}) \quad \longmapsto \quad I
\end{aligned}
$$

Then $f$ is injective, $g$ surjective, and $\operatorname{Ker} g=\left\{\left(\mathcal{O}_{L} ; \underline{\varepsilon}\right) \mid \underline{\varepsilon} \in\langle \pm 1\rangle^{r}\right\}=\operatorname{Im} f$. Consider restrictions $f^{\prime}$ and $g^{\prime}$ of these two maps:

$$
\begin{array}{cccc}
f^{\prime}: & \left\{\mathcal{O}_{L}\right\} \times H & \longrightarrow & \mathcal{P}_{L / K}^{o} \\
& \left(\mathcal{O}_{L} ; \underline{\operatorname{sgn}}\left(\mathcal{N}_{L / K}(\mu)\right)\right) & \longmapsto & \left((\mu) ; \operatorname{sgn}\left(\mathcal{N}_{L / K}(\mu)\right)\right) \\
g^{\prime}: & \mathcal{P}_{L / K}^{o} & \longrightarrow & \mathcal{P}_{L} \\
& \left((\gamma) ; \underline{\left.\operatorname{sgn}\left(\mathcal{N}_{L / K}(\gamma)\right)\right)}\right. & \longmapsto & (\gamma)
\end{array}
$$

Note that $f^{\prime}$ is indeed a restricton of $f$, as $(\mu)=\mathcal{O}_{L}$ for any $\mu \in \mathcal{U}_{L}$. Again, $f^{\prime}$ is injective, $g^{\prime}$ is surjective, and $\operatorname{Ker} g^{\prime}=\left\{\left((\gamma) ; \operatorname{sgn}\left(\mathcal{N}_{L / K}(\gamma)\right)\right) \mid \gamma \in \mathcal{U}_{L}\right\}=\operatorname{Im} f^{\prime}$. Hence, we obtain the following commutative diagram:


Note that Coker $i_{1}=\left\{\mathcal{O}_{L}\right\} \times\langle \pm 1\rangle^{r} / H$, Coker $i_{2}=\mathcal{C} \ell_{L / K}^{o}$, Coker $i_{3}=\mathcal{C l}_{L / K}$, and $\operatorname{Ker} i_{3}=1$. Hence, by snake lemma, there is a short exact sequence:

$$
1 \longrightarrow\left\{\mathcal{O}_{L}\right\} \times\langle \pm 1\rangle^{r} / H \longrightarrow \mathcal{C} \ell_{L / K}^{o} \longrightarrow \mathcal{C} \ell_{L} \longrightarrow 1
$$

This sequence gives us the required isomorphism

$$
\mathcal{C l}_{L} \simeq \mathcal{C} \ell_{L / K}^{o} /\left\{\mathcal{O}_{L}\right\} \times\langle \pm 1\rangle^{r} / H
$$

Remark. The relative oriented class group could be defined for any finite Galois extension $E / F$ such that $h^{+}(F)=1$; Proposition 1.17 would remain true without any modifications.

We know that for every $\mathcal{O}_{L}$-ideal $I$, we can find $\alpha, \beta \in L$ such that $I=[\alpha, \beta]$. We would like to define orientation of such an ideal by using its basis. To do that, consider once again the matrix $M$ satisfying

$$
\left(\begin{array}{ll}
\bar{\alpha} & \alpha \\
\bar{\beta} & \beta
\end{array}\right)=M \cdot\left(\begin{array}{cc}
1 & 1 \\
\bar{\Omega} & \Omega
\end{array}\right),
$$

and take the determinant of this matrix, i.e. $\operatorname{det} M=\frac{\bar{\alpha} \beta-\alpha \bar{\beta}}{\Omega-\bar{\Omega}}$. Then define the orientation of the ideal $[\alpha, \beta]$ as $\underline{\operatorname{sgn}}(\operatorname{det} M)$ : we obtain the oriented ideal

$$
([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))=\left([\alpha, \beta] ; \operatorname{sgn}\left(\sigma_{1}(\operatorname{det} M)\right), \ldots, \operatorname{sgn}\left(\sigma_{r}(\operatorname{det} M)\right)\right) .
$$

The question is if we are able to find a well-oriented basis for any oriented ideal $\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right)$.

Lemma 1.18. Let $\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right)$ be an oriented ideal. Then there exists a basis $[\alpha, \beta]$ of I such that $\underline{\operatorname{sgn}}(\operatorname{det} M)=\left(\varepsilon_{1}, \ldots, \varepsilon_{r}\right)$, where $\operatorname{det} M=\frac{\bar{\alpha} \beta-\alpha \bar{\beta}}{\Omega-\bar{\Omega}}$.

Proof. Consider any basis $[\alpha, \beta]$ of the ideal $I$, and multiply $\alpha$ by a unit $u \in \mathcal{U}_{K}$ with the appropriate sgn $(u)$; such a unit exists by the assumption that the narrow class number of $K$ is one.

If $([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))$ and $\left(\left[\alpha^{\prime}, \beta^{\prime}\right] ; \underline{\operatorname{sgn}}\left(\operatorname{det} M^{\prime}\right)\right)$ are two oriented ideals, then their multiple is the ideal $[\alpha, \beta] \cdot\left[\alpha^{\prime}, \beta^{\prime}\right]$ with the orientation given by $\underline{\operatorname{sgn}}\left(\operatorname{det} M \cdot \operatorname{det} M^{\prime}\right)$. The existence of a basis of the ideal $[\alpha, \beta] \cdot\left[\alpha^{\prime}, \beta^{\prime}\right]$ with such an orientation is guaranteed by the previous lemma. Note that here we need the condition $h^{+}(K)=1$; otherwise, there may not exist any basis of the multiple of two ideals with the required orientation.

The orientation of a principal ideal is given directly by the definition as

$$
((\gamma) ; \underline{\operatorname{sgn}}(\gamma \bar{\gamma}))=\left((\gamma) ; \operatorname{sgn}\left(\sigma_{1}(\gamma \bar{\gamma})\right), \ldots, \operatorname{sgn}\left(\sigma_{r}(\gamma \bar{\gamma})\right)\right) .
$$

Note that if

$$
\left(\begin{array}{ll}
\overline{\gamma \alpha} & \gamma \alpha \\
\overline{\gamma \beta} & \gamma \beta
\end{array}\right)=\widetilde{M} \cdot\left(\begin{array}{cc}
1 & 1 \\
\bar{\Omega} & \Omega
\end{array}\right),
$$

then $\operatorname{det} \widetilde{M}=\gamma \bar{\gamma} \operatorname{det} M$, and therefore,

$$
((\gamma) ; \underline{\operatorname{sgn}}(\gamma \bar{\gamma})) \cdot([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))=([\gamma \alpha, \gamma \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} \widetilde{M})) .
$$

Lemma 1.19. The identity element of the group $\mathcal{C}_{L / K}^{o}$ is $([1, \Omega] ;+1, \ldots,+1)$, and the inverse to $([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))$ is $([\bar{\alpha},-\bar{\beta}] ; \underline{\operatorname{sgn}}(\operatorname{det} M))$ (taking all of the oriented ideals as representatives of classes in $\left.\mathcal{C}_{L / K}^{o}\right)$.

Proof. The orientation of the ideal $[1, \Omega]$ is $(+1, \ldots,+1)$, because $M$ is in this case the unit matrix. Hence, the oriented ideal $([1, \Omega] ;+1, \ldots,+1)$ is a representative of the identity element of the group $\mathcal{C l}_{L / K}^{o}$.

We know from Proposition 1.15 that $[\alpha, \beta] \cdot[\bar{\alpha},-\bar{\beta}]=(\operatorname{det} M)$; since the orientation of the product $[\alpha, \beta] \cdot[\bar{\alpha},-\bar{\beta}]$ is $\underline{\operatorname{sgn}}\left((\operatorname{det} M)^{2}\right)=\underline{\operatorname{sgn}}(\operatorname{det} M \overline{\operatorname{det} M})$, we even have that

$$
([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M)) \cdot([\bar{\alpha},-\bar{\beta}] ; \underline{\operatorname{sgn}}(\operatorname{det} M))=((\operatorname{det} M) ; \underline{\operatorname{sgn}}(\operatorname{det} M \overline{\operatorname{det} M})),
$$

which is an element of $\mathcal{P}_{L / K}^{o}$. Thus, the oriented ideals $([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))$ and $([\bar{\alpha},-\bar{\beta}] ; \underline{\operatorname{sgn}}(\operatorname{det} M))$ represent inverse classes in the group $\mathcal{C} l_{L / K}^{o}$.

The following lemma states an easy but very useful observation; the proof is immediate.

Lemma 1.20. Two oriented ideals $\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right)$ and $\left(J ; \delta_{1}, \ldots, \delta_{r}\right)$ are equivalent if and only if there exists $\gamma \in L$ such that $\gamma I=J$ and $\underline{\operatorname{sgn}}(\gamma \bar{\gamma})=\left(\frac{\varepsilon_{1}}{\delta_{1}}, \ldots, \frac{\varepsilon_{r}}{\delta_{r}}\right)$. Moreover, if $I=J$, then $\gamma$ has to be a unit.

## 2. Correspondence between ideals and quadratic forms

Finally, we are prepared to look at the first one of the correspondences, namely the one between the classes of quadratic forms and the relative oriented class group. The strategy is to define maps in both directions, prove that these maps are well-defined (on the equivalence classes) and that both of their compositions are identity maps. Afterward, we will take a closer look at the quadratic fields; we will see see that our new correspondence is actually a natural generalization of the traditional correspondence with $\mathbb{Q}$ as the base field. At the end of this chapter, we will restrict ourselves to quadratic forms of totally negative discriminant, and, in such a setting, we will compare the orientation of an ideal with positive definiteness of the associated quadratic form.

### 2.1 From ideals to quadratic forms

Let us define a map assigning a quadratic form to an oriented ideal.

$$
\begin{array}{rlcc}
\Phi: & \mathcal{C l}_{L / K}^{o} & \longrightarrow & \mathcal{Q}_{\mathcal{D}} \\
& ([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M)) & \longmapsto & \frac{1}{\operatorname{det} M} \mathcal{N}_{L / K}(\alpha x-\beta y)=\frac{\alpha \bar{\alpha} x^{2}-(\bar{\alpha} \beta+\alpha \bar{\beta}) x y+\beta \bar{\beta} y^{2}}{\operatorname{det} M}
\end{array}
$$

To be accurate, the map $\Phi$ goes between the classes of oriented ideals and classes of quadratic forms; we omit to write the classes to relax the notation. We have to check that this map is well-defined. First, let us see that the image of this map lies in $\mathcal{Q}_{\mathcal{D}}$.
Proposition 2.1. Consider a representative $([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))$ of a class in $\mathcal{C} \ell_{L / K}^{o}$, and denote by $Q_{\alpha, \beta}$ its image under the map $\Phi$. Then $Q_{\alpha, \beta}$ is a representative of a class of $\mathcal{Q}_{\mathcal{D}}$.

Proof. We have

$$
Q_{\alpha, \beta}(x, y)=\frac{\alpha \bar{\alpha} x^{2}-(\bar{\alpha} \beta+\alpha \bar{\beta}) x y+\beta \bar{\beta} y^{2}}{\operatorname{det} M} .
$$

Lemma 1.14 ensures both that the coefficients of $Q_{\alpha, \beta}$ are elements of $\mathcal{O}_{K}$, and that this quadratic form is primitive. Thus, it only remains to verify the discriminant of $Q_{\alpha, \beta}$; one easily computes that

$$
\operatorname{Disc}\left(Q_{\alpha, \beta}\right)=(\Omega-\bar{\Omega})^{2}
$$

which is an element of $\mathcal{D}$.
To prove that the map $\Phi$ does not depend on the choice of the representative of the class in $\mathcal{C l}_{L / K}^{o}$, we start with two lemmas, which connect units from the quadratic extension $L$ with the equivalence of quadratic forms.
Lemma 2.2. Let $\mu \in \mathcal{U}_{L}$, and let $Q(x, y)$ be a quadratic form with $\operatorname{Disc}(Q) \in \mathcal{D}$. Then there exist some elements $p_{0}, q_{0}, r_{0}, s_{0} \in \mathcal{O}_{K}$ such that $p_{0} s_{0}-q_{0} r_{0}=\mu \bar{\mu}$ and $Q(x, y)=\frac{1}{p_{0} s_{0}-q_{0} r_{0}} Q\left(p_{0} x+q_{0} y, r_{0} x+s_{0} y\right)$.

Proof. Let $Q(x, y)=a x^{2}+b x y+c y^{2}$, and assume that $\operatorname{Disc}(Q)=D_{\Omega}$ (multiply $Q$ by a suitable totally positive unit if needed). There exist $u, v \in \mathcal{O}_{K}$ such that $\mu=\frac{u}{2}+\frac{v}{2} \sqrt{D_{\Omega}}$; hence $\mu \bar{\mu}=\left(\frac{u}{2}\right)^{2}+D_{\Omega}\left(\frac{v}{2}\right)^{2}$. From the condition $p_{0} s_{0}-q_{0} r_{0}=\mu \bar{\mu}$ and by comparing the coefficients of the quadratic forms $\left(p_{0} s_{0}-q_{0} r_{0}\right) Q(x, y)$ and $Q\left(p_{0} x+q_{0} y, r_{0} x+s_{0} y\right)$, we get the following system of equations:

$$
\begin{align*}
p_{0} s_{0}-q_{0} r_{0} & =\left(\frac{u}{2}\right)^{2}+D_{\Omega}\left(\frac{v}{2}\right)^{2}, \\
\left(p_{0} s_{0}-q_{0} r_{0}\right) a & =a p_{0}^{2}+b p_{0} r_{0}+c r_{0}^{2},  \tag{2.1}\\
\left(p_{0} s_{0}-q_{0} r_{0}\right) b & =2 a p_{0} q_{0}+b\left(p_{0} s_{0}+q_{0} r_{0}\right)+2 c r_{0} s_{0}, \\
\left(p_{0} s_{0}-q_{0} r_{0}\right) c & =a q_{0}^{2}+b q_{0} s_{0}+c s_{0}^{2} .
\end{align*}
$$

One can check that

$$
p_{0}=\frac{u-b v}{2}, \quad q_{0}=-c v, \quad r_{0}=a v, \quad s_{0}=\frac{u+b v}{2}
$$

fulfill the system of equations (2.1). It remains to show that $p_{0}, q_{0}, r_{0}, s_{0}$ are elements of $\mathcal{O}_{K}$. This is obvious for $q_{0}$ and $r_{0}$; for $p_{0}$ and $s_{0}$, it follows from the computation

$$
\mu \bar{\mu}=\left(\frac{u}{2}\right)^{2}+D_{\Omega}\left(\frac{v}{2}\right)^{2}=\left(\frac{u}{2}\right)^{2}+\left(b^{2}-4 a c\right)\left(\frac{v}{2}\right)^{2}=\frac{u^{2}-b^{2} v^{2}}{4}+a c v^{2}
$$

and from the fact that both $a c v^{2}$ and $\mu \bar{\mu}$ are elements of $\mathcal{O}_{K}$.
Lemma 2.3. Let $Q$ be a primitive quadratic form, and $p, q, r, s \in \mathcal{O}_{K}$ be such that $p s-q r \in \mathcal{U}_{K}$. If there exists $\mu \in \mathcal{U}_{L}$ such that $\operatorname{sgn}(\mu \bar{\mu})=\operatorname{sgn}(p s-q r)$, then $Q(x, y) \sim \frac{1}{p s-q r} Q(p x-q y,-r x+s y)$.

Proof. Use the elements $p_{0}, q_{0}, r_{0}, s_{0}$ from Lemma 2.2. $p_{0} s_{0}-q_{0} r_{0}=\mu \bar{\mu}$, and

$$
Q(x, y)=\frac{1}{p_{0} s_{0}-q_{0} r_{0}} Q\left(p_{0} x+q_{0} y, r_{0} x+s_{0} y\right)
$$

Note that $\underline{\operatorname{sgn}}\left(p_{0} s_{0}-q_{0} r_{0}\right)=\underline{\operatorname{sgn}}(\mu \bar{\mu})=\underline{\operatorname{sgn}}(p s-q r)$, and thus $\frac{p s-q r}{p_{0} s_{0}-q_{0} r_{0}} \in \mathcal{U}_{K}^{+}$. We can find the equivalence between the quadratic forms $\frac{1}{p s-q r} Q(p x-q y,-r x+s y)$ and $\frac{1}{p_{0} s_{0}-q_{0} r_{0}} Q\left(p_{0} x+q_{0} y, r_{0} x+s_{0} y\right)$; this equivalence is obtained by the change of coordinates given by the matrix

$$
\left(\begin{array}{ll}
p_{0} & q_{0} \\
r_{0} & s_{0}
\end{array}\right)\left(\begin{array}{cc}
p & -q \\
-r & s
\end{array}\right)^{-1}
$$

and by the multiplication by the totally positive unit $\frac{p s-q r}{p_{0} s_{0}-q_{0} r_{0}}$. Finally,

$$
\frac{1}{p s-q r} Q(p x-q y,-r x+s y) \sim \frac{1}{p_{0} s_{0}-q_{0} r_{0}} Q\left(p_{0} x+q_{0} y, r_{0} x+s_{0} y\right)=Q(x, y)
$$

Proposition 2.4. The map $\Phi$ does not depend on the choice of the representative $([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))$.

Proof. First, we would like to show that the definition of $\Phi$ is independent on the choice of the basis $[\alpha, \beta]$ of an ideal, i.e. that the quadratic form arising from the basis $[p \alpha+r \beta, q \alpha+s \beta]$, such that $p, q, r, s \in \mathcal{O}_{K}, p s-q r \in \mathcal{U}_{K}$, is equivalent to the one obtained from the basis $[\alpha, \beta]$; but this is not true in general, since the change of the basis may change the orientation as well. Thus, we have to add an assumption that the oriented ideals obtained from these two bases are equivalent in $\mathcal{C l}_{L / K}^{o}$ : consider two oriented ideals

$$
\mathfrak{I}=([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M)), \quad \widetilde{\mathfrak{I}}=([p \alpha+r \beta, q \alpha+s \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} \widetilde{M})),
$$

such that $p, q, r, s \in \mathcal{O}_{K}, p s-q r \in \mathcal{U}_{K}$, and assume $\mathfrak{I} \sim \widetilde{\mathfrak{I}}$. Denote $Q(x, y)=\Phi(\mathfrak{I})$, $\widetilde{Q}(x, y)=\Phi(\widetilde{\mathfrak{I}})$; we need to prove that $Q \sim \widetilde{Q}$. We have

$$
\begin{aligned}
& \widetilde{Q}(x, y)=\frac{\mathcal{N}_{L / K}((p \alpha+r \beta) x-(q \alpha+s \beta) y)}{\operatorname{det} \widetilde{M}} \\
& =\frac{\left(p^{2} \alpha \bar{\alpha}+p r(\bar{\alpha} \beta+\alpha \bar{\beta})+r^{2} \beta \bar{\beta}\right) x^{2}-(2 p q \alpha \bar{\alpha}+(p s+q r)(\bar{\alpha} \beta+\alpha \bar{\beta})+2 r s \bar{\beta}) x y+\left(q^{2} \alpha \bar{\alpha}+q s(\bar{\alpha} \beta+\alpha \bar{\beta})+s^{2} \beta \bar{\beta}\right) y^{2}}{(p s-q r) \operatorname{det} M} \\
& =\frac{\alpha \bar{\alpha}(p x-q y)^{2}-(\bar{\alpha} \beta+\alpha \bar{\beta})(p x-q y)(-r x+s y)+\beta \bar{\beta}(-r x+s y)^{2}}{(p s-q r) \operatorname{det} M}=\frac{1}{p s-q r} Q(p x-q y,-r x+s y),
\end{aligned}
$$

where $\operatorname{det} \widetilde{M}=(p s-q r) \operatorname{det} M$ by Lemma 1.11. Since we have $\mathfrak{I} \sim \widetilde{\mathfrak{I}}$ and $[\alpha, \beta]=[p \alpha+r \beta, q \alpha+s \beta]$, there exists $\mu \in \mathcal{U}_{L}$ by Lemma 1.20 , such that $\underline{\operatorname{sgn}}(\mu \bar{\mu})=\underline{\operatorname{sgn}}(p s-q r)$. Thus, the quadratic forms $Q(x, y)$ and $\widetilde{Q}(x, y)$ are equivalent by Lemma 2.3.

Now, let us consider any two equivalent oriented ideals; the equivalence is given by multiplication by a principal oriented ideal $((\gamma) ; \underline{\operatorname{sgn}}(\gamma \bar{\gamma}))$, i.e. we have a pair of oriented ideals $([\alpha, \beta] ; \operatorname{sgn}(\operatorname{det} M))$ and $([\gamma \alpha, \gamma \beta] ; \operatorname{sgn}(\gamma \bar{\gamma} \operatorname{det} M))$. The situation in this case is much easier, because the image of the oriented ideal $([\gamma \alpha, \gamma \beta] ; \underline{\operatorname{sgn}}(\gamma \bar{\gamma} \operatorname{det} M))$ under the map $\Phi$ is the quadratic form

$$
\begin{aligned}
\frac{1}{\gamma \bar{\gamma} \operatorname{det} M} \mathcal{N}_{L / K}(\gamma \alpha x-\gamma \beta y)=\frac{\gamma \alpha \overline{\gamma \alpha} x^{2}-(\overline{\gamma \alpha} \gamma \beta+\gamma \alpha \overline{\gamma \beta}) x y+\gamma \beta \overline{\gamma \beta} y^{2}}{\gamma \bar{\gamma} \operatorname{det} M} \\
=\frac{\alpha \bar{\alpha} x^{2}-(\bar{\alpha} \beta+\alpha \bar{\beta}) x y+\beta \bar{\beta} y^{2}}{\operatorname{det} M},
\end{aligned}
$$

which is identical to the quadratic form obtained from $([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))$.

### 2.2 From quadratic forms to ideals

To get an oriented ideal from a quadratic form, define a map

$$
\begin{array}{cccc}
\Psi: & \mathcal{Q}_{\mathcal{D}} & \longrightarrow & \mathcal{C l}_{L / K}^{o} \\
& Q(x, y)=a x^{2}+b x y+c y^{2} & \longmapsto & \left(\left[a, \frac{-b+\sqrt{\operatorname{Disc}(Q)}}{2}\right] ; \underline{\operatorname{sgn}}(a)\right)
\end{array}
$$

By abuse of notation, we omit to write the classes; we have to show that this map is well-defined.

Proposition 2.5. Let $Q(x, y)=a x^{2}+b x y+c y^{2}$ be a representative of a class in $\mathcal{Q}_{\mathcal{D}}$. Then its image under the map $\Psi$ is an element of $\mathcal{I}_{L / K}^{o}$.

Proof. Set $D=\operatorname{Disc}(Q)$, and note that

$$
\begin{aligned}
a \Omega & =\frac{b-u w}{2 u} \cdot a+\frac{a}{u} \cdot \frac{-b+\sqrt{D}}{2}, \\
\frac{-b+\sqrt{D}}{2} \Omega & =-\frac{c}{u} \cdot a-\frac{b+u w}{2 u} \cdot \frac{-b+\sqrt{D}}{2},
\end{aligned}
$$

where $D=u^{2} D_{\Omega}$ for a totally positive unit $u \in \mathcal{U}_{K}^{+}$, and $\Omega=\frac{-w+\sqrt{D_{\Omega}}}{2}$ by 1.1. Hence, $\left[a, \frac{-b+\sqrt{D}}{2}\right]$ is indeed an $\mathcal{O}_{L}$-ideal, and we only need to compute the orientation of the basis. Let $M$ be such a matrix that

$$
\left(\begin{array}{cc}
a & a \\
\frac{-b-\sqrt{D}}{2} & \frac{-b+\sqrt{D}}{2}
\end{array}\right)=M \cdot\left(\begin{array}{cc}
1 & 1 \\
\Omega & \Omega
\end{array}\right) .
$$

We need to prove that $\underline{\operatorname{sgn}}(\operatorname{det} M)=\underline{\operatorname{sgn}}(a)$. There is

$$
\operatorname{det} M=\frac{a \frac{-b+\sqrt{D}}{2}-a \frac{-b-\sqrt{D}}{2}}{\Omega-\bar{\Omega}}=\frac{a \sqrt{D}}{\Omega-\bar{\Omega}}=u a
$$

with the same unit $u$ as above, i.e. $\sqrt{D}=u \sqrt{D_{\Omega}}=u(\Omega-\bar{\Omega})$. Since $u$ is totally positive, we have $\underline{\operatorname{sgn}}(\operatorname{det} M)=\underline{\operatorname{sgn}}(a)$.

Proposition 2.6. The map $\Psi$ does not depend on the choice of the representative $Q(x, y)$.

Proof. Let $Q(x, y)=a x^{2}+b x y+c y^{2}$ be a quadratic form of discriminant $D \in \mathcal{D}$, and $u \in \mathcal{U}_{K}^{+}$. Then

$$
\begin{aligned}
\Psi(u Q(x, y)) & =\left(\left[u a, \frac{-u b+\sqrt{u^{2} D}}{2}\right] ; \underline{\operatorname{sgn}(u a))}\right. \\
& =((u) ; \underline{\operatorname{sgn}}(u \bar{u})) \cdot\left(\left[a, \frac{-b+\sqrt{D}}{2}\right] ; \underline{\operatorname{sgn}}(a)\right)
\end{aligned}
$$

because both $u$ and $u \bar{u}$ are totally positive. Hence,

$$
\Psi(u Q(x, y)) \sim\left(\left[a, \frac{-b+\sqrt{D}}{2}\right] ; \underline{\operatorname{sgn}}(a)\right)=\Psi(Q(x, y)) .
$$

Now, let $p, q, r, s \in \mathcal{O}_{K}$ be such that $p s-q r \in \mathcal{U}_{K}^{+}$, and consider the quadratic form $\widetilde{Q}(x, y)=Q(p x+q y, r x+s y)=\widetilde{a} x^{2}+\widetilde{b} x y+\widetilde{c} y^{2}$. We have

$$
\begin{aligned}
& \Psi(Q(x, y))=\left(\left[a, \frac{-b+\sqrt{D}}{2}\right] ; \underline{\operatorname{sgn}(a)}\right), \\
& \Psi(\widetilde{Q}(x, y))=\left(\left[\widetilde{a}, \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2}\right] ; \underline{\operatorname{sgn}}(\widetilde{a})\right) ;
\end{aligned}
$$

we need to show that these two oriented ideals are equivalent.

Let us first examine only how to come from the basis $\left[a, \frac{-b+\sqrt{D}}{2}\right]$ to the basis $\left[\widetilde{a}, \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2}\right]$; we will deal with the orientations afterwards.

$$
\begin{aligned}
& {\left[\widetilde{a}, \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2}\right] \xrightarrow{\cdot \frac{1}{\bar{a}}}\left[1, \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 \widetilde{a}}\right] \xrightarrow{\left(\begin{array}{c}
q \\
s \\
s
\end{array}\right)}\left[p \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 a}+q, r \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 a}+s\right]} \\
& \xrightarrow{\left(r \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 a}+s\right)^{-1}}\left[\frac{p-\frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 a}+q}{r-\frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 a}+s}, 1\right] \stackrel{(\text { Lemma }}{=}\left[\frac{1.9}{2}\left[\frac{-b+\sqrt{D}}{2 a}, 1\right]\right. \\
& \xrightarrow{\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)}\left[1, \frac{-b+\sqrt{D}}{2 a}\right] \xrightarrow{\cdot a}\left[a, \frac{-b+\sqrt{D}}{2}\right]
\end{aligned}
$$

Recall that the multiplication of the basis by an element $\gamma$ change the orientation by $\operatorname{sgn}(\gamma \bar{\gamma})$, and the action by a matrix $M$ on the basis change the orientation by $\operatorname{sgn}(\operatorname{det} M)$. Since $a \in K$, there is $a \bar{a}=a^{2}$, which is totally positive. Thus, the multiplication by $a$ does not change the orientation; the same holds for $\underset{\tilde{a}}{1} \in K$. Also, both $-(p s-q r)$ and -1 are totally negative, and hence both the transformations by the matrices $\left(\begin{array}{cc}q \\ s & p\end{array}\right)$ and $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ change the orientation to the opposite one; together they does not affect the orientation. Therefore, the only impact might have the multiplication by $\left(r \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 a}+s\right)^{-1}$ :

$$
\begin{aligned}
& \underline{\operatorname{sgn}}\left(\left(r \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 \widetilde{a}}+s\right)^{-1} \overline{\left.\left(r \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 \widetilde{a}}+s\right)^{-1}\right)}\right. \\
& =\underline{\operatorname{sgn}}\left(\left(r \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2 \widetilde{a}}+s\right)\left(r \frac{-\widetilde{b}-\sqrt{\widetilde{D}}}{2 \widetilde{a}}+s\right)\right) \\
& =\underline{\operatorname{sgn}}\left((-r \widetilde{b}+2 s \widetilde{a})^{2}-r^{2} \widetilde{D}\right)=\underline{\operatorname{sgn}}\left(r^{2} \widetilde{b}^{2}-4 r s \widetilde{a} \widetilde{b}+4 s^{2} \widetilde{a}^{2}-r^{2}\left(\widetilde{b}^{2}-4 \widetilde{a} \widetilde{c}\right)\right) \\
& =\underline{\operatorname{sgn}}\left(4 \widetilde{a}\left(\widetilde{a} s^{2}-\widetilde{b} r s+\widetilde{c} r^{2}\right)\right) \stackrel{\text { s.1.5 }}{=} \underline{\operatorname{sgn}}\left(4 \widetilde{a}(p s-q r)^{2} a\right)=\underline{\operatorname{sgn}}(\widetilde{a} a)
\end{aligned}
$$

(we used the facts that $4 \widetilde{a}^{2}$ and $4(p s-q r)^{2}$ are totally positive). All the mentioned transformations together changed the orientation of the ideal from $\operatorname{sgn}(\widetilde{a})$ to $\underline{\operatorname{sgn}}(\widetilde{a}) \cdot \underline{\operatorname{sgn}}(\widetilde{a} a)=\underline{\operatorname{sgn}}\left(\widetilde{a}^{2} a\right)=\underline{\operatorname{sgn}}(a)$, and that is exactly the desired orientation. Hence, the oriented ideals $\left(\left[a, \frac{-b+\sqrt{D}}{2}\right] ; \underline{\operatorname{sgn}}(a)\right)$ and $\left(\left[\widetilde{a}, \frac{-\widetilde{b}+\sqrt{\widetilde{D}}}{2}\right] ; \underline{\operatorname{sgn}}(\widetilde{a})\right)$ are equivalent.

### 2.3 Proof of the bijection

We are ready to prove that the maps $\Phi$ and $\Psi$ defined in the two previous subsections are mutually inverse bijections.

Theorem 2.7. Let $K$ be a number field of narrow class number one. Let $D$ be a fundamental element of $\mathcal{O}_{K}$. Set $L=K(\sqrt{D})$, and $\mathcal{D}=\left\{u^{2} D \mid u \in \mathcal{U}_{K}^{+}\right\}$. We have a bijection

$$
\begin{array}{ccc}
\mathcal{Q}_{\mathcal{D}} & \stackrel{1: 1}{\longleftrightarrow} & \mathcal{C l}_{L / K}^{o} \\
Q(x, y)=a x^{2}+b x y+c y^{2} & \stackrel{\Psi}{\longleftrightarrow} & \left(\left[a, \frac{-b+\sqrt{\operatorname{Disc}(Q)}}{2}\right] ; \underline{\operatorname{sgn}}(a)\right) \\
\frac{\alpha \bar{\alpha} x^{2}-(\bar{\alpha} \beta+\alpha \bar{\beta}) x y+\beta \bar{\beta} y^{2}}{\frac{\bar{\alpha} \beta-\alpha \bar{B}}{\sqrt{D}}} & \stackrel{\Phi}{\longleftrightarrow} & \left([\alpha, \beta] ; \underline{\left.\operatorname{sgn}\left(\frac{\bar{\alpha} \beta-\alpha \bar{\beta}}{\sqrt{D}}\right)\right)}\right.
\end{array}
$$

Proof. Let $\Omega$ be such that $\mathcal{O}_{L}=[1, \Omega]$. By Lemma 1.5 , there is a unit $u \in \mathcal{U}_{K}$ (not necessarily totally positive) such that $D=u^{2} D_{\Omega}$; then we have $\mathcal{O}_{L}=[1, u \Omega]$ and $u^{2} D_{\Omega}=(u \Omega-\overline{u \Omega})^{2}$. If we begin with the canonical basis $[1, u \Omega]$ of $\mathcal{O}_{L}$ instead of $[1, \Omega]$, we get the same results for $D$ in the place of $D_{\Omega}$. Therefore, without loss of generality, we may assume that $D=D_{\Omega}$. Note that under this assumption

$$
\frac{\bar{\alpha} \beta-\alpha \bar{\beta}}{\sqrt{D}}=\operatorname{det} M
$$

Let

$$
\mathfrak{I}=([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))
$$

be a representative of a class in $\mathcal{C l}_{L / K}^{o}$, and

$$
Q_{\alpha, \beta}(x, y)=\frac{\alpha \bar{\alpha} x^{2}-(\bar{\alpha} \beta+\alpha \bar{\beta}) x y+\beta \bar{\beta} y^{2}}{\operatorname{det} M}
$$

its image under the map $\Phi$. If we use the map $\Psi$ now, we obtain the oriented ideal

$$
\mathfrak{I}^{\prime}=\left(\left[\frac{\alpha \bar{\alpha}}{\operatorname{det} M}, \frac{\bar{\alpha} \beta+\alpha \bar{\beta}}{2 \operatorname{det} M}+\frac{\Omega-\bar{\Omega}}{2}\right] ; \operatorname{sgn}\left(\frac{\alpha \bar{\alpha}}{\operatorname{det} M}\right)\right) .
$$

Since $\operatorname{det} M=\frac{\bar{\alpha} \beta-\alpha \bar{\beta}}{\Omega-\bar{\Omega}}$, there is $\frac{\bar{\alpha} \beta+\alpha \bar{\beta}}{2 \operatorname{det} M}+\frac{\Omega-\bar{\Omega}}{2}=\frac{(\bar{\alpha} \beta+\alpha \bar{\beta})+(\bar{\alpha} \beta-\alpha \bar{\beta})}{2 \operatorname{det} M}=\frac{\bar{\alpha} \beta}{\operatorname{det} M}$. Thus,

$$
\mathfrak{I}^{\prime}=\left(\left[\frac{\alpha \bar{\alpha}}{\operatorname{det} M}, \frac{\bar{\alpha} \beta}{\operatorname{det} M}\right] ; \underline{\operatorname{sgn}}\left(\frac{\alpha \bar{\alpha}}{\operatorname{det} M}\right)\right) .
$$

If we multiply $\mathfrak{I}^{\prime}$ by the principal oriented ideal $\left(\left(\frac{\operatorname{det} M}{\bar{\alpha}}\right) ; \operatorname{sgn}\left(\frac{\operatorname{det} M}{\bar{\alpha}} \frac{\operatorname{det} M}{\alpha}\right)\right)$, we get exactly the ideal $\mathfrak{I}$. Therefore, $\mathfrak{I} \sim \mathfrak{I}^{\prime}=\Psi \Phi(\mathfrak{I})$, and $\Psi \Phi=\operatorname{id}_{\mathcal{C}_{L / K}^{o}}$.

On the other hand, consider

$$
Q(x, y)=a x^{2}+b x y+c y^{2},
$$

a representative of a class in $\mathcal{Q}_{\mathcal{D}}$. Its image under the map $\Psi$ is the oriented ideal

$$
\left(\left[a, \frac{-b+\sqrt{\operatorname{Disc}(Q)}}{2}\right] ; \underline{\operatorname{sgn}}(a)\right) .
$$

Using the map $\Phi$, we get a quadratic form

$$
Q^{\prime}(x, y)=\frac{a^{2} x^{2}+a b x y+\frac{b^{2}-\operatorname{Disc}(Q)}{4} y^{2}}{\operatorname{det} M}
$$

where

$$
\left(\begin{array}{cc}
a & a \\
\frac{-b-\sqrt{\operatorname{Disc}(Q)}}{2} & \frac{-b+\sqrt{\operatorname{Disc}(Q)}}{2}
\end{array}\right)=M \cdot\left(\begin{array}{cc}
1 & 1 \\
\Omega & \Omega
\end{array}\right),
$$

and $\operatorname{det} M=u a$ for a unit $u \in \mathcal{U}_{K}^{+}$. Hence,

$$
Q^{\prime}(x, y)=\frac{1}{u}\left(a x^{2}+b x y+c y^{2}\right),
$$

and $Q \sim Q^{\prime}=\Phi \Psi(Q)$. Therefore, $\Phi \Psi=\mathrm{id}_{\mathcal{Q}_{\mathcal{D}}}$.
Corollary 2.8. $\mathcal{Q}_{\mathcal{D}}$ carries a group structure arising from the multiplication of ideals in $K(\sqrt{D})$. The identity element of this group is represented by the quadratic form $x^{2}-(\Omega+\bar{\Omega}) x y+\Omega \bar{\Omega} y^{2}$, and the inverse element to $a x^{2}+b x y+c y^{2}$ is the quadratic form $a x^{2}-b x y+c y^{2}$.

Proof. The group structure of $\mathcal{Q}_{\mathcal{D}}$ is given by the bijection with $\mathcal{C}_{L / K}^{o}$ from Theorem 2.7. The identity element is given as the image under the map $\Phi$ of the oriented ideal $([1, \Omega] ;+1, \ldots,+1)$ (which represents the identity element in $\mathcal{C l}_{L / K}^{o}$ ); thus, the identity element is $x^{2}-(\Omega+\bar{\Omega}) x y+\Omega \bar{\Omega} y^{2}$.

Consider the quadratic forms $a x^{2}+b x y+c y^{2}$ and $a x^{2}-b x y+c y^{2}$, and set $D=b^{2}-4 a c$. The images of these two quadratic forms under the map $\Phi$ are the oriented ideals

$$
\left(\left[a, \frac{-b+\sqrt{D}}{2}\right] ; \underline{\operatorname{sgn}}(a)\right) \text { and }\left(\left[a, \frac{b+\sqrt{D}}{2}\right] ; \underline{\operatorname{sgn}}(a)\right),
$$

which represent the mutually inverse classes of $\mathcal{C l}_{L / K}^{o}$ by Lemma 1.19. Hence, the quadratic forms $a x^{2}+b x y+c y^{2}$ and $a x^{2}-b x y+c y^{2}$ are inverse to each other.

### 2.4 Quadratic fields

Let us look at the case of quadratic fields: assume $K=\mathbb{Q}$, and $L=\mathbb{Q}(\sqrt{D})$. In this case, there exists only one real embedding of $K$, and that is the identity. Thus, Proposition 1.17 says that

$$
\mathcal{C l}_{L} \simeq \mathcal{C}_{L / K}^{o} /\left\{\mathcal{O}_{L}\right\} \times\langle \pm 1\rangle / H,
$$

where $H=\left\{\operatorname{sgn} \mathcal{N}_{L / K}(\mu) \mid \mu \in \mathcal{U}_{L}\right\}$. To give more precise results, we need to distinguish three possible cases according to the sign of $D$ and the existence of a negative unit:

1. If $D<0$, then there is $\mathcal{N}_{L / K}(\gamma)>0$ for every $\gamma \in L$; therefore, the oriented ideals $([\alpha, \beta] ; \operatorname{sgn}(\operatorname{det} M))$ and $([-\alpha, \beta] ;-\operatorname{sgn}(\operatorname{det} M))$ cannot be equivalent, and it is easy to see that $\mathcal{C l}_{L / K}^{o} \simeq \mathcal{C l}_{L} \times\langle \pm 1\rangle$. Moreover, any pair of quadratic forms $a x^{2}+b x y+c y^{2}$ and $-a x^{2}+b x y-c y^{2}$ cannot be equivalent either; if one of them is positive definite, then the other one is negative definite. This explains the factor $\langle \pm 1\rangle$ in the relative oriented class group, because in the usual correspondence only positive definite forms are considered whenever $D<0$.
2. Let $D>0$, and assume that every unit has positive norm, i.e. for every $\mu \in \mathcal{U}_{L}$ there is $\mathcal{N}_{L / K}(\mu)=+1$. Consider the following surjective homomorphism:

$$
\begin{array}{rccc}
f: & \mathcal{I}_{L / K}^{o} & \longrightarrow & \mathcal{C l}_{L}^{+} \\
& (I ;+1) & \longmapsto & I \mathcal{P}_{L}^{+} \\
& (I ;-1) & \longmapsto & \sqrt{D} I \mathcal{P}_{L}^{+}
\end{array}
$$

Since $\operatorname{Ker} f=\mathcal{P}_{L / K}^{o}$, it follows that $\mathcal{C} \ell_{L / K}^{o} \simeq \mathcal{C} \ell_{L}^{+}$. Furthermore, it is well known that in this case is $\mathcal{C}_{L}^{+} \simeq \mathcal{C l}_{L} \times\langle \pm 1\rangle$; hence, we have that $\mathcal{C l}_{L / K}^{o} \simeq \mathcal{C l}_{L} \times\langle \pm 1\rangle$.
3. Finally, assume that $D>0$, and that there exists a unit of negative norm, i.e. $\mu_{0} \in \mathcal{U}_{L}$ such that $\mathcal{N}_{L / K}\left(\mu_{0}\right)=-1$; then $H=\{(+1),(-1)\}=\langle \pm 1\rangle$. Therefore, we get directly from Proposition 1.17 that $\mathcal{C}_{L / K}^{o} \simeq \mathcal{C}_{L}$. Since it is well known that in this case the groups $\mathcal{C l}_{L}$ and $\mathcal{C}_{L}^{+}$are isomorphic, we have as well that $\mathcal{C l}_{L / K}^{o} \simeq \mathcal{C l}_{L}^{+}$.

Let us summarize our observations into the following proposition:
Proposition 2.9. Let $K=\mathbb{Q}$, and let $L=\mathbb{Q}\left(\sqrt{D_{\Omega}}\right)$ for a fundamental element $D_{\Omega} \in \mathbb{Z}$.

1. If $D_{\Omega}<0$, then $\mathcal{C} \ell_{L / \mathbb{Q}}^{o} \simeq \mathcal{C l}_{L} \times\langle \pm 1\rangle$.
2. If $D_{\Omega}>0$ and $\mu \bar{\mu}=1$ for every $\mu \in \mathcal{U}_{L}$, then $\mathcal{C}_{L / \mathbb{Q}}^{o} \simeq \mathcal{C l}_{L} \times\langle \pm 1\rangle \simeq \mathcal{C l}_{L}^{+}$.
3. If $D_{\Omega}>0$ and there exists $\mu \in \mathcal{U}_{L}$ such that $\mu \bar{\mu}=-1$, then $\mathcal{C l}_{L / \mathbb{Q}}^{o} \simeq \mathcal{C l}_{L} \simeq \mathcal{C l}_{L}^{+}$.

Remark. The proposition shows us that the relative oriented class group $\mathcal{C}_{L / K}^{o}$ (and hence the correspondence between oriented ideals and quadratic forms) is a generalization of Bhargava's view to the classical correspondence; see Bhargava, 2004, Sec. 3.2].

### 2.5 Totally positive definite quadratic forms

A very interesting and well-studied class of quadratic forms are the totally positive definite ones, which form a natural generalization of sums of squares. As such, they have been studied for example in the context of representations of totally positive integers, e.g. in Blomer and Kala, 2015], Chan et al. [1996], Earnest and Khosravani (1997], Kala [2016], Siegel [1945]. Of course, a binary quadratic form can never be universal; nevertheless, our results may prove to be useful also in the study of quadratic forms of higher ranks.

If $D_{\Omega}$ is totally negative (i.e. $\sigma\left(D_{\Omega}\right)<0$ for every $\sigma \in R^{K}$; this fact will be denoted by $D_{\Omega} \prec 0$ ), then we can study the totally positive definite quadratic forms. Recall that a quadratic form $Q(x, y)=a x^{2}+b x y+c y^{2}$ is totally positive definite if $\sigma(Q(x, y))=\sigma(a) x^{2}+\sigma(b) x y+\sigma(c) y^{2}$ is positive definite for every $\sigma \in R^{K}$. It is clear from the matrix notation that $Q(x, y)=a x^{2}+b x y+c y^{2}$ is totally positive definite if and only if $a \succ 0$ (i.e. $a$ is totally positive). Therefore, if $Q(x, y)=a x^{2}+b x y+c y^{2}$ is a totally positive definite quadratic form, then its image under the map $\Psi$ is the oriented ideal $\left(\left[a, \frac{-b+\sqrt{\operatorname{Disc}(Q)}}{2}\right] ;+1, \ldots,+1\right)$.

One may ask if it is possible to describe the totally positive definite quadratic forms in terms of the oriented ideals. We start with the following lemma, which
says that if $D_{\Omega} \prec 0$, then all ideals within one class of $\mathcal{C l}_{L / K}^{o}$ have the same orientation.

Lemma 2.10. If $D_{\Omega} \prec 0$ and $\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right) \sim\left(J ; \delta_{1}, \ldots, \delta_{r}\right)$, then $\varepsilon_{i}=\delta_{i}$ for all $i=1, \ldots, r$.

Proof. By Lemma 1.20, if $\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right) \sim\left(J ; \delta_{1}, \ldots, \delta_{r}\right)$, then there exists $\gamma \in L$ such that $J=\gamma I$ and $\delta_{i}=\operatorname{sgn}\left(\sigma_{i}(\gamma \bar{\gamma})\right) \varepsilon_{i}$ for all $i=1, \ldots, r$. Since $D_{\Omega} \prec 0$, there is $\gamma \bar{\gamma} \succ 0$ for every $\gamma \in L$. Therefore, $\operatorname{sgn}\left(\sigma_{i}(\gamma \bar{\gamma})\right)=+1$, and $\delta_{i}=\varepsilon_{i}$ for all $i=1, \ldots, r$.

Proposition 2.11. Let $D_{\Omega} \prec 0$, let $Q \in \mathcal{Q}_{\mathcal{D}}$, and let $i \in\{1, \ldots, r\}$. Then the following are equivalent:
(i) $\sigma_{i}(Q)$ is positive definite,
(ii) $Q$ is the image under the map $\Phi$ of an oriented ideal $([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))$ such that $\sigma_{i}(\operatorname{det} M)>0$,
(iii) $Q$ is the image under the map $\Phi$ of an oriented ideal $([\alpha, \beta] ; \operatorname{sgn}(\operatorname{det} M))$ such that $\sigma_{i}\left(\Im\left(\frac{\beta}{\alpha}\right)\right)>0$, where $\Im\left(c_{1}+c_{2} \sqrt{D_{\Omega}}\right)=c_{2}$ for any $c_{1}, c_{2} \in K$.
Proof. Let $Q(x, y)=a x^{2}+b x y+c y^{2}$. Since $D_{\Omega} \prec 0$, the positive definiteness of $\sigma_{i}(Q)$ is given by the sign of $\sigma_{i}(a)$. First, we will prove that $(i) \Leftrightarrow(i i)$ : Recall that

$$
\Psi(Q)=\left(\left[a, \frac{-b+\sqrt{\operatorname{Disc}(Q)}}{2}\right] ; \underline{\operatorname{sgn}}(a)\right) .
$$

If $\mathfrak{I}=([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))$ is an oriented ideal such that $\Phi(\mathfrak{I})=Q(x, y)$, then $\Psi \Phi(\mathfrak{I})=\Psi(Q)$. Hence, since $\mathfrak{I} \sim \Psi \Phi(\mathfrak{I})$, there is

$$
([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M)) \sim\left(\left[a, \frac{-b+\sqrt{\operatorname{Disc}(Q)}}{2}\right] ; \underline{\operatorname{sgn}}(a)\right) .
$$

By the previous lemma, $\underline{\operatorname{sgn}}(\operatorname{det} M)=\underline{\operatorname{sgn}}(a)$. On the other hand, consider an oriented ideal $\mathfrak{I}=([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))$. Then the first coefficient of the quadratic form $\Phi(\Im)$ is equal to $\frac{\alpha \bar{\alpha}}{\operatorname{det} M}$, and $\underline{\operatorname{sgn}}\left(\frac{\alpha \bar{\alpha}}{\operatorname{det} M}\right)=\underline{\operatorname{sgn}}(\operatorname{det} M)$, because $\alpha \bar{\alpha}$ is totally positive. Therefore, $\sigma_{i}(Q)$ is positive definite if and only if $\sigma_{i}(\operatorname{det} M)>0$.

Let us prove $(i i) \Leftrightarrow(i i i)$. Assume that $Q$ is the image under the map $\Phi$ of an oriented ideal $([\alpha, \beta] ; \operatorname{sgn}(\operatorname{det} M))$. Recall that $\Omega=\frac{-w+\sqrt{D_{\Omega}}}{2}$ by 1.1 , and write $\alpha=a_{1}+a_{2} \sqrt{D_{\Omega}}, \beta=b_{1}+b_{2} \sqrt{D_{\Omega}}$ for some $a_{1}, a_{2}, b_{1}, b_{2} \in K$. One can easily compute that

$$
\operatorname{det} M=\frac{\bar{\alpha} \beta-\alpha \bar{\beta}}{\Omega-\bar{\Omega}}=2\left(a_{1} b_{2}-a_{2} b_{1}\right),
$$

and

$$
\frac{\beta}{\alpha}=\frac{a_{1} b_{1}-a_{2} b_{2} D_{\Omega}+\left(a_{1} b_{2}-a_{2} b_{1}\right) \sqrt{D_{\Omega}}}{a_{1}^{2}-a_{2}^{2} D_{\Omega}} .
$$

Thus,

$$
\Im\left(\frac{\beta}{\alpha}\right)=\frac{a_{1} b_{2}-a_{2} b_{1}}{a_{1}^{2}-a_{2}^{2} D_{\Omega}},
$$

where $a_{1}^{2}-a_{2}^{2} D_{\Omega}=a_{1}^{2}+a_{2}^{2}\left|D_{\Omega}\right|$ is totally positive. Hence,

$$
\underline{\operatorname{sgn}}\left(\Im\left(\frac{\beta}{\alpha}\right)\right)=\underline{\operatorname{sgn}}\left(a_{1} b_{2}-a_{2} b_{1}\right)=\underline{\operatorname{sgn}}(\operatorname{det} M) .
$$

The result about totally positive definite quadratic forms follows immediately from Proposition 2.11 .

Corollary 2.12. Let $D_{\Omega} \prec 0$. A quadratic form is totally positive definite if and only if it is the image under the map $\Phi$ of an oriented ideal $([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))$ such that $\Im\left(\frac{\beta}{\alpha}\right)$ is totally positive.

## 3. Composition of cubes

In the famous article Bhargava [2004], it is proved the existence of a group law on certain equivalence classes of cubes over $\mathbb{Z}$ by proving a bijection between these classes and balanced triples of oriented ideals in a quadratic field. Inspired by this article, we will extend the group law to equivalence classes of cubes over $\mathcal{O}_{K}$ for any number field $K$ of narrow class number one.

We will start with introducing the cubes, and, in Section 3.2, we will use these cubes to describe composition of quadratic forms in a different way than in Chapter 2. Then we generalize Bhargava's balanced triples of ideals, and provide some equivalent ways how to look at them. Finally, we prove the desired bijection between equivalence classes of cubes and balanced triples of ideals.

### 3.1 Cubes

Bhargava introduced cubes of integers as elements of $\mathbb{Z}^{2} \otimes_{\mathbb{Z}} \mathbb{Z}^{2} \otimes_{\mathbb{Z}} \mathbb{Z}^{2}$; if we denote by $\left\{v_{1}, v_{2}\right\}$ the standard $\mathbb{Z}$-basis of $\mathbb{Z}^{2}$, then the cube

with $a_{i j k} \in \mathbb{Z}$ can be viewed as the expression

$$
\sum_{i, j, k=1}^{2} a_{i j k} v_{i} \otimes v_{j} \otimes v_{k}
$$

which is an element of $\mathbb{Z}^{2} \otimes \mathbb{Z}^{2} \otimes \mathbb{Z}^{2}$. Similarly, we can consider $\mathcal{O}_{K}^{2} \otimes \mathcal{O}_{K}^{2} \otimes \mathcal{O}_{K}^{2}$, this time taking the tensor product over the ring $\mathcal{O}_{K}$, and represent its elements as cubes with vertices $a_{i j k} \in \mathcal{O}_{K}$. We will often refer to such a cube as in (3.1) shortly by $\left(a_{i j k}\right)$ tacitly assuming $a_{i j k} \in \mathcal{O}_{K}$ for all $i, j, k \in\{1,2\}$.

Considering a cube

it can be sliced in three different ways, which correspond to three pairs of $2 \times 2$
matrices:

$$
\begin{aligned}
R_{1} & =\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right), & S_{1} & =\left(\begin{array}{ll}
e & f \\
g & h
\end{array}\right), \\
R_{2} & =\left(\begin{array}{ll}
a & e \\
c & g
\end{array}\right), & S_{2} & =\left(\begin{array}{ll}
b & f \\
d & h
\end{array}\right), \\
R_{3} & =\left(\begin{array}{ll}
a & e \\
b & f
\end{array}\right), & S_{3} & =\left(\begin{array}{ll}
c & g \\
d & h
\end{array}\right) .
\end{aligned}
$$

To each of these pairs, a binary quadratic form $Q_{i}(x, y)=-\operatorname{det}\left(R_{i} x-S_{i} y\right)$ can be assigned:

$$
\begin{align*}
& Q_{1}(x, y)=(b c-a d) x^{2}+(a h-b g-c f+d e) x y+(f g-e h) y^{2} \\
& Q_{2}(x, y)=(c e-a g) x^{2}+(a h+b g-c f-d e) x y+(d f-b h) y^{2}  \tag{3.3}\\
& Q_{3}(x, y)=(b e-a f) x^{2}+(a h-b g+c f-d e) x y+(d g-c h) y^{2}
\end{align*}
$$

Formally, we will look at the assignment of the triple of quadratic forms (3.3) to the cube (3.2) as a map $\widetilde{\Theta}$ :


One can compute that all the quadratic forms in (3.3) have the same discriminant, namely

$$
\begin{aligned}
\operatorname{Disc}\left(Q_{i}\right)= & a^{2} h^{2}+b^{2} g^{2}+c^{2} f^{2}+d^{2} e^{2} \\
& -2(a b g h+a c f h+a e d h+b d e g+b f c g+c d e f)+4(a d f g+b c e h)
\end{aligned}
$$

for every $i=1,2,3$. Hence, we can define the discriminant of a cube $A$ as the discriminant of any of the three assigned quadratic forms; we denote this value by $\operatorname{Disc}(A)$. Furthermore, we say that a cube is projective if all the assigned quadratic forms are primitive.

Consider the group $\widetilde{\Gamma}=\mathcal{M}_{2}\left(\mathcal{O}_{K}\right) \times \mathcal{M}_{2}\left(\mathcal{O}_{K}\right) \times \mathcal{M}_{2}\left(\mathcal{O}_{K}\right)$, where $\mathcal{M}_{2}\left(\mathcal{O}_{K}\right)$ denotes the group of $2 \times 2$ matrices with entries from $\mathcal{O}_{K}$. This group has a natural action on cubes: if $\binom{p}{r}$ q $)$ ) is from the $i$-th copy of $\mathcal{M}_{2}\left(\mathcal{O}_{K}\right), 1 \leq i \leq 3$, then it acts on the cube (3.2) by replacing $\left(R_{i}, S_{i}\right)$ by $\left(p R_{i}+q S_{i}, r R_{i}+s S_{i}\right)$. Note that the first copy acts on $\left(R_{2}, S_{2}\right)$ by column operations, and on $\left(R_{3}, S_{3}\right)$ by row operations. Hence, analogous to the fact that row and column operations on rectangular matrices commute, the three copies of $\mathcal{M}_{2}\left(\mathcal{O}_{K}\right)$ in $\widetilde{\Gamma}$ commute with each other. Therefore, we can always decompose the action by $T_{1} \times T_{2} \times T_{3} \in \widetilde{\Gamma}$ into three subsequent actions:

$$
\begin{equation*}
T_{1} \times T_{2} \times T_{3}=\left(\mathrm{id} \times \mathrm{id} \times T_{3}\right)\left(\mathrm{id} \times T_{2} \times \mathrm{id}\right)\left(T_{1} \times \mathrm{id} \times \mathrm{id}\right) . \tag{3.4}
\end{equation*}
$$

Thus, we will usually restrict our attention to the action with only one nontrivial copy.

Consider the action by $\binom{p q}{r} \times \mathrm{id} \times \mathrm{id}$ on the cube (3.2); the resulting cube is


Let us investigate the quadratic forms assigned to this cube:

$$
\begin{aligned}
Q_{1}^{\prime}(x, y) & =-\operatorname{det}\left(\left(\begin{array}{ll}
p a+q e & p b+q f \\
p c+q g & p d+q h
\end{array}\right) x-\left(\begin{array}{ll}
r a+s e & r b+s f \\
r c+s g & r d+s h
\end{array}\right) y\right) \\
& =-\operatorname{det}\left(\left(\begin{array}{ll}
\left.\left.p \cdot\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)+q \cdot\left(\begin{array}{ll}
e & f \\
g & h
\end{array}\right)\right) x-\left(r \cdot\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)+s \cdot\left(\begin{array}{ll}
e & f \\
g & h
\end{array}\right)\right) y\right) \\
& =-\operatorname{det}\left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)(p x-r y)-\left(\begin{array}{ll}
e & f \\
g & h
\end{array}\right)(-q x+s y)\right) \\
& =Q_{1}(p x-r y,-q x+s y), \\
Q_{2}^{\prime}(x, y) & =-\operatorname{det}\left(\left(\begin{array}{ll}
p a+q e & r a+s e \\
p c+q g & r c+s g
\end{array}\right) x-\left(\begin{array}{ll}
p b+q f & r b+s f \\
p d+q h & r d+s h
\end{array}\right) y\right) \\
& =-\operatorname{det}\left(\left(\begin{array}{ll}
a & e \\
c & g
\end{array}\right)\left(\begin{array}{ll}
p & r \\
q & s
\end{array}\right) x-\left(\begin{array}{ll}
b & f \\
d & h
\end{array}\right)\left(\begin{array}{ll}
p & r \\
q & s
\end{array}\right) y\right.
\end{array}\right)\right. \\
& =(p s-q r) \cdot Q_{2}(x, y), \\
Q_{3}^{\prime}(x, y) & =-\operatorname{det}\left(\left(\begin{array}{ll}
p a+q e & r a+s e \\
p b+q f & r b+s f
\end{array}\right) x-\left(\begin{array}{l}
p c+q g \\
p d+q h \\
r d+s g \\
p d+s h
\end{array}\right) y\right) \\
& =-\operatorname{det}\left(\left(\begin{array}{ll}
a & e \\
b & f
\end{array}\right)\left(\begin{array}{ll}
p & r \\
q & s
\end{array}\right) x-\left(\begin{array}{ll}
c & g \\
d & h
\end{array}\right)\left(\begin{array}{ll}
p & r \\
q & s
\end{array}\right) y\right) \\
& =(p s-q r) \cdot Q_{3}(x, y) .
\end{aligned}
$$

We can see that

$$
\operatorname{Disc}\left(\left(\binom{p}{r} \times \operatorname{id} \times \operatorname{id}\right)(A)\right)=(p s-q r)^{2} \operatorname{Disc}(A)
$$

Furthermore, for $t \in \mathcal{O}_{K}$, we understand by $t A$ the cube $A$ with all vertices multiplied by $t$. It is clear that $\operatorname{Disc}(t A)=t^{4} \operatorname{Disc}(A)$. We can summarize our observations into the following lemma.

Lemma 3.1. Let $A$ be a cube, $t \in \mathcal{O}_{K}$ and $T_{1}, T_{2}, T_{3} \in \mathcal{M}_{2}\left(\mathcal{O}_{K}\right)$. Then

$$
\operatorname{Disc}\left(t\left(T_{1} \times T_{2} \times T_{3}\right)(A)\right)=t^{4}\left(\operatorname{det} T_{1}\right)^{2}\left(\operatorname{det} T_{2}\right)^{2}\left(\operatorname{det} T_{3}\right)^{2} \operatorname{Disc}(A) .
$$

Let us denote

$$
\mathrm{GL}_{2}^{+}\left(\mathcal{O}_{K}\right)=\left\{T \in \mathcal{M}_{2}\left(\mathcal{O}_{K}\right) \mid \operatorname{det} T \in \mathcal{U}_{K}^{+}\right\},
$$

and consider the subgroup

$$
\Gamma=\mathrm{GL}_{2}^{+}\left(\mathcal{O}_{K}\right) \times \mathrm{GL}_{2}^{+}\left(\mathcal{O}_{K}\right) \times \mathrm{GL}_{2}^{+}\left(\mathcal{O}_{K}\right)
$$

of the group $\widetilde{\Gamma}$. Then $\Gamma$ acts on cubes. It follows from the computations above that, for $u \in \mathcal{U}_{K}$ and $T_{1} \times T_{2} \times T_{3} \in \Gamma$, cubes $A$ and $u\left(T_{1} \times T_{2} \times T_{3}\right)(A)$ give rise to equivalent triples of quadratic forms. This justifies the following definition.
Definition 3.2. We say that two cubes $A$ and $A^{\prime}$ are equivalent (which will be denoted by $A \sim A^{\prime}$ ) if there exist $u \in \mathcal{U}_{K}$ and $T_{1} \times T_{2} \times T_{3} \in \Gamma$ such that $A^{\prime}=u\left(T_{1} \times T_{2} \times T_{3}\right)(A)$.

Recall that we denote by $\mathcal{D}$ the set of all possible discriminants, i.e. the set $\left\{u^{2}(\Omega-\bar{\Omega})^{2} \mid u \in \mathcal{U}_{K}^{+}\right\}$. Note that if $A$ is a cube such that $\operatorname{Disc}(A) \in \mathcal{D}$, then all cubes $A^{\prime}$ equivalent to $A$ satisfy $\operatorname{Disc}\left(A^{\prime}\right) \in \mathcal{D}$. We will denote by $\mathcal{C}_{\mathcal{D}}$ the set of equivalence classes of projective cubes of discriminant in $\mathcal{D}$, i.e.

$$
\mathcal{C}_{\mathcal{D}}=\left\{A \in \mathcal{O}_{K}^{2} \otimes \mathcal{O}_{K}^{2} \otimes \mathcal{O}_{K}^{2} \mid A \text { is projective, } \operatorname{Disc}(A) \in \mathcal{D}\right\} / \sim .
$$

Note that if $A$ is a representative of an equivalence class in $\mathcal{C}_{\mathcal{D}}$, then the three quadratic forms assigned to the cube $A$ are representatives of equivalence classes in $\mathcal{Q}_{\mathcal{D}}$; hence, the map $\widetilde{\Theta}$ restricts to a map $\Theta: \mathcal{C}_{\mathcal{D}} \longrightarrow \mathcal{Q}_{\mathcal{D}} \times \mathcal{Q}_{\mathcal{D}} \times \mathcal{Q}_{\mathcal{D}}$. To relax the notation, we will often omit to write the equivalence classes; by $A \in \mathcal{C}_{\mathcal{D}}$ we understand that the cube $A$ which is a representative of the class $[A]$ in $\mathcal{C}_{\mathcal{D}}$, and $\Theta(A)=\left(Q_{1}, Q_{2}, Q_{3}\right)$ actually means $\Theta([A])=\left(\left[Q_{1}\right],\left[Q_{2}\right],\left[Q_{3}\right]\right)$.

A cube $A$ is called reduced if

for some $d, f, g, h \in \mathcal{O}_{K}$. The following lemma will help us to simplify some of the proofs.
Lemma 3.3. Every projective cube is equivalent to a reduced cube.
Proof. In the case of cubes over $\mathbb{Z}$, the proof with full details can be found in Bouyer, Sec. 3.1]. The proof in the case over $\mathcal{O}_{K}$ is completely analogous, because $\mathcal{O}_{K}$ is a principal ideal domain. Here we only outline the rough idea. Consider a projective cube


It follows from projectivity that $\operatorname{gcd}(a, b, c, d, e, f, g, h)=1$; hence, we can find a cube equivalent to the original one with 1 in the place of $a$. This can be used to clear out the vertices $b, c$ and $e$.

We will point out one specific cube, and that is the cube

since the cube is triply symmetric, all the three quadratic forms assigned to this cube are equal to $Q_{\mathrm{id}}(x, y)=x^{2}-(\Omega+\bar{\Omega}) x y+\Omega \bar{\Omega} y^{2}$, the representative of the identity element in the group $\mathcal{Q}_{\mathcal{D}}$. Therefore, we will denote the cube in (3.5) by $A_{\text {id }}$.

### 3.2 Composition of binary quadratic forms

Bhargava establishes Cube Law, which says that composition of the three binary quadratic forms arising from one cube is the identity quadratic form. He shows that, in the case of projective cubes, this law is equivalent to Gauss composition by using Dirichlet's interpretation. In our case, the coefficients of the quadratic forms lie in $\mathcal{O}_{K}$ instead of $\mathbb{Z}$, and hence we are not allowed to use Dirichlet composition without reproving a generalized version. Instead of following this path, we will use the bijection between $\mathcal{Q}_{\mathcal{D}}$ and $\mathcal{C}_{L / K}^{o}$ from Chapter 2, and show that the product of the three obtained ideal classes is a principal ideal class. Recall that the bijection is given by the maps $\Psi$ and $\Phi$ :

$$
\begin{array}{ccc}
\mathcal{Q}_{\mathcal{D}} & \stackrel{1: 1}{\longleftrightarrow} & \mathcal{C}_{L / K}^{o} \\
Q(x, y)=a x^{2}+b x y+c y^{2} & \stackrel{\Psi}{\longleftrightarrow} & \left(\left[a, \frac{-b+\sqrt{\operatorname{Disc}(Q)}}{2}\right] ; \underline{\operatorname{sgn}(a))}\right. \\
\frac{\alpha \bar{\alpha} x^{2}-(\bar{\alpha} \beta+\alpha \bar{\beta}) x y+\beta \bar{\beta} y^{2}}{\operatorname{det} M} & \stackrel{\Phi}{\longleftrightarrow} & ([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))
\end{array}
$$

Lemma 3.4. Let $A \in \mathcal{C}_{\mathcal{D}}$, and denote $\Theta(A)=\left(Q_{1}, Q_{2}, Q_{3}\right)$. Let $\mathfrak{J}_{i}$ be the image of $Q_{i}$ under the map $\Psi, 1 \leq i \leq 3$. Then there exists an element $\omega \in L$ such that $\mathfrak{J}_{1} \mathfrak{J}_{2} \mathfrak{J}_{3}=((\omega) ; \operatorname{sgn}(\omega \bar{\omega}))$.

Proof. Using Lemma 3.3, we can assume that $A$ is reduced. Hence, the quadratic forms arising from this cube are

$$
\begin{align*}
& Q_{1}(x, y)=-d x^{2}+h x y+f g y^{2}, \\
& Q_{2}(x, y)=-g x^{2}+h x y+d f y^{2},  \tag{3.6}\\
& Q_{3}(x, y)=-f x^{2}+h x y+d g y^{2},
\end{align*}
$$

all of them having discriminant $D=h^{2}+4 d f g$. Their images under the map $\Psi$
are the oriented ideals

$$
\begin{align*}
& \mathfrak{J}_{1}=\left(\left[-d, \frac{-h+\sqrt{D}}{2}\right] ; \underline{\operatorname{sgn}}(-d)\right), \\
& \mathfrak{J}_{2}=\left(\left[-g, \frac{-h+\sqrt{D}}{2}\right] ; \underline{\operatorname{sgn}}(-g)\right),  \tag{3.7}\\
& \mathfrak{J}_{3}=\left(\left[-f, \frac{-h+\sqrt{D}}{2}\right] ; \underline{\operatorname{sgn}}(-f)\right) .
\end{align*}
$$

Denote by $J$ the product of the three (unoriented) ideals, and set $\omega=\frac{-h+\sqrt{D}}{2}$; by Mann, 1958, Cor. to Th. 1], it is sufficient to prove that $\omega \in J$ and that $\mathcal{N}_{L / K}(\omega)=-d f g$.

First, we have

$$
\mathcal{N}_{L / K}(\omega)=\frac{-h+\sqrt{D}}{2} \cdot \frac{-h-\sqrt{D}}{2}=\frac{h^{2}-D}{4}=-d f g,
$$

where the last equality follows from $D=h^{2}+4 d f g$. Furthermore,

$$
\begin{aligned}
J & =\left[-d f g, d f \omega, d g \omega, f g \omega,-d \omega^{2},-f \omega^{2},-g \omega^{2}, \omega^{3}\right]_{\mathcal{O}_{K}} \\
& =\left[-d f g, d f \omega, d g \omega, f g \omega, d h \omega, f h \omega, g h \omega, h^{2} \omega\right]_{\mathcal{O}_{K}}
\end{aligned}
$$

where we have used the relations

$$
\omega^{2}=d f g-h \omega, \quad \omega^{3}=-d f g h+\left(h^{2}+d f g\right) \omega .
$$

Set $G=\operatorname{gcd}\left(d f, d g, f g, d h, f h, g h, h^{2}\right)$; we want to show that $G$ is a unit, because then necessarily $\omega \in J$. It follows from primitiveness of the quadratic forms in (3.6) that $\operatorname{gcd}(d, f, g, h)=1$; therefore, $G=\operatorname{gcd}(d f, d g, f g, h)$. Let $p \in \mathcal{O}_{K}$ be a prime such that $p \mid G$. Since the quadratic form $Q_{1}$ is primitive and $p$ divides both $f g$ and $h$, we have that $p \nmid d$. But as $p \mid d f$, it has to hold that $p \mid f$. Therefore, $p \mid \operatorname{gcd}(f, h, d g)=1$, and hence both $p$ and $G$ are units.

As a consequence of this lemma, we get a new description of composition of quadratic forms.

Theorem 3.5. Let $A \in \mathcal{C}_{\mathcal{D}}$, and let $Q_{1}, Q_{2}, Q_{3}$ are the three quadratic forms arising from the cube $A$. Then their composition $Q_{1} Q_{2} Q_{3}$ is a representative of the identity element of the group $\mathcal{Q}_{\mathcal{D}}$.

Proof. It follows from Lemma 3.4 that $\Psi\left(Q_{1} Q_{2} Q_{3}\right)=\Psi\left(Q_{1}\right) \cdot \Psi\left(Q_{2}\right) \cdot \Psi\left(Q_{3}\right)$ is a principal ideal. Therefore, by Theorem 2.7,

$$
Q_{1} Q_{2} Q_{3} \sim \Phi \Psi\left(Q_{1} Q_{2} Q_{3}\right)=x^{2}-(\Omega+\bar{\Omega}) x y+\Omega \bar{\Omega} y^{2},
$$

i.e. $Q_{1} Q_{2} Q_{3}$ is a representative of the identity element of the group $\mathcal{Q}_{\mathcal{D}}$.

### 3.3 Balanced ideals

Our main goal is to equip the set $\mathcal{C}_{\mathcal{D}}$ with a group law. In this section, we will focus on the other side of the seeking correspondence: balanced triples of ideals. We will show that there are essentially three equivalent views on such a triple.

Let $\mathfrak{I}_{i}=\left(I_{i} ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{i}\right)\right), 1 \leq i \leq 3$, be oriented $\mathcal{O}_{L}$-ideals. We say that the triple $\left(\mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)$ is balanced if $I_{1} I_{2} I_{3}=\mathcal{O}_{L}$ and $\operatorname{det} M_{1} \operatorname{det} M_{2} \operatorname{det} M_{3} \in \mathcal{U}_{K}^{+}$.

Let $\left(\mathfrak{I}_{1}^{\prime}, \mathfrak{I}_{2}^{\prime}, \mathfrak{I}_{3}^{\prime}\right)$ be another balanced triple, where $\mathfrak{I}_{i}^{\prime}=\left(I_{i}^{\prime} ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{i}^{\prime}\right)\right)$ for $1 \leq i \leq 3$. The two balanced triples $\left(\mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)$ and $\left(\mathfrak{I}_{1}^{\prime}, \mathfrak{I}_{2}^{\prime}, \Im_{3}^{\prime}\right)$ are equivalent if there exist $\kappa_{i} \in L, 1 \leq i \leq 3$, such that $\mathfrak{I}_{i}^{\prime}=\kappa_{i} \mathfrak{I}_{i}$. Note that then the equality

$$
\mathcal{O}_{L}=I_{1}^{\prime} I_{2}^{\prime} I_{3}^{\prime}=\left(\kappa_{1} I_{1}\right)\left(\kappa_{2} I_{2}\right)\left(\kappa_{3} I_{3}\right)=\left(\kappa_{1} \kappa_{2} \kappa_{3}\right) \mathcal{O}_{L}
$$

implies that $\kappa_{1} \kappa_{2} \kappa_{3} \in \mathcal{U}_{L}$. Furthermore, since $\operatorname{det} M_{i}^{\prime}=\mathcal{N}_{L / K}\left(\kappa_{i}\right) \operatorname{det} M_{i}$, we have $\mathcal{N}_{L / K}\left(\kappa_{1} \kappa_{2} \kappa_{3}\right) \in \mathcal{U}_{K}^{+}$. Also note that $\left(\mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right) \sim\left(\frac{1}{\kappa} \mathfrak{I}_{1}, \kappa \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)$ for any $\kappa \in L \backslash\{0\}$.

The equivalence class of balanced triples of oriented ideals will be denoted by $\left[\left(\Im_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)\right]$. The set of all equivalence classes of balanced triples of oriented ideals together with ideal multiplication forms a group; we will denote this group by $\mathcal{B a l}\left(\mathcal{C}_{L / K}^{o}\right)$, i.e.

$$
\mathcal{B} a l\left(\mathcal{C}_{L / K}^{o}\right)=\left\{\left[\left(\mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)\right] \mid\left(\mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right) \text { a balanced triple of } \mathcal{O}_{L \text {-ideals }}\right\} .
$$

On the other hand, by $\left(\left[\mathfrak{J}_{1}\right],\left[\mathfrak{J}_{2}\right],\left[\mathfrak{J}_{3}\right]\right)$ we will mean a triple of equivalence classes of oriented ideals such that $\left[\mathfrak{J}_{1}\right] \cdot\left[\mathfrak{J}_{2}\right] \cdot\left[\mathfrak{J}_{3}\right]=\left[\left(\mathcal{O}_{L} ;+1, \ldots,+1\right)\right]$; in other words, $\mathfrak{J}_{1} \mathfrak{J}_{2} \mathfrak{J}_{3}$ is a principal oriented ideal for any choice of the representatives. Again, the set of all equivalence classes forms a group; we will denote this group by $\mathcal{T} \operatorname{rip}\left(\mathcal{C l}_{L / K}^{o}\right)$, i.e.

$$
\mathcal{T} \operatorname{rip}\left(\mathcal{C}_{L / K}^{o}\right)=\left\{\left(\left[\mathfrak{J}_{1}\right],\left[\mathfrak{J}_{2}\right],\left[\mathfrak{J}_{3}\right]\right) \mid \exists \omega \in L \text { s.t. } \mathfrak{J}_{1} \mathfrak{J}_{2} \mathfrak{J}_{3}=((\omega) ; \underline{\operatorname{sgn}}(\omega \bar{\omega}))\right\} .
$$

We will show that these two groups, $\mathcal{B a l}\left(\mathcal{C l}_{L / K}^{o}\right)$ and $\mathcal{T} \operatorname{rip}\left(\mathcal{C}_{L / K}^{o}\right)$, are naturally isomorphic.

Proposition 3.6. The maps

$$
\begin{array}{ccc}
\mathcal{B a l}\left(\mathcal{C}_{L / K}^{o}\right) & \longleftrightarrow & \mathcal{T} \operatorname{rip}\left(\mathcal{C}_{L / K}^{o}\right) \\
{\left[\left(\mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)\right]} & \stackrel{\varphi_{1}}{\longleftrightarrow} & \left(\left[\mathfrak{I}_{1}\right],\left[\mathfrak{I}_{2}\right],\left[\mathfrak{I}_{3}\right]\right), \\
{\left[\left(\frac{1}{\omega} \mathfrak{J}_{1}, \mathfrak{J}_{2}, \mathfrak{J}_{3}\right)\right]} & \stackrel{\varphi_{2}}{\longleftrightarrow} & \left(\left[\mathfrak{J}_{1}\right],\left[\mathfrak{J}_{2}\right],\left[\mathfrak{J}_{3}\right]\right), \\
\mathfrak{J}_{1} \mathfrak{J}_{2} \mathfrak{J}_{3}=((\omega) ; \underline{\operatorname{sgn}(\omega \bar{\omega}))}
\end{array}
$$

are mutually inverse group homomorphisms.
Proof. If a triple $\left(\mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)$ is balanced, then $\mathfrak{I}_{1} \mathfrak{I}_{2} \mathfrak{I}_{3}=\left(\mathcal{O}_{L} ;+1, \ldots,+1\right)$, which is a principal ideal. If $\left(\mathfrak{I}_{1}^{\prime}, \mathfrak{I}_{2}^{\prime}, \mathfrak{I}_{3}^{\prime}\right) \sim\left(\mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)$, then there exist $\kappa_{i} \in L, 1 \leq i \leq 3$, such that $\mathfrak{I}_{i}^{\prime}=\kappa_{i} \mathfrak{I}_{i}$; hence, $\mathfrak{I}_{i}^{\prime} \sim \mathfrak{I}_{i}$, and $\left(\left[\mathfrak{I}_{1}^{\prime}\right],\left[\mathfrak{I}_{2}^{\prime}\right],\left[\mathfrak{I}_{3}^{\prime}\right]\right)=\left(\left[\mathfrak{I}_{1}\right],\left[\mathfrak{I}_{2}\right],\left[\mathfrak{I}_{3}\right]\right)$. Thus, the map $\varphi_{1}$ is well-defined.

On the other hand, assume that $\mathfrak{J}_{1}, \mathfrak{J}_{2}, \mathfrak{J}_{3}$ are oriented ideals such that $\mathfrak{J}_{1} \mathfrak{J}_{2} \mathfrak{J}_{3}=((\omega) ; \underline{\operatorname{sgn}}(\omega \bar{\omega})) ;$ then $\frac{1}{\omega} \mathfrak{J}_{1} \mathfrak{J}_{2} \mathfrak{J}_{3}=\left(\mathcal{O}_{L} ;+1, \ldots,+1\right)$. The definition of $\varphi_{2}$ does not depend on the choice of the generator $\omega$ of the principal ideal, because any other generator has to be of the form $\mu \omega$ with $\mu \in \mathcal{U}_{L}$ and $\mathcal{N}_{L / K}(\mu) \in \mathcal{U}_{K}^{+}$, and hence $\left[\left(\frac{1}{\omega} \mathfrak{J}_{1}, \mathfrak{J}_{2}, \mathfrak{J}_{3}\right)\right]=\left[\left(\frac{1}{\mu \omega} \mathfrak{J}_{1}, \mathfrak{J}_{2}, \mathfrak{J}_{3}\right)\right]$. Moreover, if we take different representatives, $\left(\left[\lambda_{1} \mathfrak{J}_{1}\right],\left[\lambda_{2} \mathfrak{J}_{2}\right],\left[\lambda_{3} \mathfrak{J}_{3}\right]\right)=\left(\left[\mathfrak{J}_{1}\right],\left[\mathfrak{J}_{2}\right],\left[\mathfrak{J}_{3}\right]\right)$, then

$$
\varphi_{2}\left(\left(\left[\lambda_{1} \mathfrak{J}_{1}\right],\left[\lambda_{2} \mathfrak{J}_{2}\right],\left[\lambda_{3} \mathfrak{J}_{3}\right]\right)\right)=\left[\left(\frac{1}{\lambda_{1} \lambda_{2} \lambda_{3} \omega} \lambda_{1} \mathfrak{J}_{1}, \lambda_{2} \mathfrak{J}_{2}, \lambda_{3} \mathfrak{J}_{3}\right)\right]=\left[\left(\frac{1}{\omega} \mathfrak{J}_{1}, \mathfrak{J}_{2}, \mathfrak{J}_{3}\right)\right] .
$$

Therefore, the map $\varphi_{2}$ does not depend on the choice of the representative, and so it is well-defined.

It is clear that both of the maps are group homomorphisms. We will show that they are mutually inverse. If $\left(\mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)$ is a balanced triple of ideals, then its image under $\varphi_{2} \varphi_{1}$ is again $\left(\mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)$, because the product of the three oriented ideals is the principal ideal $\left(\mathcal{O}_{L} ;+1, \ldots,+1\right)=((1) ;+1, \ldots,+1)$; thus, $\varphi_{2} \varphi_{1}=\mathrm{id}$. For the other direction, if $\left(\left[\mathfrak{J}_{1}\right],\left[\mathfrak{J}_{2}\right],\left[\mathfrak{J}_{3}\right]\right)$ is such that $\mathfrak{J}_{1} \mathfrak{J}_{2} \mathfrak{J}_{3}=((\omega) ; \operatorname{sgn}(\omega \bar{\omega}))$, then

$$
\varphi_{1} \varphi_{2}\left(\left(\left[\mathfrak{J}_{1}\right],\left[\mathfrak{J}_{2}\right],\left[\mathfrak{J}_{3}\right]\right)\right)=\left(\left[\frac{1}{\omega} \mathfrak{J}_{1}\right],\left[\mathfrak{J}_{2}\right],\left[\mathfrak{J}_{3}\right]\right)=\left(\left[\mathfrak{J}_{1}\right],\left[\mathfrak{J}_{2}\right],\left[\mathfrak{J}_{3}\right]\right) ;
$$

therefore, $\varphi_{1} \varphi_{2}=\mathrm{id}$.
Proposition 3.7. The group $\mathcal{T}$ rip $\left(\mathcal{C l}_{L / K}^{o}\right)$ is naturally isomorphic to the group $\mathcal{C}_{L / K}^{o} \times \mathcal{C}_{L / K}^{o}$.

Proof. The projection

$$
\begin{aligned}
& \mathcal{T} \text { rip }\left(\mathcal{C l}_{L / K}^{o}\right) \longrightarrow \mathcal{C l}_{L / K}^{o} \times \mathcal{C} \ell_{L / K}^{o} \\
&\left(\left[\mathfrak{J}_{1}\right],\left[\mathfrak{J}_{2}\right],\left[\mathfrak{J}_{3}\right]\right) \longmapsto \\
&\left(\left[\mathfrak{J}_{1}\right],\left[\mathfrak{J}_{2}\right]\right)
\end{aligned}
$$

is a group isomorphism, because for given $\left[\mathfrak{J}_{1}\right]$ and $\left[\mathfrak{J}_{2}\right]$, the equivalence class $\left[\mathfrak{J}_{3}\right]$ is given uniquely as $\left[\left(\mathfrak{J}_{1} \mathfrak{J}_{2}\right)^{-1}\right]$.

### 3.4 From ideals to cubes

Finally, we have prepared all the ingredients, and so we can start with the construction of the correspondence. As the first step, we will build (an equivalence class of) a cube from a balanced triple of ideals. In this section, we will closely follow the ideas of Bhargava, 2004, Sec. 3.3].

For $\alpha \in L$ define

$$
\tau(\alpha)=\frac{\alpha-\bar{\alpha}}{\Omega-\bar{\Omega}}
$$

If $\alpha=a+b \Omega$ for some $a, b \in K$, then the definition of $\tau$ says that $\tau(\alpha)=b$. It follows that $\tau$ is additive: for any $\alpha, \beta \in L$, it holds that

$$
\tau(\alpha+\beta)=\tau(\alpha)+\tau(\beta) .
$$

Furthermore, note that if $([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))$ is an oriented ideal, then we can express $\operatorname{det} M$ as $\tau(\bar{\alpha} \beta)$. For an oriented ideal, we will often write $[\alpha, \beta]$ instead of $([\alpha, \beta] ; \underline{\operatorname{sgn}}(\operatorname{det} M))$, the orientation of the ideal implicitly given.

We would like to construct a cube from a given balanced triple of oriented ideals. Consider the following map:

$$
\begin{array}{cccc}
\Phi^{\prime}: & \mathcal{B a l}\left(\mathcal{C}_{L / K}^{o}\right) & \longrightarrow & \mathcal{C}_{\mathcal{D}} \\
& \left(\left[\alpha_{1}, \alpha_{2}\right],\left[\beta_{1}, \beta_{2}\right],\left[\gamma_{1}, \gamma_{2}\right]\right) & \longmapsto & \left(\tau\left(\alpha_{i} \beta_{j} \gamma_{k}\right)\right) \tag{3.8}
\end{array}
$$

(on both sides, the equivalence classes are omitted). The aim of this section is to prove that this map is well-defined. First, we will show how an action by $\widetilde{\Gamma}$ on bases of triples of ideals translates to an action on cubes.
Lemma 3.8. If $A$ is the image of $\left(\left[\alpha_{1}, \alpha_{2}\right],\left[\beta_{1}, \beta_{2}\right],\left[\gamma_{1}, \gamma_{2}\right]\right)$ under the map $\Phi^{\prime}$, then the image of

$$
\left(\left[p_{1} \alpha_{1}+r_{1} \alpha_{2}, q_{1} \alpha_{1}+s_{1} \alpha_{2}\right],\left[p_{2} \beta_{1}+r_{2} \beta_{2}, q_{2} \beta_{1}+s_{2} \beta_{2}\right],\left[p_{3} \gamma_{1}+r_{3} \gamma_{3}, q_{3} \gamma_{1}+s_{3} \gamma_{2}\right]\right)
$$

under the map $\Phi^{\prime}$ is the cube

$$
\left(\left(\begin{array}{c}
p_{1} r_{1} \\
q_{1} \\
s_{1}
\end{array}\right) \times\left(\begin{array}{c}
p_{2} r_{2} \\
q_{2} \\
s_{2}
\end{array}\right) \times\left(\begin{array}{c}
p_{3} r_{3} \\
q_{3}
\end{array} s_{3}\right) ~\right) ~(A) .
$$

Proof. We will consider only the pair of balanced triples $\left(\left[\alpha_{1}, \alpha_{2}\right],\left[\beta_{1}, \beta_{2}\right],\left[\gamma_{1}, \gamma_{2}\right]\right)$ and $\left(\left[p \alpha_{1}+r \alpha_{2}, q \alpha_{1}+s \alpha_{2}\right],\left[\beta_{1}, \beta_{2}\right],\left[\gamma_{1}, \gamma_{2}\right]\right)$; the rest follows from (3.4) and symmetry. Denote $a_{i j k}=\tau\left(\alpha_{i} \beta_{j} \gamma_{k}\right)$. Then the image of the balanced triple $\left(\left[p \alpha_{1}+r \alpha_{2}, q \alpha_{1}+s \alpha_{2}\right],\left[\beta_{1}, \beta_{2}\right],\left[\gamma_{1}, \gamma_{2}\right]\right)$ under the map $\Phi^{\prime}$ is a cube $\left(b_{i j k}\right)$, where

$$
\begin{aligned}
& b_{1 j k}=\tau\left(\left(p \alpha_{1}+r \alpha_{2}\right) \beta_{j} \gamma_{k}\right)=p a_{1 j k}+r a_{2 j k}, \\
& b_{2 j k}=\tau\left(\left(q \alpha_{1}+s \alpha_{2}\right) \beta_{j} \gamma_{k}\right)=q a_{1 j k}+s a_{2 j k},
\end{aligned}
$$

for any $j, k \in\{1,2\}$, and thus

$$
\left(b_{i j k}\right)=\left(\binom{p}{q} \times \mathrm{id} \times \mathrm{id}\right)\left(\left(a_{i j k}\right)\right) .
$$

In the case over $\mathbb{Z}$, Bhargava says (in the proof of Theorem 11) that if the balanced triple of ideals is replaced by an equivalent triple, the resulting cube does not change. That is not completely true; as we will prove, the two resulting cubes indeed lie in the same equivalence class. But they does not necessarily have to be the same, as shows the following example.
Example. Assume $K=\mathbb{Q}, L=\mathbb{Q}(\mathrm{i})$; then $\mathcal{O}_{L}=[1, \mathrm{i}]$. Both of the triples of oriented ideals $B=([1, \mathrm{i}],[1, \mathrm{i}],[1, \mathrm{i}])$ and $B^{\prime}=([\mathrm{i},-1],[1, \mathrm{i}],[1, \mathrm{i}])$ are balanced; moreover, $B \sim B^{\prime}$, because $[\mathrm{i},-1]=\mathrm{i} \cdot[1, \mathrm{i}]$, and i is a unit from $L$ with (totally) positive norm. We have

hence we can see that $\Phi^{\prime}(B) \neq \Phi^{\prime}\left(B^{\prime}\right)$. But one can check that the cubes are equivalent under the action by id $\times\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right) \times \mathrm{id}$.

Proposition 3.9. The map $\Phi^{\prime}$ does not depend on the choice of the representative $\left(\left[\alpha_{1}, \alpha_{2}\right],\left[\beta_{1}, \beta_{2}\right],\left[\gamma_{1}, \gamma_{2}\right]\right)$.

Proof. First, we will prove that $\Phi^{\prime}$ does not depend on the choice of the bases of the oriented ideals. If $\left[\omega_{1}, \omega_{2}\right]$ and $\left[p \omega_{1}+r \omega_{2}, q \omega_{1}+s \omega_{2}\right], p, q, r, s \in \mathcal{O}_{K}$, are two bases of the same oriented ideal, then $p s-q r \in \mathcal{U}_{K}^{+}$by Lemma 1.11 and the equality of the orientation. Hence, consider a balanced triple $\left(\left[\alpha_{1}, \alpha_{2}\right],\left[\beta_{1}, \beta_{2}\right],\left[\gamma_{1}, \gamma_{2}\right]\right)$, and let $\left(\left[p_{1} \alpha_{1}+r_{1} \alpha_{2}, q_{1} \alpha_{1}+s_{1} \alpha_{2}\right],\left[p_{2} \beta_{1}+r_{2} \beta_{2}, q_{2} \beta_{1}+s_{2} \beta_{2}\right],\left[p_{3} \gamma_{1}+r_{3} \gamma_{2}, q_{3} \gamma_{1}+s_{3} \gamma_{2}\right]\right)$ be the same balanced triple with different bases. Then $p_{i} s_{i}-q_{i} r_{i} \in \mathcal{U}_{K}^{+}, 1 \leq i \leq 3$, and it follows from Lemma 3.8 that the images of these two balanced triples under the map $\Phi^{\prime}$ are equivalent cubes.

Now, let $B=\left(\mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)$ and $B^{\prime}=\left(\mathfrak{I}_{1}^{\prime}, \mathfrak{I}_{2}^{\prime}, \mathfrak{I}_{3}^{\prime}\right)$ be two equivalent balanced triples. First, assume that $\mathfrak{I}_{2}=\mathfrak{I}_{2}^{\prime}$ and $\mathfrak{I}_{3}=\mathfrak{I}_{3}^{\prime}$; then there exists $\mu \in \mathcal{U}_{L}$ such that $\mathcal{N}_{L / K}(\mu) \in \mathcal{U}_{K}^{+}$and $\mathfrak{I}_{1}^{\prime}=\mu \mathfrak{I}_{1}$. If $\mathfrak{I}_{1}=\left(\left[\alpha_{1}, \alpha_{2}\right] ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{1}\right)\right)$, then $\mathfrak{I}_{1}^{\prime}=\left(\left[\mu \alpha_{1}, \mu \alpha_{2}\right] ; \underline{s g n}\left(\operatorname{det} M_{1}\right)\right)$, and there exist some elements $p, q, r, s \in \mathcal{O}_{K}$ such that $\mu \alpha_{1}=p \overline{\alpha_{1}}+r \alpha_{2}$ and $\mu \alpha_{2}=q \alpha_{1}+s \alpha_{2}$. Comparing the expression of the norm of $\Im_{1}^{\prime}$ using the bases $\left[\mu \alpha_{1}, \mu \alpha_{2}\right]$ and $\left[p \alpha_{1}+r \alpha_{2}, q \alpha_{1}+s \alpha_{2}\right]$, we get that

$$
\begin{aligned}
& \mathcal{N}_{L / K}(\mu) \operatorname{det} M_{1}= \mathcal{N}_{L / K} \\
& \quad\left(\left[\mu \alpha_{1}, \mu \alpha_{2}\right]\right) \\
&=\mathcal{N}_{L / K}\left(\left[p \alpha_{1}+r \alpha_{2}, q \alpha_{1}+s \alpha_{2}\right]\right)=(p s-q r) \operatorname{det} M_{1} ;
\end{aligned}
$$

hence, $p s-q r=\mathcal{N}_{L / K}(\mu)$, and thus $p s-q r \in \mathcal{U}_{K}^{+}$. By the first part of the proof, the images of $\left(\mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)$ and $\left(\mu \mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)$ are equivalent cubes.

Now, consider the general case; assume $\mathfrak{I}_{i}^{\prime}=\kappa_{i} \mathfrak{I}_{i}$ for some $\kappa_{i} \in L, 1 \leq i \leq 3$. If $B=\left(\left[\alpha_{1}, \alpha_{2}\right],\left[\beta_{1}, \beta_{2}\right],\left[\gamma_{1}, \gamma_{2}\right]\right)$, then $B^{\prime}=\left(\left[\kappa_{1} \alpha_{1}, \kappa_{1} \alpha_{2}\right],\left[\kappa_{2} \beta_{1}, \kappa_{2} \beta_{2}\right],\left[\kappa_{3} \gamma_{1}, \kappa_{3} \gamma_{2}\right]\right)$. We have that

$$
\begin{aligned}
\Phi^{\prime}(B) & =\left(\tau\left(\alpha_{i} \beta_{j} \gamma_{k}\right)\right), \\
\Phi^{\prime}\left(B^{\prime}\right) & =\left(\tau\left(\left(\kappa_{1} \alpha_{i}\right)\left(\kappa_{2} \beta_{j}\right)\left(\kappa_{3} \gamma_{k}\right)\right)\right)=\left(\tau\left(\left(\kappa_{1} \kappa_{2} \kappa_{3}\right) \alpha_{i} \beta_{j} \gamma_{k}\right)\right) .
\end{aligned}
$$

Therefore, $\Phi^{\prime}\left(B^{\prime}\right)=\Phi^{\prime}\left(\left(\left(\kappa_{1} \kappa_{2} \kappa_{3}\right) \mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)\right)$, which is equivalent to $\Phi^{\prime}(B)$ by the previous part of the proof, because $\kappa_{1} \kappa_{2} \kappa_{3}$ is a unit in $L$ of totally positive norm.

Proposition 3.10. Let $B \in \mathcal{B} a l\left(\mathcal{C} l_{L / K}^{o}\right)$. Then $\operatorname{Disc} \Phi^{\prime}(B) \in \mathcal{D}$, and the cube $\Phi^{\prime}(B)$ is projective.

Proof. First, assume that $B=([1, \Omega],[1, \Omega],[1, \Omega])$. Then

$$
\Phi^{\prime}(B)=
$$


therefore, Disc $\Phi^{\prime}(B)=(\Omega-\bar{\Omega})^{2} \in \mathcal{D}$.
Now, let

$$
B=\left(\left(\left[\alpha_{1}, \alpha_{2}\right] ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{1}\right)\right),\left(\left[\beta_{1}, \beta_{2}\right] ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{2}\right)\right),\left(\left[\gamma_{1}, \gamma_{2}\right] ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{3}\right)\right)\right) .
$$

Then there exists $u \in \mathcal{U}_{K}^{+}$such that $\operatorname{det} M_{1} \operatorname{det} M_{2} \operatorname{det} M_{3}=u$. Moreover, recall that

$$
\binom{\alpha_{1}}{\alpha_{2}}=M_{1} \cdot\binom{1}{\Omega}, \quad\binom{\beta_{1}}{\beta_{2}}=M_{2} \cdot\binom{1}{\Omega}, \quad\binom{\gamma_{1}}{\gamma_{2}}=M_{3} \cdot\binom{1}{\Omega} .
$$

It follows from Lemma 3.8 that

$$
\Phi^{\prime}(B)=\left(M_{1} \times M_{2} \times M_{3}\right)\left(A_{\mathrm{id}}\right) .
$$

Therefore, by Lemma 3.1, the discriminant of the cube $\Phi^{\prime}(B)$ is equal to

$$
\left(\operatorname{det} M_{1}\right)^{2}\left(\operatorname{det} M_{2}\right)^{2}\left(\operatorname{det} M_{3}\right)^{2} \operatorname{Disc}\left(A_{\mathrm{id}}\right)=u^{2}(\Omega-\bar{\Omega})^{2},
$$

and thus Disc $\Phi^{\prime}(B) \in \mathcal{D}$.
It remains to prove that the cube $\Phi^{\prime}(B)$ is projective. If the cube $\Phi^{\prime}(B)$ were not projective, then all the coefficients of the three assigned quadratic forms would be divisible by a prime $p \in \mathcal{O}_{K}$ (in fact, by a square of a prime), and $\frac{\text { Disc } \Phi^{\prime}(B)}{u^{2} p^{2}}=\frac{D_{\Omega}}{p^{2}}$ would be a quadratic residue modulo 4 in $\mathcal{O}_{K}$; that would contradict Lemma 1.4

### 3.5 From cubes to ideals

As the second step in the construction of the correspondence, we need to recover a balanced triple of oriented ideals from a given cube $\left(a_{i j k}\right)$. For this purpose, Bhargava solves a system of equations

$$
\begin{aligned}
\alpha_{i} \beta_{j} \gamma_{k} & =c_{i j k}+a_{i j k} \Omega, & 1 \leq i, j, k \leq 2, \\
\alpha_{i} \beta_{j} \gamma_{k} \cdot \alpha_{i^{\prime}} \beta_{j^{\prime}} \gamma_{k^{\prime}} & =\alpha_{i^{\prime}} \beta_{j^{\prime}} \gamma_{k^{\prime}} \cdot \alpha_{i} \beta_{j} \gamma_{k}, & 1 \leq i, i^{\prime}, j, j^{\prime}, k, k^{\prime} \leq 2,
\end{aligned}
$$

with indeterminates $\alpha_{i}, \beta_{j}, \gamma_{k}, c_{i j k}$. That is computationally difficult,$~ \cap$ and we will not follow this path. Instead of that, we will use our results from Theorems 2.7 and 3.5. i.e. the bijection (group isomorphism) between $\mathcal{C} l_{L / K}^{o}$ and $\mathcal{Q}_{\mathcal{D}}$, and the fact that the composition of the three quadratic forms arising from one cube lies within the same class as $Q_{\mathrm{id}}$; denote

$$
\mathcal{T} \operatorname{rip}\left(\mathcal{Q}_{\mathcal{D}}\right)=\left\{\left(\left[Q_{1}\right],\left[Q_{2}\right],\left[Q_{3}\right]\right) \mid\left[Q_{i}\right] \in \mathcal{Q}_{\mathcal{D}}, 1 \leq i \leq 3,\left[Q_{1} Q_{2} Q_{3}\right]=\left[Q_{\mathrm{id}}\right]\right\} .
$$

It follows from Theorem 3.5 that the map $\Theta$ (defined as a restriction of the map assigning triple of quadratic forms to a cube) actually goes into $\mathcal{T}$ rip $\left(\mathcal{Q}_{\mathcal{D}}\right)$. The set $\mathcal{T} \operatorname{rip}\left(\mathcal{Q}_{\mathcal{D}}\right)$ together with the operation of componentwise composition forms a group. It is clear that if the classes $\left[Q_{1}\right],\left[Q_{2}\right]$ are given, the class $\left[Q_{3}\right]$ is determined uniquely. Hence, similarly to Proposition 3.7, we get:

[^1]Proposition 3.11. The group $\mathcal{T} \operatorname{rip}\left(\mathcal{Q}_{\mathcal{D}}\right)$ is naturally isomorphic to the group $\mathcal{Q}_{\mathcal{D}} \times \mathcal{Q}_{\mathcal{D}}$.

Proposition 3.11 was the last missing piece to close the cycle of maps as illustrated in Figure 3.1 .

$$
\begin{aligned}
& \mathcal{B a l}\left(\mathcal{C l}_{L / K}^{o}\right) \stackrel{\text { Prop. [3.6 }}{\simeq} \operatorname{Trip}\left(\mathcal{C l}_{L / K}^{o}\right) \underset{\text { Prop. [3.7] }}{\simeq} \mathcal{C} \ell_{L / K}^{o} \times \mathcal{C} \ell_{L / K}^{o}
\end{aligned}
$$

Figure 3.1: Diagram of the construction of the map $\Psi^{\prime}$.
Going around the cycle in the diagram, we can formally define a map

$$
\begin{array}{rlr}
\Psi^{\prime}: \mathcal{C}_{\mathcal{D}} & \longrightarrow & \mathcal{B a l}\left(\mathcal{C}_{L / K}^{o}\right) \\
{[A]} & \longmapsto\left[\left(\Psi\left(Q_{1}\right), \Psi\left(Q_{2}\right),\left(\Psi\left(Q_{1}\right) \Psi\left(Q_{2}\right)\right)^{-1}\right)\right] \tag{3.9}
\end{array}
$$

where $Q_{1}, Q_{2}$ (and $Q_{3}$ ) are the quadratic forms arising from the cube $A$. This map is well-defined, because all the maps on the way are well-defined.

### 3.6 Composition of cubes

At this point, just one last step is remaining, and that is to prove that both $\Psi^{\prime} \Phi^{\prime}$ and $\Phi^{\prime} \Psi^{\prime}$ are identity maps. Let us start by simplifying the diagram displayed in Figure 3.1

$$
\begin{aligned}
& \mathcal{B a l}\left(\mathcal{C l}_{L / K}^{o}\right) \longleftrightarrow \mathcal{T} \operatorname{rip}\left(\mathcal{C l}_{L / K}^{o}\right) \\
& \begin{array}{c}
\Phi^{\prime} \oint \Psi^{\prime} \quad \Phi \times \Phi \times \Phi\left(\int \Psi \times \Psi \times \Psi\right. \\
\mathcal{C}_{\mathcal{D}} \xrightarrow{\Phi} \operatorname{T} \operatorname{rip}\left(\mathcal{Q}_{\mathcal{D}}\right)
\end{array}
\end{aligned}
$$

Figure 3.2: Simplified diagram of the construction of the map $\Psi^{\prime}$.
It is clear from Figure 3.1 that the map $\Psi \times \Psi \times \Psi$ (and also the map $\Phi \times \Phi \times \Phi$ ) provide a group isomorphism between $\mathcal{T} \operatorname{rip}\left(\mathcal{C l}_{L / K}^{o}\right)$ and $\mathcal{T} \operatorname{rip}\left(\mathcal{Q}_{\mathcal{D}}\right)$.

Proposition 3.12. $\Phi^{\prime} \Psi^{\prime}$ is the identity map on $\mathcal{C}_{\mathcal{D}}$.
Proof. First, note that by using the result of Lemma 3.4 and the isomorphism $\varphi_{2}$ from Proposition 3.6 , we could have defined the map $\Psi^{\prime}$ equivalently as

$$
\begin{array}{rlc}
\Psi^{\prime}: \mathcal{C}_{D} & \longrightarrow & \mathcal{B a l}\left(\mathcal{C}_{L / K}^{o}\right) \\
{[A]} & \longmapsto & \varphi_{2}\left(\left(\left[\Psi\left(Q_{1}\right)\right],\left[\Psi\left(Q_{2}\right)\right],\left[\Psi\left(Q_{3}\right)\right]\right)\right) ;
\end{array}
$$

the situation is depicted in Figure 3.3.

$$
\begin{aligned}
& {\left[\left(\frac{1}{\omega} \Psi\left(Q_{1}\right), \Psi\left(Q_{2}\right), \Psi\left(Q_{3}\right)\right)\right] \leftrightarrow\left(\left[\Psi\left(Q_{1}\right)\right],\left[\Psi\left(Q_{2}\right)\right],\left[\Psi\left(Q_{3}\right)\right]\right)} \\
& \hat{i} \operatorname{Bal}\left(\mathcal{C l}_{L / K}^{o}\right) \stackrel{\varphi_{2}}{\longleftarrow} \operatorname{Trip}\left(\mathcal{C l}_{L / K}^{o}\right) \uparrow \\
& \begin{array}{ll}
\uparrow & \Psi \times \Psi \times \Psi \\
\Psi^{\prime} & \\
& \Theta
\end{array} \\
& \mathcal{C}_{\mathcal{D}}^{\prime} \xrightarrow{\Theta} \mathcal{T} \operatorname{rip}\left(\mathcal{Q}_{\mathcal{D}}\right) \\
& {[A] \longmapsto\left(\left[Q_{1}\right],\left[Q_{2}\right],\left[Q_{3}\right]\right)}
\end{aligned}
$$

Figure 3.3: Situation in the proof of Proposition 3.12.

Let $A$ be a representative of a class in $\mathcal{C}_{\mathcal{D}}$. By Lemma 3.3, we can assume without loss of generality that $A$ is of the form


Then

$$
\begin{aligned}
& \Psi\left(Q_{1}\right)=\left(\left[-d, \frac{-h+\sqrt{D}}{2}\right] ; \underline{\operatorname{sgn}}(-d)\right), \\
& \Psi\left(Q_{2}\right)=\left(\left[-g, \frac{-h+\sqrt{D}}{2}\right] ; \underline{\operatorname{sgn}(-g)),}\right. \\
& \Psi\left(Q_{3}\right)=\left(\left[-f, \frac{-h+\sqrt{D}}{2}\right] ; \operatorname{sgn}(-f)\right),
\end{aligned}
$$

and we have proved in Lemma 3.4 that

$$
\Psi\left(Q_{1}\right) \Psi\left(Q_{2}\right) \Psi\left(Q_{3}\right)=\left(\left(\frac{-h+\sqrt{D}}{2}\right) ; \underline{\operatorname{sgn}}(-d f g)\right),
$$

where $D=\operatorname{Disc}(A)=h^{2}+4 d f g$. Hence, if we apply the map $\varphi_{2}$ to the triple $\left(\left[\Psi\left(Q_{1}\right)\right],\left[\Psi\left(Q_{2}\right)\right],\left[\Psi\left(Q_{3}\right)\right]\right)$, we obtain $\left[\left(\mathfrak{J}_{1}, \mathfrak{J}_{2}, \mathfrak{J}_{3}\right)\right]$, where

$$
\begin{aligned}
& \mathfrak{J}_{1}=\left(\left[\frac{-h-\sqrt{D}}{2 f g}, 1\right] ; \operatorname{sgn}\left(\frac{1}{f g}\right)\right), \\
& \mathfrak{J}_{2}=\left(\left[-g, \frac{-h+\sqrt{D}}{2}\right] ; \underline{\operatorname{sgn}}(-g)\right), \\
& \mathfrak{J}_{3}=\left(\left[-f, \frac{-h+\sqrt{D}}{2}\right] ; \underline{\operatorname{sgn}}(-f)\right) .
\end{aligned}
$$

| $i j k$ | Argument of the map $\tau$ | $b_{i j k}$ |
| :--- | :--- | :---: |
| 111 | $\frac{-h-\sqrt{D}}{2 f g}(-g)(-f)=-\frac{h+\sqrt{D}}{2}=-\frac{u w+h}{2}-u \Omega$ | $-u$ |
| 112 | $\frac{-h-\sqrt{D}}{2}(-g) \frac{-h+\sqrt{D}}{2}=\frac{D-h^{2}}{4 f}=d g$ | 0 |
| 121 | $\frac{-h-\sqrt{D}}{2} \frac{-h+\sqrt{D}}{2}(-f)=\frac{D-h^{2}}{4 g}=d f$ | 0 |
| 211 | $f g$ | 0 |
| 122 | $\frac{-h-\sqrt{D}}{2 f g} \frac{-h+\sqrt{D}}{2} \frac{-h+\sqrt{D}}{2}=\frac{h^{2}-D}{4 f g} \frac{-h+\sqrt{D}}{2}=-d \frac{-h+\sqrt{D}}{2}=d \frac{h-u w}{2}-u d \Omega$ | $-u d$ |
| 212 | $(-g) \frac{-h+\sqrt{D}}{2}=g \frac{h-u w}{2}-u g \Omega$ |  |
| 221 | $\frac{-h+\sqrt{D}}{2}(-f)=f \frac{h-u w}{2}-u f \Omega$ |  |
| 222 | $\frac{-h+\sqrt{D}}{2} \frac{-h+\sqrt{D}}{2}=\frac{D+h^{2}}{4}-h \frac{\sqrt{D}}{2}=\frac{h^{2}+2 d f g-u h w}{2}-h u \Omega$ | $-u g$ |

Table 3.1: Computation of the cube $\left(b_{i j k}\right)=\Phi^{\prime}\left(\left[\left(\mathfrak{J}_{1}, \mathfrak{J}_{2}, \mathfrak{J}_{3}\right)\right]\right)$.
Denote $B=\Phi^{\prime}\left(\left[\left(\mathfrak{J}_{1}, \mathfrak{J}_{2}, \mathfrak{J}_{3}\right)\right]\right)$. Using the facts that $D=u^{2} D_{\Omega}$ for a totally positive unit $u \in \mathcal{U}_{K}^{+}$, and that $\Omega=\frac{-w+\sqrt{D_{\Omega}}}{2}$, we compute that

(see Table 3.1 for detailed computations). Noting that $B=-u A$, we have that $[A]=[B]$, and hence $\Phi^{\prime} \Psi^{\prime}=\mathrm{id}_{\mathcal{C}_{\mathcal{D}}}$.

Proposition 3.13. $\Psi^{\prime} \Phi^{\prime}$ is the identity map on $\mathcal{B} a l\left(\mathcal{C}_{L / K}^{o}\right)$.
Proof. We broadly follow the ideas of [Stange, Sec. 5.4]. Let $\rho_{1}$ be the isomorphism between $\mathcal{B a l}\left(\mathcal{C l}_{L / K}^{o}\right)$ and $\mathcal{T}$ rip $\left(\mathcal{Q}_{\mathcal{D}}\right)$ given by the map $(\Phi \times \Phi \times \Phi) \varphi_{1}$, where $\varphi_{1}$ is the map defined in Proposition 3.6, and denote by $\rho_{2}$ the map $\Theta \Phi^{\prime}$ (see Figure 3.4). We will show that $\rho_{1}=\rho_{2}$; then $\Psi^{\prime} \Phi^{\prime}=\operatorname{id}_{\mathcal{B} a l\left(\mathscr{C}_{L / K}^{o}\right)}$ follows, since $\Psi^{\prime} \Phi^{\prime}=\rho_{1}^{-1} \rho_{2}$.

Consider a balanced triple $B \in \mathcal{B} a l\left(\mathcal{C l}_{L / K}^{o}\right)$, and let

$$
B=\left(\left(\left[\alpha_{1}, \alpha_{2}\right] ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{1}\right)\right),\left(\left[\beta_{1}, \beta_{2}\right] ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{2}\right)\right),\left(\left[\gamma_{1}, \gamma_{2}\right] ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{3}\right)\right)\right) .
$$

Then $\rho_{1}(B)$ is equal to

$$
\begin{equation*}
\left(\left[\frac{\mathcal{N}_{L / K}\left(\alpha_{1} x-\alpha_{2} y\right)}{\operatorname{det} M_{1}}\right],\left[\frac{\mathcal{N}_{L / K}\left(\beta_{1} x-\beta_{2} y\right)}{\operatorname{det} M_{2}}\right],\left[\frac{\mathcal{N}_{L / K}\left(\gamma_{1} x-\gamma_{2} y\right)}{\operatorname{det} M_{3}}\right]\right) \tag{3.10}
\end{equation*}
$$



Figure 3.4: Maps $\rho_{1}$ and $\rho_{2}$.

Let us compute $\rho_{2}(B)$. Recall that $\Phi^{\prime}(B)=\left(\tau\left(\alpha_{i} \beta_{j} \gamma_{k}\right)\right)$ and $\tau(\alpha)=\frac{\alpha-\bar{\alpha}}{\Omega-\bar{\Omega}}$; for $\zeta \in L$, set

$$
G(\zeta)=\left(\begin{array}{ll}
\tau\left(\alpha_{1} \beta_{1} \zeta\right) & \tau\left(\alpha_{2} \beta_{1} \zeta\right) \\
\tau\left(\alpha_{1} \beta_{2} \zeta\right) & \tau\left(\alpha_{2} \beta_{2} \zeta\right)
\end{array}\right) .
$$

Then

$$
\operatorname{det} G(\zeta)=-\mathcal{N}_{L / K}(\zeta) \cdot \frac{\overline{\alpha_{1}} \alpha_{2}-\alpha_{1} \overline{\alpha_{2}}}{\Omega-\bar{\Omega}} \cdot \frac{\overline{\beta_{1}} \beta_{2}-\beta_{1} \overline{\beta_{2}}}{\Omega-\bar{\Omega}}=-\mathcal{N}_{L / K}(\zeta) \operatorname{det} M_{1} \operatorname{det} M_{2}
$$

Note that $G\left(\gamma_{1}\right)$ is the upper face of the cube $\left(\tau\left(\alpha_{i} \beta_{j} \gamma_{k}\right)\right)$, and $G\left(\gamma_{2}\right)$ is the lower face; hence, if $Q_{3}$ denotes the third quadratic form assigned to this cube, it holds that

$$
Q_{3}(x, y)=-\operatorname{det}\left(G\left(\gamma_{1}\right) x-G\left(\gamma_{2}\right) y\right) .
$$

Therefore,

$$
\begin{equation*}
Q_{3}(x, y)=-\operatorname{det}\left(G\left(\gamma_{1} x-\gamma_{2} y\right)\right)=\mathcal{N}_{L / K}\left(\gamma_{1} x-\gamma_{2} y\right) \operatorname{det} M_{1} \operatorname{det} M_{2} . \tag{3.11}
\end{equation*}
$$

Since $B$ is a balanced triple of ideals, there exists a totally positive unit $u \in \mathcal{U}_{K}^{+}$ such that $\operatorname{det} M_{1} \operatorname{det} M_{2} \operatorname{det} M_{3}=u$. Thus, we can rewrite the expression (3.11) as

$$
Q_{3}(x, y)=u \cdot \frac{\mathcal{N}_{L / K}\left(\gamma_{1} x-\gamma_{2} y\right)}{\operatorname{det} M_{3}}
$$

Similarly, we can prove that

$$
\begin{aligned}
& Q_{1}(x, y)=u \cdot \frac{\mathcal{N}_{L / K}\left(\alpha_{1} x-\alpha_{2} y\right)}{\operatorname{det} M_{1}} \\
& Q_{2}(x, y)=u \cdot \frac{\mathcal{N}_{L / K}\left(\beta_{1} x-\beta_{2} y\right)}{\operatorname{det} M_{2}}
\end{aligned}
$$

Thus,

$$
\rho_{2}(B)=\left(\left[Q_{1}\right],\left[Q_{2}\right],\left[Q_{3}\right]\right) ;
$$

comparing with (3.10), we see that $\rho_{1}(B)=\rho_{2}(B)$.
We can summarize our results; we need the term fundamental element, which we have introduced in Definition 1.3 .

Theorem 3.14. Let $K$ be a number field of narrow class number one. Let $D$ be a fundamental element of $\mathcal{O}_{K}$. Set $L=K(\sqrt{D})$, and $\mathcal{D}=\left\{u^{2} D \mid u \in \mathcal{U}_{K}^{+}\right\}$. Then we have a bijection between $\mathcal{C}_{\mathcal{D}}$ and $\mathcal{B a l}\left(\mathcal{C}_{L / K}^{o}\right)$ given by the map $\Phi^{\prime}$ defined in (3.8) (equivalently by the map $\Psi^{\prime}$ defined in (3.9).

Proof. Let $\Omega$ be such that $\mathcal{O}_{L}=[1, \Omega]$; similarly as in the proof of Theorem 2.7 we can assume without loss of generality that $D=D_{\Omega}$. In Propositions 3.12 and 3.13. we have proved that $\Phi^{\prime}$ and $\Psi^{\prime}$ are mutually inverse bijections.

Corollary 3.15. $\mathcal{C}_{\mathcal{D}}$ carries a group structure arising from multiplication of balanced triples of oriented ideals in $K(\sqrt{D})$. The identity element of this group is represented by the cube $A_{\mathrm{id}}$,


The inverse element to $\left[\left(a_{i j k}\right)\right]$ is $\left[(-1)^{i+j+k}\left(a_{i j k}\right)\right]$, i.e.


Proof. The group structure of $\mathcal{C}_{\mathcal{D}}$ follows from Theorem 3.14
A representative of the identity element in the group $\mathcal{B} a l\left(\mathcal{C l}_{L / K}^{o}\right)$ is the triple $([1, \Omega],[1, \Omega],[1, \Omega])$; its image under the map $\Phi^{\prime}$ is the class represented by the cube $A_{\text {id }}$.

Consider a cube $\left(a_{i j k}\right)$; by Theorem 3.14, there exists a balanced triple of ideals

$$
B=\left(\left(\left[\alpha_{1}, \alpha_{2}\right] ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{1}\right)\right),\left(\left[\beta_{1}, \beta_{2}\right] ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{2}\right)\right),\left(\left[\gamma_{1}, \gamma_{2}\right] ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{3}\right)\right)\right)
$$

such that $\Phi^{\prime}(B)=\left(a_{i j k}\right)$, i.e. $a_{i j k}=\tau\left(\alpha_{i} \beta_{j} \gamma_{k}\right), 1 \leq i, j, k \leq 2$. It follows from Lemmas 1.15 and 1.19 that the inverse element to $B$ is $B^{-1}=\left(\mathfrak{I}_{1}, \mathfrak{I}_{2}, \mathfrak{I}_{3}\right)$, where

$$
\begin{aligned}
& \mathfrak{I}_{1}=\left(\left[\frac{\overline{\alpha_{1}}}{\operatorname{det} M_{1}},-\frac{\overline{\alpha_{2}}}{\operatorname{det} M_{1}}\right] ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{1}\right)\right), \\
& \mathfrak{I}_{2}=\left(\left[\frac{\overline{\beta_{1}}}{\operatorname{det} M_{2}},-\frac{\overline{\beta_{2}}}{\operatorname{det} M_{2}}\right] ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{2}\right)\right), \\
& \mathfrak{I}_{3}=\left(\left[\frac{\overline{\gamma_{1}}}{\operatorname{det} M_{3}},-\frac{\overline{\gamma_{2}}}{\operatorname{det} M_{3}}\right] ; \underline{\operatorname{sgn}}\left(\operatorname{det} M_{3}\right)\right) .
\end{aligned}
$$

Denote $u=\operatorname{det} M_{1} \operatorname{det} M_{2} \operatorname{det} M_{3}$. Then

$$
\Phi^{\prime}\left(B^{-1}\right)=\left(\tau\left((-1)^{i+j+k+1} u^{-1} \overline{\alpha_{i} \beta_{j} \gamma_{k}}\right)\right)=\left((-1)^{i+j+k+1} u^{-1} \tau\left(\overline{\alpha_{i} \beta_{j} \gamma_{k}}\right)\right) .
$$

Multiplying the cube by $u$, we get an equivalent cube $\left((-1)^{i+j+k+1} \tau\left(\overline{\alpha_{i} \beta_{j} \gamma_{k}}\right)\right)$; hence, we have to compute $\tau\left(\overline{\alpha_{i} \beta_{j} \gamma_{k}}\right)$. If we write

$$
\alpha_{i} \beta_{j} \gamma_{k}=c_{i j k}+a_{i j k} \Omega
$$

for some $c_{i j k} \in \mathcal{O}_{K}, 1 \leq i, j, k \leq 2$, then

$$
\overline{\alpha_{i} \beta_{j} \gamma_{k}}=c_{i j k}+a_{i j k} \bar{\Omega}
$$

Since $\Omega=\frac{-w+\sqrt{D_{\Omega}}}{2}$, we have that $\bar{\Omega}=-\Omega-w$; therefore,

$$
\overline{\alpha_{i} \beta_{j} \gamma_{k}}=\left(c_{i j k}-a_{i j k} w\right)-a_{i j k} \Omega,
$$

and

$$
\tau\left(\overline{\alpha_{i} \beta_{j} \gamma_{k}}\right)=\left(-a_{i j k}\right)
$$

It follows that the cube $\Phi^{\prime}\left(B^{-1}\right)$ is equivalent to the cube $\left((-1)^{i+j+k} a_{i j k}\right)$.
Together with the isomorphisms we have known before, we have proved the following corollary.

Corollary 3.16. The groups $\mathcal{C}_{\mathcal{D}}, \mathcal{T}$ rip $\left(\mathcal{Q}_{\mathcal{D}}\right)$ and $\mathcal{C l}_{L / K}^{o} \times \mathcal{C}_{L / K}^{o}$ are isomorphic.
We have actually proved even more; see Figure 3.5

$$
\begin{aligned}
& \operatorname{Bal}\left(\mathcal{C l}_{L / K}^{o}\right) \underset{\text { Prop. } 3.6}{\simeq} \mathcal{T} \operatorname{rip}\left(\mathcal{C l}_{L / K}^{o}\right) \underset{\text { Prop. [3.7 }}{\simeq} \mathcal{C l}_{L / K}^{o} \times \mathcal{C l}_{L / K}^{o}
\end{aligned}
$$

Figure 3.5: Summary of the isomorphisms.

## 4. Class groups

In both of the correspondences, we were working with relative oriented class group, which has been defined in Section 1.5. In this final chapter, we will define yet another group, which we call $\varepsilon$-class group. On the first glance, this group looks similar to the relative oriented class group, but this time we will need only one number field (not an extension of number fields).

At first, let us recall the usual definitions of class groups. Consider a number field $F$. Let $\mathcal{I}_{F}$ be the set of all fractional $\mathcal{O}_{F}$-ideals, $\mathcal{P}_{F}$ the subset of all principal $\mathcal{O}_{F}$-ideals, and $\mathcal{P}_{F}^{+}$the set of all principal $\mathcal{O}_{F}$-ideals generated by the totally positive elements of $F$, i.e. the ideals of the form $(\alpha)=\alpha \mathcal{O}_{F}$ for $\alpha \in F$ totally positive. Note that $\mathcal{I}_{F}$ forms a group under the multiplication of ideals, and both $\mathcal{P}_{F}$ and $\mathcal{P}_{F}^{+}$are its subgroup. Then the class group is defined as

$$
\mathcal{C}_{F}=\mathcal{I}_{F} / \mathcal{P}_{F}
$$

and the narrow class group is defined as

$$
\mathcal{C} \ell_{F}^{+}=\mathcal{I}_{F} / \mathcal{P}_{F}^{+.}
$$

Denote by $h(F)$ (called class number) and $h^{+}(F)$ (called narrow class number) the orders of the groups $\mathcal{C} \ell_{F}$ and $\mathcal{C} \ell_{F}^{+}$, respectively.

## 4.1 $\varepsilon$-class group

Let us denote the real embeddings of the field $F$ by $\sigma_{1}, \ldots, \sigma_{r}$ 田 Let us consider the set

$$
\mathcal{I}_{F}^{\varepsilon}=\left\{\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right) \mid I \in \mathcal{I}_{F}, \varepsilon_{i} \in\{ \pm 1\}, i=1, \ldots, r\right\}
$$

and call it the set of (fractional) $\varepsilon$-ideals. We can define the multiplication on this set by

$$
\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right) \cdot\left(J ; \delta_{1}, \ldots, \delta_{r}\right)=\left(I J ; \varepsilon_{1} \delta_{1}, \ldots, \varepsilon_{r} \delta_{r}\right) .
$$

Then, by similar reason as in the case of the (narrow) class group, this set forms an abelian group; namely the identity element is $\left(\mathcal{O}_{F} ;+1, \ldots,+1\right)$, and the inverse element to $\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right)$ is $\left(I^{-1} ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right)$, because $\varepsilon_{i}^{2}=+1$. Then the set

$$
\mathcal{P}_{F}^{\varepsilon}=\left\{\left((\alpha) ; \operatorname{sgn}\left(\sigma_{1}(\alpha)\right), \ldots, \operatorname{sgn}\left(\sigma_{r}(\alpha)\right)\right) \mid \alpha \in F\right\}
$$

is clearly a subgroup of $\mathcal{I}_{F}^{\varepsilon}$; we will call it the group of principal (fractional) $\varepsilon$-ideals. Now we can define the $\varepsilon$-class group $\mathcal{C}_{F}^{\varepsilon}$ as the factorgroup, i.e.

$$
\mathcal{C} \ell_{F}^{\varepsilon}=\mathcal{I}_{F}^{\varepsilon} / \mathcal{P}_{F}^{\varepsilon}
$$

[^2]Equivalently, we can define the multiplication of an $\varepsilon$-ideal $\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right)$ by a nonzero element $\alpha \in F$ as

$$
\alpha \cdot\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right)=\left(\alpha I ; \operatorname{sgn}\left(\sigma_{1}(\alpha)\right) \varepsilon_{1}, \ldots, \operatorname{sgn}\left(\sigma_{r}(\alpha)\right) \varepsilon_{r}\right)
$$

and say that two $\varepsilon$-ideals $\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right),\left(J ; \delta_{1}, \ldots, \delta_{r}\right)$ are in the same $\varepsilon$-ideal class if $\left(J ; \delta_{1}, \ldots, \delta_{r}\right)=\alpha \cdot\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right)$ holds for a nonzero element $\alpha \in F$.

From now on, we will write simply $\underline{\varepsilon}$ instead of $\varepsilon_{1}, \ldots, \varepsilon_{r}$, and $\operatorname{sgn}(\alpha)$ instead of $\operatorname{sgn}\left(\sigma_{1}(\alpha)\right), \ldots, \operatorname{sgn}\left(\sigma_{r}(\alpha)\right)$; then by $\varepsilon \delta$ we understand componentwise multiplication, i.e. $\varepsilon \delta$ stands for $\varepsilon_{1} \delta_{1}, \ldots, \varepsilon_{r} \delta_{r}$.

Note that if there is no real embedding, then there are no signs added, and the condition of the totally real element is trivially satisfied. Thus the notion of the $\varepsilon$-class group and the class group (and also the narrow class group) coincide in this case.

We would like to find out if there is any relationship between the narrow class group and the $\varepsilon$-class group in general. It is clear that for every fractional ideal $I \in \mathcal{I}_{F}$, there are exactly $2^{r}$ copies of $I$ in $\mathcal{I}_{F}^{\varepsilon}$ (one copy for every possible vector of signs $\underline{\varepsilon}$ ). But the group $\mathcal{P}_{F}^{\varepsilon}$ also contains much more elements than the group $\mathcal{P}_{F}$. It turns out that the narrow class group and the $\varepsilon$-class group are always isomorphic.

Theorem 4.1. For a number field $F$, it holds that $\mathcal{C}_{F}^{\varepsilon} \simeq \mathcal{C}_{F}^{+}$.
Proof. Consider the following group homomorphisms:

$$
\begin{array}{cccc}
f: & \mathcal{I}_{F} & \longrightarrow & \mathcal{I}_{F}^{\varepsilon} \\
I & \longmapsto & (I ;+1, \ldots,+1) \\
f^{\prime}: & \mathcal{P}_{F}^{+} & \longrightarrow & \mathcal{P}_{F}^{\varepsilon} \\
& (\gamma) & \longmapsto & ((\gamma) ;+1, \ldots,+1)
\end{array}
$$

Clearly both $f$ and $f^{\prime}$ are injective, and $f^{\prime}$ is a restriction of $f$ on $\mathcal{P}_{F}^{+}$. Furthermore, consider the following group homomorphism $g$ and its restriction $g^{\prime}$ :

$$
\begin{array}{rllc}
g: & \mathcal{I}_{F}^{\varepsilon} & & \longrightarrow \pm 1\rangle^{r} \\
& (I ; \underline{\varepsilon}) & \longmapsto & \underline{\varepsilon} \\
g^{\prime}: & \mathcal{P}_{F}^{\varepsilon} & \longrightarrow & \langle \pm 1\rangle^{r} \\
& ((\gamma) ; \underline{\operatorname{sgn}}(\gamma)) & \longmapsto & \underline{\operatorname{sgn}(\gamma)}
\end{array}
$$

Note that both $g$ and $g^{\prime}$ are surjective; the surjectivity of $g^{\prime}$ is a consequence of Weak Approximation Theorem (see e.g. Fröhlich and Taylor, 1993, II.(2.14)]). Moreover, we have

$$
\begin{aligned}
& \text { Ker } g=\left\{(I ; \underline{\varepsilon}) \mid \varepsilon_{i}=+1 \forall i=1, \ldots, r\right\}=\operatorname{Im} f \\
& \operatorname{Ker} g^{\prime}=\left\{\left((\gamma) ; \underline{\left.\operatorname{sgn}(\gamma)) \mid \operatorname{sgn} \sigma_{i}(\gamma)=+1 \forall i=1, \ldots, r\right\}=\operatorname{Im} f^{\prime}} .\right.\right.
\end{aligned}
$$

Hence, we obtain the following commutative diagram:


Note that Coker $i_{1}=\mathcal{C} \ell_{F}^{+}$, Coker $i_{2}=\mathcal{C} \ell_{F}^{\varepsilon}$, Coker $i_{3}=1$, and Ker $i_{3}=1$. Hence, by Snake Lemma, there is the following exact sequence:

$$
1 \longrightarrow \mathcal{C} \ell_{F}^{+} \longrightarrow \mathcal{C l}_{F}^{\varepsilon} \longrightarrow 1
$$

This sequence gives us the required isomorphism between $\mathcal{C} \ell_{F}^{\varepsilon}$ and $\mathcal{C}{ }_{F}^{+}$.
In the previous proof, we could also proceed in a different way. We could fix for every $i=1, \ldots, r$ an element $\alpha_{i}$ of $F$ such that

$$
\operatorname{sgn}\left(\sigma_{j}\left(\alpha_{i}\right)\right)= \begin{cases}-1, & \text { if } j=i, \\ +1, & \text { if } j \neq i,\end{cases}
$$

(such an element $\alpha_{i}$ exists by Weak Approximation Theorem), and define a map $\varphi: \mathcal{C l}_{F}^{\varepsilon} \longrightarrow \mathcal{C} \ell_{F}^{+}$by

$$
\left(I ; \varepsilon_{1}, \ldots, \varepsilon_{r}\right) \mathcal{P}_{F}^{\varepsilon} \stackrel{\varphi}{\longmapsto}\left(\prod_{\varepsilon_{i}=-1} \alpha_{i}\right) I \mathcal{P}_{F}^{+}
$$

One has to check that this is a well-defined group homomorphism on the classes of $\varepsilon$-ideals with the inverse

$$
I \mathcal{P}_{F}^{+} \longmapsto(I ;+1, \ldots,+1) \mathcal{P}_{F}^{\varepsilon} .
$$

This approach is helpful mainly in the cases of extensions of lower degree, such as quadratic and biquadratic number fields, where one has a canonical way how to fix the elements $\alpha_{i}$.
Example. Let $F$ be a quadratic number field, i.e. $F=\mathbb{Q}(\sqrt{D}), D$ a nonzero square-free integer. We will examine the dependence of the $\varepsilon$-class group on $D$ through the above given isomorphism $\varphi$.

If $D<0$, then there are no real embeddings, and $\varphi$ is the identity map. Thus, assume $D>0$; then $r=2$, and the situation is a bit more complicated. We need to find the elements $\alpha_{1}$ and $\alpha_{2}$. Without loss of generality, we may assume that $\sigma_{1}(\sqrt{D})>0$. Then necessarily $\sigma_{2}(\sqrt{D})<0$. Hence, $\alpha_{2}:=\sqrt{D}$ and $\alpha_{1}:=-\sqrt{D}$ are the natural choices of $\alpha_{i}$ 's, and the isomorphism $\varphi$ looks as follows:

$$
\begin{array}{lccc}
\varphi: & \mathcal{C} \ell_{F}^{\varepsilon} & \longrightarrow & \mathcal{C}_{F}^{+} \\
& (I ;+1,+1) \mathcal{P}_{F}^{\varepsilon} & \longmapsto & I \mathcal{P}_{F}^{+} \\
& \longmapsto ;+1,-1) \mathcal{P}_{F}^{\varepsilon} & \longmapsto & (\sqrt{D} I) \mathcal{P}_{F}^{+} \\
& (I ;-1,+1) \mathcal{P}_{F}^{\varepsilon} & \longmapsto & (-\sqrt{D} I) \mathcal{P}_{F}^{+} \\
& (I ;-1,-1) \mathcal{P}_{F}^{\varepsilon} & \longmapsto & (-D I) \mathcal{P}_{F}^{+}
\end{array}
$$

Note that for a fractional $\mathcal{O}_{F}$-ideal $I$ the following holds:

$$
\begin{equation*}
\gamma \in \mathcal{U}_{F} \Leftrightarrow \gamma I=I . \tag{4.1}
\end{equation*}
$$

Suppose first that there exists $u \in \mathcal{U}_{F}$ such that $\mathcal{N}_{F}(u)=-1$; it is known that such a unit $u$ exists if and only if the period of the continued fraction expansion of $\sqrt{D}\left(\right.$ or of $\frac{\sqrt{D}-1}{2}$ in the case $\left.D \equiv 1(\bmod 4)\right)$ is odd. Without loss of generality, we can assume that $\operatorname{sgn}(u)=(+1,-1)$. We obtain by multiplying by the units $u,-u$ and -1 that all the $\varepsilon$-ideals $(I ;+1,+1),(I ;+1,-1),(I ;-1,+1)$ and $(I ;-1,-1)$ lie in the same $\varepsilon$-ideal class. Thus, in order to see that $\varphi$ is well-defined, we would like to show that the ideals $I, \sqrt{D} I,-\sqrt{D} I,-D I$ also lie in the same narrow ideal class. But we have to be a bit careful, because to obtain the (narrow ideal) equivalence, we can only use totally positive elements. Multiplying by $D$ gives the equivalence between the ideals $I$ and $D I=-D I$; multiplying by $u \sqrt{D}$ (note that this element is totally positive) gives the equivalence between the ideals $I$ and $u \sqrt{D} I=\sqrt{D} I=-\sqrt{D} I$.

Now suppose that there does not exist any element of $\mathcal{U}_{F}$ of the norm -1 . Using (4.1), we can see that in this case $(I ;+1,+1)$ and $(I ;+1,-1)$ do not lie in the same oriented ideal class. Still, multiplying by -1 gives us the equivalence between $(I ;+1,+1)$ and $(I ;-1,-1)$, and also between $(I ;+1,-1)$ and $(I ;-1,+1)$. These correspond to the equivalence between the ideals $I$ and $D I$ (multiplying by $D$, which is totally positive), and between $\sqrt{D} I$ and $-\sqrt{D} I$ (this holds trivially because $-\sqrt{D} I=\sqrt{D} I$ ), respectively. Finally, we want to prove that the ideals $I$ and $\sqrt{D} I$ are not equivalent. Let $\beta \in F \backslash\{0\}$ be such that $\beta I=\sqrt{D} I$. This is equivalent to $I=\frac{\sqrt{D}}{\beta} I$. We will again use (4.1): since we have supposed that there is not any element of $\mathcal{O}_{F}$ of the norm -1 , it has to hold that $\mathcal{N}_{F}\left(\frac{\sqrt{D}}{\beta}\right)=+1$. As $\mathcal{N}_{F}(\sqrt{D})<0$, we obtain that $\mathcal{N}_{F}(\beta)<0$, and thus $\beta$ is not totally positive. Therefore, the ideals $I$ and $\sqrt{D} I$ do not lie in the same narrow ideals class.

### 4.2 Relation between class group and narrow class group

Proposition 4.2. For a number field $F$ set $H=\left\{\underline{\operatorname{sgn}}(\mu) \mid \mu \in \mathcal{U}_{F}\right\}$; then

$$
\mathcal{C} \ell_{F} \simeq \mathcal{C} \ell_{F}^{\varepsilon} /\left(\left\{\mathcal{O}_{F}\right\} \times\langle \pm 1\rangle^{r} / H\right)
$$

Proof. Consider the following group homomorphism $\pi$ and its restriction $\pi^{\prime}$ :

| $\pi:$ | $\mathcal{I}_{F}^{\varepsilon}$ | $\longrightarrow$ | $\mathcal{I}_{F}$ |
| :---: | :---: | :---: | :---: |
|  | $(I ; \varepsilon)$ | $\longmapsto$ | $I$ |
| $\pi^{\prime}:$ | $\mathcal{P}_{F}^{\varepsilon}$ | $\longrightarrow$ | $\mathcal{P}_{F}$ |
|  | $((\gamma) ; \underline{\operatorname{sgn}(\gamma))}$ | $\longmapsto(\gamma)$ |  |

Clearly both $\pi$ and $\pi^{\prime}$ are surjective; therefore, we can consider the following commutative diagram:


Using Snake Lemma, we obtain a short exact sequence:

$$
1 \longrightarrow \operatorname{Ker} \pi / \operatorname{Ker} \pi^{\prime} \longrightarrow \mathcal{C l}_{F}^{\varepsilon} \longrightarrow \mathcal{C}_{F} \longrightarrow 1
$$

Noting that

$$
\begin{aligned}
& \operatorname{Ker} \pi=\left\{\left(\mathcal{O}_{F} ; \underline{\varepsilon}\right) \mid \underline{\varepsilon} \in\langle \pm 1\rangle^{r}\right\}=\left\{\mathcal{O}_{F}\right\} \times\langle \pm 1\rangle^{r}, \\
& \operatorname{Ker} \pi^{\prime}=\left\{((\mu) ; \underline{\operatorname{sgn}}(\mu)) \mid \mu \in \mathcal{U}_{F}\right\}=\left\{\mathcal{O}_{F}\right\} \times H,
\end{aligned}
$$

we obtain the required isomorphism.
The result also tells us the relation between the class number and the narrow class number.

Corollary 4.3. Let $F$ be a number field with $r$ real embeddings, and let $t \in \mathbb{Z}$ be such that

$$
\left|\mathcal{U}_{F} / \mathcal{U}_{F}^{+}\right|=2^{t} .
$$

Then

$$
h^{+}(F)=2^{r-t} h(F) .
$$

In particular, if $h^{+}(F)=1$, then $h(F)=1$ and $r=t$, i.e. there exist units of all signs in $F$.

Proof. Let $H$ be the same as above. Then clearly

$$
H \simeq \mathcal{U}_{F} / \mathcal{U}_{F}^{+}
$$

and hence $|H|=2^{t}$. Then the claim follows directly from Proposition 4.2,

## Conclusion

The thesis had two main goals. The first one has been to develop a theory of composition of binary quadratic forms, which would be analogous to the classic one (which dates back to Gauss, Dirichlet and Dedekind), but in a more general setting. The crucial question has been, what this "more general setting" should be. The second goal has been to try to use the new theory for a generalization of the composition of Bhargava cubes.

In the very beginning of the research, it was necessary to gain an insight into class group and narrow class group, their relation to binary quadratic forms and the difference between them. This difference is well-known in the case of quadratic number fields, but other cases are often omitted in literature. In Chapter 4, we have given an alternative description of narrow class group, which has easily yielded the relationship to class group in an arbitrary number field. Unfortunately, this relationship is still dependent on the index of the group of totally positive units in the group of all units, and in general it is a difficult problem to compute this index.

The first main goal has been fulfilled in Chapter 2. We have developed the theory of composition of binary quadratic forms, which is analogous to Dedekind's approach. The composition is given by a bijection between equivalence classes of quadratic forms and the relative oriented class group; the obtained results are summarized in Theorem 2.7. While Dedekind worked with rational integers as the coefficients of quadratic forms, we have considered the ring of algebraic integers of an arbitrary number field. It has emerged from the construction what the crucial condition is: the underlying number field has to be of narrow class number one. Of course, this condition is still quite restrictive, but we have seen in Sections 1.2 and 1.5 that it is necessary for the chosen approach; loosening this condition would lead to a less explicit description.

Chapter 3 has been devoted to Bhargava cubes. We have generalized the cubes to our setting: instead of cubes over rational integers, we have studied cubes with entries from the ring of algebraic integers. We have seen that three binary quadratic forms can be constructed from each such a cube. Assuming that the underlying number field is of narrow class number one, we have been able to use the theory of composition, namely the bijection between quadratic forms and relative oriented class group. That has given us two interesting results: the first one is an alternative description of composition of quadratic forms (Theorem 3.5), and the second one is a composition law on the cubes themselves (Theorem 3.14). By that we have accomplished the second goal of the thesis.

Overall we can say that all intended goals were achieved. It is worth noting that Bhargava used his cubes to define another composition laws on different polynomials; the two aforementioned results indicate that our theory might be suitable for generalization of the other composition laws as well.
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[^0]:    ${ }^{1} h(K)$ and $h^{+}(K)$ stands for the class number and the narrow class number of the number field $K$, respectively; see Chapter 4 for details.

[^1]:    ${ }^{1}$ Bouyer, App. 1.1] mentions a program in Sage running for 24 hours.

[^2]:    ${ }^{1}$ In general, these $\sigma_{i}$ 's do not have anything in common with the real embeddings of our fixed field $K$, and we should use e.g. $\sigma_{1}^{\prime}, \ldots, \sigma_{r^{\prime}}^{\prime}$. But as the number fields $F$ and $K$ will not ever appear next to each other in this thesis, we can afford to use the same notation for both of them.

