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Abstract

Metal ions are a tempting tool for organisms thanks to the diversity of func-

tions they have to offer, if they can be distinguished properly. Examining

metal-ion selectivity computationally is challenging mainly due to complex-

ity of electronic structure and solvation effects. A DFT-based protocol for

predicting metal-ion selectivity of metal-binding systems was developed. The

most essential part of the thesis is discussion of the magnitudes and sources of

inherent errors, both for metal-ion complexes and small peptides. The thesis

connects the work of four original papers. It includes computational and ex-

perimental benchmarks, a case-study validating the computational protocol

for obtaining energetic and structural insights, and attempts applying the

protocol to peptidic systems.
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Abstrakt (CZ)

Ionty kov̊u jsou lákavým nástrojem pro organismy d́ıky rozmanitosti funkćı,

které mohou nab́ıdnout, pokud jsou správně rozlǐseny. Analýza selektivity

pro ionty kov̊u je z výpočetńıho hlediska náročná, hlavně kv̊uli složitosti elek-

tronické struktury a solvatačńıch efekt̊u. Práce představuje protokol založený

na teorii hustotńıho funkcionálu pro předpověď selektivity pro systémy vážoućı

ionty kov̊u. Nejd̊uležitěǰśı část́ı práce je diskuse o velikostech a zdroj́ıch

chyb, a to jak pro komplexy iont̊u kov̊u, tak pro malé peptidy. Práce je

postavena na čtyřech p̊uvodných článćıch. Obsahuje testováńı proti ref-

erenčńım výpočetńım a experimentálńım dat̊um, př́ıpadovou studii ověřuj́ıćı

protokol pro źıskáńı energetických a strukturálńıch poznatk̊u a pokouš́ı se

aplikovat protokol na peptidové systémy.
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Chapter 1

Metal-Ion Binding and

Selectivity Concepts

Metal ions are the wizards of biochemistry. Despite their assignment to in-

organic chemistry, they are essential for the organic to come to life - their

unique abilities enable chemistry that is inaccessible to their organic coun-

terparts.

The detailed list of roles that metal ions play in living organisms spans

several scientific fields. This chapter does not attempt to cover it all. In-

stead, it should provide a basic overview of mechanisms relevant to metal-ion

binding and the most important differences among them, with the focus on

biochemical context.

Only a few prominent examples are presented in a hope of enticing the

reader onto the journey of understanding the selectivity of metal ions.
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1.1 Charge difference

The formal charge of an ion is expressed by its valence state. Often more

than one valence state is available for metal ions.

In water, which is a powerful screening agent, charged species with low

valence states are stable and semi-independent entities. The most common

valence state of biologically relevant ions is I (Na+, K+, Cu+) or II (Mg2+,

Ca2+, Mn2+, Fe2+, Co2+, Ni2+, Cu2+, Zn2+).

Higher valence states are associated with strongly bound ligands, either

in catalytic centres (e.g. III and IV of manganese in the oxygen evolving

center of photosystem II1 or as oxoanions. For example, molybdenum enters

the cell as a molybdate anion,2 MoO42−; the oxygens may be exchanged for

other ligands, but its VI oxidation state is maintained in all known cases.3

Thus, its biological behaviour is more similar to e.g. sulphate anion than to

fellow transition ions.4

The total charge of a binding site can be the determining factor driving its

selectivity. For example, Li+has been predicted to displace Mg2+in binding

sites with positive or neutral charge, but not in sites with negative charge.

The stronger binding of a divalent cation competes with the smaller desol-

vation penalty of a monovalent cation.5 The differences are pronounced in

hydrophobic binding sites.

1.2 Effective Charge and Size

Although the total charge of two species may be identical, the locally con-

centrated charge (i.e. polar) of a ligand interacting at shorter distances with

a smaller ion results in larger ionic contributions.

Ions with equal (formal) charge come in a variety of sizes. The ionic

radius tends to decrease across the period, as the growing nuclear number

contracts the electron clouds; e.g. r(Ca2+) = 1.00 Å, while r(Zn2+) = 0.74

Å. The ionic radius increases with periods (e.g. r(Mg2+) = 0.72 Å). The

relationship is somewhat more complicated going down the transition block.

2



Due to counteracting effect of relativistic contraction, these ions have similar

sizes (r(Cd2+) = 0.95 Å, r(Hg2+) = 1.02 Å).6

In the case of some ion channels, the selectivity can be conferred by rigid

construction of the pore. Rigidity is a complementary strategy to allostery

(see Section 1.5), which ensures that no significant structural adaptation

occurs upon binding of an ion and, thus, only the cognate ion can pass

through favourably. This approach is utilized e.g. by Na+and K+channels.

Changing the number of coordinating ligands and the size of the pore can

ensure the selectivity for Na+over K+,7 or vice versa.8

The channels can be optimized for the ion alone or its hydrated complex.

Curiously, this can lead to a smaller channel being adapted to a larger ion

(that is dehydrated), while a larger channel is optimized for an ion-water

complex, such as in case of EEEE motifs that can be selective for both

Na+and Ca2+.9

1.3 Geometry and Coordination Number

There are composite structural properties, encompassing cooperative factors

of ligands (such as denticity) and ions. The most important of these is the

(coordination) number and geometry of ligands. The geometry is particularly

interesting for transition metal ions with partially filled d-orbitals. Under-

standing differences among their binding requires consideration of electronic

structure.

1.3.1 Crystal and Ligand Field Theory

A first step in this direction is Crystal-Field Theory (CFT), which focuses

on the ion by considering its electronic structure, specifically its d-orbitals,

while thinking of ligands as point charges. The position of point charges

represent the geometry of a complex. The differential interaction of the point

charges with individual d-orbitals (each with a different angular dependence)

accounts for geometrical preferences.

A textbook example is presented in Figure 1.1. of an For an octahedral
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complex, originally 5-degenerate d-orbitals split into 2 levels of triple (t2g -

dxy, dxz, dyz) and double (eg - dz2 , dx2y2) degeneracy. The splitting can be

rationalized by the position of orbital lobes. In the case of dxy, dxz, dyz these

point inbetween the ligands, resulting in lower electron repulsion than in the

case of dz2 , dx2y2 , where the orbital lobes point directly to the ligands and

are, hence, higher in energy.

Figure 1.1: Splitting of d-orbitals in different geometries as predicted by
CFT. Reprinted from Ref 10, Copyright 2013, with permission from The
Royal Society of Chemistry.

Different geometries result in different ordering and energy gaps of indi-

vidual orbitals. Ignoring differences in electron-electron repulsion, the ener-

gies of the (partially filled) d-orbitals show the amount of stabilization rela-

tive to a free ion. This difference is called Ligand-Field Stabilization Energy

(LFSE) and it can help justify preferences of individual ions and geometries

for each other.

An extension of CFT is the Ligand-Field Theory (LFT), which builds up

on previous concepts by reconsidering ligands as orbitals, rather than just

4



point charges. This allows to distinguish different types of ligands by how

their orbitals combine with those of the transition metal ion. The ligands

are classified as σ-donors, π-donors and π-acceptors. The overall donat-

ing/accepting ability of a ligand is expressed by its position in spectrochem-

ical series.

While the degeneracies obtained from LFT are not split any further,

the energy gaps between individual manifolds are affected. This helps to

rationalize e.g. the magnitude of the energy split between t2g and eg levels

in Figure X and properties like spin states, excitation energies (color) of the

complexes, or .

1.3.2 Coordination number

Coordination number is affected by size of both the ion and its ligands. The

effect of open d-shells has been discussed above. However, even for d0 or d10

the relationship to the coordination number is not straightforward.

For example, Mg2+is only slightly smaller than Zn2+, yet their most com-

mon observed coordination numbers are 6 and 4.11 Even more surprisingly,

Hg2+, which is larger than Zn2+, prefers coordination number of 2!

The subvalence structure of the ion adapts significantly upon binding of

the first ligand.12 This adaptation is more favourable than binding of extra

ligands, overshadows the intuitive sterical argument. Its origin can be traced

to importance of relativity for heavy metal complexes.13

1.4 Irwing-Williams Series

We limit, for a moment, our attention to transition metal ions in octahedral

geometry. The stability constants of octahedral complexes follow a general

trend:

Mn < Fe < Co < Ni < Cu > Zn

Although the differences vary, this trend is valid for a large range of

ligands. This implies that the reason pertains to the properties of the metals.
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This trend is usually justified in terms of ionic radius and LFSE. LFSE

is the largest for Ni(II) and decreases again for Cu and Zn. The increased

stability of Cu(II) is explained by the Jahn-Teller distortion of axial ligands.

However, this exaplanation cannot justify e.g. weak stability of Mg com-

plexes, relative to Zn2+with very similar ionic radius and identical (zero)

LFSE. Moreover, the Irving-Williams (IW) series can be recognised in other

geometries as well.

The charge accepting ability of an ion can be related to its ionization

potential. The interaction can be intuitively rationalized as a partial repay-

ment of the ionization cost by regaining fractional charge from the ligand.14

, which hints at the importance of covalency. This link has been been con-

firmed by modern theoretical studies, either directly in terms of covalency15

or in terms of charge transfer to the metal ion.16

The Irving Williams series has important implications for selectivity of

metal ions. The challenge of correctly selecting the weaker binding ions and

the strategies used are discussed in further sections.

1.5 Allostery

The immediate interaction of an ion with the binding site is in the spotlight

of this work. In biological context there are, however, further concepts that

are actively exploited in ion recognition. Although their detailed discussion

is outside the scope of this writing, introducing them does serve to highlight

the importance and limitations of affinity concepts introduced above.

The central theme of metal ion selectivity is the IW series. How can

a generally weakly binding ion be selected against its competitors? The

concepts of affinity described above does allow for limited perturbation of

the IW series. However, the variation is not sufficient on its own and other

concepts are exploited.

Allostery is an essential trick of metal ion homeostasis exploited in trans-

porting, sensing, and chaperoning proteins.

Proteins could be considered impractically large, should binding of an ion

be their only function. However, their complex structure allows for complex
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structural changes as a result of binding the correct ion. In other words, it

is not the strength of binding but the fine structural details of the

binding unique to the cognate ion that elicit the response (signalling, ion

release, ...). Allosteric response allows to shift the recognition from energetic

grounds of the binding site to structural grounds of the entire protein. While

this does solve the problem of recognition, it does not prevent non-cognate

ions from binding to an active site.

A well-studied example of a protein binding non-cognate ion is a tran-

scriptional regulator NikA. Other ions, such as Co2+, Cu2+, Zn2+, Cd2+bind

to NikA as well, with affinities that observe the IW series. Only Cu2+, which

is the only one that binds in a similar geometry as Ni2+, manage to induce

the conformational changes necessary for the activity of the regulator.17

1.6 Abundance

Abundance of individual components affects the state of equilibrium. Main-

taining the abundance of the metal ion is the very nature of homeostasis

itself.

A particularly interesting observation is that the typical concentration of

metal ions in a cell is inversely related to their position in IW series. Ions

that bind less strongly are present in higher concentrations (e.g. Mg is found

in mM concentrations) while free Cu is effectively absent.

Rather than defeating IW series in terms of absolute affinities, cells

match the baseline concentration of ions to the series itself. Thus,

even modest relative variations of affinity result in preferential binding of the

given metal. This makes thermodynamically-driven assembly of metallopro-

teins a possibility in some cases.

This ingenious adaptation arises naturally from the IW series itself. The

sensing (and efflux) proteins are subject to this trend as well. Strongly

binding ions, such as e.g. copper, can activate respective sensors at lower

concentrations, leaving only none or only a few to compete with the weaker

binding ions, such as Mn2+and Fe2+.18 Thus, both positive (optimization of

binding site) and negative (elimination of competitors) selection is in play.
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The homeostasis of ions does not intertwine only the abundance of ions,

but also the abundance of sensors. The overall delicate balance thus only

makes sense in the context of the entire cell and even species. This was

demonstrated by overexpressing one of the sensors - e.g. doubling the amount

of expressed Fur, an iron sensor, which shows only a weak preference for

Fe(II) compared to Mn(II), resulting in Mn-induced iron response.19 Similar

affinity for both ions leaves the number of sensors as a determining factor of

a mismetallation event. The balance thus may be upset not only by extreme

ion fluctuations inside the cell, but also of its native sensors.

8



Chapter 2

Specificity in Metal-ion

Homeostasis in Biological

Systems

Availability of metal ions has significant influence on the survival of an or-

ganism. Metal-ions are essentially ”vitamins”, as they cannot be synthesized

from other precursors. The apparent concentrations necessary for a cell are

orders of magnitude higher than what can be found in a ”typical” environ-

ment. Thus, the organisms need to concentrate ions from the environment.

On the other hand, very high concentrations can easily damage the deli-

cate mechanisms of a cell due to unexpected, non-specific interactions. The

amounts of metal ions need to be neither too low or too high, with the re-

quired amounts varying across different ions, compartments of a cell, and

species.

There are both multiple roles individual metal ions can fulfil and multi-

ple ions that can fulfil a specific role. After all, if the desired effect is e.g.

acidification of a water molecule, the important result is the hydroxyl anion,

not the mechanism of achieving it. There are cases where the protein can

effectively utilize more than one ion, not only in vitro, e.g. Co2+-substituted

carbonic anhydrase II,20 but in vivo as well. There are multiple examples

of Fe2+replacing Mn2+,21 both ions acting as interchangeable Lewis acids.

The redox properties of the two ions are quite different. Under conditions of
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oxidative stress, when iron presents a threat of undergoing deleterious Fen-

ton chemistry, the bacteria can switch from Mn-dependent to Fe-dependent

enzymes, such as super-oxide dismutase.22

The interchangeability is more of an exception than rule. Energetic ”de-

tails” determine the efficiency of an enzyme, structural ”details” of metal-ion

binding can determine the difference between activation and non-responsiveness

of a signalling protein. The importance of sensitive, selective, and effective

metal-ion homeostasis is apparent.

The basic processes of metal ion homeostasis are presented in Figure 2.1.

The picture is schematic and foreshadows strategies of ensuring proper levels

of metal ions in a cell. The strategies are discussed in the following sections,

with a focus on specificity and interplay for individual ions.

2.1 Sensing, Uptake and Efflux

Sensing At the very heart of the homeostasis lie the sensing mechanisms.

These represent the cell’s senses that allow it to make decisions about steering

the other processes in order to maintain homeostasis. Sensors need to exist

for every metal-ion relevant to the cell - which includes many non-native ions,

such as Cd, Pb, Hg,23 and others.

The recognition of cognate ion is achieved by adaptation of unique geome-

try, which drives the allosteric changes. The bound metals act as corepressors

in case of metal-uptake regulating proteins, or as derepressors/activators in

case of metal-efflux regulating proteins.24

Each sensor is expected to be specialized for its own cognate ion to the

exclusion of all others.25

Monitoring of levels of native ions can be achieved through their inter-

mediate products, such as haem sensors26 or iron-sulfur cluster sensing pro-

teins.27

Interestingly, metal ions can also be senesd by riboswitches, RNA se-

quences regulating RNA synthesis or translation.28

10



Figure 2.1: Schematic representation of major metal-ion processes of home-
ostasis

Uptake & Efflux The most principal tool in effecting metal ion home-

ostasis are membrane transporters. Due to metal ion charge they do not

cross membrane spontaneously. The transport through membrane can occur

passively through ion-channels, down the electrochemical gradient.

However, the desired concentrations are usually orders of magnitude higher

than those found in a typical environment.29 The import of ions is effected

against the concentration gradient at the expense of energy or is coupled to

a simultaneous, more favourale transport. Once this cost is paid, the imper-

meability of membranes allows holding up to the precious resource. This is
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advantageous not only for achieving homeostasis but also for compartmen-

talization of intracellular space, which allows for more complicated setups.

Based on many structures of metal-binding domains, the selectivity of

transporters is primarily dictated by a first-shell coordination sphere. For

example, a Mn2+-specific transporter might employ higher coordination num-

bers and prefer carboxylate ligands,30 compared to a Zn-specific transporter.31

This adaptation of a binding site is necessary but not sufficient for re-

quired specifity. The first-shell preference is further amplified by allosteric

response, which is required for the release of the ion from the binding site

into the channel and across the membrane.32

Binding of non-cognate metals is not merely a laboratory exercise. A

fascinating use of this concept is observed in host-pathogen interactions.

Flooding a pathogen with zinc ions leads to inhibition of manganese up-

take, which are essential for these organisms.33 The zinc ions bind more

strongly than the manganese ions, which results in a closed form of a pro-

tein, which does not effect the transport, effectivey clogging the manganese

uptake pathway. Binding of cognate manganese, on the other hand, leaves the

part of a protein flexible, which is necessary for the conformational change.34

Manganese-starved cell is left vulnerable to oxidative stress.35

2.2 Internal Management

While controlling import and efflux of ions does provide basic functionality,

a higher level of flexibility is beneficial to any living organism. First, pro-

tection from fluctuations of ion concentrations both outside and inside the

cell is essential. Second, stockpiling in times of plenty can aid survival when

resources become more scarce. Both aspects can be addressed by various

forms of reversible depositing, which come at different levels of energetical

cost, speed and ion affinity.
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2.2.1 Bufferring

is achieved by maintaining presence of chelating agents (Lewis bases) that

form labile complexes with the ions and proteins. Bufferring helps to main-

tain homeostasis without responding with potentially slow and expensive

changes of cross-membrane transport.

The buffering is particularly important for ions high up IW series, as

these can bind unspecifically and have deleterious effects. Bacterial cells

have an overcapacity to bind zinc, by employing small thiol molecules36 or

metallothioneins.37 This leaves virtually zero free ions, despite the total

concentration being in almost milimolar concentrations.29

2.2.2 Storage

is a reversible removal of an ion from the labile pool. The best understood

example is ferritin, which is a storage vessel for iron oxidized and deposited

in form of ferric oxide. This speckle of rust can contain more than 2000

iron atoms.38 To put this in perspective, an apparent iron concentration of

10−4 M for a bacterial cell of volume 10−14 l corresponds to a total quota

of 6.105 iron atoms. Mere 300 copies of bacterioferritin can fully cover the

requirements of such a cell.29

In a broader sense, storage includes the management of number of copies

of functional metalloproteins. Apart from performing their function, these

proteins also act as a ”living” reservoir of a corresponding metal ion. Rather

than maintaining the ion quota at fixed values, an organism can alter the

demand for the ions.

For example, in case of iron deficiency, or under conditions of oxida-

tive stress, an iron-dependent super-oxide dismutase may be exchanged for

a manganese-dependent version.22

The breakdown of metalloproteins and their replacement with analogues

that have different metal requirements can even be prioritized over modifying

uptake/efflux, as that can, in some cases, entail costly construction/elimination

of ion flux machinery.39
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In an extreme cases of redirecting demand, organisms like Lactobacillus

acidophilus dump the need for Fe altogether.40

2.2.3 Compartmentalization

allows maintaining different concentration arrangement in a single cell. In

the broadest sense, it is what defines ion homeostasis - i.e. specific ion con-

centrations in a cell (as the essential compartment) that are different from

those in the environment. In a less trivial example, compartmentalization

can help deliver different cognate ions to proteins with otherwise identical

binding sites, as is the case for a pair of Mn2+- and Cu2+-dependent proteins

(opposite ends of IW series).41

Eukaryotic cells employ multiple cellular compartments that offer various

adaptations. Some prominent examples might include

.

2.3 Indirect Metal Binding

Once a metal-ion is recognized, the recognition may shift to a metal-bound

product. These can be transient binding agents (metallophores), delivery

proteins (chaperones), or intermediate metal products (cofactors). These

cases are an important part of metal ion homeostasis. However, they are

not particularly interesting for understanding metal-ion recognition, as the

problem is relayed from specificity of immediate interactions to those of a

metal-bound complex.

Metallophores are compounds capable of forming complexes with metal

ions. Metallophores are an alternative to direct metal-ion uptake, which can

have a couple of advantages.

First, metallophores can be deliberately produced and released by an or-

ganism scavenging the environment for the precious resource. Not limiting

the binding process to peptide-like ligands can provide a better binding fit

with both higher affinity and selectivity. Second, producing a signature met-
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allophore gives advantage by masking it from other competitors and being the

only one in town capable of recognizing the complex. The chemistry of iron

binding complexes - siderophores - is particularly rich,42 but metallophores

have been described for a range of other ions.43

Chaperones are proteins that deliver metal-ion directly to another, final

and functional recipient of a metal ion. Chaperones are known to participate

in assembly of proteins that incorporate copper, nickel, and likely zinc.24 all

of which are high up Irwing-Williams series. These ions are kept at very

low concentrations in a cell. The need for chaperones may be related to

low availability of free form of these ions as well as propensity to potentially

damaging interactions even with sites unoptimized for these proteins. While

the chaperones are respectful of ion’s binding preferences, the directionality

of the ion transfer is governed by interaction of the chaperone with its partner

(ion uptake complex, target protein).44
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Chapter 3

Quantities and

Physico-Chemical

Considerations

The ion homeostasis is fascinating for its complexity, ingenuity, intercon-

nectivity. The first step in addressing this topic by quantum chemistry is

translating these concepts into measurable and calculable physico-chemical

quantities. Establishing these allows us to construct and test computational

models, which is essential for drawing mechanistic conclusions.

3.1 Observable Quantities

To shift from qualitative to quantitative discussion we introduce the quanti-

ties useful for discussion of ion-ligand interactions.

The basic observable is a stability constant, β, defined as ratio of bound

and unbound concentrations at given conditions.

β =
abound
aunbound

≈ [ML]

[M ][L]
(3.1)

where a stands for activity, and subscripts M and L represent the un-

bound metal ion and L a general set of ligands or a binding site, respectively.

The latter part of the equation approximates the activity coefficient to be

equal to 1. The set of ligands L constitutes some number of potentially dif-
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ferent ligands. If sequential binding of these ligands is of interest, a step-wise

binding constants (i.e. equilibrium of binding (n+1)st ligand to a complex of

n ligands) may be of interest.

βn+1 =
[Mln+1]

[Mln][l]
(3.2)

where l signifies a single general ligand, rather than a set of ligands. An

overall stability constant is then simply a product of step-wise constants.

β =
n∏
i=1

βi (3.3)

Referring to logβ is more common, since stability constants span many

orders of magnitude.

For discussion of metal ion selectivity, we are interested in preference of

binding one ion over another. The relative stability constant for two ions is

defined as a ratio between stability constants of the ions in question.

βM1,M2 =
[M1L][M2]

[M2L][M1]
(3.4)

The relative stabilities tell us nothing about absolute stabilities. For

example, the system can be highly selective, yet bind both ions very weakly.

3.2 Calculable Quantities

To relate these observable quantities to those we can compute we introduce

the following relation

∆rG = ∆rG
	 −RT ln

[ML]

[M ][L]
(3.5)

∆rG stands for reaction Gibbs free energy, ∆rG
	 stands for standard

reaction Gibbs free energy, R is a gas constant (8.314 J K−1mol−1 ) and T

is temperature.

A spontaneous reaction occurs if ∆rG is negative. The direction of the

reaction thus depends on the chemical properties of the species (expressed
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collectively in the ∆rG
	 term), as well as their relative amounts (expressed

by the logarithmic term).

Calculation of the ∆rG
	 term is the central subject of the com-

putational efforts of the Papers I-IV.

Affinity and Allostery , discussed in Chapter 1 as separate strategies

for ensuring selectivity, pertain to this term. However, the meaning of the

”reaction” is slightly different in each case.

Affinity refers to the properties of the immediate binding site and the ”re-

action” is the process of binding of an ion. Allostery refers to the properties

of an entire system (usually a protein), with the local details of binding at

a site being amplified and translated into significant structural changes at a

different part of a protein. The reaction is in this case not only the binding

of an ion but the assorted structural change of a protein as well.

The importance of this selectivity mechanism is that the affinity of the

binding site for a metal ion might be lower for the cognate metal ion but

this is compensated by ∆rG
	 of the structural change in the presence of

the cognate ion only. The associated ∆rG might still be more negative for

binding of a non-cognate ion; but the binding of a cognate ion in conjunction

with the structural change is unique to the cognate ion. This is the case of

competitive inhibition of Mn uptake by Zn ions described in Section 2.1.

Abundance , also described in the previous chapter, refers to the logarith-

mic term in equation 3.5. Rather than optimizing the binding site and/or

the whole protein, this strategy directs the relative stability by optimizing

relative amounts of participating species. This relates both to the effective

abundance of the ions (i.e available metal-ion concentrations that are inverse

to the IW series) and the receptors (ligands - as exemplified by observed

ross-talk upon overexpression of one of the sensors, Section 1.6).
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Chapter 4

Computational Considerations

Computational chemistry is the art of making approximations.

The primary interest of this thesis is the binding of metal ions to a set of

ligands. These are represented explicitly in our calculations and should be

represented as accurately as possible. Quantum chemistry offers a myriad

of methods and their proper definition is left for the textbooks. Section 4.1

introduces only some of the concepts relevant for the discussion.

Metal-ion complexes are often highly charged species that interact strongly

with their environment. The problem of solvation is addressed in 4.2. While

the solvent can be with some degree of success approximated by average

behaviour, this is unlikely to be practical in the case of proteins, i.e. by

neglecting parts of the protein that do not directly bind the ion.

Even in our our minimalistic model multiple rotational, translational,

and vibrational states can be considered. Frequency analysis of a system

also provides estimate of zero-point vibrational energy.

The three major terms mentioned above give rise to the following defini-

tion of free energy of a model system:

G = Egp +Gsolv + ZPV E −RT lnQ (4.1)

where Egp stands for gas-phase electronic energy Gsolv stands for solva-

tion free energy, ZPV E stands for zero-point vibrational energy and RTlnQ

accounts for thermal corrections.

19



4.1 Quantum Chemistry

The aim of this work is to observe the combined behaviour of existing meth-

ods, rather than development of new ones. An in-depth description of quantum-

chemical methods is considered outside the scope of this work. This section

merely aims to introduce basic concepts that will be relevant for the later

discussion.

4.1.1 Wave-Function Methods

Hartree-Fock (HF) method is the entrance gate to the world of quantum

chemistry. An excellent step-by-step introduction to this method is presented

elsewhere.45

The basic idea of the method is the expression of wave-function in terms

of one-electron functions - orbitals - that do depend on each other, but only

through the overall electron cloud formed by the other orbitals. The error

introduced by this approximation is dubbed the dynamical correlation.

HF uses single Slater determinant for constructing wave-function. This

is often insufficient. In transition metal systems this situation occurs com-

monly as a result of low-lying excited states. The difference between the

proper description and a single-determinantal HF description is dubbed static

correlation.

A lot of the interesting chemistry, unfortunately , happens thanks to these

missing parts. The correlation is introduced by post-HF methods, typically

in terms of the same one-electron functions. Such extensions are formally

’straightforward’ but represent a rather impractical choice for describing dy-

namical correlation, which is inherently a multi-electron phenomenon, and

converge relatively slowly.

A Born-Oppenheimer Hamiltonian uses only kinetic and Coulomb oper-

ators that have their classical interpretation. However, the requirement of

anti-symmetric behaviour of fermionic wave-functions gives rise to a non-

classical term - the exchange, K. The exchange term is a result of zero prob-
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ability of two electrons having identical positions (and spin) at any given

time. The exchange term is inherently non-local.

4.1.2 Density Functional Theory

Wave-function describes the system at hand completely. However, even in

the approximate description by quasi-independent one-electron functions, it

is a function of 3N spatial and N spin variables. Instead, electron density

(a function of mere 3 spatial coordinates) can be used, without, in principle,

losing any information;46 a proper introduction to the formalism can be found

elsewhere.

However, the connection between the wave-function and the density is of

an unknown form. The challenge lies in reformulating the terms that con-

tribute to energy as functionals of density - rather than functions of electron

coordinates. The terms with unknown form are exchange, correlation, and

kinetic energy. The world of DFT draws its richness from various attempts

at expressing these terms.

Exchange and correlation are inherently non-local.47 The DFT functionals

are often classified based on the level of non-locality they employ. Local den-

sity approximations use only the value of density, while Generalized Gradient

Approximation (GGA) functionals employ the first derivatives of density;

meta-GGA functionals include first and second derivatives. All these func-

tionals are called ’pure’, as opposed to ’hybrid’ functionals, which include

some percentage of exact exchange from HF theory.

The list of functionals relevant for this work, along with the amount of

exact exchange they use, is shown in Table 4.1.

The exchange functional should cancel out the Coulomb repulsion func-

tional in one electron systems. The notorious failure of exchange functionals

to do so results in self-interaction error. On the other hand, it is recognized

that these functionals incorporate some static and dynamical correlation as

well.48

Balancing DFT exchange functionals with HF exchange thus creates a
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functional
BP86
PBE
TPSS

B3-LYP M06 MPWB1K BH-LYP
M05-
2X

exchange(%) 0 20 27 44 50 56

Table 4.1: DFT functionals used in Papers I-IV and the amount of HF
exchange they use.

trade-off of reducing the self-interaction error at the expense of decreased

correlation.

It may be expected that bonding in transition metal complexes will in-

volve non-negligible amount of static correlation and, thus, smaller amounts

of HF exchange would be desirable, relative to main group chemistry.49 How-

ever, the relationship is more complicated, as evidenced by benchmark50 and

many case-studies.51

Clearly, there are multiple factors (such as the character of the systems

and the quantities that are calculated) that play role and no single answer,

without significant improvement of functionals in use, can be considered

definitive.52

4.2 Solvation

While theoretical gas-phase chemistry has reached level of accuracy that

is comparable to experiment, most of the interesting chemistry happens in

solution. Solvent can have a profound effect on reactivity, energetics and

mechanisms and cannot be ignored even for qualitative trends.

Explicit treatment of solvation should in principle provide the most real-

istic account of solvation. The resulting large number of degrees of freedom

is treated by statistical averaging of the sampled space. Various flavours

of molecular dynamics and Monte Carlo simulations offer effective ways of

importance sampling in these multi-dimensional problems. While this has

allowed for impressive advances, the problem of extensive sampling remains
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a limiting factor.53

As a result, this approach is dominated by force-field and semiempiri-

cal quantum-mechanical energy functions, which often resort to functional

descriptions that are too simplistic to describe the chemistry, especially in

case of transition metals. Although ab-initio molecular dynamics (usually

using Density-Functional Theory (DFT)) became feasible for simple systems

and can provide promising results, e.g. in calculation of pKa54 or analyz-

ing solvent-metal interactions55 , the application to metal-ligand binding is

conceivable56 but still rather impractical.

An attempt to locate middle ground between the two extremes are the

multi-scale approaches, which combine QM an MM world by separating the

system into layers that are described by increasingly more approximate meth-

ods.57

The inner layer consists of chemically active and electronically correlated

parts and is treated by QM methods. The inner core is supported and po-

larized by outer layer that is typically treated on force-field level. Coupling

of the two layers has to be carefully accounted for and raises several prob-

lems inherent to QM/MM methods. This approach is especially popular in

enzyme mechanistic studies.

Some of the major problems of the aforementioned methods is the need

for sampling and inappropriate representation of interactions between the

system of interest and its surroundings. This is especially true for the water

as a solvent, which has the ability to strongly polarize its solutes.

4.2.1 Polarizable-Continuum Models

The interaction of solute with solvent is traditionally split into several con-

tributions. The effect of solvent is mainly electrostatic but other effects are

relevant as well. These solvation energy is traditionally split to:

G = Gel +Gdis +Gcav +Grep (4.2)

Gel corresponds to electrostatic contribution, Gdis stands for dispersion

interaction, Gcav represents the formation of a cavity within a solvent and
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Grep includes local changes to the structure of a solvent.58

This division is both phenomenological and situational. The separation

is intuitive, although the terms are not strictly separable and measurable on

their own. The most important is the electrostatic term and this fact is recog-

nised by a class of approaches called Generalized Gradient Approximation

(GGA). The remaining terms are usually estimated based on area of surface

segments and atomic surface tensions with parameters fitted to numerous

experimental data sets.59 These models immerse the solute in homogeneous

polarizable continuum. Both the continuum and the solute are polarized by

the interaction.

The solute is first placed in a cavity, that is usually defined by scaled

Van der Waals radii of the atoms of the molecule. The scaling (enlargement)

is used to diminish problems with charge density reaching significant values

outside of the cavity.

Outside of the cavity, we assert presence of a dielectric continuum by

introducing solvent reaction field. The total electrostatic potential is subject

to Poisson equation:

∇2(Vsolute + Vrf ) = 0 (4.3)

The electrostatic potential comes from the solvent reaction field, Vrf , and

the charge distribution of the solute, Vsolute(~r) =
∫
d~r′ σ(

~r′ )

~r−~r′
. The Poisson

equation is a general relation that has to be valid regardless of the presence

of the continuum.

The presence of a dielectric can be accounted for in different ways. An

illustrative approach is to invoke the boundary condition that the electric

field is continuous across the cavity surface. The electric field outside of the

cavity is scaled by the dielectric constant, ε, of the solvent. In this way, the

continuum represents the solvent by its macroscopic property.(
∂V

∂n

)
in

= ε

(
∂V

∂n

)
out

(4.4)

where ~n is a unit vector pointing outside of the cavity.

A popular way of implementing these relations is by introducing apparent

surface charge density on the surface of the cavity. The problem of complex
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cavity shapes is solved by discretizing the surface to small fragments, which

have their charge density represented by a single point charge. The magni-

tude of the charge is related by the above condition to the potential produced

by solute charge density (obtained from Quantum-Mechanical (QM) calcu-

lation) and other surface charges. The set of self-referential linear equations

can be solved iteratively to produce surface point charges, which are then

used in the next QM cycle to polarize solute’s charge density in a natural

way.

Thus, the implementation requires merely a construction of a cavity, solv-

ing a set of linear equations and a mild increase in the number of SCF cycles.

4.2.2 Conductor-like Screening Model

There are numerous variations of the method outlined above. One worth

mentioning in this work is the Conductor-like Screening Model (COSMO)

approach, which derives the surface charges in a slightly different way.

The continuum in COSMO is a conductor. Instead of invoking the bound-

ary condition the conductor implies zero electrostatic potential on the surface

of the cavity. Thus, the surface charges are required to negate the potential

of the solute charge density and other surface charges. The resulting charges

are then scaled:60

f(ε) =
ε− 1

ε+ 0.5
(4.5)

which recovers the charges for a given value of dielectric constant. This

approximative approach is sufficiently accurate even for low values of ε ( 2).61

Thus, this approach is safe for water (with dielectric constant of ε 80).

The advantage of the above approach is its inherent simplicity. Moreover,

long range polarization is included exactly (within the formulation of the

model) without invoking ad hoc cut-offs or inhibitively large system sizes.

The main problem is the simplistic representation of the solvent by a single

macroscopic parameter - any structural details are ignored. Moreover, the

model is inherently incapable of describing interactions that involves charge

transfer between solvent and solute.
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4.2.3 Conductor-like Screening Model for Real Solvents

The problems above are, to some extent, addressed by an extension of COSMO

model called Conductor-like Screening Model for Real Solvents (COSMO-

RS),62.61 The computational cost of this improvement is negligible and it is

used heavily throughout this thesis.

An auxilliary quantity generated during the COSMO calculation is the set

of charges located on a surface of the solute cavity. In a nutshell, COSMO-

RS is a quantification of interaction of the surface segments of a solute with

the surface segments of a solvent.

The starting point for COSMO-RS treatment are COSMO calculations

for both the solute and the solvent. Thus, solvent and solute are treated

at the same level of theory, while the COSMO model (and other PCM-like

models as well) work with dielectric constant, ε, as the only reference to the

nature of a solvent.

The segments and charges are assembled to a histogram, called a sigma-

profile, shown in Figure 4.1.

Figure 4.1: Examples of σ−profiles - charge density distributions. Reprinted
from Ref 63, Copyright 2016, with permission from Elsevier.
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The next step is the computation of chemical potential of a segment

in a solvent environment. This chemical potential is related to energy of

interaction with other segments, the relative frequency of the other segments

(the σ-profile) and their own chemical potential.

µ(σ) = kT ln[

∫
dσ

′
p(σ

′
) exp (E(σ, σ

′
)− µ(σ

′
))/kT )] (4.6)

with µ(σ) referring to the chemical potential of a segment with charge

density σ, p(σ) is the σ-profile of the solvent and E(σ, σ
′
) is the interaction

energy of segments with respective charge densities σ and σ
′
.

There are several terms contributing to the energy of interaction of two

segments. The major term corresponds to the electrostatic interaction of

the charge densities of the two surfaces. So called hydrogen-bonding terms is

treated separately. It is applied to sufficiently polar surfaces and accounts for

charge transfer that is not included in the electrostatic term. Atom-specific

parameters are used to reflect Van der Waals interaction between segments.

COSMO-RS includes other terms that reflect structural details of the species

studied. These are corrections that aim to treat problematic cases.

As in the case of calculation of apparent surface charges, this is a self-

referential set of linear equations, which are very easy to solve. The result

is a σ-potential, i.e. a chemical potential of a segment as a function of its

charge density.

The chemical potential of the solute in a solvent is a weighted average of

chemical potentials of its segments in the environment of a solvent.

Using only the auxilliary quantity of surface charge densities, a much more

physical description of solute-solvent interaction has been obtained. The

surface segments are treated as individual entities, which does not reflect the

three-dimensional structure of the molecules and may lead to oversolvation.

This is corrected for only partially.
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Chapter 5

Optimization of Computational

Protocol for Studying

Metal-Ion Binding and

Selectivity

Studying metal ion-ligand interactions is relevant and exciting not only for

its biological implications. Moreover, contemporary computational chemistry

has a potential to address these problems in a way that can provide insights

both competitive and complementary to laboratory science. The specific

challenges that have to be faced are put into perspective on the following

pages. The details can be found in the attached Papers.

Systematic studies focusing on metal-ion selectivity64,65,66 or on conforma-

tional exploration of ion-peptide systems67,68 have been conducted before,

but have avoided incorporation of solvation effect.

The main theme of this doctoral thesis is setting up a computational pro-

tocol that can address questions of metal ion-ligand and ion-peptide binding

and selectivity in water environment in an effective, efficient and flexible

manner.

For a computational chemist an observed error should not be a nuisance,

but a core object of interest. Understanding the sources and the dependence
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of errors on the decisions made throughout the computational experiment

lies at the very heart of ”applied” quantum chemistry.

Papers I and II focus on the most technical aspects of this quest and

understanding the impact of individual choices on the ability of a compu-

tational protocol to reproduce absolute and relative stability constants of

model complexes. Paper III attempts to further validate the computational

protocol from a slightly different perspective, by looking at conformational

free energies of copper-cyclam complexes. Paper IV attempts to transfer the

computational protocol for use in metallopeptidic systems and explore to

what extent is the selectivity determined by the immediate environment of

the binding site.
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5.1 Paper I & II

Understanding ion-ligand interactions quantitatively requires accurate de-

scription of these systems. There are, conceptually, two main challenges.

The first is to select a model that faithfully represents the system of

interest. An obvious part of this challenge is ensuring the computer model

corresponds with the physical reality - such as identifying the correct binding

mode or relevant reference states. However, all models can be considered as a

multi-scale representation of reality. The models will difer in where we draw

the lines between individual layers and what we put inbetween the lines. This

aspect becomes especially relevant when treating solvent species, deciding on

what to consider explicitly, implicitly, and what to ignore altogether.

The other challenge, not truly separable from the first one, is accurate

quantum-chemical description of the chosen model. The outcome of this

description should be computable quantities that are comparable to bench-

marks and/or experimental values.

The field of quantum chemistry has advanced to a point where description

of gas-phase low-temperature isolated systems combats the accuracy of de-

scription of these systems by experiment. Focusing on purely computational

benchmarks is attractive due to elimination of a number of factors, allowing

direct and clean comparison of accurate benchmark methods with computa-

tionally cheaper methods. Data obtained through CCSD(T), considered a

golden standard in the realm of single-reference systems, represent accessible

benchmarks.

Ultimately, however, our interest lies in metal ion complexes in solvent

environment, as only these are relevant for undestanding the mechanisms

of binding and selectivity in biological systems or for most of laboratory

chemistry. Experimental data for these systems represent the more rele-

vant benchmarks. It remains, however, suspect to numerous factors such

as approximate treatment of solvent, ionic strength, pairing the model with

physical reality, non-zero temperature effects, and experimental deviations.

Both benchmarks can provide valuable insights. Hence, there is no rea-

son not to be greedy. The gas-phase benchmarks are discussed in Section
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5.1.1. Complex analysis with reference to experimental stability constants is

addressed in 5.1.2.

Establishing and understanding the strengths and weaknesses of a com-

putational protocol for metal ion complexing systems is the main objective

of Papers I and II. Both requirements, i.e. choosing a proper model and its

accurate description, are addressed.

5.1.1 Gas-Phase Benchmarks

Work in Paper I In Paper I, five model systems are considered. Each

system has 2-6 simple ligands. The set of ligands includes water, ammonia,

acetate, methylthiolate, imidazol or phenol. These are bound to each of four

divalent ions - Cd, Zn, Cu, Fe. Reference systems with corresponding number

of water molecules (only) are built as well.

Single-point energies are calculated for these systems by a wide range

of methods. CCSD(T) is used as a reference. Hartree-Fock, MP2, SOS-

MP2, SCS-MP2 are included as representatives of wave-function methods.

A variety of, generally computationally cheaper, DFT functionals represent

majority of the tested methods.

Apart from single-point calculations, a subset of the systems is tested for

sensitivity of equilibrium structure to the choice of method used for opti-

mization.

Gas-Phase Energies CCSD(T) is a single reference method that builds

up on Hartree-Fock wave-function. This is a safe assumption in case of closed-

shell systems, such as complexes with Cd2+and Zn2+ions. For some of the

open-shell systems, containing Fe2+and Cu2+, there are indications that use

of single-reference methods is less warranted.

The quantity of interest is the energy of interaction with a given set of

ligands, defined by equation 5.1. The aim of the benchmark is to identify

methods capable of reproducing the CCSD(T) value of this quantity as closely

as possible but at significantly lower computational cost.
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System [CdL4] [CuL2]
+

CCSD(T) 375.8 342.6
MP2 375.1 320.5

PBE+D3 384.3 337.6
B3-LYP+D3 377.9 334.8
TPSS+D3 382.0 333.6

M06 380.2 341.1
BH-LYP 370.5 314.2
M05-2X 375.3 316.9

MPWB1K 376.2 320.4

Table 5.1: Interaction energies [kcal.mol−1] of selected complexes. The
Cd2+complex is a representative example, while the Cu2+complex is a prob-
lematic case.

[M(H2O)n]2+ + nLc −→ [MLn]c+2 + 6H2O (5.1)

Out of the tested methods the best agreement is provided by Moller-

Plesset 2nd order (MP2) in combination with a triple-ζ basis set, with

the errors within 1.5 kcal.mol−1. This is an extraordinary result, as the

computational price is comparable to hybrid DFT calculations. The suc-

cess, however, comes at the price of questionable robustness, as evidenced

by a couple of cases where the method fails spectacularly. An example of a

typical and of a problematic case is presented in Table 5.1.

The problematic cases are all open-shell species and all contain a metal-

thiolate bond. Copper systems seem to be especially problematic in this

regard. The problem is reflected in increased errors, difficulties in converg-

ing the wave-function and unwarranted energy differences of some virtually

identical structures. A partially multi-reference character or presence of in-

truder states might be responsible for these anomalies. Without resolving

the specific case, it is noted that MP2 appears as a very attractive, although

not fully reliably method for the problem of interest.

DFT methods show a wide range of accuracy that is, in general, infe-

rior to that of MP2. The average absolute errors are in the range of several
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units to more than 10 kcal.mol−1. A vague trend that can be recognized is

improved performance of functionals with higher amount of exact exchange.

Indeed, the top three functionals all include more than 40% of exact ex-

change, while the worst three were pure functionals (i.e. with 0 % exact

exchange). Among the worst performing was also BP86, which will be rele-

vant for later discussion. Notably, the cases precarious for the wave-function

methods were handled by DFT without increased difficulty.

It appears that a DFT functional with high amount of exchange

can obtain interaction energies of these systems slightly more ro-

bustly although at cost of decreased accuracy compared to MP2.

Both approaches can be considered satisfactory.

For discussion of selectivity, differences of interaction energies for different

metal ions are relevant. The error in this doubly differential quantity is

significantly less pronounced, typically in units of kcal.mol−1. This error

appears to be of similar magnitude even for methods with poor performance

on the absolute scale.

Structure Optimization The investigation of structure dependence on

the method used for optimization reveals few remarkable differences. Em-

ploying o one method for both the optimization and any further calculations

is to be preferred. Expectedly, the requirements are less stringent for

obtaining the geometry than they are for calculation of interaction ener-

gies.

Even with one method, there is a danger of obtaining multiple minima

even for rather simple systems. Before drawing conclusions from differences

in energy of two complexes with different metal ions, it is advisable to swap

the ions and restart the geometry optimizations.

Dispersion is often not properly included in most DFT functionals. This

deficiency is typically remedied by empirical correction. Its contribution to

a binding energy will depend on the size and nature of ligands, but can be

expected to be within several units of kcal.mol−1. If the reference state is

similar to the target complex (i.e. equal number of ligands, similar character
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of ligands), the dispersion correction is unlikely to contribute significantly to

the total value of interaction energy. However, including dispersion correction

is still essential for optimization of structures.

5.1.2 Experimental Benchmarks

Work in Paper I and II The systems subjected to gas-phase benchmarks

were also considered in solution. Moreover, complexes of small ligands with

a series of divalent metal ions (Mn2+, Fe2+, Co2+, Ni2+, Cu2+, Zn2+, Cd2+,

Hg2+), for which the experimental stability constants were available, were

built. The systems are presented in Figure 5.1. Different binding modes,

amount of hydration and reference states are considered.

Calculations that include in-solvent optimizations, gas-phase single-point

energies, free energy of solvatation, thermal corrections and zero-point vibra-

tional energies are performed.

Figure 5.1: Systems studied in Paper II.

Reference states The previous analysis assumed equal number of ligands

in the target complex and the reference state. It is observed that the good

performance of some methods benefits from cancellation of errors - an inter-

action with a ligand is compared to the interaction with a water molecule in

the reference state.

34



A more natural reference state is tested instead:

[M(H2O)6]
2+ + nLc −→ [MLn(H2O)m]c+2 + (6–m)H2O (5.2)

With the hexahydrated reference state the error accumulates and its mag-

nitude can be partially related to the difference in the number of ligands

between the complex and the reference state. This highlights the importance

of correctly representing the systems of interest.

Implicit vs Explicit Solvation Inevitably, this leads to the question of

which solvent molecules to represent explicitly. In the case of an ideal solvent

model this choice would be inconsequential. However, the accumulated error

mentioned above shows that this is not the case. Removal of an explicit

solvent molecule is not properly compensated by introduction of implicit

solvent, or its advanced variants like COSMO-RS or SMD (used in Papers I

and II). Apparently, there is a systematic misrepresentation of the first-shell

solvent molecules.

Is one representation more justifiable than the other? What are the pos-

sible discriminating factors? The answers can be obtained by considering

the nature of our solvent models. Even though both COSMO-RS and SMD

go beyond polarizable continuum models, they build up on them and inherit

some of the inherent limitations. Specifically, the solvent is represented by

a macroscopic descriptor of a bulk solvent and can only account for solute-

solvent charge transfer, at best, parametrically.

This is known to cause problems with charged or even just highly polar

species, where this description meets its limits. The assumed bulk solvent

molecule becomes qualitatively different to the actual strongly interacting

solvent molecule. For these reasons, a model that prevents direct contact

of an ion with the continuum is preferable. This is especially relevant for

the doubly charged metal ion, but similar reasoning pertains to (charged)

ligands.

It is advisable to include all first-shell ligands explicitly. For reference

states of metal ions this usually implies hexahydrated octahedral complex. A
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System
Average

error
[M(NH3)4(H2O)2]

2+ 7.6
[M(Imi)(H2O)5]

2+ 1.3
[M(H2O)3(His)]+ 2.2
[M(H2O)3(Cys)] 17.6

[M(CH3COO)(H2O)5]
+ 12.4

[M(SCH2COO)2]
2− 9.9

Table 5.2: Errors [kcal.mol−1] from MP2 + COSMO-RS calculations of bind-
ing free energies for selected complexes.

known complication is the cuprous ion, Cu(II). Due to Jahn-Teller distortion

the axial ligands are bound less strongly or not at all. A hexaydrated Cu(II)

complex optimized in GGA ends up with one of the water molecules floating

away to the second solvation shell. This not only exposes the metal ion to

the continuum, but also introduces an explicit water molecule to the second

solvation shell. A reference state with five water molecules instead faces

the potential accumulative error mentioned above. Either way, this leads to

systems that are qualitatively different to other metal ions. An analogous

problem is presented by many Cu(II) systems and is related to the problem

of comparing different structures mentioned in previous section.

Using hexaligated complexes on both sides appears to diminish the differ-

ences among the methods. However, this may be caused by consideration of

simple ligands (due to availability of experiental data), where only a few lig-

ands differ from the water molecule. Hence, we do not infer any conclusions

from this observation.

In-Depth Error Analysis The computational protocol so far consists of

MP2 for gas-phase energies, COSMO-RS for solvation, and standard fre-

quency analysis for the estimation of thermal contributions and Zero-Point

Vibrational Energy (ZPVE). Table 5.2 shows the errors for computation of

binding free energies using this computational setup.

Even with this setup the errors are in units to tens of kcal.mol−1from
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the experimental values. We have to conclude that the presented com-

putational protocol is NOT capable of reproducing experimental

stability constants of metal ion complexes.

In order to understand the source of the error we start with a naive

assumption. We assume that there are two major contributions to the error

( i.e. the diference between the experimental and calculated binding free

energies) - a ligand-specific shift (LSS) and a metal-specific shift (MSS).

∆∆GM,L = (∆Gexp
M,L −∆Gcalc

M,L) = LSSL +MSSM,L

The difference between this assumption and actual values is incorporated

into MSS. Thus, the MSS is both metal- (M) and ligand- (L) dependent.

Assuming our definition of free energy is in principle exact there are three

possible sources of error. The errors stemming from gas-phase energy have

been discussed previously. Most of the following discussion elaborates on

issues related to solvation free energy.

We refrain from analysing contribution of ZPVE and thermal corrections

to the total error. We do, however, note that this term exhibits low variability

across different metal ions and only becomes notable, although still of minor

importance, when the binding modes are not identical.

Ligand-Specific Shift The Ligand-Specific Shift (LSS) is defined as:

LSSL =
n∑
M

∆∆GM,L

n
(5.3)

The processes of ligand binding a proton and binding to a metal ion

are qualitatively similar, as both constitute charged Lewis acids. Thus, we

expect similar trends for the LSSL and pKa of a corresponding lingand. This

comparison is shown in 5.3.

Moreover, the ligands are simple systems that are unlikely to suffer from

insufficient description of wave function or thermal contributions. This allows

us to attribute all of the error in these calculations to solvation and relate

the conclusions to the behaviour of the solvation model for the metal ion
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System LSS
pKa
error

[M(NH3)4(H2O)2]
2+ 2.8 4.7

[M(Imi)(H2O)5]
2+ 0.3 3.1

[M(H2O)3(His)]+ 3.0 4.1
[M(H2O)3(Cys)] −8.0 −4.6

[M(CH3COO)(H2O)5]
+ −8.6 −1.9

[M(SCH2COO)2]
2− −13.5 −9.6

Table 5.3: Ligand-Specific Shifts [kcal.mol−1] obtained from BP86 +
COSMO-RS calculations of binding free energies for selected complexes and
error in calculation of pKa of corresponding ligands.

complexes. The pKa and β error are not quantitatively identical, since the

LSS quantity includes errors in all three terms (i.e. also gas-phase energy,

ZPVE, and thermal corrections, not just solvation) and also includes errors

common to all studied metals.

Just as in case of metal ions, including the first solvation shell might be

beneficial for, especially charged, ligands as well. However, the first solvation

shell of a ligand might not be defined as clearly as in the case of a metal ion.

An important and related point is that the error of pKa prediction is

related to the continuum treatment of ligands. Each functional group is as-

sociated with different error, implying systematic favouring or disfavouring of

exposure of some groups to the continuum. Comparing binding free energies

of different binding modes is, thus, subject to this bias.

Metal-Specific Shift Metal-Specific Shift (MSS) is defined as:

MSSM,L = ∆∆GM,L − LSSL (5.4)

The magnitude of MSS is fairly small, which means, that the differences

in binding free energies across the metal ion series, i.e. selectivities, are

reproduced surprisingly well.

It is also quite invariant, which is reflected by small root-mean-squares of
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System RMSL RMSCL
[M(NH3)4(H2O)2]

2+ 2.7 1.7
[M(Imi)(H2O)5]

2+ 1.3 1.9
[M(H2O)3(His)]+ 1.5 0.8
[M(H2O)3(Cys)] 2.6 1.5

[M(CH3COO)(H2O)5]
+ 1.3 0.8

[M(SCH2COO)2]
2− 3.6 2.4

Table 5.4: Variation of Metal-Specific Shifts [kcal.mol−1] obtained from BP86
+ COSMO-RS calculations of binding free energies for selected complexes,
before (RMSL) and after(RMSCL) empirical correction.

MSSM,L for a specified ligand, L, see Table 5.4. MSS averaged over all tested

systems can be applied as an empirical correction.

The RMSCL thus represents error in reproducing selectivity of a given

complex after applying this correction - the value is in all but one case below

2 kcal.mol−1, which can be considered satisfactory.

It is worth mentioning that the error is largest for the problematic Cu(II)

ion (2.5 kcal.mol−1). This suggests that the analysis of reference states was

well founded and the magnitude of MSS for each metal is related to the

uncertainty in defining its reference hydrated state.

Selectivity The choice of method for calculation of relative (rather than

absolute) stability constants does not seem to be as critical. Considering

relative binding free energies benefits significantly from cancellation of errors.

The results in 5.4 are calculated with BP86, which was among the worst

performers in the benchmark calculations done in Paper I. When comparing

the methods in their ability to reproduce differences in binding free energies,

the BP86 method is better than others by a small margin. This apparent

discrepancy has two possible sources.

First, the nature of error is likely similar for all metal ions studied, as

mentioned above. This observation is, naturally, system dependent. Among

the studied complexes, the largest error is observed for the (SCH2COO)2−

ligands. While there are multiple sources of error possible, we recall to the
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thiolate ligands presenting a challenge for many of the tested methods. The

increased error in this case may be due to related reasons.

Second, the solvation method used, COSMO-RS, is parametrized for

BP86. Although metal ion complexes are not a natural system for this sol-

vation method, it is likely that the performance of BP86 is aided, to some

extent, by the parametrization.

The appeal of using BP86 as a method of choice is two-fold. First, it is a

pure functional, which warrants a lower computational cost. Second, thanks

to the setup of computational protocol a single single-point calculation is

sufficient, instead of three calculations required for combining COSMO-RS

with other methods. The limitations of BP86 for systems of more complicated

electronic structure, such as presence of thiolate ligands, have to be borne in

mind at all times.

As mentioned previously, calculation of ZPVE and thermal corrections is

a costly and burdened with systematic errors, due to problems of estimating

these terms for species in solvent. Their contribution to the accuracy of

relative stability constants is negligible when comparing identical binding

modes. Even for different binding modes this contribution is comparable to

the expected error of these computations. Avoiding the frequency analysis

altogether, thus, appears as a reasonable choice.

5.1.3 The Computational Protocol for Selectivity

The proposed version of the computational protocol thus consists of BP86

optimization and single-point calculation, combined with COSMO-RS. Fre-

quency analysis is omitted.

It is counterintuitive that the minimalistic choice for the protocol, i.e.

in-solvent optimization followed by a single single-point calculation, could

be sufficient for reproducing selectivity properties of metal-ion complexes.

Moreover, it appears to be an optimal choice. I hope I have convinced the

reader that this choice is not made of convenience or serendipity and that

the reasons behind it are well motivated and justified.

There are limitations of the chosen approach. Most importantly, these
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are possibly insufficient description of the electronic structure in case of more

complicated systems (such as those containing thiolate ligands) and bias in

comparing different conformations stemming both from the inherent proper-

ties of the solvation method and omission of frequency analysis.

Still, after applying a justifiable empirical correction, the error in re-

producing selectivity of studied complexes was reduced below 2

kcal.mol−1.

Identifying these limitations allows awareness and accounting for prob-

lematic cases by using more reliable wave-function or DFT methods, inclusion

of frequency analysis and at least qualitative analysis of solvation bias.
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5.2 Paper III

The computational protocol seems to work well in reproducing relative sta-

bility constants. Some level of uncertainty, however, remains in comparison

of different conformations. The study presented in Paper III offered an op-

portunity to further test its capabilities, both in describing structural and

energetic properties of metal-ion complexes.

The systems in question (see Figure 5.2) were designed to bind 64Cu

quickly and easily; the resulting complex to be examined for a potential use

in nuclear medicine. The systems are composed of a cyclam ring and a variety

of phosphonate and phosphinate pendants.

Figure 5.2: Phosphonate complexes L2 and te2P

The system of interest, L2, exhibited unusual kinetic and thermodynamic

behaviour. The kinetics of complexation suggested a three-step process. The
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first step includes formation of an out-of-cage coordination of copper by the

pendant arm. The second step transfer of copper from out-of-cage to in-cage

complex of unknown structure. The last step results in formation of one of

the major cyclam conformers, namely conformer I (see 5.3.

Spectral characteristics of the intermediate complex suggest that it is

one of the major cyclam conformers as well (see Figure 5.3). However, due

to its transient nature, its identification by experimental methods remained

elusive. Could the proposed computational help identify the structure of this

intermediate?

The three-step process, mentioned above, results in formation of con-

former I. Under different experimental conditions, this conformer further

transforms to conformer III. This conversion is not unusual, as conformer III

is the most stable for many cyclam complexes. However, the conversion is

usually quantitative, while for system L2 a mixture of conformers I and III

is observed. Can this anomaly be justified by the proposed computational

protocol?

Work in Paper III Given at least one pendant arm attached to one of the

nitrogens, there are 8 possible conformers defined by chirality of protonated

nitrogen atoms.

All of these conformers were built for the three systems in question and

subjected to the DFT + COSMO-RS protocol. Rather than examining in-

teraction with different ions, as was the case in previous Papers, relative

energies of conformers of individual systems were obtained and examined.

5.2.1 Explaining Kinetic Behaviour

It is, in principle, not possible to justify kinetics of a process by merely looking

at energies of local minima. However, the conversion of the intermediate

complex to conformer I is pH dependent and is proposed to be catalyzed by

a hydroxide anion. The intermediate complex is, at the same time, believed

to be one of the major cyclam conformers. Thus, the transition state should

be related to the intermediate complex, differing by the interconversion of
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Figure 5.3: Major conformers of cyclam complexes.

the nitrogen’s chirality. The energetical cost of the transition state comes

on the top of the conformational energy of the intermediate complex. Thus,

the conformational energy is a discriminating, albeit not decisive, factor that

can contribute to the identification of the intermediate complex.

Two low-energy candidates for the intermediate complex are 4II and 11II

conformers, with conformational free energies 1.4 and 4.0 kcal.mol−1(relative

to the conformer I), respectively.

The 4II complex conformer is expected to have similar probabilities of

converting to I and III conformers; a single flip of chirality required in each

case. However, only conversion to I is observed. Such behaviour seems to
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be more in line with the 11II conformer, for which only the conversion to I is

natural. This is supported by the structure of 11II, in which the pendant arm

stabilizes the two hydrogens not undergoing a conversion. These observations

collectively point to the 11II conformer as being the elusive intermediate

complex.

No intermediate complexes were observed for the other examined system

te2P. In agreement with these observations, the conformational free energies

of these systems are relatively higher than for L2.

The overall complexation process of L2, as proposed in Paper III, is shown

in Figure 5.4.

Figure 5.4: Proposed intermediates of the complexation process of L2
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5.2.2 Explaining Thermodynamic Behaviour

A more natural question to address is the formation of thermodynamic mix-

ture of I and III conformers of the L2 system. No mixture was observed for

the te2P system, which yields conformer III exclusively.

The observed ratio of I/III conformers of in the thermodynamically sta-

ble mixture of L2 suggests conformational free energy difference of ca. 0.5

kcal.mol−1. No mixture is observed for the te2P system, implying signifi-

cantly larger difference.

In agreement with these observations, the lowest conformer is correctly

identified to be III. For L2 system, the I conformer is only 1.4 kcal.mol−1above

conformer III, while it is 5.4 kcal.mol−1higher for the te2P system. The

difference is likely caused by the stabilization of I conformer by the longer

pendant arm of L2.

5.2.3 Conclusions

The computational protocol was applied to a case-study of copper-cyclam

complexes. The conformational energies and structures obtained from the

protocol were used to aid identification of the intermediate complex and to

justify the formation of equilibrium mixture. Although the question posed

in this study did not relate to metal-ion selectivity or the conformational

energies of different binding modes (see Paper II), the agreement of the results

with all observations further validates the computational protocol.
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5.3 Paper IV

In order to understand metal ion selectivity in biological context it is nec-

essary to make a step towards more complex systems. Paper IV focuses on

peptidic systems, as these are abundant and well explored, but it is likely

that the conclusions are not system-specific and can be transferred e.g. to

interaction of nucleotides and DNA with ions.

To what extent is the computational protocol transferable to metallopep-

tides? There are at least two obvious problems to be faced.

First, it is not practical to represent the entire peptide by quantum me-

chanical description. Even modestly sized peptides are computationally pro-

hibitive. There is an obvious need for choosing an approximate representation

of the metal-binding peptide. The definition of a ligand thus becomes un-

clear. Cutting bonds along non-polar (essentially C-C) bonds, similar to the

practice of QM/MM calculations, is a reasonable solution. But how far from

the binding site should the cut be made?

Second problem is much more fundamental. Even in simple metal-ion

complexes the approximate description of outer shells is problematic. This is

despite the fact that water as a solvent is extensively studied and chemically

rather simple. Peptides exhibit immense variability and have potentially very

complex dynamics that depend on the details of the whole large molecule.

What level of accuracy can be hoped for if only simplified model is consid-

ered? Where could such a model be useful?

Work in Paper IV In Paper IV, six amino acid sequences were selected.

These were either predicted or observed to bind metal ions with their side

chains. The peptides are referred to based on the amino acid codes of the

putative binding residues, and are presented in Figure 5.5.

Four models representing the binding sites were examined. The models

differed in distance of the truncation site from the binding atom and capped

by a hydrogen atom. The truncation included only the binding atom (TINY),

one methyl group (SMALL), the entire side chain (ALPHA), or the entire

amino acid (FULL AA).
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Figure 5.5: Six peptide systems studied in Paper IV.

Each of the metal ions from the series examined previously - Mn2+, Fe2+,

Co2+, Ni2+, Cu2+, Zn2+, Cd2+, Hg2+- was inserted into each peptide and

each model.

Each system was optimized. Subsequently, the metal ion of each system

was substituted with all other metal ions and subjected to the computational

protocol (without optimization).

Several substitutions of side-chains with and without optimization were

performed for selected systems in order to systematically study the various

effects that could affect the effect of the system not included in the models.
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5.3.1 The Thermodynamic Cycle

The relative free energy is a state quantity. For the purpose of analysis we

split the binding of different ion into two steps. First, we exchange the metal-

ion - without optimizing the system. The differences in binding free energy

of this step are addressed as MSS. The second step is optimization of the

system. Differences in binding free energy of this step are addressed as LSS.

The process is shown schematically in Figure 5.6.

Figure 5.6: Two-step exchange of metal-ion

This split allows us to isolate the effect of outer-shells (i.e. those parts

of the peptide not included in the model) on binding of the metal-ion from

the overall process of structural adaptation of a peptide. The idea is sim-

ilar to any thermodynamic cycle. The focus of the discussion in on the

Metal-Induced Selectivity (MIS), because addressing the structure-induced

selectivity is better suited for e.g. QM/MM shcemes, which are outside the

scope of this thesis.

5.3.2 Metal-Induced Selectivity

The Absolute Average Deviation (AAD), i.e. the distance from the mean, of

the following quantity is studied:
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System
model CC MM DHHD DNDO CHCC DDSOEE
TINY 2.2 1.8 3.8 2.5 0.6 0.8

SMALL 0.9 0.8 1.5 0.4 0.3 0.5
ALPHA 0.4 0.5 0.4 0.1 0.3 0.4
FULL AA 0.2 0.1 0.1 0.1 0.1 0.2

Table 5.5: A representative example of AAD values.

G2ndshell
M,L,model = Gpeptide

M,L −Gmodel
M,L (5.5)

This quantity isolates the interaction of the outer shells with the metal

ion. The average (in AAD) is taken over all metal ions - in line with the idea

of MIS. Note that the structure of peptide (and the model) is held frozen for

all metal ions.

The AAD values for a representative example are shown in Table 5.5 and

are generally below 1 kcal.mol−1, even for SMALL models.

Error Trends Across Systems AADL,model varies across the systems

studied. Three conceptual sources of this variation have been identified. The

list is likely incomplete but it does cover most of the error of MIS observed

and should prove useful for future application.

Hardness Hardness of the binding ligand is an important determinant.

Softer ligands are more sensitive to the truncation than harder ligands such as

carboxylates. Thus, ALPHA models are recommended for thiolates (cysteine

side-chains of CC and CHCC) and thiolethers (methionine side-chains of

MM), while SMALL models are sufficient for most other cases.

We note that complexity of the thiolate-metal bond, shown repeatedly

to be difficult to address, is not relevant in this case - the computational

method is the same for all terms in equation 5.5 and, thus, the error reflects

only the effect of outer shell.
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Shielding There are, potentially, other parts of the peptide that signif-

icantly affect outer-shell selectivity that cannot be easily identified and/or

included in the model. The most obvious case is the presence of charged

ligands in the vicinity of the binding site.

As observed previously, including the first-shell ligands is necessary but

doable, because the presence of solvent molecules can be easily surmised

in the case of metal-ion complexes. In a peptide, the binding site and the

binding partners are defined by the peptide. Fewer ligands result in exposure

of the ion to the continuum in a model. Thus, coordination number is an

important determinant, with the higher number favouring proper shielding

of the ion from the rest of the peptide and, thus, lower AAD.

Although the coordination number cannot be accounted for without ex-

panding the model beyond the first-shell ligands, it does hint at the measure

of the outer-shell selectivity that can be expected from the model.

Hydrogen Bonds Other than explicitly charged moieties close to the

binding site, strongly interacting partners - such as hydrogen bonds - may

play role as well. Their influence is relatively small, typically only few tenths

of kcal.mol−1. In the case of ideal hydrogen bonds and strong acceptors their

importance may increase.

In conclusion, the MIS revolves around the measure of interaction of the

model with the parts of the system not included in the model. Maximising

the shielding of the ion from the rest of the peptide helps to improve the

selectivity description of a model.

5.3.3 Structure-Induced Selectivity

The metal-induced selectivity is only a thought experiment. Connecting its

relevance to the structural adaptation of a model is a required to justify its

meaningfulness.

The effect of structure adaptation of the binding site - coupled with the

structural changes of an entire peptide - is the basic principle of allostery
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and can be arbitrarily large.

An argument can be made that this does not invalidate the previous

analysis. First, there are systems, among those studied, where the structural

adaptation has negligible effect on relative binding free energies, i.e. the

local minima for a pair of ions is identical. Thus, it is conceivable that

for potentially rigid peptides the first-shell models capture the selectivity

properties very well.

Apart from these ideal cases, there are other ways of accounting for the

structural change. The content of this analysis is essentially identical to the

art of proper selection of the QM system in QM/MM studies. The truncation

criterion revolves, in this case, around selectivity properties. Thus, it is

natural to try to apply the conclusions to a multi-scale model. Structure-

Induced Selectivity (SIS) would thus be accounted for by e.g. point charges

and MM description using well established methods.

5.3.4 Conclusions

The computational protocol described in Papers I and II in conjunction with

proper selection of a model is a useful tool for addressing selectivity of met-

allopeptides.

The error in reproducing selectivity properties is enlarged, compared to

structurally simpler metal-ion complexes, by ca. 1 kcal.mol−1. The true

magnitude of the error depends on details of the binding site and its envi-

ronment.

The above conclusion is only valid under an optimistic assumption of a

rigid peptide. Thus, it should serve only as a proof of concept that invites

to couple the protocol with QM/MM schemes.
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5.4 Conclusions and Outlook

The thesis attempts to show that the computational protocol at hand is well

suited to address problems of metal-ion selectivity and that it is economic and

flexible enough to allow modifications for more problematic cases. In its basic

form it consists of BP86 coupled with COSMO-RS solvation model. Further

work may be required to address the issues raised in this thesis and to couple

the protocol with QM/MM techniques for investigation of metallopeptidic

systems.

Despite the best efforts, it seems that calculation of absolute stability

constants is out of reach of contemporary ”single-point” methods. While a

variety of quantum-chemical methods are available, it is the solvation that

still proves to be the most challenging aspect.

On the other hand, the computation of relative stability constants (rele-

vant for examining metal-ion selectivity properties) is much more accessible.

It is the cancellation of errors in multiple aspects that warrants the use of

cheaper methods.

This is partly due to different requirements for calculation of - seemingly

similar - absolute and relative binding free energies. Moreover, the gas-phase

energy and solvation free energy are correlated quantities, which presents a

hurdle in benchmarking the methods separately. Ultimately, it is their com-

bination that is relevant. Thus, the BP86 functional, that performs poorly

in gas-phase benchmarks, is much more attractive in combination with a

solvation method parametrized for this functional.

Similarly, the ZPVE and thermal corrections obtained from frequency

analysis make a major contribution to the values of absolute stability con-

stants, but a negligible one to the values of relative stability constants. Once

the objective shifts to the latter, it is advisable to omit this expensive part

of the calculation.

Representation of a system by a single structure is justifiable only for

relatively simple systems. Even in these cases, identifying the structure may

not be intuitive and conformational sampling is advised. The bias for ex-

posure of some functional groups to the continuum makes the evaluation of
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such sampling problematic and requires further work.

While the first-shell ligands are, naturally, the most important determi-

nants of selectivity, the outer shells can have non-negligible contribution as

well. Although the use of the protocol for metallopeptidic systems has been

conceptually demonstrated, coupling of the protocol with QM/MM schemes

is necessary for practical use.

With a reliable computational protocol at hand, it would be interesting to

explore the factors of metal-ion selectivity systematically. While the subject

has been studied extensively for at least a century, resulting in many qual-

itative and semi-quantitative concepts, a universal protocol and unbiased

systematic approach is certainly attractive.

This could result in quantification of importance of individual factors,

their cooperative effects, and, possibly, identification of yet unknown con-

cepts. Along these lines, a work on construction of a database of metal-ion

complexes composed of ligands that represent amino acid side-chains is under

way. The database will contain complexes exhaustively combining different

metal ions, ligands, and coordination geometries. The database was the ul-

timate motivation behind the presented Papers. Unfortunately, I have not

managed to compile its results within this thesis and I invite the reader to

stay tuned for the exciting study that goes beyond technical benchmarking

and protocol validation.

54



Bibliography

1 Vera Krewald, Marius Retegan, Nicholas Cox, Johannes Messinger, Wolf-

gang Lubitz, Serena DeBeer, Frank Neese, and Dimitrios A. Pantazis.

Metal oxidation states in biological water splitting. Chemical Science,

6(3):1676–1695, February 2015.

2 Douglas C. Rees, Robert P. Gunsalus, Sabina Rech, and Yonglin Hu. Crys-

tal structure of the molybdate binding protein ModA. Nature Structural

and Molecular Biology, 4(9):703, September 1997.

3 Lalla Aicha Ba, Mandy Doering, Torsten Burkholz, and Claus Jacob. Metal

trafficking: From maintaining the metal homeostasis to future drug design.

Metallomics, 1(4):292, 2009.

4 Todor Dudev and Carmay Lim. Oxyanion Selectivity in Sulfate and Molyb-

date Transport Proteins: An ab Initio/CDM Study. Journal of the Amer-

ican Chemical Society, 126(33):10296–10305, August 2004.

5 Todor Dudev and Carmay Lim. Competition between Li+ and Mg2+ in

Metalloproteins. Implications for Lithium Therapy. Journal of the Ameri-

can Chemical Society, 133(24):9506–9515, June 2011.

6 R. D. Shannon. Revised effective ionic radii and systematic studies of in-

teratomic distances in halides and chalcogenides. Acta Crystallographica

Section A: Crystal Physics, Diffraction, Theoretical and General Crystal-

lography, 32(5):751–767, September 1976.

55



7 Todor Dudev and Carmay Lim. Factors Governing the Na+ vs K+ Selec-

tivity in Sodium Ion Channels. Journal of the American Chemical Society,

132(7):2321–2332, February 2010.

8 Todor Dudev and Carmay Lim. Determinants of K+ vs Na+ Selectiv-

ity in Potassium Channels. Journal of the American Chemical Society,

131(23):8092–8101, June 2009.

9 Todor Dudev and Carmay Lim. Why voltage-gated Ca 2+ and bacte-

rial Na + channels with the same EEEE motif in their selectivity filters

confer opposite metal selectivity. Physical Chemistry Chemical Physics,

14(36):12451–12456, 2012.

10 Malcolm A. Halcrow. Jahn–Teller distortions in transition metal com-

pounds, and their importance in functional molecular and inorganic mate-

rials. Chemical Society Reviews, 42(4):1784–1795, January 2013.

11 Minko Dudev, Jonathan Wang, Todor Dudev, and Carmay Lim. Factors

Governing the Metal Coordination Number in Metal Complexes from Cam-

bridge Structural Database Analyses. The Journal of Physical Chemistry

B, 110(4):1889–1895, February 2006.

12 Robin Chaudret, Julia Contreras-Garcia, Mickaël Delcey, Olivier Parisel,
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55 Emilie Cauët, Stuart Bogatko, John H. Weare, John L. Fulton, Gregory K.

Schenter, and Eric J. Bylaska. Structure and dynamics of the hydration

shells of the Zn2+ ion from ab initio molecular dynamics and combined

ab initio and classical molecular dynamics simulations. The Journal of

Chemical Physics, 132(19):194502, May 2010.

56 Aleksandar Y. Mehandzhiyski, Enrico Riccardi, Titus S. van Erp, Thuat T.

Trinh, and Brian A. Grimes. Ab Initio Molecular Dynamics Study on

the Interactions between Carboxylate Ions and Metal Ions in Water. The

Journal of Physical Chemistry B, 119(33):10710–10719, August 2015.

57 Marc W. van der Kamp and Adrian J. Mulholland. Combined Quantum

Mechanics/Molecular Mechanics (QM/MM) Methods in Computational

Enzymology. Biochemistry, 52(16):2708–2728, April 2013.

58 Jacopo Tomasi, Benedetta Mennucci, and Roberto Cammi. Quantum Me-

chanical Continuum Solvation Models. Chemical Reviews, 105(8):2999–

3094, August 2005.

59 Aleksandr V. Marenich, Christopher J. Cramer, and Donald G. Truhlar.

Universal Solvation Model Based on Solute Electron Density and on a

Continuum Model of the Solvent Defined by the Bulk Dielectric Con-

stant and Atomic Surface Tensions. The Journal of Physical Chemistry

B, 113(18):6378–6396, May 2009.

60 Andreas Klamt. The COSMO and COSMO-RS solvation models. Wiley In-

terdisciplinary Reviews: Computational Molecular Science, 1(5):699–709,

September 2011.

61 Andreas Klamt, Volker Jonas, Thorsten Bürger, and John C. W. Lohrenz.

Refinement and Parametrization of COSMO-RS. The Journal of Physical

Chemistry A, 102(26):5074–5085, June 1998.

62 Andreas Klamt. Conductor-like Screening Model for Real Solvents: A New

Approach to the Quantitative Calculation of Solvation Phenomena. The

Journal of Physical Chemistry, 99(7):2224–2235, February 1995.

62



63 Andreas Klamt. COSMO-RS for aqueous solvation and interfaces. Fluid

Phase Equilibria, 407(Supplement C):152–158, January 2016.
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1. INTRODUCTION

In the past decade, computational chemistry has made sig-
nificant progress that was fuelled by the method development,
accumulated experience, and enormous increase in the available
computational power. It has become an indispensable and
integral part of many studies addressing the fundamental
principles of chemical reactivity and molecular interactions,
which are the underlying principles in most of chemistry and
biology.

Owing to the consistent and enduring work of many
groups, including the fundamental contributions of Hobza and
co-workers,1�3 the contemporary quantum chemical methods
and computational protocols have almost converged to the
situation where we can calculate the energies associated with
the weak noncovalent intermolecular interactions with an accu-
racy rivaling the experimental values.1 The differences of a
few tenths of kcal 3mol�1 with respect to the most accurate

experimental data can be obtained for small model complexes,
such as dimers of nucleic acids.4 Moreover, cheaper and reason-
ably accurate methods, such as DFT+D (DFT method including
empirical dispersion) have been developed5�7 and calibrated on
the standard S22 (ref 6) and S66 data sets8 (benchmark values of
the interaction energies for the weakly bound molecular com-
plexes). They can be conveniently used in quantum chemical
calculations for systems containing several hundred atoms and,
as such, are optimal tools in addressing many problems in com-
putational drug design.9

Special Issue: Pavel Hobza Festschrift
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ABSTRACT: To address fundamental questions in bioinorganic
chemistry, such as metal ion selectivity, accurate computational
protocols for both the gas-phase association of metal�ligand
complexes and solvation/desolvation energies of the species in-
volved are needed. In this work, we attempt to critically evaluate the
performance of the ab initio and DFT electronic structure methods
available and recent solvation models in calculations of the ener-
getics associated with metal ion complexation. On the example
of five model complexes ([MII(CH3S)(H2O)]

+, [MII(H2O)2-
(H2S)(NH3)]

2+, [MII(CH3S)(NH3)(H2O)(CH3COO)], [MII(H2O)3(SH)(CH3COO)(Im)], [MII(H2S)(H2O)(CH3COO)-
(PhOH)(Im)]+ in typical coordination geometries) and four metal ions (Fe2+, Cu2+, Zn2+, and Cd2+; representing open- and
closed-shell and the first- and second-row transition metal elements), we provide reference values for the gas-phase complexation
energies, as presumably obtained using the CCSD(T)/aug-cc-pVTZ method, and compare them with cheaper methods, such as
DFT and RI-MP2, that can be used for large-scale calculations. We also discuss two possible definitions of interaction energies
underlying the theoretically predicted metal-ion selectivity and the effect of geometry optimization on these values. Finally,
popular solvation models, such as COSMO-RS and SMD, are used to demonstrate whether quantum chemical calculations can
provide the overall free enthalpy (ΔG) changes in the range of the expected experimental values for the model complexes or match
the experimental stability constants in the case of three complexes for which the experimental data exist. The data presented
highlight several intricacies in the theoretical predictions of the experimental stability constants: the covalent character of some
metal�ligand bonds (e.g., Cu(II)�thiolate) causing larger errors in the gas-phase complexation energies, inaccuracies in the
treatment of solvation of the charged species, and difficulties in the definition of the reference state for Jahn�Teller unstable
systems (e.g., [Cu(H2O)6]

2+). Although the agreement between the experimental (as derived from the stability constants) and
calculated values is often within 5 kcal 3mol�1, in more complicated cases, it may exceed 15 kcal 3mol�1. Therefore, extreme
caution must be exercised in assessing the subtle issues of metal ion selectivity quantitatively.
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The situation is quite different in the field of ionic interactions,
mostly concerningmetal ion coordination in biomolecules. Here,
the standard thermodynamic cycle consisting of the free energy
(or free enthalpy) differences in the gas-phase complexation of
the ions and ligands and the difference in the solvation free
energies of the complexed and free ligands is usually associated
with large energies of several hundred kcal 3mol�1 (the gas-phase
association of the ion...neutral or ion...ion species and their
solvation/desolvation energies) that almost cancel each other
out to yield the final ΔG values of several kcal 3mol

�1.
Still, small differences in the free energies of the complexation

of metal ions in biomolecules (corresponding to experimental
stability constants) govern many fundamental phenomena, such
as metal ion selectivity in biomolecules.10�14 Fully understand-
ing these factors may assist in answering fundamental questions,
such as why nature selected various metal ions for performing
specific functions.15

Although various experimental methods to determine the
overall thermodynamics and stoichiometry of metal uptake by
biological systems exist,16�18 theoretical calculations represent a
unique and complementary tool to correlate the thermody-
namics with the structural details.19�22 Moreover, the calcula-
tions may lead, in principle, to a quantitative assessment of
various energetic (and entropic) terms comprising the overall
free energy (or free enthalpy) value,23,24 which is a necessary
prerequisite for obtaining insight and (presumably) control over
the metal-ion selectivity and a possible design of the new
functionalities into the peptide sequences.25

There have been systematic efforts to explore the selectivity of
metal binding by computational chemistry.26�34 However, to the
best of our knowledge, there is not a computational method or
protocol available that would enable us to predict these proper-
ties reliably with an accuracy challenging the experimental
thermodynamic values acquired in condensed phase, i.e., within
an accuracy of 1�2 kcal 3mol�1 in the free enthalpy (ΔG) value
in solution.

In our previous studies, the combination of the DFT-
(B3LYP) method with medium-sized basis sets, such as Pople’s
6-311+G(d,p) was used to draw the qualitative or semiquantita-
tive trends in the binding of selected (Co2+, Ni2+, Cu2+, Zn2+,
Cd2+, and Hg2+) metal ions.26,28 It was shown that for hydrated
ions of Zn2+ and Ni2+ the relative energies accompanying the
substitution of one water ligand for methanol, ammonia, or
methanethiol are reasonably well predicted by the B3LYP
functional in comparison with the reference QCISD(T) calcula-
tions, using mostly 6-311G(d) basis sets,26 and that DFT
methods can be also applied to high-spin octahedral Co2+

complexes with degenerate or near-degenerate ground electronic
states.27 As a convenient and affordable strategy, the B3LYP/6-
311G+(d,p)//B3LYP/6-31+G(d) protocol was used to assess
the affinity of simple functional groups representing amino acid
side chains, measured as the above-mentioned energy of the
substitution of one functional group for the water molecule in the
first coordination sphere of the metal ion.28 Also, the cooperative
effect associated with the nonadditivity of the simultaneous
binding of two functional groups to the metal ion (replacing
two water molecules in the reference perhydrated complex) was
investigated.29 These attempts resulted in the proposal of specific
combinations of metal-binding residues and the de novo design
of specificmetal-binding peptides,30,31 including their synthesis and
experimental quantification of their thermodynamic properties.32

However, the experimentally determined overall affinity and

metal-ion selectivity of the designed peptides was not, in many
cases, what had been predicted by theoretical calculations. This
can be attributed to the approximations adopted in a fairly
complex protocol of which the most crucial part is the evaluation
of the complexation (interaction) energies of metal ions with
their first-sphere ligands.

A similar computational strategy (DFT(B3LYP) withmedium
basis set calculations) was adopted by Dudev and Lim in their
systematic investigation of the binding affinities of selected metal
ions to the model binding sites corresponding to their protein
counterparts.33�35Most of their efforts involvedMg2+, Ca2+, and
Zn2+ ions in various protein environments, addressing questions
related to the protonation states of protic metal-binding residues
or various coordination modes of specific natural or non-
natural36 residues. Nevertheless, as mentioned above, all of these
computational approaches critically depend on the accuracy of
the quantum chemical methods used37�39 and on the accuracy of
the computed solvation and entropic terms to correlate the data
with their experimental thermodynamic counterparts.

The aim of this study is the careful evaluation and bench-
marking of the ab initio and density functional methods for the
calculation of the interaction (complexation) energies of four
representative metal ions, open-shell Fe2+ and Cu2+, and closed-
shell Zn2+ and Cd2+, with model metal-binding sites. It also
includes the critical assessment of the geometry effects on the
calculated values and an attempt to address the solvation and
entropic effects associated with metal binding in biomolecules.
These efforts shall bring us closer to addressing the intriguing
questions of metal-ion selectivity and affinity with quantitative
accuracy by means of theoretical calculations.

2. METHODS

2.1. Computational Details. All of the calculations reported
in this work were performed using the TURBOMOLE 6.3
program. The quantum chemical calculations were performed
using the density functional theory (DFT) and correlated ab
initio methods. The geometry optimizations of the systems
studied in sections 3.2, 3.3, and 3.4 were carried out at the
DFT level, employing the Perdew�Burke�Ernzerhof (PBE)
functional.40 The systems of section 3.1 were optimized using the
RI-MP241 method (density-fitted second-order Møller�Plesset
perturbation theory) or at the DFT level, employing one of the
following functionals: PBE, B3LYP, or M06. The DFT(PBE)
calculations were also expedited by expanding the Coulomb
integrals in an auxiliary basis set, using the resolution-of-identity
(RI-J) approximation (density fitting).42 For all of the geometry
optimizations, the def-SV(P) basis set was employed on all the
atoms.43,44

The single-point DFT energies were calculated using the
PBE,40 B3LYP,45,46 TPSS,47 M06,48 M052X,49 BHLYP,45a�c

and MPWB1K50 functionals. For most of these calculations the
def2-TZVP basis set was employed on all the atoms.43 In few of
the DFT calculations, either cc-pVTZ was employed for all the
atoms or a combination of 6-31G* for light atoms and def2-
TZVP for the metal ions. The ab initio reference energies were
calculated using the CCSD(T) method (UCCSD(T) in case of
open-shell systems). In addition to the above-mentioned basis
sets, the correlation consistent aug-cc-pVDZ,51 aug-cc-VTZ,52

and aug-cc-pVQZ50 basis sets were used (the last one only for the
single point RI-MP2 calculations). To allow for solvation effects,
the conductor-like screening model (COSMO) method,53 an
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improved COSMO-RS,54,55 and SMD56 (with the default param-
eters) were used as solvation models. The COSMO radii used for
the studied ions were 2.0 Å for Mn and Zn, 2.2 Å for Cd, and 2.4
Å forHg. TheGibbs free energy was then calculated as the sum of
the following contributions:

G ¼ Eel þ Gsolv þ EZPE � RT lnðqtransqrotqvibÞ ð1Þ
where Eel is the in vacuo energy of the system, Gsolv is the
solvation free energy, EZPE is the zero-point energy, and �RT
ln(qtransqrotqvib) accounts for the entropic terms and the thermal
correction to the enthalpy obtained from a frequency calculation
at 298 K and 1 atm using the ideal-gas approximation.57

Moreover, the correction of (1.9 3Δn) kcal 3mol
�1 (correspond-

ing to the difference between the concentration of the ideal gas at
298 K and 1 atm and its 1 mol 3 L

�1 concentration) has been
applied for the reactions in which the number of moles (Δn)
changed.
2.2. Model Systems. The basic set included five model

systems that should cover a wide variety of metal�ligand
interactions encountered in the metal-binding sites (Figure 1).
The choice of the ligands and their combinations is rather

arbitrary. We aimed to include both charged and uncharged
ligands, all three metal-binding atoms occurring in proteins (O,
N, S) and a range of ligand size: from H2O, H2S up to PhOH.
Given the set of the ligands, all three open-shell metal ions

were considered in their high-spin states (S = 1/2 for Cu2+, S = 2
for Fe2+, and S = 5/2 for Mn2+), which should be their ground
electronic states.
2.3. Interaction Energies and Gibbs Energies (Free En-

thalpies). In previous works,26,28,29,31 the authors have introduced
the following equation to evaluate the metal ion selectivity of the
given site quantitatively. The interaction energy has been defined as

ΔEint
0ðLnÞ ¼ Eð½MLn�cÞ � Eð½MðH2OÞnÞ�2þÞ

� EðBqMLnðc � 2ÞÞ þ EðBqMðH2OÞnÞ ð2Þ
where (Ln) represents the set of ligands, {Li}, BqM stands for the
ghost atom representing themetal ionM2+, and c is the charge of the

[MLn] complex. ΔEint0 is therefore an interaction energy of metal
ions with the preorganized set of ligands and includes a correction
for the larger part of the basis set superposition error (BSSE) with
respect to the arbitrarily chosen reference state: perhydrated M2+

complex in a given coordination geometry. More precisely, it is the
energy needed for (or acquired in) the transfer of the ion from the
reference state to the preorganized (Ln) site.
This equation works well for the relative trends in the

computed interaction (complexation) energies. It also accounts
for interligand interaction, which can be desirable in cases where
the complex metal-binding site in the biomolecule is represented
by the first-sphere ligands and, therefore, some of these inter-
ligand interactions might not exist in the protein.
However, for the purpose of the current study, there are two

drawbacks with the usage of eq 2. First, it cannot be related, in a
direct way, to the experimental stability constants. Second, in the
case of ligands with a formal negative charge (e.g., carboxylates,
thiolates), the E(BqMLn

(c�2)) term is quite sensitive to the molec-
ular geometry and small changes in the geometry can result in
differences of several kcal 3mol

�1 for the (E(BqMLn
(c�2)) �

E(BqM(H2O)n)) term owing to the Coulomb repulsion of two
negatively charged ligands.
Therefore, we present interaction energies and free enthalpies

corresponding to the overall process in solution (or gas phase):

fL1 þ ... þ Lngc � 2 þ ½MðH2OÞm�2þ f ½MLn�c þ mH2O

ð3Þ

where the {Li}
c�2 notation is used to denote the overall charge of

the (noninteracting) ligands; m = n for the benchmarking
purposes (molecular geometries and molecular energies; sec-
tions 3.1 and 3.2. below) or m = 6 for assessments of the
correlation between the calculated and experimental stability
constants (to refer to the standard reference state of the studied
ions in solution, presumably their hexahydrates)58 Correspond-
ingly, ΔEint (or ΔGint) is defined as

ΔEintðLnÞ ¼ Eð½MLn�cÞ þ mEððH2OÞÞ
� Eð½MðH2OÞmÞ�2þÞ � ðΣiEðLiÞÞc � 2 ð4Þ

and is used throughout the paper, if not explicitly mentioned
otherwise.

3. RESULTS AND DISCUSSION

3.1. Calibrating the Molecular Geometry Optimizations:
Performance of the RI-MP2 and DFT Methods. Concerning
the choice of computational protocol, it should be borne in
mind that the requirements for geometry optimizations and
the subsequent single-point energy calculations can be signifi-
cantly different. To this end, we have conducted an analysis of
the effects of geometry optimization on the values of the com-
puted interaction energies (ΔEint). The performance of three
methods, RI-DFT(PBE), RI-DFT+D(PBE), and RI-MP2, is
summarized in Table 1. Three more methods, DFT(B3LYP),
DFT+D(B3LYP), and M06, were examined, but because the
situation is very similar in all aspects to the RI-DFT methods,
these results are presented in Table S1 of the Support-
ing Information. To focus solely on the geometrical effects, all
of the displayed interaction energies were computed using
RI-MP2/aug-cc-pVDZ.

Figure 1. Model complexes: (a) [MII(CH3S)(H2O)]
+ in linear

coordination geometry; (b) MII(H2O)2(H2S)(NH3)]
2+ in tetrahedral

coordination geometry; (c) [MII(CH3S)(NH3)(H2O)(CH3COO)]
in square-planar coordination geometry; (d) [MII(H2O)3(SH)-
(CH3COO)(Im)] in octahedral coordination geometry; (e) [MII-
(H2S)(H2O)(CH3COO)(PhOH)(Im)]+ in trigonal bipyramidal
coordination geometry.
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Although the performance of the DFTmethods in calculations
of ΔEint values (in comparison with the reference CCSD(T)
values; see section 3.2) was notably inferior to the MP2 method,
data presented in Table 1 suggest that the effect of geometry
optimization on the ΔEint is less pronounced, though not
negligible. Six of the 18 inspected pairs show ΔΔEint larger than
1 kcal 3mol

�1. This corresponds to Cd2+, and Cu2+ [MII(CH3S)-
(NH3)(H2O)(CH3COO)] square-planar complexes and the
already discussed [CuII(CH3S)(H2O)]

+ complex. In the case
of the former two systems, these differences can be attributed to
the fairly small but non-negligible rmsd values. Contrary to the
situation in the field of weak noncovalent interactions, these small
changes in the geometry in systems containing two negatively
charged ligands and a positively charged metal ion have resulted
in significant variations in the ΔEint values, which is attributable
to the strong Coulomb interactions.
On the other hand, the differences of almost 3 kcal 3mol

�1 for
the [CuII(CH3S)(H2O)]

+ complex in conjunction with the
minute rmsd values, most likely originate from the intricacies
in its electronic structure, which are discussed in section 3.2.
Systems with neutral ligands show much smaller dependence

of ΔEint on the molecular geometry. The potential-energy sur-
face of the metal�ligand complex is relatively shallow so that the
rmsd value of almost 1 Å ([CuII(H2O)2(H2S)(NH3)]

2+ system),
corresponding to the rotation of one of the ligands, does not have
a noticeable effect on the ΔEint (Table 1).
On the other hand, systems with a higher number of ligands

and their complexity (charge, polarization, or interligand disper-
sion forces) can pose a greater challenge and cause stronger
dependence on the chosen methods, facing not only the danger
of encountering a shift of the local minima on the PES but also
the threat of converging to a different minima.
It should be noted that the optimizations presented up to this

moment were carried out using constrained L�M�L angles to
preserve the desired coordination geometry. The risks mentioned
above are expected to be higher for unconstrained optimiza-
tions, and starting the geometry optimization with a reasonable
initial guess increases in importance. Using the above geometries
as starting points and the very same methods, we performed
unconstrained optimizations. The same analysis containing
the rmsd and Eint values can be found in Table S2 in the
Supporting Information. The discussion for unconstrained

optimizations is essentially equivalent to the one for constrained
optimizations, with the divergence among the methods being
visibly pronounced.
Despite the differences, the geometries carry the same funda-

mental characteristics and the dependence of ΔEint on the
method used for geometry optimization is not very large. For
this reasons, we consider the use of computationally cheap RI-
DFT(PBE) and RI-DFT+D(PBE) for further discussion a
reasonable choice.
3.2. Gas-Phase Complexation Energies: CCSD(T) Refer-

ence Calculations. In the field of weak intermolecular interac-
tions, CCSD(T) calculations are considered1 to be the “golden
standard”. The performance of the CCSD(T) method is less
tested and understood in the calculations of the complexation
energies of charged metal ions with biomolecular ligands,
especially in the case of open-shell transition metal systems,
because the request for the single-reference character of the zero-
order HF wave function is not automatically fulfilled. The same
holds true for the UCCSD(T) schemes applied for systems with
an open-shell single-reference character of the wave function
(such as many Cu2+ complexes). In our opinion, the results must
be viewed with a greater degree of caution in comparison with the
results obtained for the closed-shell, electronically saturated
systems.
Notwithstanding the above limitations, we have carried out

CCSD(T) single-point calculations for three smaller systems,
linear [MII(CH3S)(H2O)]

+, tetrahedral [MII(H2O)2(H2S)-
(NH3)]

2+, and square-planar [MII(CH3S)(NH3)(H2O)(CH3-
COO)] (Figure 1a�c) and the corresponding perhydrated
complexes: [MII(H2O)2]

2+ and [MII(H2O)4]
2+, using medium

to large basis sets (up to aug-cc-pVTZ). The geometry optimiza-
tions were conducted at the RI-DFT(PBE)/def-SV(P) level.
Four basis sets were used: def2-TZVP, aug-cc-pVDZ, aug-cc-
pVTZ, and aug-cc-pVQZ (only for RI-MP2). The calculated
values of ΔEint(Ln), defined by eq 4, are summarized in Table 2.
As can be seen in Table 2, the values ofΔEint(Ln) vary between

�5 and �30 kcal 3mol�1 for complexes with neutral ligands up
to �400 kcal 3mol

�1 for square-planar model complexes with
two anionic ligands. Several trends can be seen in the computed
values (e.g., a generally stronger binding of Cu2+ ion, which is in
line with the Irving�Williams series; preference of Cd2+ for
softer ligands, which follows the hard and soft acids and bases

Table 1. Interaction Energies of the StudiedMetal Ions withModel Binding Sites,ΔEint(Ln), Corresponding to the {L1 + ... + Ln}
c�2 +

[M(H2O)n]
2+ f [MLn]

c + nH2O Processa

ΔEint optimization method DFT vs DFT+D DFT+D vs MP2 DFT vs MP2

metal ion coord geom DFT DFT+D MP2 ΔEint rmsd ΔEint rmsd ΔEint rmsd

Cd2+ [MX2]
+ b �280.2 �280.3 �280.0 0.1 0.022 �0.3 0.026 0.2 0.043

[MX4]
c �374.9 �373.7 �375.0 �1.2 0.663 1.3 0.722 �0.2 0.148

[MY4]
2+ d �17.9 �18.0 �17.8 0.1 0.044 �0.2 0.045 0.1 0.041

Cu2+ [MX2]
+ �341.8 �341.9 �339.0 0.1 0.019 �2.9 0.045 2.8 0.035

[MX4] �374.3 �374.6 �376.1 0.3 0.077 1.6 0.839 �1.8 0.870

[MY4]
2+ �17.5 �17.6 �18.0 0.1 0.015 0.3 0.998 �0.4 0.997

aThe ΔEint(Ln) were calculated using the RI-MP2/aug-cc-pVDZ method and [M(H2O)n]
2+ system as a reference. The equilibrium geometries were

obtained using the RI-DFT(PBE)/def-SV(P) method with (DFT+D) and without (DFT) empirical dispersion correction and using the RI-MP2/def-
SV(P) method. All of the systems were constrained during optimization to the given coordination geometries (i.e., fixing the L�M�L angles). All the
energetical values are in kcal 3mol�1. The RMSD values are in Å. b [MX2]

+ stands for the [MII(CH3S)(H2O)]
+ complex. c [MX4] stands for the

[MII(CH3S)(NH3)(H2O)(CH3COO)] complex. d [MY4]
2+ stands for the [MII(H2O)2(H2S)(NH3)]

2+ complex.
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principle) that were discussed in previous works13,28 and are not,
therefore, within the primary scope of the current study.
The primary interest is the critical evaluations of selected wave

function and DFT methods. First, we observe that the CCSD-
(T)/aug-cc-pVTZ values can be considered as reasonably con-
verged. The difference between the CCSD(T)/aug-cc-pVDZ
and CCSD(T)/aug-cc-pVTZ values is mostly within 1 kcal 3
mol�1, whereas the difference between RI-MP2/aug-cc-pVTZ
and RI-MP2/aug-cc-pVQZ is mostly within 0.5 kcal 3mol�1. The
notable exception is the [FeII(CH3S)(H2O)]

+ complex, for
which ΔE(aTZfaQZ) = 3.5 kcal 3mol�1. Therefore, with a
certain degree of caution, we can consider the CCSD(T)/aug-cc-
pVTZ values as the reference in the following discussions.
Admittedly, the degree of uncertainty is higher for the Cu2+

and Fe2+ species.
Concerning the method performance, it is encouraging to

discover that the computationally inexpensive RI-MP2method is
performing quite well in predicting the values of gas-phase
complexation energies. At the computational price of a DFT
calculation (without the density fitting), one obtains values that
are usually within 1.5 kcal 3mol�1 from the reference values.
Again, the notable difference is the linear complex of [CuII-
(CH3S)(H2O)]

+, for which theMP2 and CCSD(T) values differ
by formidable 20 kcal 3mol�1. We have carefully analyzed this
seemingly simple copper(II)�thiolate system and have found
several intricacies in its electronic structure. For example, it takes
quite an effort to converge the HF wave function to a (pre-
sumably) global minimum. Not having a more thoughtful
explanation at hand, we conclude that it is an anticipated high
degree of charge transfer and covalency in the Cu(II)�S bond
that lies behind the fairly demanding electronic structure of this
particular complex, which issues a warning for a straightforward
usage of the quantum chemical method for the complexation
energies of open-shell metal ions without further critical assess-
ment of the computed values. This observation is corroborated
by a similar error found for the Cu(II)�S bond-containing
[MII(CH3S)(NH3)(H2O)(CH3COO)] complex, for which we
could not obtain a reference CCSD(T)/aug-cc-pVTZ value;

however, the difference between the MP2 and CCSD(T) using
the aug-cc-pVDZ basis set (∼6 kcal 3mol

�1) highlights that a
similar problem might have been encountered.
On the other hand, the general agreement of DFT methods

with the reference values is less spectacular. Although they
perform reasonably well for complexes with uncharged ligands
(in line with our previous findings26 for the significantly more
limited set of Zn2+ and Ni2+ small complexes with neutral
ligands), they deviate often by more than 10 kcal 3mol

�1 for
systems with anionic ligands (LI, SQ). From the set of eight
functionals tested, a certain dependence of the ΔEint difference
from reference values on the amount of the exact HF exchange
included in the functional can be observed. The best perfor-
mance is exhibited by MPWB1K (44% of HF exchange) and
M052X (56% of HF exchange) with values that are mostly within
2.5 kcal 3mol

�1. The shifts do not seem to be systematic (large
relative standard deviation of errors), but they are relatively small
(small mean unsigned error, MUE). BHLYP (50% of HF
exchange) also gives very good results, with somewhat larger
MUE. The popular B3LYP with only 20% of HF exchange still
produces reasonable results, with MUE around 5 kcal 3mol

�1.
The performance is not determined solely by the HF exchange
though, e.g., M06 (27%) produced results with larger MUE and
STD than B3LYP. Lagging behind at the very tail of our list are
TPSS, and PBE. Although the relative standard deviations are
among the smallest, the overall standard deviation is hampered
by MUE values of ca. 10 kcal 3mol

�1.
TH complexes, containing no charged ligands, seem to be

generally less problematic than the other two types of complexes.
The nature of the LI system, discussed above, probably also
contributes to the overall error. Eint values of systems with open
shells are accompanied with larger errors than those of closed
shells.
In Table S3 (Supporting Information), we show further data

that might be of interest for discussions concerning the perfor-
mance of standard and widely used methods in the calculations
of complexation energies. These include the spin-com-
ponent scaled MP2 (SCS-MP2)59 or scaled opposite-spin

Table 2. Interaction Energies of the Studied Metal Ions with Model Binding Sites,ΔEint(Ln) (for the Reaction {L1 + ... + Ln}
c�2 +

[M(H2O)n]
2+ f [MLn]

c + nH2O) Calculated Using Various ab Initio and DFT Methods and [M(H2O)n]
2+ as Referencesa

coord

geomb complex

RI-MP2/

aDZc
RI-MP2/

aTZd
RI-MP2/

aQZe
CCSD(T)/

aDZ

CCSD(T)/

aTZ

PBE+D/

TZf
B3LYP+D/

TZ

TPSS+D/

TZ

M06/

TZ

BHLYP/

TZ

M052X/

TZ

MPWB1K/

TZ

LI [ZnX2]
+ g �278.6 �280.1 �280.3 �279.4 �280.5 �292.5 �288.1 �288.3 �290.9 �281.3 �282.2 �282.8

[CdX2]
+ �280.2 �282.4 �282.8 �279.4 �280.9 �294.9 �290.4 �290.3 �290.6 �283.3 �284.1 �285.7

[CuX2]
+ �341.8 �342.6 �343.3 �320.3 �320.5 �337.6 �334.8 �333.6 �341.1 �314.2 �316.9 �320.4

[FeX2]
+ �262.4 �261.5 �265.1 �266.8 �266.2 �293.8 �281.7 �289.7 �282.1 �268.0 �269.2 �272.2

SQ [ZnX4]
h �379.9 �380.6 �380.6 �379.8 �380.2 �385.6 �379.1 �384.6 �385.0 �373.9 �380.2 �381.8

[CdX4] �374.9 �375.8 �375.7 �374.8 �375.1 �384.3 �377.9 �382.0 �380.2 �370.5 �375.3 �376.2

[CuX4] �374.3 �374.6 �374.7 �380.2 �398.9 �387.4 �395.8 �391.5 �372.3 �376.2 �379.9

[FeX4] �362.1 �364.6 �364.7 �381.4 �372.8 �378.9 �372.9 �364.4 �366.0 �368.4

TH [ZnY4]
2+ i �16.5 �15.7 �15.6 �15.3 �14.4 �17.1 �13.3 �15.7 �14.6 �9.7 �11.6 �11.6

[CdY4]
2+ �17.9 �17.3 �17.3 �17.2 �16.3 �20.3 �16.6 �18.4 �17.5 �12.6 �14.8 �14.3

[CuY4]
2+ �17.5 �16.5 �16.7 �19.4 �18.0 �29.1 �22.2 �27.1 �25.0 �12.3 �14.0 �15.6

[FeY4]
2+ �7.0 �6.7 �7.4 �6.9 �6.6 �10.8 �6.3 �9.4 �7.3 �2.8 �4.6 �4.6

aThe equilibrium geometries were obtained using the RI-DFT(PBE)/def-SV(P) method and constraining the systems to the given coordination
geometries (i.e., fixing the L-M�L angles). All of the values are in kcal 3mol�1. b LI, linear; TH, tetrahedral; SQ, square-planar coordination geometry.
c aug-cc-pVDZ basis set. d aug-cc-pVTZ basis set. e aug-cc-pVQZ basis set. f def2-TZVP basis set. g [MX2]

+ stands for the [MII(CH3S)(H2O)]
+ complex.

h [MX4] stands for the [M
II(CH3S)(NH3)(H2O)(CH3COO)] complex. i [MY4]

2+ stands for the [MII(H2O)2(H2S)(NH3)]
2+ complex.
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(SOS-MP2)60 methods (that are usually considered as an improve-
ment over the MP2 method, at least for smaller molecules and
noncovalent interactions) and DFT+Dmethods (DFT methods
with empirical dispersion). Both SCS-MP2 and SOS-MP2
yielded interaction energies in poorer agreement with the
reference CCSD(T) values than the standard RI-MP2 method,
whereas the empirical dispersion correction has only a minor
impact on ΔEint(Ln). In TH and LI systems, which contain only
smaller ligands, the overall contribution of the empirical disper-
sion to the binding energy does not exceed 1 kcal 3mol�1.
The remaining SQ system is not only the largest of the three
systems but also contains softer ligands and, consequently, has
also the largest contribution of dispersion to ΔEint(Ln), which is
in the range 3�3.5 kcal 3mol�1. It can be expected that this
contribution increases with the growing size of the system and
the number of soft ligands. However, this contribution is
mostly ligand-dependent, changing little (<1 kcal 3mol

�1) as
we vary the central metal ion, suggesting it is not essential for
grasping metal-ion selectivity trends, at least for a given choice of
ligands. It is also noteworthy that, at least in regard to our
reference, dispersion correction does not present an improve-
ment in all cases.
3.3. From Gas-Phase Complexation Energies to the Free

Enthalpies (ΔG) in Solution.Moving from gas-phase complexa-
tion energies of the metal ions to the free enthalpies (ΔG) in
solution is a highly nontrivial task. Experimental free energies are
on the order of a few kcal 3mol�1, as can be inferred from the
dissociation constants (or stability constants), whereas the gas-
phase interaction energies are on the order of several tens of
kcal 3mol

�1 for neutral species and hundreds of kcal 3mol
�1 for

charged species. Not only for this reason is the accurate calcula-
tion of solvation and desolvation free enthalpies, especially for
the charged species in water,54 one of the most imminent
challenges in contemporary computational chemistry.
Using the standard thermodynamic cycle (gas-phase com-

plexation of the metal ion and ligands and solvation of both free

and complexed species to obtain ΔG for complexation in
solution) together with two recent (and presumably two of the
most accurate) methods for estimating solvation energies,
namely, COSMO-RS and SMD, we attempt to provide the
calculated values of free enthalpies related to the metal-ion
complexation in solution (Table 3). In our calculations, we apply
these methods at the same level of theory at which they were
parametrized and which is recommended for their use.
Besides the three “canonical” systems discussed in previous

sections, we have extended the set by two other complexes,
hexacoordinate [MII((H2O)3(HS)(CH3COO)(Im)] and pen-
tacoordinate [MII(H2O)(H2S)(CH3COO)(Im)(PhOH)]

+, where
Im stands for the imidazole and PhOH is phenol. To evaluate all of
the terms inΔG values, full geometry optimizations were performed
(no constraints).
As already mentioned, the overall binding energy can be split

into several contributions, ΔG = ΔEint + ΔGsolv + ΔEZPE �
Δ(RT ln(qtransqrotqvib)). The latter two terms are less likely to be
the source of major errors, as their absolute values are much
smaller when compared to the other two terms (cf. Tables S4 and
S5, Supporting Information) and are not as sensitive to the
choice of method (data not shown). The key two terms areΔEint,
benchmarked and analyzed in two previous sections, andΔGsolv.
It is difficult, if not impossible, to evaluate the accuracy of the
calculated ΔGsolv values, because no experimental data are
available for the model systems studied here.
What is encouraging is that the final values are within the range

of units (or at most tens) of kcal 3mol
�1, which is the range of

experimental dissociation constants of this class of systems (e.g.,
peptides with divalent metal ions).61 The difference between the
COSMO-RS and SMD solvation models for the charged species
is, however, less encouraging. They both perform reasonably well
for neutral molecules,62,63 whereas the anticipated errors in
solvation energies of the ionic species using the SMD model
should be “only” a few kcal 3mol�1.54 We may conjecture that it
might be both the cumulative error in the assembly of the

Table 3. Free Energies Associated with the Complexation of Metal Ions (Cd2+, Cu2+) in Solution, Calculated as ΔG = ΔEint +
ΔGsolv + ΔEZPE � Δ(RT ln(qtransqrotqvib)), Using Various Protocols and [M(H2O)6]

2+ as the Referencea

COSMO-RS SMD

coord geomb complex MP2/aDZc MP2/aTZd B3LYP+D/TZe B3LYP/TZ MPWB1K/TZ M052X/cTZf M052X/cTZ M052X/6-31G* g

LI [CdX2]
+ h 24.3 21.7 16.9 8.3 18.8 33.4 �32.8 �28.4

[CuX2]
+ �18.9 �19.0 3.4 �4.5 9.0 26.3 �17.7 �17.7

SQ [CdX4]
i 3.7 1.5 �0.4 �1.6 1.4 7.6 �44.8 �46.0

[CuX4] 2.5 2.4 �3.3 �3.9 �1.3 6.4 �40.0 �42.5

TH [CdY4]
2+ j 5.4 5.1 7.2 2.8 7.8 15.2 �3.4 1.1

[CuY4]
2+ �0.4 1.0 1.7 �0.5 2.9 10.6 �1.1 6.1

OH [CdX6]
k 14.0 12.8 7.9 14.2 14.9 14.5 �29.8 �34.5

[CuX6] 10.9 12.4 5.7 13.0 11.5 12.6 �22.4 �25.7

TP [CdX5]
+ l 9.7 10.3 15.4 22.7 22.9 22.0 �7.8 �3.3

[CuX5]
+ �5.8 �3.4 1.9 3.9 4.6 8.9 �8.1 �4.3

aThe equilibrium geometries were obtained using the RI-DFT(PBE)/def-SV(P) method. No constraints were imposed during the optimizations, and
stability checks were performed. The COSMO-RS calculations were performed using the recommended RI-DFT(B�P)/def-TZVP protocol, for which
the parameters of the procedure were optimized. All of the values are in kcal 3mol�1. b LI, linear; TH, tetrahedral; SQ, square-planar coordination; OH,
octahedral; TP, trigonal bipyramidal starting geometry. The final geometry, though, can be distorted in many cases, especially toward the square-planar
shape for Cu(II) systems. c aug-cc-pVDZ basis set. d aug-cc-pVTZ basis set. e def2-TZVP basis set. f cc-pVTZ basis set for light atoms, cc-pVTZ-PP for
Zn2+, Cd2+, and Cu2+. g 6-31G* basis set for light atoms, def2-TZVP for metal ions. h [MX2]

+ stands for the [MII(CH3S)(H2O)]
+ complex. i [MX4]

stands for the [MII(CH3S)(NH3)(H2O)(CH3COO)] complex. j [MY4]
2+ stands for the [MII(H2O)2(H2S)(NH3)]

2+ complex. k [MX6] stands for the
[MII((H2O)3(HS)(CH3COO)(Im)] complex. l [MX5]

+ stands for the [MII(H2O)(H2S)(CH3COO)(Im)(PhOH)]
+ complex.
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complex from several ionic species (each calculated with non-
negligible error) or greater errors in the solvation energies for the
doubly charged complexes (as has been mentioned in the case of
Ru(II) hexahydrates for PCM-like models).64 In our opinion, the
COSMO-RS values seem to be more realistic, because they
would translate into KD’s of ∼1010 to 10�10 under normal
pressure and temperature. However, with respect to the previous
discussion, one has to admit errors of more than 10 kcal 3mol

�1

in the overall values (at least for the charged ligands).
It is interesting to notice that M052X provides results quite

different from MP2/aTZ. This is puzzling, as these methods
produced very similar values in section 3.2. The differences
between these two cases are the use of unconstrained geometries,
which has only a minor impact on Eint, and the use of hexahy-
dratedmetal ion as reference. It is the latter that is responsible for
the discrepancy. On closer inspection, the predicted energy of
dissociation of one water molecule from the [M(H2O)n]

2+

complex differs by ∼2 kcal 3mol�1 between MP2 and M052X.
The error thus cumulates and is most pronounced for linear
complexes, where the reference states differ by four molecules
(error of ∼9 kcal 3mol

�1) and gradually decreases through the
square-planar and tetrahedral complexes (4�5 kcal 3mol�1) and
vanish for the octahedral complex. This explanation, however,
does not account for the large differences in trigonal bipyramidal
complexes.
The same inspection of the MPWB1K functional shows that

the dissociation energy of the [M(H2O)n]
2+ complexes is almost

identical to that for MP2 and so the two methods still provide
very similar results. Again, the trigonal bipyramidal system is not
accounted for.
Also, the dispersion corrections seem to be of higher impor-

tance than in the previous discussion, because hexahydrated
metal ions were used as the reference (as opposed to n-hydrated
metal ions in the previous two sections, where n is the coordination

number). The different size of the systems may account for the
different amount of the dispersion contribution.
3.4. Comparison of the Calculated and Experimental

Stability Constants. Having seen that the protocol described
in section 3.3 provides ΔGint values in the expected range, we
tried to examine the agreement of these values with experiment.
Three simple ligands (imidazole, acetate, and ammonia) were
chosen, and the corresponding three systems were theoretically
investigated: [MII(NH3)2(H2O)4]

2+, [MII(Im)(H2O)5]
2+, and

[MII(CH3COO)(H2O)5]
+. The results are summarized in

Table 4.
All three ligands behave in agreement with the Irving�

Williams series, exhibiting the highest preference for Cu(II),
followed by Zn(II) and Cd(II) and tailed by Fe(II) and Mn(II).
The range of the experimental values is quite narrow, from
�0.7 kcal 3mol

�1 for [MnII(CH3COO)(H2O)5]
+ to �5.1 kcal 3

mol�1 for [CuII(NH3)2(H2O)4]
2+.

On the other hand, the predicted values are in the range �25
to +15 kcal/mol. A quantitative prediction of the binding free
energy thus seems to be beyond the capability of this model.
However, the general trends can be obtained. The free binding
energy of Cu(II) stands out among the other metal ions. This
is partly connected with the solvation energy of the reference
hexahydrated complex. Unlike all of the other metal ions
investigated herein, Cu(II) does not prefer octahedral coordina-
tion geometry and can break down into a square-planar complex
with two water molecules coordinated in the second sphere or
acquires a square-pyramidal geometry with one water molecule
coordinated in the second sphere. In Figure 2, we have depicted
several identified local minima of the Cu2+ hexahydrates.
Depending on the local minima obtained during the optimiza-
tion, the solvation energies differ by almost 5 kcal 3mol�1. This
applies mostly to reference, but the distortion is observable also
in other Cu(II) systems. In the calculations of final free enthalpy
values, one always considers the lowest minimum, but we wish to

Table 4. Free Energies Associated with the Complexation of Metal Ions (Mn2+, Fe2+, Cu2+, Zn2+, Cd2+) in Solution, Calculated as
ΔG = ΔEint + ΔGsolv + ΔEZPE � Δ(RT ln(qtransqrotqvib)), Using Various Methods and [M(H2O)6]

2+ as Referencea

complex expb MP2/aTZc M06/TZd B3LYP/TZe B3LYP+D/TZe MPWB1K/TZ M052X/cTZ(SMD)

[ZnX6]
2+ f �3.9 �4.8 �3.2 �2.1 �4.2 �1.3 �11.8

[Cd X6]
2+ �3.9 �6.2 �5.4 �5.6 �7.1 �4.8 �14.7

[CuX6]
2+ �5.1 �22.6 �24.9 �20.4 �22.4 (�10.0) �22.7 �23.1 (�18.2)

[FeX6]
2+ �2.3 �0.3 0.4 1.4 �0.9 1.4 �5.7

[MnX6]
2+ �1.0 �0.7 0.5 1.0 �1.1 0.8 �8.2

[ZnY6]
2+ g �2.4 �5.7 �1.6 �0.3 �4.1 �0.6 �3.0

[Cd Y6]
2+ �2.5 �8.9 �4.8 �4.2 �7.1 �4.3 �5.0

[CuY6]
2+ �3.6 �25.1 �24.5 �16.3 �20.6 (�3.2) �23.3 �11.8 (�11.5)

[FeY6]
2+ 1.4 1.0 �2.7 0.5 �0.8

[MnY6]
2+ �0.7 �5.5 �2.0 �0.5 �4.0 �1.2 �1.7

[ZnZ6]
+ h �1.1 12.0 13.2 14.6 12.0 12.7 �11.3

[CdZ6]
+ �1.6 13.0 13.8 14.8 11.7 13.6 �10.1

[CuZ6]
+ �2.0 1.4 �1.2 2.8 1.2 (7.2) 0.1 �19.1 (�19.5)

[FeZ6]
+ �0.8 13.3 14.2 15.1 12.6 12.9 �10.2

[MnZ6]
+ �0.8 13.3 14.7 15.0 11.4 13.1 �11.1

aThe equilibrium geometries were obtained using the RI-DFT(PBE)/def-SV(P) method along with empirical dispersion correction. No constraints
were imposed during the optimizations, and stability checks were performed. COSMO-RS was used for the calculation of the solvation energies. The
values in brackets are for tetracoordinated systems; see text for details. All of the values are in kcal 3mol�1. b Experimental values for ionic strength equal
to 2 M ([MX6] systems), 0.5 M ([MY6] systems), and 0 M ([MZ6] systems).

cRI-MP2 method, aug-cc-pVTZ basis set. dM06 functional, def2-TZVP
basis set. eB3LYP functional, def2-TZVP basis set. f [MX6]

2+ stands for the [MII(NH3)2(H2O)4]
2+ complex. g [MY6]

2+ stands for the
[MII(Im)(H2O)5]

2+ complex. h [MZ6]
+ stands for the [MII(CH3COO)(H2O)5]

+ complex.
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mention these problems to illustrate that it is not straightforward
to identify the global minimum and that it might be difficult to
ascertain the one to one structural mapping between the real
systems in solvent and the theoretical models.
To tackle this problem, we repeated the calculations for Cu(II)

systems (DFT+D(B3LYP)/def2-TZVP andCOSMO-RS for the
solvation energies), but this time reducing the coordination
number to four, thus getting rid of the second coordination
sphere. Such an approach is justified because the question of the
structure of the first coordination sphere of the Cu(II) hydrate
(including coordination number) is a matter of debate that can
be, for example, found in ref 38 and references therein. The
resultant values, presented in brackets in Table 4, are now in much
better agreement with expectations, at least for [CuII(NH3)2-
(H2O)2]

2+ and [CuII(CH3COO)(H2O)3]
+, where the ΔG

values are a few kcal 3mol�1 lower than for the rest of the metal
ions. [CuII(Im)(H2O)3]

2+ lies in the middle of the range, instead
of the expected lower end. The ΔG values for systems with
acetate are still way above 0 kcal 3mol�1, which can most likely be
attributed to its negative charge. The use of tetrahydrated Cu(II)
with the COSMO-RSmodel seems to remedy partially the issues
concerning the choice of its reference state. The SMD results are,
on the other hand, only slightly affected by this change.
For diammonia complexes, the values given by COSMO-RS

for the other four metal ions are within 2 kcal 3mol�1 from the
experimental values for all of the MP2/aug-cc-pTVZ, M06/def2-
TZVP, and B3LYP(+D)/def2-TZVP. MPWB1K/def2-TZVP
performs slightly worse, with errors up to 4 kcal 3mol

�1. In
comparison with experiment, the relative preference for indivi-
dual metal ions is well retained. Even with the uncertainty in the
Cu(II) reference geometry, it is correctly recognized as the most
preferred metal ion. The values given by the SMD model are
shifted by 3�11 kcal/mol. The preference for individual metal
ions is well preserved, too.
For imidazole complexes, the COSMO-RS differences from

the experimental values are up to 6 kcal 3mol�1 (except Cu(II)).
Despite this fact, the relative preference is mostly retained,
recognizing Cu(II) as the most preferred metal, followed by
Cd(II). The error is larger for MP2/aug-cc-pTVZ and B3LYP-
(+D)/def2-TZVP and is around 2 kcal 3mol�1 for M06/def2-
TZVP and MPWB1K/def2-TZVP. SMD performs better in this
case, showing error below 3 kcal 3mol�1 and preserving the order
of preference. For both diammonia and imidazole complexes, all
three presented methods in conjunction with COSMO-RS per-
form reasonably well, led by MP2/aug-cc-pTVZ with only a thin
margin. SMD, too, performs very well.
For acetate complexes (anionic ligand), the situation is less

encouraging. Although Cu(II) is still recognized as the most
preferred metal ion, the order of preference is utterly lost for the

other ions. SMD at least predicts overall negative ΔG, but it is
accompanied with errors of 8�10 kcal 3mol

�1. For COSMO-RS,
errors of ∼15 kcal 3mol

�1 are encountered and, moreover, the
formation of these complexes is predicted to be unfavorable. In
our opinion, the presence of charged species is problematic for
the calculation of solvation energies and is most likely the reason
for the failure of both models in this case, which again issues
a warning to the straightforward usage of the described protocols
for obtaining quantitatively accurate data. One solution to the
problem, which is beyond the scope of this study, is the
introduction of a few explicit water molecules, coordinating as
the second-shell ligands in the complex, and saturating the
negative charge of the free ligand in the solution.

4. CONCLUSIONS

Though not providing new concepts or opening new horizons
in computational bioinorganic chemistry, we have tried to
compile in this work a consistent set of data to illustrate all of
the problems encountered in the attempts to assess metal ion
complexation and selectivity from the first principles quantita-
tively. It was convincingly shown that these efforts are far from
being trivial or straightforward with most of the computational
subtleties arising from the two large canceling terms, gas-phase
complexation energies and solvation energies of the species
involved.

Using the CCSD(T)/aug-cc-pVTZ values as the reference, we
for the most part obtained a reasonable agreement in the
calculated complexation energies (defined as the substitution
of water molecules in the reference per-hydrated system) for the
computationally cheap RI-MP2/aug-cc-pVTZ protocol. The
DFT methods performed less satisfactorily, with MPWB1K
probably being the functional we may recommend as slightly
superior to other functionals tested. Still, extreme caution must
be exercised, as shown for complexes with a copper�thiolate
bond (with errors up to 20 kcal 3mol

�1), in interpreting and
quantifying the results in a straightforward way.

The effects of the method for geometry optimizations were
shown to be less severe, and quite satisfactory results
were obtained using computationally cheap RI-DFT(PBE)
optimizations.

An accurate description of the solvation seems to be the main
stumbling block in our efforts to predict experimental binding
constants quantitatively. From the data obtained for our model
complexes, we may mildly advocate in favor of using the
COSMO-RS method. Still, the differences between the two
standard solvation methods studied are alarming, as well as the
differences of ∼15 kcal 3mol

�1 in the comparison of the calcu-
lated and experimental data for the model complex with anionic
ligands. Finally, for Jahn�Teller unstable octahedral complexes,
it has been shown that the selection of the correct geometry for
the reference state is not an easy task.

Despite all the problems mentioned above, we have witnessed
considerable progress in theoretical bioinorganic chemistry that
fills with optimism that, in near future, we will converge to the
same level of computational accuracy as has been achieved in the
area of weak noncovalent interactions.

’ASSOCIATED CONTENT

bS Supporting Information. Equilibrium geometries of all
the molecules studied and four tables of interaction energies,

Figure 2. Three geometries identified as local minima of the Jahn�
Teller unstable [Cu(H2O)6]

2+ complex using the RI-DFT(PBE)
method: (a) gas-phase optimization; (b), (c) optimizations in a polar-
ized continuum (COSMO model).
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electronic energy contributions to ΔGint, and solvation energy,
ZPE, and RT lnQ contributions toΔGint (S1�S5). This material
is available free of charge via the Internet at http://pubs.acs.org.
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Correction to “Interaction of Metal Ions with Biomolecular Ligands:
How Accurate Are Calculated Free Energies Associated with Metal
Ion Complexation?”
Ondrej Gutten, Ivana Besšěova,́ and Lubomír Rulísěk*
J. Phys. Chem. A 2011, 115 (41), 11394−11402. DOI: 10.1021/jp205442p

Scrutinizing the values published in Table 4, we realized a mis-
take in our script that was converting stability constants obtained

from the literature into free energy changes associated with
corresponding complexation reactions. We remedy our mistake
and the correct values (column 2) listed in the new Table 4
presented below. In most cases, the values are ∼1 kcal mol−1 more
negative, with few exceptions that amount to 2−6 kcal mol−1 (more
negative). The correct values are generally in slightly better
agreement with the calculated values. The corrections leave our
observations and conclusions mostly unchanged.

Published: August 8, 2012

Table 4. Free Energies Associated with the Complexation of Metal Ions (Mn2+, Fe2+, Cu2+, Zn2+, Cd2+) in Solution, Calculated as
ΔG = ΔEint + ΔGsolv + ΔEZPE − Δ(RT ln(qtransqrotqvib)), Using Various Methods and [M(H2O)6]

2+ as Referencea

complex expb MP2/aTZc M06/TZd B3LYP/TZe B3LYP+D/TZe MPWB1K/TZ M052X/cTZ(SMD)

[ZnX6]
2+ f −6.7 −4.8 −3.2 −2.1 −4.2 −1.3 −11.8

[Cd X6]
2+ −6.7 −6.2 −5.4 −5.6 −7.1 −4.8 −14.7

[CuX6]
2+ −10.6 −22.6 −24.9 −20.4 −22.4 (−10.0) −22.7 −23.1(−18.2)

[FeX6]
2+ −3.4 −0.3 0.4 1.4 −0.9 1.4 −5.7

[MnX6]
2+ −2.0 −0.7 0.5 1.0 −1.1 0.8 −8.2

[ZnY6]
2+ g −3.6 −5.7 −1.6 −0.3 −4.1 −0.6 −3.0

[Cd Y6]
2+ −3.7 −8.9 −4.8 −4.2 −7.1 −4.3 −5.0

[CuY6]
2+ −5.7 −25.1 −24.5 −16.3 −20.6 (−3.2) −23.3 −11.8(−11.5)

[FeY6]
2+ 1.4 1.0 −2.7 0.5 −0.8

[MnY6]
2+ −1.8 −5.5 −2.0 −0.5 −4.0 −1.2 −1.7

[ZnZ6]
+ h −2.2 12.0 13.2 14.6 12.0 12.7 −11.3

[CdZ6]
+ −2.6 13.0 13.8 14.8 11.7 13.6 −10.1

[CuZ6]
+ −3.0 1.4 −1.2 2.8 1.2 (7.2) 0.1 −19.1(−19.5)

[FeZ6]
+ −1.9 13.3 14.2 15.1 12.6 12.9 −10.2

[MnZ6]
+ −1.9 13.3 14.7 15.0 11.4 13.1 −11.1

aThe equilibrium geometries were obtained using the RI-DFT(PBE)/def-SV(P) method along with empirical dispersion correction. No constraints
were imposed during the optimizations, and stability checks were performed. COSMO-RS was used for the calculation of the solvation energies. The
values in parentheses are for tetracoordinated systems; see the text for details. All of the values are in kcal mol−1. bExperimental values for ionic
strength equal to 2 M ([MX6] systems), 0.5 M ([MY6] systems), and 0 M ([MZ6] systems). cRI-MP2 method, aug-cc-pVTZ basis set. dM06
functional, def2-TZVP basis set. eB3LYP functional, def2-TZVP basis set f[MX6]

2+ stands for the [MII(NH3)2(H2O)4]
2+ complex. g[MY6]

2+ stands
for the [MII(Im)(H2O)5]

2+ complex. h[MZ6]
+ stands for the [MII(CH3COO)(H2O)5]

+ complex.

Addition/Correction

pubs.acs.org/JPCA

© 2012 American Chemical Society 8407 dx.doi.org/10.1021/jp3070739 | J. Phys. Chem. A 2012, 116, 8407−8407
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Predicting the Stability Constants of Metal-Ion Complexes from First
Principles
Ondrej Gutten and Lubomír Rulísěk*

Institute of Organic Chemistry and Biochemistry, Gilead Sciences Research Center & IOCB, Academy of Sciences of the Czech
Republic, Flemingovo naḿ. 2, 166 10 Praha 6, Czech Republic

*S Supporting Information

ABSTRACT: The most important experimental quantity
describing the thermodynamics of metal-ion binding with
various (in)organic ligands, or biomolecules, is the stability
constant of the complex (β). In principle, it can be calculated
as the free-energy change associated with the metal-ion
complexation, i.e., its uptake from the solution under standard
conditions. Because this process is associated with the inter-
actions of charged species, large values of interaction and
solvation energies are in general involved. Using the standard
thermodynamic cycle (in vacuo complexation and solvation/
desolvation of the reference state and of the resulting
complexes), one usually subtracts values of several hundreds
of kilocalories per mole to obtain final results on the order of
units or tens of kilocalories per mole. In this work, we use density functional theory and Møller−Plesset second-order
perturbation theory calculations together with the conductor-like screening model for realistic solvation to calculate the
stability constants of selected complexes[M(NH3)4]

2+, [M(NH3)4(H2O)2]
2+, [M(Imi)(H2O)5]

2+, [M(H2O)3(His)]
+,

[M(H2O)4(Cys)], [M(H2O)3(Cys)], [M(CH3COO)(H2O)3]
+, [M(CH3COO)(H2O)5]

+, [M(SCH2COO)2]
2−with eight

divalent metal ions (Mn2+, Fe2+, Co2+, Ni2+, Cu2+, Zn2+, Cd2+, and Hg2+). Using the currently available computational protocols,
we show that it is possible to achieve a relative accuracy of 2−4 kcal·mol−1 (1−3 orders of magnitude in β). However, because
most of the computed values are affected by metal- and ligand-dependent systematic shifts, the accuracy of the “absolute”
(uncorrected) values is generally lower. For metal-dependent systematic shifts, we propose the specific values to be used for the
given metal ion and current protocol. At the same time, we argue that ligand-dependent shifts (which cannot be easily removed)
do not influence the metal-ion selectivity of the particular site, and therefore it can be computed to within 2 kcal·mol−1 average
accuracy. Finally, a critical discussion is presented that aims at potential caveats that one may encounter in theoretical predictions
of the stability constants and highlights the perspective that theoretical calculations may become both competitive and
complementary tools to experimental measurements.

1. INTRODUCTION

Recent developments in both density functional theory (DFT)
and ab initio wave function theory domains of computational
chemistry, together with advances in the modeling of solvation
effects,1,2 resulted in the situation that theoretical calculations
nowadays represent an integral part of many chemical and bio-
chemical studies.3 An appropriate selection and benchmarking of
all components and methods necessary for accurate predictions
of free-energy values for studied chemical processes, together
with a careful setup of the model system (which is not always
trivial), leads to high-quality computational data that comple-
ment and rival the experimental counterparts.
One of the challenges in computational (bio)chemistry is

related to the quantitative treatment of metal-ion coordination
in biomolecules, experimentally quantified by the stability
constant (β) that is the equilibrium constant for the formation
of a complex in solution.4 In order to calculate these observable
thermodynamic quantities from first principles, one usually

applies a standard thermodynamic cycle consisting of the studied
process in the gas phase (in this case, complexation of the ions
with ligands) and (de)solvation of all of the species involved (i.e.,
of the complexed molecules vs free ligands and hydrated metal
ions).5 For ionic species, these elementary processes are usually
associated with large energies of several hundreds of kilocalories
per mole (the gas-phase association of the ion···neutral or ion···
ion species and their solvation/desolvation energies) that almost
cancel each other out to yield the final ΔG values of several
kilocalories per mole (corresponding to dissociation or stability
constants in the typical millimolar to femtomolar range).
However, what seems to be a small difference from the com-

putational point of view and from the perspective of the large
energy changes associated with the elementary processes is
a markedly large value in chemical and biological systems.

Received: April 25, 2013
Published: September 3, 2013
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© 2013 American Chemical Society 10347 dx.doi.org/10.1021/ic401037x | Inorg. Chem. 2013, 52, 10347−10355

D
ow

nl
oa

de
d 

by
 A

C
A

D
E

M
Y

 O
F 

SC
IE

N
C

E
S 

C
Z

E
C

H
 R

E
PU

B
L

IC
 o

n 
A

ug
us

t 2
4,

 2
01

5 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
3,

 2
01

3 
| d

oi
: 1

0.
10

21
/ic

40
10

37
x



Differences on the order of ∼5 kcal·mol−1 govern many
fundamental phenomena, such as metal-ion selectivity in
biomolecules.6−10 Thus, a deeper theoretical understanding of
the metal-ion uptake by (bio)molecules may help us to answer
fundamental questions, such as why nature selected various metal
ions for performing specific functions.11 Theoretical calculations
can be viewed (and used) as a unique and complementary tool to
well-established experimental methods12−14 to correlate the
calculated or experimental thermodynamics with the structural
details.15−18 Once, and only once, a satisfactory agreement
between the computed and experimental data is obtained,
decomposition of the total free-energy change, energy/structure
mapping, or analysis of the electronic structure of the studied
system can be done and provides us with the insights and
concepts.19,20

Many systematic efforts to quantitatively assess the selectivity
of metal binding by theoretical methods were described in the
literature over the past 1.5 decades.21−29 Recently, we presented
a computational study5 in which we critically evaluated the
performance of the ab initio and DFT electronic structure
methods in calculations of the energetics associated with metal-
ion complexation on a set of five model [MXn]

c+ complexes
(M = Fe2+, Cu2+, Zn2+, and Cd2+; n = 2 and 4−6) spanning four
common coordination geometries. Reference values for the gas-
phase complexation energies were obtained using the CCSD(T)/
aug-cc-pVTZmethod and compared with cheaper methods, such
as DFT and RI-MP2. In the same study,5 we applied two popular
and presumably accurate solvation methodsconductor-like
screening model for realistic solvation (COSMO-RS) and
universal solvation model employing the full solute density
(SMD)to find out whether the calculated free-energy (ΔG)
changes associated with metal-ion complexation in solution
match (or are at least in the range of) the experimental stability
constants. The computational data highlighted several intricacies
in theoretical predictions of the stability constants that may result
in errors of several tens of kilocalories per mole in the final ΔG
(−RT ln β) values: (a) the covalent character of some metal−
ligand bonds [e.g., copper(II) thiolate]; (b) various definitions
of the reference state of some systems (e.g., Jahn−Teller
unstable [Cu(H2O)6]

2+ vs [Cu(H2O)4]
2+); (c) the presence of

the negatively charged ligand in the metal coordination sphere.
A similar approach has been evaluated in a recent study by
Delgmann and Schenk.30 The investigation has confirmed that
conventional solvation treatment by methods like the polariz-
able continuum model (PCM) or COSMO is insufficient. The
application of more advanced methods (specifically COSMO-RS
examined therein) in combination with appropriate quantum-
chemical methods is essential to obtain good quantitative agree-
ment with experimental data. Although a number of problematic
points concerning COSMO-RS have been highlighted, in
combination with careful analysis it stands as a very powerful
tool for dealing with solvation effects.
The choice of a proper quantum-chemical method is very

problematic. Although DFT is a popular choice, it is clear that
none of the current functionals can present a final and universal
answer for a wide range of properties. This is especially true for
transition metals, which exhibit very diverse chemistry. For
example, local-density approximation and generalized-gradient
approximation functionals overstabilize low-spin states, although
they can perform reasonably well in describing certain properties,
e.g., geometries.31 BP86 is of special interest to this study because
of its involvement in the COSMO-RS protocol. Although it is
considered to have a decent price/performance ratio, energetics

is of limited accuracy, and it is always advisable to compare it with
more accurate methods.32

The aim of this study is a careful analysis and inspection of all
of the aforementioned caveats in the ab initio calculations of the
stability constants performed on a much broader set of
complexes with experimentally determined stability constants,
using the set of eight biologically relevant divalent metal ions:
Mn2+, Fe2+, Co2+, Ni2+, Cu2+, Zn2+, Cd2+, and Hg2+. Various
details in adopted computational protocols are carefully analyzed
and discussed, and it is concluded that while the accuracy of
“absolute” values of binding free energies is still out of reach, the
average accuracy of relative affinities of 2 kcal·mol−1 might be, in
principle, achievable.

2. METHODS
2.1. Computational Details. All calculations reported in this work

were performed using the TURBOMOLE 6.3 program. The quantum-
chemical calculations were mostly performed using DFT, while in a
few cases, the MP2 method has been employed. The geometry
optimizations were carried out at the DFT level, employing the density-
fitted (vide infra) BP86 functional (RI-BP86)33a,34 and the def-TZVP
basis set on all of the atoms.35,36 All gas-phase structures represent true
minima, based on a frequency calculation. The single-point energies
were then calculated using the RI-BP86, RI-PBE,37 BH-LYP,33a−c and
B3LYP33a−d,38 functionals or at the RI-MP2 level of theory. All DFT
calculations using nonhybrid functionals (as well as MP2 calculations)
were expedited by expanding the Coulomb integrals in an auxiliary basis
set, using the resolution-of-identity (RI) approximation (density
fitting).39 A multipole-accelerated version of the RI algorithm was
used for MP2 calculations. In most of the cases, the def2-TZVP basis
set35 was employed for all of the atoms, with two exceptions represented
by the RI-PBE and RI-BP86 calculations, where def-TZVP was used.
Grimme’s D3 dispersion correction was used for all DFT calculations.40

For Cd and Hg, small-core Stuttgart/Dresden pseudopotentials were
applied to account for scalar relativistic effects.41

All metal ions were considered in their 2+ oxidation state. In all cases,
high-spin states are assumed (with a couple of exceptions discussed in
the text). The choice is justified by calculating energies of low-spin
alternatives of selected systems in which one may expect the low-spin
states to be closer in energy (Table S9 presented in the Supporting
Information, SI). The exhaustive treatment of all of the spin-state
splittings for all of the studied complexes is beyond the scope of this
study; for iron(II) systems, the reader is referred, for example, to the
above-mentioned work of Droghetti et al.31

Solvation (free) energies of all studied species were calculated using
the COSMO-RS method,42,43 as implemented in the COSMOtherm
program,44 using the BP_TZVP_C30_1201.ctd parametrization file.
The geometries in the solvent (water) were optimized using the
COSMO method,45 with COSMO radii of 2.0 Å for Mn−Zn, 2.2 Å for
Cd, and 2.4 Å for Hg and εr = 80.0. Quite some effort has been exerted
to find the true minima; however, because of higher computational
demands, this was not achieved in all of the cases. Single-point
calculations used for the preparation of COSMO-RS calculations were
done according to the recommended protocol, which includes
RI-BP86/def-TZVP calculations with Grimme’s D3 dispersion
correction and uses ε = ∞ (ideal conductor) or 1 (vacuum) with the
same radii as those described previously, vide supra. The Gibbs free
energy (sometimes denoted free enthalpy) of a system with metal ionM
and set of ligands {Li} ≡ L (introduced in Figure 1) is defined as

= + + −μG E G E RT q q qln( )M,L
calc,

el solv ZPVE trans rot vib (1a)

where Eel is the in vacuo energy of the system, Gsolv is the solvation free
energy, EZPVE is the zero-point vibrational energy, and −RT ln(qtrans qrot
qvib) accounts for the entropic terms and the thermal correction to the
enthalpy, obtainable from a frequency calculation and utilizing the ideal-
gas approximation (T = 298 K and p = 2.48 MPa, which correspond to
1 M concentration).46 As is discussed in more detail below, these latter

Inorganic Chemistry Article
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two terms may sometimes present a nontrivial technical challenge.
Therefore, we preferred to use the following equation as the practical
(albeit not theoretically pure) solution and approximation to the free
energy of the complex, using only a single, COSMO-optimized
geometry:

= +G E GM,L
calc

el solv (1b)

Throughout the work, the values of GM,L
calc (based on eq 1b) and Eel

obtained via the RI-BP86 method are reported, whereas Eel obtained via
the RI-MP2 method and the values of GM,L

calc,μ (based on eq 1a) can be
found in the SI (Tables S1−S6).
Experimental stability constants, βM,L, were converted to differences

in the Gibbs free energy, using the formula

βΔ = − ≈ − = − θ

θ θ
G RT K RT RTln ln ln

[ML ]
[M] [L]

n
nM,L

exp
M,L M,L

(2)

where K stands for the thermodynamical stability constant, β for the
experimental (concentration) stability constant, and [X]θ for the
standard concentration.
This is an approximation because the experimental values were obtained

at generally nonzero ionic strengths and the measured concentration
constants differ somewhat from the thermodynamical stability constants.
The difference between the two, i.e., the dependence of the concentration
constants on the ionic strength, was generally rather low in comparison to
errors in the calculated values. Rigorously, the values could be extrapolated
to I = 0, for example, with the help ofDebye−Hückel theory to estimate the
activity coefficients (or some of its extension, such as the Davies equation)
using at least three experimentally determined values at varying ionic
strength. Such data are not available in all cases, whereas in some other
cases, multiple values originating in different sources can be found, and this
questions the justifiability of such extrapolations to thermodynamical
stability constants. Therefore, we prefer to use the experimental values
pertinent to specific conditions in our comparison with the calculated
values, thus assuming the activity coefficient to be equal to 1.
In silico, ΔGM,L

calc was calculated as the difference of the Gibbs free
energies, GM,L

calc , as defined in eq 1, of the products and reactants in the
general complexation reaction:

+ → + −+ +n m[M(H O) ] { L} [ML (H O) ] (6 )H Oc
n m

c
2 6

2
2

2
2

(3)

where c is the total formal charge of the ligands. The numbers of ligands,
n, and H2O molecules, m, are specified in the corresponding tables.
2.2. Model Systems. The set of model systems comprised

six complexes ([M(NH3)4]
2+, [M(Imi)]2+, [M(His)]+, [M(Cys)],

[M(CH3COO)]
+, and [M(SCH2COO)2]

2−). These systems are simple
enough to avoid serious problems with the correct geometry description
with only a few binding modes to be tested. We have no structural
information about the model systems apart from the number of ligands
and their protonation state. This leaves an open question of how
many H2O molecules should be explicitly included in the calculation.

For some of the systems, we try two different values for this variable,
which gives rise to the 10 systems that were studied, as depicted in
Figure 1.

Including more H2O molecules than are needed to saturate the first
coordination sphere (i.e., filling the second coordination sphere) might
raise a concern about artificial hydrogen bonds being formed. This issue
is very difficult to address because the exact hydrogen-bonding network
around the complex is not known. Nevertheless, we carried out model
calculations for the cysteinate complex (MD sampling). By comparing
its complexes with 18 and 4 H2O molecules, we observed that similar
hydrogen-bonding patterns are present. Probably the weakest cor-
respondence has been found for HgII. However, it is not clear whether
18 H2Omolecules are sufficient to prevent potential artifacts or whether
a missing hydrogen-bonding pattern is due to insufficient sampling
(10 systems with 18 H2O molecules for each metal ion). These
structures can be found in the SI.

The concentration constants for most (often for all) metal ions in the
studied series were available and cover a wide range of values with
log(βL

max/βL
min) = 1−35, where βLmax and βL

min are the maximum (mostly
in the Hg2+ complex) and minimum (mostly Mn2+) values of the
concentration constants for a given set of ligands L.

3. RESULTS AND DISCUSSION

3.1. Experimental Free Energies of Complexation. In
Table 1, we summarized the available experimental information
on free-energy changes associated with the complexation of
metal ions in the studied systems. The values of complexation
free energies for a given metal M and set of ligands L, ΔGM,L

exp , are
derived from the experimental values of log βM,L (via eq 2)
obtained from Martell’s tables.47 We may observe the known
general trends for 3d metal ions, conforming to Irving−Williams
series of stability constants with Ni2+ and Cu2+ as the strongest
binders, whereas the order of the other metal ions does vary
somewhat (mainly Co, Zn, and Cd). However, the magnitude
of these differences, |ΔGL

exp,max − ΔGL
exp,min|(Mn

2+
↔Cd

2+
), varies

significantly among the studied systems (from 1.1 kcal·mol−1 for
the [M(CH3COO)]

+ system to 15 kcal·mol−1 for [M(NH3)4]
2+).

These magnitudes are even more pronounced if we include Hg2+

in the series, which has in all cases the highest binding affinity.
3.2. Calculated Values of the Free Energies of Metal-

Ion Complexation. In Table 2, we summarize the calculated
values of complexation free energies,ΔGM,L

calc , calculated according
to eqs 1b and 3 using RI-BP86 for gas-phase electronic energies
(the corresponding values of ΔGM,L

calc obtained using RI-MP2 for
the gas-phase electronic energies and ΔGM,L

calc,μ obtained using
eqs 1a and 3 using various methodsRI-BP86, RI-PBE, B3-LYP,
BH-LYP, and RI-MP2are listed in Tables S6 and S1−S5 in the
SI, respectively). Representative equilibrium geometries of the

Figure 1.Model complexes: (a) [M(NH3)4]
2+; (b) [M(NH3)4(H2O)2]

2+; (c) [M(Imi)(H2O)5]
2+; (d) [M(His)(H2O)3]

+; (e) [M(His)(H2O)4]
+; (f)

[M(Cys)(H2O)4]; (g) [M(Cys)(H2O)3]; (h) [M(CH3COO)(H2O)3]
+; (i) [M(CH3COO)(H2O)5]

+; (j) [M(SCH2COO)2]
2−.

Inorganic Chemistry Article

dx.doi.org/10.1021/ic401037x | Inorg. Chem. 2013, 52, 10347−1035510349

D
ow

nl
oa

de
d 

by
 A

C
A

D
E

M
Y

 O
F 

SC
IE

N
C

E
S 

C
Z

E
C

H
 R

E
PU

B
L

IC
 o

n 
A

ug
us

t 2
4,

 2
01

5 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
3,

 2
01

3 
| d

oi
: 1

0.
10

21
/ic

40
10

37
x



studied complexes are depicted in Figure 2, whereas the
complete set of all equilibrium geometries of studied complexes
is deposited in the SI.
In an ideal case, each system would be represented by an

ensemble of structures. However, a satisfactory sampling would
require tens, and possibly hundreds, of conformations with at
least two coordination spheres, which reaches way beyond
affordable limits. Dealing with less sizable statistics is not
reliable and, because of “steep” Boltzmann weights, is likely to be
dominated by the most negative (i.e., the most stable) entry. We
illustrate this by comparing Boltzmann-weighted averages of the
overall free-energy change (i.e., calculated stability constant) for
one of the systemsthe [M(H2O)x(Cys)] complexwith the
same value obtained using the protocol utilized in this work
(i.e., considering only one optimized structure). An ensemble of
10 structures with two (Table S7 in the SI) or one (Table S8 in
the SI) coordination sphere of H2O molecules has been used
in this comparison. Providing a larger bulk of water (18 H2O
molecules in [M(H2O)3(Cys)]·15H2O system) introduces large

“noise”, and the ensemble is dominated by contribution from a
single conformer. On the other hand, all conformers in a single
coordination sphere ([M(H2O)3(Cys)] system) are very similar,
and the weights, as well as contributions, are almost identical.
For these reasons, we opt to represent the systems by a single

structure, bearing fully in mind that systems with nonnegligible
differences in conformational entropy will suffer systematic
mistreatment. However, we do not expect this to be an issue for
our chosen set of simple ligands. For some complexes, multiple
conformations were considered as potential candidates. How-
ever, even a single binding mode is not easy to characterize by
a single value of ΔGM,L

calc (as can be demonstrated by a range of
values obtained for, e.g., [M(H2O)4(Cys)] system; Table 2).
This is, in part, due to the lack of implementation of structure
optimizationwith respect to our definition ofGM,L

calc (eqs 1a and 1b),
which includes two largely opposing terms (COSMOenergy and a
COSMO-RS correction). Only optimization with respect to the
COSMO energy was available, whereas a rigorous optimization
may provide different preferences of binding modes for more

Table 1. Estimated Free Energies of Complexation (in kcal·mol−1), ΔGM,L
exp , of the Studied Metal Ions As Calculated from

Experimental Stability Constantsa

ΔGM,L
exp [kcal·mol−1]

complex Ib Mn Fe Co Ni Cu Zn Cd Hg

[M(NH3)4]
2+ 2 −2.3 −4.5 −7.6 −11.1 −17.6 −13.2 −10.1 −26.1

[M(Imi)]2+ 0.1 −1.7 −3.3 −4.1 −5.7 −3.5 −3.7 −12.5h

[M(His)]+ 0.1 −4.5 −8.0c −9.4 −11.8 −13.9 −8.9 −7.7
[M(Cys)] 0.1 −6.5 −9.0d −11.1 −13.4 −12.4 −13.8g −19.7
[M(CH3COO)]

+ 0 −1.9 −1.9 −1.9 −1.9 −3.0 −2.2 −2.6 −5.9
[M(SCH2COO)2]

2− 0.1 −10.3 −14.9e −16.6 −17.8f −20.5 −59.8i
aIt is assumed that these represent thermodynamical equilibrium constants. Unless stated otherwise, the values are for T = 298.15 K. bIonic strength
in mol·dm−3. cI = 3. dT = 293.15 K. eI = 0. fT = 293.15 K. gT = 310.15 K; I = 0.15. hI = 3. iI = 1.

Table 2. Calculated Values of Complexation Free Energies, ΔGM,L
calc (kcal·mol−1)a

metal ion

system Mn Fe Co Ni Cu Zn Cd Hg

[M(NH3)4]
2+ 13.1 11.0 2.2 −1.8j −8.0 −0.6 1.4 −11.6

[M(NH3)4(H2O)2]
2+ −8.4b −11.3b −14.4b −17.9b −28.5c −14.9d −17.3d −27.7d

−8.1b −11.3b −14.6b −17.3b −24.8b −12.1b −14.2b −29.9d

[M(Imi)(H2O)5]
2+ −3.7 −4.6k −5.8 −6.1 −6.4 −4.4 −4.0 −11.2

[M(H2O)3(His)]
+ 5.6 4.3 0.0 −0.9 −5.1 3.9 4.0 −5.2k

[M(H2O)4(His)]
+ −11.8e −12.9e −11.0e −17.9e −23.9e −13.4e −13.2e −21.4k

−13.0f −14.8f −15.8f −19.6f −20.5f −14.4f −14.4f −20.6k

[M(H2O)3(Cys)] 13.8 12.1 6.4 9.1 −1.6 12.9 6.4 −13.9
[M(H2O)4(Cys)] 4.1g 1.4g 0.6g −0.4g −14.4g,k 1.9g −4.3g −24.0g,j

1.3e 1.7e −2.9e −0.6e −4.5e,k −2.6g −6.9g −22.1g,j

1.3e 2.9e −4.9e −3.3e −12.4e,k 0.4e −6.7g −22.6j

6.1g 3.8g −0.3g 3.5g −12.5g,k 1.6g −2.1g −22.9j

[M(CH3COO)(H2O)3]
+ 30.1 31.9 27.5 35.8 25.0 28.7 27.3 22.7

[M(CH3COO)(H2O)5]
+ 3.7h 4.5h 2.8h 5.0h 0.0h 4.5h 2.8h −1.0h

4.6i 6.1i 6.4i 7.7i −0.2i 7.4i 5.1i 0.3i

[M(SCH2COO)2]
2− 35.6 31.0 25.7 40.7j 8.9k 28.0 21.5k −8.0

aCalculated using the RI-BP86/COSMO-RS protocol utilizing eqs 1b and 3. bOctahedral with H2O molecules in mutual cis (upper row) or trans
(lower row) position. cSquare pyramidal with H2O in the axial position; the other H2O is in the second sphere. dTetrahedral; H2O molecules in the
second sphere. eTridentate binding mode. f(N,NImi) bidentate binding mode. g(N,S) bidentate binding mode. hSyn binding mode of acetate. iAnti
binding mode of acetate. jWe think that these values of ΔGM,L

calc might be incorrect and are excluded from further analysis for various reasons: (i)
[Ni(NH3)4]

2+ and [Ni(SCH2COO)2]
2− systems in square-planar geometry are low-spin complexes, as opposed to all other systems.

[Co(SCH2COO)2]
2− is potentially low-spin as well but is included in the analysis and assumed to have a high-spin ground state; (ii) the equilibrium

geometry of [Hg(H2O)m(Cys)] is entirely different from the geometries of other systems because of the preference of Hg for linear geometry.
Although this trait is not unique to these systems, it still makes a direct comparison using the current protocol problematic. kExperimental stability
constants are not available for these complexes.
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complex systems. Even if the global minimum with respect to
GM,L
calc could be found, it may not necessarily represent the “true”

structure of the real complex in solution. The reason for this is
discussed in detail in section 3.3. In subsequent sections, the
conformations with the lowestGM,L

calc are used as representatives of a
given system.
The values of ΔGM,L

calc for some of the systems([M(NH3)4-
(H2O)2]

2+, [M(Imi)(H2O)5]
2+, [M(H2O)4(His)]

+, and [M-
(CH3COO)(H2O)5]

+)are in the vicinity of their experimental
counterparts, but even for these systems, the error commonly
exceeds 6 kcal·mol−1 in either direction which is not satisfactory.
For other systems, the deviations between theory and experi-
ment are greater still.
It turns out that compelling information can be unveiled if we

examine the differences between the experimental and calculated
values, ΔΔGM,L, defined as

ΔΔ = Δ − ΔG G G( )M,L M,L
exp

M,L
calc

(4)

whereΔGM,L
exp is defined by eq 2 and listed in Table 1 andΔGM,L

calc is
obtained from calculation via eqs 1b and 3 and summarized in
Table 2. Next, we show that a large part of this discrepancy can
be identified and qualitatively predicted. To this end, we split
ΔΔGM,L into two contributions: the ligand-specific shift, LSSL,
and the metal-specific shift, MSSM,L.
3.3. Analysis of Ligand-Specific Shifts. The first of these

contributions, the ligand-specific shift, is constructed as an average
of all values of ΔΔGM,L for a given set of ligands, L, and denoted
as LSSL:

∑=
ΔΔ

= + +

G

n
LSSL

M {Mn ,...,Hg }

def
M,L

2 2 (5)

“def” indicates that the only allowed values of M are those
for which ΔΔGM,L is defined; i.e., both ΔGM,L

exp and ΔGM,L
calc are

available. For a given method and a given set of ligands L, there
is a single value of LSSL and it represents how far, on average,
the calculated result is from the experimental one, i.e., an average
error. The values of LSSL are listed in Tables 4 (last column) and
S1−S6 in the SI.
The ligand-specific shifts, LSSL, are significant, ranging from

less than +8 to −50 kcal·mol−1. The somewhat good cor-
respondence between the experimental and calculated values of
free energies of complexation for the four systems ([M(NH3)4-
(H2O)2]

2+, [M(Imi)(H2O)5]
2+, [M(H2O)4(His)]

+, and [M-
(CH3COO)(H2O)5]

+) mentioned in section 3.2 is, in part, due
to lower values of their ligand-specific shifts (+6.3, +1.0, +7.4,
and −5.4 kcal·mol−1, respectively). LSSL consists of two major
contributions. One originates in the ZPVE− RT lnQ term that is
neglected in eq 1b (included in eq 1a) and is especially notable
in cases where there is a change in the number of species upon
complexation (e.g., [M(NH3)4]

2+, [M(CH3COO)(H2O)3]
+,

[M(H2O)3(Cys)], and [M(SCH2COO)2]
2−). Comparing

Table 2 (based on eq 1b) with Table S1 in the SI (values obtained
by using eq 1a) shows that if this contribution is included, the
magnitude of the overall error significantly decreases.
The ZPVE−RT lnQ term is commonly estimated by invoking

the ideal gas and rigid-rotor/harmonic-oscillator approximation,
which requires a gas-phase structure of the system that needs to
be obtained in addition to the COSMO-optimized structure.
However, this may introduce an error that increases the more the
two structures diverge from each other. An alternative approach
is to utilize these approximations for a COSMO-optimized structure.
However, besides being accompanied by technical complications,
it is not rigorous48 and, again, introduces a systematic error that is
difficult to control.
The other source of error is a certain bias of the adopted

protocol for solvating the charged ligands in their unbound and
bound states. The magnitude of this error largely corresponds to

Figure 2.Representative equilibrium geometries for selected complexes studied in this work: (a) [Mn(His)(H2O)4]
+, (N,N,O) bindingmode, oneH2O

in the second coordination sphere; (b) [Mn(His)(H2O)4]
+, (N,N) binding mode; (c) [Mn(Cys)(H2O)4], (N,S,O) binding mode, one H2O in the

second coordination sphere; (d) [Mn(Cys)(H2O)3], (N,S) binding mode, trigonal-bipyramidal geometry, one H2O in the second coordination sphere;
(e) [Mn(SCH2COO)2]

2−.

Inorganic Chemistry Article
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the type of group (carboxylic acid, thiolate, amine nitrogen, etc.).
Apparently, complexation energies for acetate, thioglycolate,
and cysteine are not negative enough (even if the ZPVE − RT ln
Q term is included), implying too favorable solvation of the
unbound ligands. For the other systems (ammonia, imidazole,
and histidine), the values are, on the contrary, too negative,
indicative of overstabilization of bound imidazole and amine
N atoms over neutral unbound states. In the case of histidine,
which experiences the opposing effects of carboxyl O and N
atoms, the latter prevails.
Because the complexation process can be viewed as the reverse

of proton exchange with H2O molecules (i.e., a proton rather
than a metal ion acts as the Lewis acid), we tried to justify the
validity of the above hypothesis by calculating the pKa values (or,
more precisely, ΔGprotonation values, which are also applicable in
the case of multiple protonation sites) of studied ligands.
As can be seen from the results presented in Table 3, the

ligand-dependent shifts, LSSL, qualitatively mimic the deviations
between theoretically predicted and experimental pKa’s (i.e.,
ΔΔGexp/calc), and they may serve as the “zero-order” estimates of
the expected LSSL values. It must be emphasized that this
correlation does not include the number of ligands and uses only
an average of values (viz. definition of LSSL in eq 5) over a series
of metal ions. It is, by no means, meant to be quantitative, but
it does demonstrate the major contributions to LSSL, i.e., the
protocol bias and the ZPVE − RT ln Q term.
The nonnegligible magnitudes of these systematic deviations

(Table 3) warn that extra care needs to be taken when comparing
two conformations for which the difference between their
respective ΔGM,L

calc values is in the direction of the “protocol bias”.
For example, in complexes with histidine, the (N,NImi) binding
mode seems to be preferred over the tridentate mode, but
whether this might be due to the bias of the protocol used or it is
indeed the preferred binding mode found in solution is difficult
to conclude unambiguously. On the other hand, for cysteine, the
(N,S) mode is always preferred over the (N,O) mode (data not
shown) in spite of the understabilization of the bound thiolate
group, which leaves more confidence in concluding that this is
indeed the preferred binding mode.
The description and analysis of both components of LSSL

remain largely qualitative. Still, we feel that comprehending
the nature of LSSL (or, in general, understanding systematic
deviations in protocols used for calculations of solvation Gibbs
free energies) is important because it has significant implications
in various calculations of the thermodynamic properties of
molecules [stability constants, reduction potentials, or acidity
constants (pKa’s)].
A better quantitative insight into the LSSL values might be

obtained by comparing the calculated solvation energies with
experimental data. This approach, however, is only partially
applicable because even if the solvation values for ligands and

metal ions are all available, they certainly are not available for the
resulting complex.

3.4. Analysis of Metal-Specific Shifts. If one is, however,
focused on the selectivity of a particular site for a given metal ion,
the ligand-specific shifts, LSSL, can be disregarded because they
do not affect the relative affinities of a series of metal ions for the
particular site. We define the metal-specific shifts as

= ΔΔ −GMSS LSSM,L M,L L (6)

In other words, it is a measure of how the predicted values
deviate from the actual relative affinities. In order to quantify how
systematic the shifts are, we use two types of root mean squares
(RMSs) of these RMSM,L values: denoted as RMSL and RMSM.
The former, RMSL, is calculated from the values of RMSM,L for
one specific set of ligands L and all possible metal ions:

∑=
= + + n

RMS
(MSS )

L
M {Mn ,...,Hg }

def
M,L

2

2 2 (7)

A low value of RMSL implies that the relative affinities of metal
ions for a given set of ligands L are reproduced well. The latter,
RMSM, is analogously defined for one specific metal ion and all
possible sets of ligands L:

∑=
= + ‐ n

RMS
(MSS )

M
L {[M(NH ) ] ,...,[M(SCH COO) ] }

def
M,L

2

3 4
2

2 2
2

(8)

A low value of RMSM implies that the affinity of a given metal ion
M is reproduced with a similar error for various systems.
First, we focus our attention on the values of RMSL in Table 4.

Admittedly, someof the systems ([M(Imi)]2+ and [M(CH3COO)]
+)

have a smaller range of binding free energies (cf., ΔGM,L
exp in

Table 1), which probably also contributes to the lower variance of
MSSM,L and, hence, lower RMSL. However, this is not the sole
reason for the lower values of RMSL because these also remain
quite low for more selective systems ([M(Cys)] and [M(His)]+).
Additionally, a large part of RMSL is often due to one or two
outlying values, while the other values are much smaller.
Systems that differ in the number of water ligands do possess

some similarity in the values of individual metal-specific shifts
but are not entirely equivalent in this respect. While this can be
indicative of one of the systems being a better representation of
an actual species in solvent, it has to be borne in mind that the
search for local minima is not consistent across the metal-ion
series, and this can easily be a more influential factor than the
geometry of ligands around a metal ion.
The values in Table 2 were calculated using RI-BP86 and

eqs 1b and 3, although in our previous work,5 wemildly advocated
for use of the RI-MP2 method for calculating the gas-phase
interaction (complexation) energies for the complexes of divalent

Table 3. Contribution of Protocol Bias to Ligand-Specific Shifts, LSSL (kcal·mol−1)

acid−conjugate base ΔGexp ΔGcalc ΔΔGexp/calc complexation LSSL
a

NH3 → NH4
+ −12.6 −17.3 4.7 [M(H2O)6]

2+ + 4NH3 → [M(NH3)4(H2O)2]
2+ + 2H2O 2.8

Imi → ImiH+ −9.5 −12.6 3.1 [M(H2O)6]
2+ + Imi → [M(Imi)(H2O)5]

2+ + H2O 0.3
His− → HisH2

2+ −23.0 27.1 4.1 [M(H2O)6]
2+ + His− → [M(His)(H2O)3]

2+ + 3H2O 3.0
Cys2− → Cys+ −27.8 −23.2 −4.6 [M(H2O)6]

2+ + Cys2− → [M(Cys)(H2O)3] + 3H2O −8.0
CH3COO

− → CH3COOH −6.5 −4.6 −1.9 [M(H2O)6]
2+ + Ac− → [M(Ac)4(H2O)5]

+ + H2O −8.6
SCH2COO

2− → HSCH2COOH −19.3 −9.7 −9.6 [M(H2O)6]
2+ + 2tg2− → [M(tg)2]

2− + 6H2O
b −13.5

aCalculated using the RI-BP86/COSMO-RS protocol based on eqs 1a and 3; i.e., the terms ZPVE and RT ln Q are included. Full data, from which
the LSSL value has been obtained, can be found in Table S1 in the SI. btg stands for the thioglycolate ligand, (SCH2COO)

2−.
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metal ions and ligands withN, S, andO donor atoms [considering
the CCSD(T) calculations as the reference]. In contrast, the
RI-BP86 functional belonged to the least satisfying methods
investigated. Surprisingly, the composite RI-MP2/COSMO-RS
protocol (i.e., RI-MP2 values used for the gas-phase complexation
energies and the RI-BP86/def-TZVPmethod used for calculation
of the solvation energies within the COSMO-RS framework) is
comparable to the presented RI-BP86/COSMO-RS values (data
can be found in the SI, Tables S2 and S6, for values obtained using
eqs 1a, 1b, and 3). The same essentially holds true for the three
other functionals (RI-PBE, BHLYP, and B3LYP; data in the SI,
Tables S3−S5) that were shown to be superior (BH-LYP,
B3-LYP) or on par (RI-PBE) to RI-BP86 in the gas phase [with
respect to the CCSD(T) reference].
In order to provide some arguments in favor of the observed

performance of RI-BP86, we may recall that the presented
computational scheme of the calculation ofG (see eqs 1a and 1b)
includes terms of which the gas-phase complexation energies, Eel,
and solvation energies, Gsolv, are the most important ones. They
almost cancel out to yield the final values of G on the order of
units or tens of kilocalories per mole. It is worth mentioning that
neither of these two contributions alone contains accurate
information about the absolute or relative complexation energies.
In the COSMO-RS protocol, the solvation energy is obtained
from the gas-phase energy and COSMO single-point (ε = ∞)
calculations using the functional for which COSMO-RS has been
parametrized, i.e., the RI-BP86 functional. If we use RI-BP86
(with the same basis set) for the gas-phase energies as well,
this value cancels out and is eliminated from the final G of a
given species. Hence, only the RI-BP86 energy of a system in a
conductor-like environment (ε = ∞), as described by COSMO
theory and a COSMO-RS correction to the nonideal-conductor
behavior of the solvent, is present in the final value of G.
It is possible that the COSMO(-RS) RI-BP86 energy is free of

the taint present in the gas-phase RI-BP86 calculations or that
this is compensated for in the COSMO-RS scheme or it is at least
not too variable across the studied metal ions. It should also be
remembered that the evaluation can be skewed when the systems
studied are not represented well. One of the obvious candidates
is the [M(CH3COO)(H2O)3]

+ system, which has a consistently
low reproducibility of relative affinities. Either way, RI-BP86
appears as a competitive choice to the investigated alternatives
(see the SI, Tables S1−S6). Apart from its considerably lower

computational cost, it has another valuable property, as discussed
in the following paragraph. Similar conclusions concerning a
good price/performance ratio for BP86 for transition-metal
complexes were also formulated by Furche and Perdew.32

3.5. Elimination of Bias for Individual Metal Ions. We
turn our attention to the values of RMSM presented in Table 4
(i.e., root mean square of metal-specific shifts for a givenmetal, as
defined by eq 8). These can be loosely interpreted as a bias of the
adopted protocol for a given metal ion. An encouraging finding
is that, in the case of RI-BP86, by calibration of the described
protocol a large part of this bias could be eliminated. Thus, the
new value is calculated as follows:

Δ = Δ + +G G MSS LSSM,L
C

M,L
calc

M,avg L (9)

where ΔGM,L
calc is the free energy of binding calculated as before,

MSSM,avg’s are calibration values obtained in a fashion described
below, i.e., one value for each metal ion. The last term, LSSL, is a
ligand-specific shift, which is unknown for reasons discussed in
section 3.3. We use the exact values here (obtained from
experimental values) to highlight the increased precision of the
obtained relative values, which can be seen from a comparison of
Tables 1 and 5.
This calibration is doable thanks to a relatively small variation

of the metal-specific shift, RMSM,L, across different systems, i.e.,
low values of RMSM. Interestingly, these values are lowest for
RI-BP86, whereas the RI-MP2, BHLYP, B3LYP, and PBE
methods are trailing behind in this sense in almost all cases.
Although calibration can be done in a number of ways, the

quality of which will always depend on the set of systems chosen,
the results should not vary fundamentally. This statement is
based on relatively low values of RMSM for all M for a diverse
group of ligands presented, and these are assumed to remain low
even if we included other systems. To minimize the influence of
any one of the systems on the calibration, we use average values
of MSS (listed in Table 4), denoted as RMSM,avg.
Values of ΔGM,L

C are presented in Table 5 and can be directly
compared to experimental values fromTable 1. The contribution
of the calibration can be assessed by comparing the RMSL values
of calibrated (RMSL

C) and uncalibrated (RMSL
orig) protocols. The

calibration improves the prediction of selectivity in almost all
cases, with a single exception of the [M(Imi)(H2O)5]

2+ system.
Although this specific calibration is certainly not optimal, it is

Table 4. Calculated Values of Metal-Specific Shifts and Related Statistics (kcal·mol−1)a

MSSM,L

system Mn Fe Co Ni Cu Zn Cd Hg RMSL LSSL

[M(NH3)4]
2+ −2.8 −2.8 2.9 excl.b 3.1 0.1 1.2 −1.8 2.5 −12.7

[M(NH3)4(H2O)2]
2+ −0.3 0.6 0.7 0.5 4.6 −4.5 0.9 −2.5 2.7 6.3

[M(Imi)(H2O)5]
2+ 1.0 1.5 1.0 −0.3 −0.1 −0.7 −2.3 1.3 1.0

[M(H2O)3(His)]
+ 0.8 −1.4 1.5 −0.1 2.0 −1.9 −0.9 1.5 −10.9

[M(H2O)4(His)]
+ 1.1 −0.6 −1.0 0.5 2.7 −1.9 −0.7 1.5 7.4

[M(H2O)3(Cys)] 0.9 0.0 3.6 −1.3 −4.2 1.0 excl.b 2.6 −21.1
[M(H2O)4(Cys)] 0.8 −1.9 2.3 −1.5 −1.3 1.6 excl.b 1.8 −8.5
[M(CH3COO)(H2O)3]

+ −0.7 −2.5 1.9 −6.4 3.3 0.4 1.3 2.7 3.2 −31.3
[M(CH3COO)(H2O)5]

+ −0.2 −0.9 0.8 −1.5 2.4 −1.2 0.0 0.5 1.3 −5.4
[M(SCH2COO)2]

2− 1.5 1.3 4.9 excl.b −1.4 −4.7 3.6 −46.9
MSSM,avg

c 0.2 −0.9 1.9 −1.1 2.5 −1.6 0.4 −1.3
RMSM 1.3 1.4 1.6 2.3 1.5 1.7 1.0 2.6

aThe protocol used was RI-BP86/COSMO-RS. Only the most negative value of ΔGM,L
calc for each of the systems is listed, and only those for which

experimental data are available are used for calculation of the LSS and RMS quantities. The empty fields are due to missing experimental data.
b“excl.” denotes results that were excluded from analysis; Table 2. cArithmetic average of MSSM,L values over all systems (over all values of “L”).

Inorganic Chemistry Article

dx.doi.org/10.1021/ic401037x | Inorg. Chem. 2013, 52, 10347−1035510353

D
ow

nl
oa

de
d 

by
 A

C
A

D
E

M
Y

 O
F 

SC
IE

N
C

E
S 

C
Z

E
C

H
 R

E
PU

B
L

IC
 o

n 
A

ug
us

t 2
4,

 2
01

5 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
3,

 2
01

3 
| d

oi
: 1

0.
10

21
/ic

40
10

37
x



conceptually simple, avoids parametrization, and as such is a
significant improvement that gets the majority of the absolute
values of precision of the relative metal-ion affinity below the
threshold of 2 kcal·mol−1, or even 1 kcal·mol−1.

4. CONCLUSIONS
Throughout this work, we tried to give a complete account of
our efforts aiming at quantitatively accurate predictions of the
stability constants of metal ions in (bio)inorganic systems, using
the modern methods of computational chemistry. Together with
a careful benchmarking of quantum-chemical methods to obtain
accurate gas-phase complexation energies carried out in our
previous study,5 this leads us to think that the computational
protocol used in this study represents the current state-of-the-art
of computational chemistry to treat the problem at hand
(ab initio predictions of the “absolute values” of the stability
constants). The only ingredient missing might be the extensive
conformational sampling of all of the studied complexes, as
has been mentioned in the discussion. However, the increase
of computational demands to address this problem would be
formidable, and we are not aware of a standardized protocol that
would enable one to treat large sets of various complexes on
equal footing.
Looking at the results presented in Table 2, one may conclude

that straightforward application of the presented protocol leads
only to a mediocre agreement between the experimental and
theoretical stability constants at best and that this problem
cannot be handled properly by contemporary theoretical
chemistry. However, careful analysis of the trends in computed
stability constants and systematic errors present therein enabled
us to suggest a computationally sound and robust protocol for
estimating the relative affinities of metal ions for the formation of
complexes with ligands to within∼2 kcal·mol−1 average accuracy
(after removal of the systematic metal-specific shifts). This
requires a single geometry that represents the structure in the
water (solvent) environment. Using these, only a single RI-BP86
calculation with COSMO of product complex is required, as long
as decomposition of the free energy into individual steps of the
thermodynamic cycle is not desired; COSMO-RS solvation
energy calculation is also required but comes at practically no
computational cost. A large part of the protocol’s taint is
eliminated by simple calibration. The choice of the particular
calibration values for removal of the metal-dependent shifts is
based on a set of structurally simple systems, and its details do not
fundamentally influence the results obtained.

The fitness of the method used for electronic structure
calculation is significantly altered when it is to be combined with
solvation energies calculated using the COSMO-RS protocol.
A seemingly inappropriate (as judged by the accuracy of the
gas-phase interaction energies) RI-BP86 functional performs,
in conjunction with COSMO-RS, better than other methods
not only in the accuracy of the relative affinities but also in the
consistency of behavior in a wide range of systems of diverse
character.
Admittedly, the protocol has a notable weak point. The

question of structural representation of the system (e.g., the
coordination of H2O molecules) is not easily addressed because
the protocol is unable to reliably predict a correct conformation
because of their inconsistent treatment. Partly, at least, this is
due to the nonzero charge of the systems. However, there is
no simple dependence of the magnitude of error, nor obvious
remedy, available, leaving a direct comparison of the affinity of
metal ions for different ligands still elusive to computational
treatment, whereas the metal-ion selectivity for the particular site
can be addressed reasonably well.
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(21) Rulísěk, L.; Havlas, Z. J. Phys. Chem. A 1999, 103, 1634−1639.
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ABSTRACT: Cyclam derivatives bearing one geminal bis-
(phosphinic acid), −CH2PO2HCH2PO2H2 (H2L

1), or phos-
phinic−phosphonic acid, −CH2PO2HCH2PO3H2 (H3L

2),
pendant arm were synthesized and studied as potential
copper(II) chelators for nuclear medical applications. The
ligands showed good selectivity for copper(II) over zinc(II)
and nickel(II) ions (log KCuL = 25.8 and 27.7 for H2L

1 and
H3L

2, respectively). Kinetic study revealed an unusual three-
step complex formation mechanism. The initial equilibrium
step leads to out-of-cage complexes with Cu2+ bound by the
phosphorus-containing pendant arm. These species quickly
rearrange to an in-cage complex with cyclam conformation II,
which isomerizes to another in-cage complex with cyclam
conformation I. The first in-cage complex is quantitatively
formed in seconds (pH ≈5, 25 °C, Cu:L = 1:1, cM ≈ 1 mM). At pH >12, I isomers undergo nitrogen atom inversion, leading to
III isomers; the structure of the III-[Cu(HL2)] complex in the solid state was confirmed by X-ray diffraction analysis. In an
alkaline solution, interconversion of the I and III isomers is mutual, leading to the same equilibrium isomeric mixture; such
behavior has been observed here for the first time for copper(II) complexes of cyclam derivatives. Quantum-chemical calculations
showed small energetic differences between the isomeric complexes of H3L

2 compared with analogous data for isomeric
complexes of cyclam derivatives with one or two methylphosphonic acid pendant arm(s). Acid-assisted dissociation proved the
kinetic inertness of the complexes. Preliminary radiolabeling of H2L

1 and H3L
2 with 64Cu was fast and efficient, even at room

temperature, giving specific activities of around 70 GBq of 64Cu per 1 μmol of the ligand (pH 6.2, 10 min, ca. 90 equiv of the
ligand). These specific activities were much higher than those of H3nota and H4dota complexes prepared under identical
conditions. The rare combination of simple ligand synthesis, very fast copper(II) complex formation, high thermodynamic
stability, kinetic inertness, efficient radiolabeling, and expected low bone tissue affinity makes such ligands suitably predisposed to
serve as chelators of copper radioisotopes in nuclear medicine.

■ INTRODUCTION

Polyazamacrocycles with coordinating pendant arms can
encapsulate a wide range of metal ions in their macrocyclic
cavity, forming thermodynamically very stable complexes that
often show high kinetic inertness.1 Such properties are highly
desirable for utilization in medicine and molecular biology.
Therefore, these ligands and their complexes have long been
investigated to optimize their properties for particular
applications, for example, as magnetic resonance imaging

contrast agents,2,3 carriers of metal radionuclides for diagnosis
and targeted therapy,4 or luminescent probes.2,5

Among the methods used in modern medicine, positron-
emission tomography (PET) is a powerful diagnostic tool. The
method relies on the application of proton-rich isotopes that
undergo β+ decay. Collision of the emitted positron with an
electron from the surrounding tissue results in a pair of
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collinear γ photons, which allow exact determination of the
annihilation site(s) and, thus, show radioisotope distribution in
the body. PET requires radioisotopes with suitable half-life, low
energy of the emitted positrons, and good availability. Various
nonmetallic (e.g., 18F, 11C, and 15O) and metallic (e.g., 68Ga,
44Sc, and 89Zr) radioisotopes have been utilized.1,4,6−9 Among
metallic positron emitters, 64Cu (61% β+) is of interest because
of its long half-life (τ1/2 = 12.8 h) and low positron energy (Eav
= 0.65 MeV), resulting in high image resolution. Besides, other
copper radioisotopes are also interesting positron-emitting 60Cu
(τ1/2 = 23.7 min; 100% β+) and 61Cu (τ1/2 = 3.3 h; 100% β+)
and the β− emitter 67Cu (τ1/2 = 61.8 h; 100% β−), which may
be used for internal radionuclide therapy.
Metal radioisotopes cannot usually be applied in the form of

the free ion because of nonspecific deposition in tissues. To
achieve the desired biodistribution, the metal ion must be
bound in a thermodynamically stable and kinetically inert
complex, and the complex is commonly conjugated to a
targeting vector. Over the years, several classes of chelators
have been suggested for the complexation of copper radio-
isotopes.1,8,10,11 Initially, the chelators were based on well-
known acyclic or macrocyclic ligands, such as H5dtpa, cyclam,
H4teta, and H4dota; H4dota monoamides (Chart 1) are the
most commonly used chelators for radioactive copper.
However, the properties of complexes of these early ligands
are not optimal for copper(II), mainly from the viewpoints of
the rate of complexation (too slow for most macrocyclic
ligands), kinetic inertness (too low for complexes of acyclic
ligands or those with too many donor atoms), and redox
vulnerability toward monovalent copper [complexes of
copper(I) are easily decomposed]. Thus, other ligands have
been investigated. Derivatives of cross-bridged cyclam are the
largest family of such ligands (Chart 1). In these ligands, the
central ion is encapsulated in a well-preorganized ligand cage,
which leads to kinetically very inert complexes, but this is
coupled, except in several very recent examples involving
phosphonate pendant arms,12 with very slow copper(II)
complexation. Other successful chelators are based on the
hexaazasarcophagine skeleton (e.g., diamsar in Chart 1).13

More recently, H3nota (Chart 1) derivatives have become very
popular because their complexes are rapidly formed under mild
conditions and they are stable in vivo.14 However, among these
ligands, the cyclam derivatives offer the best selectivity for

copper(II) over zinc(II) and nickel(II), which are common
metallic impurities in no-carrier-added (NCA) radiocopper
solutions. Thus, new cyclam derivatives with one or two
coordinating pendant arms [to fulfill the copper(II) require-
ment for coordination numbers of 5 or 6] have recently been
suggested for radiocopper complexation.15,16

Owing to the rather short half-lives of metallic PET
radioisotopes, the major limitation of macrocyclic chelators is
their slow complexation, and ligands with improved labeling
efficiency are highly desired. Some time ago, we showed that
cyclam derivatives with methylphosphonic acid pendant arms,
H4te2p

1,8 or H2te1p (Chart 1), show fast copper(II)
complexation.17−19 On the basis of the generally accepted
two-step complex formation with pendant-armed macrocyclic
ligands, this fast complexation could be explained in terms of
the interaction between the metal ion and pendant
phosphonate group(s) outside of the macrocycle cage. Thus,
these groups assist in the transfer of the metal ion from the bulk
solution into the ligand cavity. In addition, these cyclam-based
ligands are very selective for copper(II) ion, and the resulting
complexes are thermodynamically stable and kinetically
inert.17−22 A pendant arm moiety with even better complex-
ation ability can further improve the complexation rates.
Recently, we confirmed this assumption for trap derivatives
(e.g., H6trap-pr in Chart 1), a family of H3nota phosphinic acid
derivatives, which exhibit accelerated 68Ga labeling because of a
stronger out-of-cage metal ion−ligand interaction between
gallium(III) and their pendant arms.23 Moreover, some
conjugates based on trap derivatives have recently entered
into clinical utilization for 68Ga-PET imaging.24

On the basis of the collected data, we propose herein a new
type of pendant arm to improve the radiometal labeling
efficiency, that is, geminal phosphorus acid groups, specifically
methylenebis(phosphinic acid) or methylene(phosphinic−
phosphonic acid) moieties. These groups are very acidic and,
therefore, they are only weakly metal-binding chelating
groups.25 At the same time, this property implies that they
should be able to bind metal ions even in acidic solutions, yet
they should not compete with much better ligands, such as
macrocycles. Such a chelating pendant arm can capture very
low concentrations of metal radioisotopes in solution and, if
attached to a macrocycle, can assist in acceleration of the overall
metal complexation because of the increased stability of an out-
of-cage complex intermediate. Fast and efficient complexation

Chart 1. Structures of Various Macrocycles Discussed in the Text
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under mild conditions is a very desirable property for ligands
intended to be used for the binding of short-lived metal
radioisotopes. Cyclam derivatives H2L

1 and H3L
2 bearing these

pendant arms (Chart 2) were envisaged as being suitable for

divalent copper. In this study, we present a comprehensive
investigation of these complexes, which has included the
evaluation of an unusual isomerism (for a definition of isomers
of metal ion−cyclam complexes, see Figure S1) and their
thermodynamic and kinetic properties, coupled with theoretical
calculations. The assumption of efficient binding of a copper
radioisotope was confirmed in preliminary radiochemical
experiments.

■ RESULTS
Synthesis of the Ligands and Their Complexes. A

direct Mannich-type reaction (Scheme 1) of cyclam with
CH2(PO2H2)2 afforded ligand H2L

1 in 70−75% conversion
(based on formaldehyde, monitored by 31P NMR). Using
excesses of cyclam and methylenebis(phosphinic acid), with
formaldehyde as the limiting component, the reaction was very
clean because no formation of multiply substituted cyclic
byproducts, hydroxomethylphosphinic acid, or N-methylated
byproducts was observed. Simple purification on ion ex-
changers enabled the recovery of cyclam as well as
methylenebis(phosphinic acid). Mild oxidation of the P−H
bond in H2L

1 with aqueous HgCl2 under acidic conditions with
subsequent removal of mercury(II) ions with H2S led to
H3L

2.26

The CuII-H2L
1 and CuII-H3L

2 complexes were isolated in
two isomeric forms. Blue complexes having cyclam ring
conformation I were prepared from the zwitterionic forms of
the ligands at room temperature. They were converted to violet
isomers with cyclam ring conformation III in an alkaline
solution. The cyclam ring conformations I and III are shown in
Figure S1, and this notation is used hereinafter for assignment
of these isomers. The isomerism of the complexes is discussed
in detail later. The isomerization reaction always led to an
equilibrium mixture of the blue and violet complexes
(approximate equilibrium I/III isomer molar ratios were
20:80 and 30:70 for the CuII-H2L

1 and -H3L
2 complexes,

respectively). Because their mutual interconversion is very slow

at lower pH, their mixtures were separated by chromatography
on SiO2. Fractions were checked by thin-layer chromatography
(TLC), the most sensitive technique to distinguish the isomers
(Figure S2). Single crystals of the violet complex of
composition [Cu(HL2)]·5H2O suitable for X-ray diffraction
study were isolated by slow evaporation of the volatiles from an
aqueous solution (for experimental details, see the Supporting
Information, SI). Electronic spectral data of the isomeric
complexes are summarized in the SI (Table S1 and Figure S3).

Thermodynamic Studies. The acid−base properties of the
ligands and thermodynamic stabilities of their complexes were
studied by potentiometry (for details, see the SI). Protonation
constants of the title ligands and their comparison with those of
similar chelators are given in Tables S2 and S3, and the
corresponding distribution diagrams are shown in Figure S4.
To help with the interpretation of complex formation kinetic
data, 13C{1H} and 31P{1H} NMR titrations (Figure S5) were
carried out with H3L

2 to determine the sites of consecutive
protonation. Because it is known that the bis(phosphonate)
group can strongly complex Na+ or K+ ions,27 CsOH was used
as a base to minimize such interactions.
Complexation of copper(II) and zinc(II) ions was fast, even

in acidic solutions, and the stability constants of the complexes
were determined by direct titration (an in-cell method). For
nickel(II) systems, complexation was too slow for direct
titration and, thus, an out-of-cell equilibrium method had to be
used. The results are presented in Tables 1 and S2, and the
corresponding distribution diagrams are shown in Figures 1 and
S6 and S7. About 20% of free copper(II) ion was present at the
beginning of titrations at pH 1.5, and it was fully complexed
below pH 2.5.

Formation Kinetics of Copper(II) Complexes. The rate
of complexation is one of the most important parameters to be
evaluated if ligands are intended to be utilized for radiometal
binding. Thus, complexation kinetics was investigated under
pseudo-first-order conditions (cL = 0.1 mM; cM = 1.0−5.0 mM)
in the range of pH 2−7 (t = 25 ± 0.1 °C; I = 0.1 M KCl).
Stopped-flow measurements showed an unexpected mechanism
because the overall process had to be divided into a
preequilibrium step and two kinetically distinct reactions
(Figures 2 and 3). Biexponential fitting (yielding rate constants
for two kinetic steps, fkobs and

is1kobs; see below) had to be used
because the monoexponential treatment led to unsatisfactory
results (Figures S8 and S9). This observation could be
explained in terms of a three-step complexation mechanism
(Scheme 2). Initially, copper(II) interacts with H2L

1 or H3L
2 in

a very fast preequilibrium step to form intermediate 1#; this
rearranges into intermediate 2#, which then isomerizes to the
final blue I complex.
To fit the experimental data and to extract kinetic parameters

for the first formation step, rate laws were derived, taking into
account the above general mechanism. A full description of the

Chart 2. Structures of the Title Ligands, H2L
1 and H3L

2,
Showing the Ring Nitrogen Atom Numbering

Scheme 1. Synthesis of H2L
1 and H3L

2a

a(i) paraformaldehyde, concentrated aqueous HCl, 80 °C; (ii) (1) HgCl2, H2O; (2) H2S(g).
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procedure is given in the SI. For the 1#-(Cu-H3L
2) species, a

deprotonation equilibrium involving a proton bound to the
distant phosphonate group (characterized by dissociation
constant #KaP) is operative in the investigated pH range.27

Observed reaction rates for the first step were accelerated even
in the pH range in which diprotonated or triprotonated (for
H2L

1 and H3L
2, respectively) ligand species are exclusively

present (Figure S4). Therefore, less protonated intermediate 1#

species, 1#-(Cu-HL) and 1#-(Cu-H2L), had to be considered,
which play an important role in the reaction step because
log(fkobs) increases linearly with the pH (Figure S10). This is in
accordance with kinetic/mechanistic investigations of a number
of other metal ion−macrocyclic ligand systems, in which these
species proved to be kinetically the most important.28 Thus, for
the step leading to intermediate 2#, eqs 1 and 2 (see the SI)
were used for the final treatment of the kinetic data.
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Here, fkobs is the pseudo-first-order rate constant,
fk1,

fk2 and
fk3

correspond to the reactivities of the differently protonated
intermediate 1# species, Ka2 and Ka3 are the dissociation
constants of the H2L and H3L ligand species (Table S3),
#KMH2L is the equilibrium constant for the formation of the 1#-

(Cu-H2L) species from copper(II) and H2L ligand species, and
#KaP is the dissociation constant of the intermediate 1#-(Cu-
H3L

2) species.

Table 1. Stability Constants (log KML) or Stepwise Protonation Constants (log Kn) of Complexes of the Title Ligands [25 °C, I
= 0.1 M (Me4N)Cl]

copper(II) zinc(II) nickel(II)

equilibriuma H2L
1 H3L

2 H2L
1 H3L

2 H2L
1 H3L

2

M + L ⇄ [M(L)] 25.83 27.66 18.12 19.84 21.94 24.01
[M(L)] + H ⇄ [M(HL)] 6.97 3.74 7.17 2.04 6.61
[M(HL)] + H ⇄ [M(H2L)] 1.66 3.68
[M(L)(OH)] + H ⇄ [M(L)] + H2O 12.26 12.63

aCharges are omitted for simplicity.

Figure 1. Distribution diagrams of the CuII-H2L
1 (A) and CuII-H3L

2

(B) systems (cL = cCu = 4 mM).
Figure 2. Formation of the intermediate 2#: dependence of the
pseudo-first-order formation kinetic constants fkobs of H2L

1 (A) and
H3L

2 (B) on the concentration of copper(II) ions measured at various
pH values (colored numbers on the right). The solid lines represent
fits according to eq 1 (H2L

1) or eq 2 (H3L
2). The experimental points

obtained for [Cu2+] = 0.1 mM are shown to illustrate the saturation
nature of the curves; however, they were not included in the fitting
because these experiments do not meet the pseudo-first-order
conditions.
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The second kinetically important step can be viewed as an
isomerization process. The isomerization was slower than the
formation of intermediate 2# and should involve a change of the
chirality at a coordinated nitrogen atom(s). Intuitively, such
isomerization is expected to proceed without a change of the

protonation state of the species and, thus, should not depend
on the pH. However, the reaction became faster with increasing
pH (Figures 3 and S11). Because the same dependence was
observed for complexes of both ligands, it should not be
connected with possible deprotonation of the distant
phosphonate group in the intermediate 1#-[Cu(HL2)] complex
(Scheme 2). Instead, it is more likely to be a catalytic effect of
hydroxide ions, and such a mechanism has been suggested for
complexation of a number of macrocyclic ligands.29 Further-
more, the rate of this step also increases with increasing
copper(II) concentration. This might be rationalized in terms
of the formation of dinuclear species in which one metal ion is
coordinated in the macrocyclic cavity, whereas the other is
coordinated by the pendant bis(phosphinate) or phosphonate/
phosphinate group. The temporary formation of such a weak
copper(II) complex would then accelerate the nitrogen atom
inversion. Taking into account all of the pathways, eq 3 was
derived (see the SI) and used to fit the experimental data
describing the final isomerization step

= + +

+

− +

− +

k k k k

k

[OH ] [Cu ]

[OH ][Cu ]

is1
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is1
0

is1
OH

is1
Cu

2
tot

is1
Cu,OH

2
tot (3)

where is1k0 is the rate constant describing the unassisted
isomerization, is1kOH is the rate constant describing the
hydroxide-assisted reaction, is1kCu is the rate constant describing
the metal-assisted isomerization, and is1kCu,OH is the rate
constant describing the simultaneous (metal and hydroxide
ions) assistance. However, from the fitting results, it was found
that the spontaneous isomerization plays a negligible role (is1k0
≈ 0). The parameters obtained by fitting of the fkobs and

is1kobs
values utilizing eqs 1−3 are presented in Table 2.

Isomerization Kinetics in an Alkaline Solution. In
alkaline solutions (pH >12), even at room temperature, the
blue I isomers were converted to the violet III isomers.
However, this conversion always led to an equilibrium mixture
of I and III species. Spectral changes with time (Figure S12)
showed that the same equilibrium mixture was reached
irrespective of whether the I or III isomer was used as the

Figure 3. Formation of the I isomer from the intermediate 2#:
dependence of the pseudo-first-order formation kinetic constants
is1kobs of H2L

1 (A) and H3L
2 (B) on the concentration of copper(II)

ions measured at various pH values (colored numbers on the right).
The solid lines represent fits according to eq 3.

Scheme 2. Formation of the I Isomers of [Cu(L1)] (A) and [Cu(L2)]− (B) Complexesa

aAdditional protonation equilibria in part B (constants Ka3,
#KaP, and K111) involve a proton located on the distant phosphonate group.
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starting material. The isomerization was investigated in detail in
the [OH−] range of 10−100 mM at constant ionic strength I =
0.5 M K(OH,Cl) and temperature (t = 25 °C). In the studied
pH range, the equilibrium I/III isomer molar ratios proved to
be independent of the hydroxide concentration and were
approximately 0.2:0.8 and 0.3:0.7 for the [Cu(L1)] and
[Cu(L2)]− complexes, respectively. The measurements were
performed in both directions, that is, starting from the pure I
isomer or the pure III isomer. The isomerization processes
were characterized by rate constants is2kobs1 and

is2kobs−1 for the
I → III process and the reverse reaction, respectively. The
abundance of one component in the system could be expressed
as shown in eq 4, where c0 is the starting concentration of a
complex.30
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Equation 4 can be rewritten as the general exponential
expression c = a + be(−kt), where the constant k is expressed
as k = is2kobs1 + is2kobs−1. Fitting the experimental data to the
general expression yielded a constant k, which was used to
estimate the rate constants is2kobs1 and is2kobs−1. Hence,
constants describing the kinetics of the forward and reverse
reactions leading to the same equilibrium mixture are involved
in the expression and, therefore, both constants could be
determined from a single experiment. The two sets of
experiments (i.e., reactions started from I or III isomers)
gave fully consistent results (Figure 4), which proved the
validity of the chosen model.
The is2kobs values for complexes of both ligands showed

nonlinear dependences on the concentration of hydroxide ions.
On the basis of the potentiometric results, the studied
complexes formed monohydroxido species (Figure 1) in the
given pH range and, therefore, the corresponding OHKI,1
constant could be estimated from the potentiometric data.
However, analysis of the kinetic data showed that isomerization
was also assisted by a higher number of hydroxide anions. The
proposed isomerization mechanism is depicted in Scheme 3,
and the process can be described by eq 5:

= +

+

−

−

k k k

k

[CuL(OH)] [CuL(OH)][OH ]

[CuL(OH)][OH ]

is2
obs1

is2
1

is2
2

is2
3

2
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where is2k1 = k1,
is2k2 = k2

OHKI,2, and
is2k3 = k3

OHKI,2
OHKI,3 for

the I → III process (Scheme 3) and an analogous equation
could be applied to the reverse process (for is2kobs−1). The
results are compiled in Table 3. Fitting of the data obtained for
the [Cu(L2)]− complex gave only constants is2k2 and

is2k3. For
the [Cu(L1)] complex, all three constants were found.

Table 2. Kinetic Parameters Describing the Stepwise Formation of the I Complexes

formation of intermediate 2# formation of the I complexes

constant H2L
1 H3L

2 constant H2L
1 H3L

2

fk1 [s
−1 mol−1 dm3] 1.0(1) × 107 5.7(3) × 107 is1kOH [s−1 mol−1 dm3] 1.5(1) × 109 1.7(1) × 109

fk2 [s
−1 mol−1 dm3] 0.13(2) 14(3) is1kCu [s

−1 mol−1 dm3] 38(7) 12(5)
fk3 [s

−1 mol−1 dm3] 0.11(2) is1kCu,OH [s−1 mol−2 dm6] 8.3(9) × 1011 4.9(1) × 1010

#KCuH2L [mol−1 dm3] 4(1) × 102 2.4(6) × 106

log(#KCuH2L) 2.6 6.4
#KaP [mol dm

−3] 6(2) × 10−5

p(#KaP) 4.2

Figure 4. Mutual isomerization of [Cu(L1)] (A) and [Cu(L2)]− (B)
complexes: reaction started from the I isomers (blue symbols) or the
III isomers (violet symbols). The solid lines represent fits according to
eq 5.

Scheme 3. Mechanisms of the I → III and III → I
Isomerization Processesa

aThe charges of the complex species are omitted for clarity.
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However, isomerization of the [Cu(L1)(OH)]− species was
very slow, and its contribution to the overall isomerization rate
was negligible.
Dissociation Kinetics. The kinetics of acid-assisted

dissociation of complexes I-[Cu(L1)] and I-[Cu(L2)]− was
investigated in 0.1−5.0 M HClO4 at I = 5 M (H,Na)ClO4.
However, in the examined pH range, complex I-[Cu(L1)] was
found (TLC analysis) to undergo oxidation, leading to a
progressively increasing abundance of I-[Cu(L2)]− in the
course of the reaction, which also underwent dissociation.
Neither the oxidation process nor the extent of decomplexation
of the I-[Cu(L1)] complex could be readily quantified because
of the very similar UV/vis spectra of the relevant species.
However, the overall rate of I-[Cu(L1)] complex dissociation
(including some contributions from the oxidation−dissociation
pathway) was very similar to that found for the pure I-
[Cu(L2)]− complex (Figure S13). This indicates a similar
decomplexation resistance and mechanism for both complexes,
suggesting no significant alteration of the overall kinetic
inertness due to the presence of distant P−H or P−OH bonds.
Dissociation of the I-[Cu(L2)]− complex was studied over

the temperature range of 60−90 °C.17−19,31 The saturation
shape of the curves (Figure 5) indicates that the complex was

present in two forms differing in the number of bound protons
(Scheme 4). However, the number of protons in the studied
pH range is difficult to determine. Thus, the data were treated
according to eq 6:

= + ++ +k k k K K( [H ])/(1 [H ])d
obs

d
0

d
1
d

H
d

H (6)

where dk0 is a constant corresponding to dissociation of the less
protonated complex, dk1 is a constant corresponding to
dissociation of the more protonated complex, and dKH is the
corresponding protonation constant. Fitting of the results
yielded negligible values of dk0, indicating that dissociation of
the more protonated species was the dominant process. The
obtained values of dk1 and

dKH are summarized in Table S5, and
analysis of the temperature-dependent data provided activation
parameters (Table 4).
To directly compare the kinetic inertness of both the I- and

III-[Cu(L2)]− complexes with those of related complexes, the
dissociation was studied at 90 °C in 5.0 M aqueous HClO4 or
5.0 M aqueous HCl because it is known that HCl significantly
accelerates the decomplexation process.17,32 Decomplexation
half-lives of around 29 and 7 s for I-[Cu(L2)]− and of around
63 and 4 min for III-[Cu(L2)]− were obtained in HClO4 and
HCl, respectively. Values for the III-[Cu(L2)]− isomer
represented a lower limit because dissociation of the III isomer
proceeded simultaneously with isomerization to isomer I, which
subsequently dissociated at a different (faster) rate. The
isomerization was confirmed by a shift in the absorption
band maximum and by TLC.

Quantum-Chemical Calculations. Theoretical calcula-
tions were performed on copper(II) complexes of H3L

2 and
related cyclam methylenephosphonic acid derivatives, H2te1p
and H4te2p

1,8 (Chart 1). Because the III→ I isomerization was
observed to proceed mainly in alkaline solutions, the
calculations were carried out on the fully deprotonated forms
of the complexes. Several conformations were examined for
each of these isomers, including both penta- and, in a few cases,
hexacoordinated structures. In each system, up to eight isomers
are possible, as shown in Chart 3. No metal-bound water
molecules were explicitly included in the models because
binding of a water molecule at an axial position of copper(II)
complexes is generally weak and, in some isomers, even
sterically inaccessible. The isomers themselves differ in the
chirality at the coordinated nitrogen atoms, and because of the
asymmetry of structures formally belonging to the II isomer,
there are four possible isomers differing in the orientation of an
N-substituent with regard to the substituent orientation at the
other three amine groups.
For calculation of the gas-phase energies, pure generalized

gradient approximation (GGA) and meta-GGA functionals
(BP86 and TPSS) were preferred over methods including
Hartree−Fock exchange based on the values of D1(MP2)
diagnostics,33 which indicated potential multiconfigurational
character of the wave function (data not shown). The solvent
(water) was taken into account using one of the best currently
available solvation models, the COSMO-RS method. Of the
two functionals, the TPSS values are presented owing to a
better performance for metal-ion complexes,34 although the
BP86 results were qualitatively identical, lying within 1−2 kcal
mol−1 of those by the former method; the results are compiled
in Tables 5 and S6−S8 and full sets of isomers for the H2te1p
and H4te2p

1,8 complexes are shown in Figures S14 and S15,
respectively. Calculated structures of the discussed isomers of
complexes of all three ligands are shown in Figures S16−S18.

Table 3. Rate Constants of the I → III and III → I
Isomerization Processes

constant [Cu(L1)] [Cu(L2)]−

I → III
is2k1 [s

−1 mol−2 dm3] 0.98 ± 0.18
is2k2 [s

−1 mol−2 dm6] 22 ± 7 14 ± 2
is2k3 [s

−1 mol−3 dm9] 645 ± 56 172 ± 22

III → I
is2k−1 [s

−1 mol−1 dm3] 0.20 ± 0.04
is2k−2 [s

−1 mol−2 dm6] 4.6 ± 1.3 5.3 ± 0.6
is2k−3 [s

−1 mol−3 dm9] 132 ± 11 63 ± 8

Figure 5. Acid-assisted dissociation of the I-[Cu(L2)]− complex [I = 5
M (H,Na)ClO4].

Scheme 4. Acid-Assisted Decomplexation of the I-[Cu(L2)]−

Complex (Here, Probably n > 1)
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For some complexes, the solid-state structures were determined
by X-ray crystallography, and the observed structural

parameters are compared with the calculated values in Table
S9. For complexes of all three ligands, the III isomers were
identified as the most stable (i.e., having the lowest free
energy), followed by the I isomers. The smallest difference
between these two isomers was found for the complex of H3L

2,
and the largest difference was found for the complex of
H4te2p

1,8, for which no III → I isomerization has been
observed in solution. These are followed by several species with
cyclam conformation II, supporting the assignment of the
kinetic in-cage intermediate during CuII-H3L

2 complex for-
mation as the II isomer (see below). Conformers IV and V are
energetically too high.

Radiochemical Experiments. Preliminary complexation
experiments with NCA 64Cu [molar copper(II) concentration
of less than nM] were carried out at 25 and 70 °C, at a pH
commonly used for labeling experiments (pH 6.2) and with
various molar ligand excesses over the molar amount of 64Cu
(10 MBq corresponds to approximately 1 pmol of 64Cu); for
further experimental details, see the SI. The results clearly
showed (Figure 6) that the labeling of both ligands was similar
and that higher temperature led to better efficiency, that is, to a
higher specific activity because a lower ligand excess had to be
used for full labeling (Table S10). To compare the usefulness of
our new ligands with that of established ligands, labeling
experiments were also carried out with H3nota and H4dota
under identical conditions and with the same batches of 64Cu
(Figures 6 and S19 and Table S11).

■ DISCUSSION

Recently, we have suggested that weakly complexing groups in
pendant arms may accelerate the incorporation of a metal ion
into a macrocyclic cavity.23a To examine this idea for cyclam
and divalent copper, ligands H2L

1 and H3L
2 bearing a geminal

bis(phosphorus acid) moiety were prepared by a simple and
scalable synthesis. Monosubstitution of the cyclam could be
efficiently controlled by the amount of formaldehyde used in
the synthesis. The ligand H2L

1 is fully stable in the solid state as
well as in aqueous solution at any pH, unlike some other
geminal bis(H-phosphinic acid)s, in which the P−C bond is
slowly hydrolyzed.25b,35 Oxidation of the P−H bond was tested
with H2O2 or halogens but always led to mixtures caused by
cleavage of the N−C−P moiety that were difficult to purify.
However, no cleavage of the N−C−P moiety was observed
during mild oxidation with HgCl2. Both ligands were isolated in
the zwitterionic form.
Two isomeric copper(II) complexes of each ligand were

isolated: blue complexes were formed at room temperature and
at pH <7, and violet species were obtained from reaction
mixtures equilibrated at pH >12. Blue-to-violet isomerization is
commonly observed in copper(II) complexes of cyclam-based
ligands.36,37 The blue species assigned to I isomers (Figure S1)
are formed as low-temperature kinetic species, which are

Table 4. Activation Parameters for Acid-Assisted Dissociation of the I-[Cu(L2)] and Related Complexes

parameter I-[Cu(L2)]− I-[Cu(te2p1,8)]2− 17 I-[Cu(Me2te2p
1,8)]2− 18 I-[Cu(te2p1,8ABn)]32

EA [kJ mol−1]a 81 ± 1 72.0, 85d 60 78
ΔH# [kJ mol−1]b 78 ± 1 69.5, 82d 57 75
ΔS# [J K−1 mol−1]b −61 ± 2 −71, −52d −95 −52
ΔH [kJ mol−1]c −13.6 ± 0.7 −8.3 −17 −8
ΔS [J K−1 mol−1]c −36 ± 2 −22.7 −30 −39

aArrhenius model: ln(dk) = −(EA/RT) + ln A. bEyring model: ln(dk/T) = −(ΔH#/RT) + ΔS#/R + ln(kB/h).
cln K = −(ΔH/RT) + ΔS/R. dData for

two dissociation pathways.

Chart 3. Bosnich’s Nomenclature for Isomers of CuII-H2L
1

(R = H) and CuII-H2L
2 (R = OH or O−) Complexesa

aNitrogen atom substituents point either above (green) or below
(red) the macrocyclic plane. For the cyclam II conformation, more
isomers are possible, and they are distinguished by an upper index
specifying the nitrogen atom at which the substituent is directed to the
opposite side to those at the other three.

Table 5. Relative Free Energies (in kcal mol−1; RI-TPSS/
def2-TZVP + COSMO-RS) for Isomers of Copper(II)
Complexes of H3L

2, H2te1p, and H4te2p
1,8

isomer [Cu(L2)]− [Cu(te1p)] [Cu(te2p1,8)]2−

I 1.4 2.1 5.4
1II 11.8 10.1 8.0
4II 2.8 5.3 11.2
8II 8.4 7.3 11.9
11II 5.4 6.1 9.8

III 0.0 0.0 0.0
IV 10.4 9.6 10.5
V 13.0 11.4 15.4
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converted into violet III isomers (Figure S1) at high
temperature.36,37 These isomers differ in the relative
orientations of the substituents on their ring nitrogen atoms
and, thus, in their chelate ring conformations (Chart 3). Such
isomerization has also been observed for copper(II) complexes
of phosphonic/phosphinic acid cyclam derivatives.17 However,
unexpected behavior was observed here because I isomers of
the title ligand complexes were transformed into the III isomer
complexes even at room temperature, although the reaction
only proceeded in aqueous solutions at pH >12 and always led
to I/III isomer mixtures. Surprisingly, the III isomer complexes
isomerized in alkaline solutions to the same isomeric mixture as
that obtained starting from the I isomers. Partial III-to-I
conversion was also observed in very acidic solutions at
elevated temperatures during decomplexation studies. To the
best of our knowledge, the III-to-I conversion has only been
observed for copper(II) complexes of C-hexamethylated cyclam
derivatives.38 At neutral pH, no isomerization of any stock
solution of a I or III isomer stored at or below room
temperature was observed over a time span of months. Some
isomerization could only be detected (TLC) after heating a
neutral aqueous solution under reflux for several days.
The structure of the violet III-[Cu(HL2)] complex was

confirmed by X-ray diffraction study. The central copper(II)
ion is pentacoordinated by the four macrocycle amino groups

in the equatorial plane and one oxygen atom of the phosphinate
pendant arm in an apical position (Figure 7). The metal ion

resides only slightly above the N4 base (0.10 Å) toward the
phosphinate oxygen atom. The equatorial coordination
distances d(Cu−N) are significantly shorter (2.00−2.10 Å)
than the axial one [d(Cu−O1) = 2.24 Å]. Below the N4 base,
an oxygen atom of a neighboring complex molecule is located
in a pseudocoordinating distant position [d(Cu···O) = 2.99 Å].
Thus, the structure could be viewed as an extremely elongated
tetragonal bipyramid (Figure S20) with significant Jahn−Teller
elongation of the axial P−O phosphinate chelate bond. The
mutual orientation of the nitrogen atom substituents clearly
points to conformation III of the cyclam chelate rings. The
noncoordinated oxygen atom of the phosphinate group is
involved in an intramolecular medium-to-strong hydrogen
bond [d(N11···O2) = 3.04 Å; ∠(N11−H···O2) = 148°]. The
whole structure is stabilized by a 3D network of hydrogen
bonds. Selected geometric parameters of the copper(II)
coordination sphere are listed in Table S12. The equatorial
Cu−N distances in III-[Cu(HL2)] are very similar to those in
copper(II) complexes of H4te2p

1,8 and H2te1p having cyclam
ring conformation III (ca. 2.01 Å for Nsec and ca. 2.09 Å for
Ntert)

17,20 as well as those in complexes of H4teta (2.06 Å)
39 or

C-hexamethylated cyclam with one N-acetate pendant (ca. 2.04
Å for Nsec and 2.09 Å for Ntert).

40 Similarly, the Cu−Oaxial bond
(2.24 Å) is comparable to the analogous bonds in the III-
[Cu(Hte1p)]+ (2.28 Å) and H4teta (2.27 Å) complexes20,39

but longer than the Cu−Oaxial distance in the complex of the
methylated cyclam monoacetate (2.16 Å).40

The absorption spectra of the isomeric complexes corre-
spond well to those published for complexes of other ligands
with confirmed cyclam ring conformations.17,41 The d−d
absorption maxima of the blue isomers (ca. 590 nm) match
those of the I isomers of the copper(II) complexes of H4te2P

1,8

(596 nm)17 and a mono(methylpyridine) cyclam derivative
(604 nm),41 in which the pendant arm is coordinated in the
axial position. Therefore, the blue isomers should exhibit the I
conformation of the cyclam ring with axial coordination of the
pendant phosphinate group. The violet isomers should have the
III conformation of the cyclam ring. Their d−d absorption
maxima (ca. 535 nm) point to an equatorial ligand field
intermediate between those for cyclam and Hte1a copper(II)
complexes (510 and 547 nm, respectively).42 This can be
attributed to the weaker axial interaction of the phosphinate
group compared to that of the acetate group.

Figure 6. Dependence of the radiolabeling efficiencies of H2L
1 and

H3L
2 with NCA 64Cu on the ligand excess (A; 0.5 M MES buffer, pH

6.2, labeling time of 10 min; six different batches of 64Cu were used)
and comparison of the labeling with H2L

1, H3L
2, H3nota, and H4dota

(B; 0.5 M MES buffer, pH 6.2, 25 °C, ca. 90 equiv of ligands, labeling
time of 10 min; the data are averaged over three experiments, each
performed with a freshly prepared batch of 9−11 MBq 64Cu).

Figure 7. Molecular structure of [Cu(HL2)] found in the crystal
structure of [Cu(HL2)]·5H2O. For simplicity, hydrogen atoms (light
gray) are shown only if bound to nitrogen or oxygen atoms.
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Having established that the I isomers of the copper(II)
complexes are exclusively formed at room temperature and at
pH <12, the thermodynamic properties of the ligands and
complexes were studied. The protonation constants of the
ligands are typical of those for polyazamacrocycles (Table S3).
Ligand protonation sites were assigned on the basis of changes
in the NMR chemical shifts of H3L

2 (Figure S5). In
tetraazamacrocycles, the first two protons are bound to ring
amine groups, as supported by NMR shift changes in the
alkaline region. However, the shapes of the NMR titration
curves also indicate that the distant phosphonate/phosphinate
groups alter the overall electronic properties of the ligands and/
or are involved in the intramolecular hydrogen-bonding
network. This leads to rather high basicity of the ring nitrogen
atoms (log K1 + log K2 = 22.93 and 24.56 for H2L

1 and H3L
2,

respectively). The amine basicity is significantly higher than
that of cyclam itself. For H2L

1, the ring amine basicity is
comparable to that of Hte1a (23.05),42 and for H3L

2, it is even
higher than that of the monophosphonate analogue, H2te1p
(24.25).20 This is somewhat surprising because the presence of
a methylphosphinate pendant arm on a macrocyclic amine
typically results in a significant decrease in the ring amine
basicity because of the presence of the electron-withdrawing
phosphinate moiety.43 For H3L

2, the third proton (log Ka =
7.12) is attached to the terminal phosphonate group because
the log Ka value corresponds to those of other similar
ligands17−20,22 and the NMR chemical shift changes clearly
relate only to the atoms in the pendant arm. Further
protonations (log Ka = 1.6−2.9) probably take place on the
rest of the ring amino groups and/or, for H3L

2, on the
phosphonate group. Protonation of the phosphinate group(s)
takes place at even lower pH. Therefore, the groups can interact
with metal ions even at very low pH. An extended discussion
on the NMR titration data is given in the SI.
Both ligands give very stable copper(II) complexes (Table

1), comparable in stability to complexes of related cyclam
derivatives (log KCuL: cyclam, 27.2; H2te1p, 27.3; H4te2p

1,8,
25.4).17,20,44 Ligand selectivity toward copper(II) over zinc(II)
and nickel(II) ions (by ca. 7 and 4 orders of magnitude,
respectively) is excellent and similar to those of other cyclam
derivatives. Under equilibrium conditions, the protonation
constants of the H2L

1/H3L
2 complexes might be connected to

either protonation of the ring amine group or the distant
phosphinate/phosphonate.17,45 The terminal phosphonate
group of H3L

2 is protonated at neutral pH and is probably
not coordinated because the corresponding log K1 values (6.6−
7.2) of the complexes are in the typical range for free
phosphonate groups. The axial bond to the phosphinate oxygen
atom in the copper(II) complexes is rather weak and, therefore,
it can be replaced by OH− to form hydroxido complexes in
strongly alkaline solutions.
The efficiency of radiometal complexation is probably the

most important parameter to be evaluated for ligands
considered as radiometal chelators. Ligand structural parame-
ters governing metal-ion incorporation can be estimated from
kinetic data obtained under defined conditions, which also
allow determination of the mechanism of complexation. The
mechanism of complexation of H2L

1 and H3L
2 with copper(II)

(Scheme 2) differs from those reported for ligands with simple
pendant arms.17−19,32 The data are similar to those for stepwise
complexation of copper(II) by cyclam bearing a “tren” pendant
arm (cyclam-tren; Chart 1). Complexation starts with the
formation of a rather stable CuII-tren out-of-cage (ooc) complex,

in which only the tren moiety is coordinated.46 Here,
intermediate 1# formed in the preequilibrium step should be
weakly chelated only through the oxygen atoms of the geminal
bis(phosphinate) or phosphino−phosphonate group in an out-
of-cage fashion (Scheme 5), analogous to coordination modes

recently observed for bis(phosphinate)s25 and for the more
frequently investigated geminal bis(phosphonate)s.27,47−49 The
stability constants of these out-of-cage intermediates (log
#KCuH2L = 2.6 and 6.4 for H2L

1 and H3L
2, respectively) are in

the expected range for chelation of copper(II) with geminal
bis(phosphinate/phosphonate)s.25

Higher stability of the ooc-(Cu-H3L
2) complex is imparted by

the higher charge and basicity of the phosphonate group
compared with those of the phosphinate group. The
dissociation constant of the triprotonated ooc-(Cu-H3L

2)
species [p(#KaP) = 4.2] corresponds well with those of
coordinated phosphonate groups.27 In the investigated pH
range, the cyclam ring should be predominantly diprotonated
and, thus, the out-of-cage intermediates might have the structure
depicted in Scheme 5.
The next step in the mechanism is transfer of the metal ion

into the macrocyclic cavity, which proceeds in an unusual
stepwise manner (Scheme 5) not previously seen for similar
systems. An intermediate complex is formed very quickly,
which, somewhat more slowly, rearranges to the final blue I
complex. The intermediate complex 2# shows spectral
characteristics (Figure S8) corresponding to coordination of
the four ring amine groups in the equatorial plane and,
therefore, it should be one of the five major isomers of cyclam
complexes (Chart 3 and Figure S1). If constrained cyclams
(e.g., cross-bridged ligands in Chart 1) are not considered, the

Scheme 5. Formation and Isomerization of Copper(II)
Complexes of H2L

1 and H3L
2a

a(i) +Cu2+, (ii) −Cu2+, (iii) OH−, (iv) Cu2+, OH−, or both Cu2+ and
OH−.
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IV and V isomers of copper(II) complexes of cyclam derivatives
are very rare and have been observed only for highly N- or C-
substituted cyclams.50,51 Most of the copper(II) complexes
have conformations I or III. Because the final product formed
at pH <7 has cyclam ring conformation I and isomerizes to the
III complex only at high pH, the blue intermediate 2# probably
has conformation II. Indeed, this conformation has previously
been observed in copper(II) complexes of some substituted
cyclams39,52 as well as for cyclam itself.53 Apart from the limited
spectral characteristics, no more structural information could be
obtained. Therefore, quantum-chemical calculations on com-
plexes of the title and similar ligands were undertaken. For
H3L

2, H2te1p, and H4te2p
1,8, there are four possible arrange-

ments of the nitrogen substituents in pentacoordinated
complexes complying with the general cyclam ring conforma-
tion II. Among them, the 4II isomer has the lowest relative
energy (Chart 3, Figure S16, and Table 5). However, such a
structure has similar probabilities of rearranging to either the I
or III isomers, whereas only isomerization to the I complex was
observed. The 11II isomer has somewhat higher relative energy,
but it features intramolecular hydrogen bonds to two N−H
groups (Figure 8) that might contribute to the structural

stabilization. Inversion at nitrogen atom N11 leads only to the
observed I isomer. Therefore, we suggest that the intermediate
2# could be the 11II isomer shown in Scheme 5 and Figure 8. A
complex with cyclam ring conformation II was not observed as
an intermediate during formation of the I isomer in the CuII-
H4te2p

1,8 system,17 whereby the relative energy of the II isomer
is much higher than that of the I isomer.
The step leading to the final complex, 11II → I isomerization,

is clearly hydroxide-catalyzed because the major contributions
to the overall reaction rate of the isomerization reaction are
associated with hydroxide-assisted pathways. The relevant
kinetic parameters are very similar for complexes of both
ligands (Table 2). For instance, at pH 4.8, this process is only
slightly faster for the CuII-H3L

2 complex (99% conversion, 44
and 12 s for H2L

1 and H3L
2, respectively, for molar ratio L:Cu

= 1:1). This might be attributed to the better coordination
ability of the phosphonate group, increasing the stability of its
out-of-cage intermediate (#KCuH2L; Table 2) and/or a much
higher value of fk2, reflecting the better ability of the distant
phosphonate group to transfer a proton from the macrocyclic
cavity to the bulk solvent compared to the ability of the distant
phosphinate group to do so. The anion of a cyclam derivative

with two phosphonate groups, also diprotonated on the ring
amine nitrogen atoms, (H2te2p

1,8)2−,17 is even about 104 times
more reactive than (H2L

2)−, pointing to even more effective
proton transfer to the bulk solvent due to two phosphonate
groups located close to the cycle. The reactivity of the
diprotonated species of the bis(methylphosphinate) ligand,32

H2te2p
1,8ABn (Chart 1), is comparable to that of the (H2L

2)−

anion, but it is about 600 times higher than that of the H2L
1

species, further pointing to a significant role of the phosphonate
group in the complexation mechanism of H3L

2.
A qualitative comparison of the reaction rates (Figure S21)

indicates that H2L
1 and H3L

2 form in-cage complexes (II
isomers) much more rapidly than any other ligand and that
H3L

2 reacts about an order of magnitude faster than H2L
1 at

any pH. If formation of the II complexes is taken into account,
full complexation (99%) is completed in around 14 and 2 s for
H2L

1 and H3L
2, respectively (molar ratio Cu:L = 1:1; cL = 0.1

mM; pH 4.8; 25 °C). Analogous kinetic data have only been
published for cyclam-tren (Chart 1), a ligand with a strongly
coordinating pendant arm.46 Cyclam-tren binds copper(II) in
its ligand cavity much more slowly (ca. 300 s; Cu:L = 1:1, cL =
1 mM, pH 4.96, 25 °C) than H2L

1 or H3L
2. This observation

suggests that the coordinating ability of the pendant arms
should be appropriately tuned to balance the mutual stability of
out-of-cage and in-cage complexes.
Surprisingly, the III isomers of the H2L

1 and H3L
2 complexes

can be reverted to the I isomers, at variance with the common
expectation that the III isomers are the final products. To the
best of our knowledge, a III → I rearrangement in copper(II)
complexes of cyclam-based ligands has only been observed for
C-polymethylated cyclams.38,54 This must be due to subtle
differences in the structures of the isomeric complexes, reflected
in their relative energies. Calculations confirmed the generally
accepted opinion that III isomers have the lowest relative
energy (Table 5). The energetic difference between the I and
III isomers decreases in the order H4te2p

1,8 > H2te1p > H3L
2,

and the very small energetic difference between the isomers of
the CuII-H3L

2 complex points to the possibility of their mutual
interconversion.
A small degree of isomerization was observed when neutral

solutions of the complexes were heated under reflux for several
days, and more extensive isomerization was observed in the
course of acid-assisted dissociation experiments with the III-
[Cu(L2)] complex. The isomerization proceeded smoothly at
pH >12 under hydroxide anion catalysis, however, as a
complicated process with no simple interpretation. In
hydroxide-catalyzed reactions, the hydroxide anion may play
several roles: (i) it may replace the coordinated phosphinate
pendant arm, (ii) it may coordinate in the other axial position,
and/or (iii) it may deprotonate coordinated secondary amine
group(s). Monohydroxido species are not especially kinetically
active (Table 3). Two other hydroxide anions may assist
deprotonation and pyramidization of a coordinated secondary
amino group (a classical CB mechanism), leading to inversion
at the nitrogen atom. Such a mechanism involving amine
inversion has been suggested for isomerization of copper(II)
complexes of C-polymethylated cyclam derivatives in highly
alkaline media.54 The isomerization is somewhat slower for the
[Cu(L2)]− complex because of the higher negative charge of
the phosphonate group, which prevents access by hydroxide
anions. Such mutual interconversion of isomers has also been
observed for zinc(II) and nickel(II) complexes of cyclams N-
monosubstituted with a noncoordinating pendant arm.55

Figure 8. Calculated structure of the 11II-[Cu(L2)]− complex. Carbon-
bound hydrogen atoms are omitted for simplicity.
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The kinetic inertness of complexes is commonly checked
through decomplexation in highly acidic solutions, that is,
through proton-assisted dissociation. Here, such measurements
could only be rigorously carried out for I-[Cu(L2)]−. Under the
conditions used for the measurements, both isomers of
[Cu(L1)] underwent oxidation of the P−H bond by
atmospheric oxygen. The activation parameters for dissociation
of complexes of the title and related phosphonate ligands17,18,32

are similar (Table 4), indicating analogous dissociation
mechanisms. Decomplexation of I-[Cu(L2)]− starts with
protonation of the coordinated phosphinate group, followed
by transfer of the proton to a ring amine group with
concomitant decomposition of the protonated intermediate.
Such a scenario is supported by the absence of the dk0
dissociation pathway, corresponding to a I-[Cu(HL2)] species.
It is known that III isomers of copper(II) complexes of cyclam-
based ligands are very kinetically inert (half-life on the order of
weeks or months, even at high temperatures).17,32 Thus, the
III-[Cu(L2)]− complex was expected to exhibit inertness
similar to those of other III complexes. Because of its partial
conversion to the I isomer during kinetic experiments, detailed
kinetic studies were not performed. Therefore, only qualitative
experiments56 were carried out in the presence of two anions
because it is known that the presence of chloride anions
significantly enhances such decomplexation processes. It was
confirmed that the III-[Cu(L2)]− complex was more kinetically
inert than its I isomer. However, III complexes of both 1,8-
disubstituted cyclam derivatives17,32 are significantly more
kinetically inert than the III-[Cu(L2)]− complex, probably
because of the octahedral coordination sphere completely
encapsulating the central metal ion. Nevertheless, the kinetic
inertness of the title complexes is fully sufficient for possible in
vivo applications.
The limiting factor for the application of geminal bis-

(phosphonate) complexes in molecular imaging is their binding
to calcified tissues. To evaluate the possible bone affinity of the
studied complexes, an aqueous suspension of hydroxyapatite
was used as a model of bone tissue (for details, see the SI). All
of the copper(II) complexes showed negligible adsorption
under conditions that led to complete adsorption of lanthanide-
(III) macrocyclic complexes of similar size bearing a geminal
bis(phosphonate) group (Figure S22).57 This indicates that
both ligands/complexes with bis(phosphinate) or phosphina-
to−phosphonate moieties should show negligible sorption on
bones, similar to other bis(phosphinate)-containing com-
pounds;35 therefore, compounds with these groups are suitable
for biomedical applications in which bone sorption is
undesirable.
To confirm the promising data for copper(II) complexation

obtained with nonradioactive copper at millimolar concen-
trations and to shift the ligands more closely toward real-life
applications, the behavior of the title ligands was tested with
NCA 64Cu (for details, see the SI). Labeling was carried out at
two temperatures, one suitable for the labeling of oligopeptides
(70 °C) and the other for the labeling of antibody conjugates
(room temperature). To achieve a high specific activity of the
labeled molecule, ligand excess over the molar amount of the
metallic radioisotope was kept as low as possible, whereupon
very striking results were obtained. Even at room temperature,
labeling was very fast, leading to a high specific activity of
around 70 GBq of 64Cu per 1 μmol of ligand, and a much
higher specific activity of around 400 GBq per 1 μmol of ligand
was obtained at high temperature (70 °C). However, a

comparison of the radiolabeling efficiencies between ligands
reported in the literature is often difficult because of the (even
slightly) different conditions used. Two “standard” macrocyclic
ligands, H3nota and H4dota, were chosen for comparison in
these very preliminary experiments because their derivatives are
the most commonly used copper radioisotope chelators. To
obtain directly comparable data, all four ligands were labeled
with the same batches of freshly prepared NCA 64Cu, following
an identical protocol. To distinguish between the ligands,
conditions for such a comparison were chosen on the basis of
the results obtained for H2L

1 and H3L
2 (Figure 6A). The

comparison (Figure 6B) clearly shows a better radiolabeling
efficiency (significantly higher radiochemical yields for the same
ligand-to-metal ratio) of the title ligands in comparison with
H3nota and H4dota. These results point to the advantages of
phosphorus acid-containing pendant arms in ligands intended
for radiochemical applications and are also consistent with data
published on the labeling of cross-bridged cyclam phosphonate
derivatives with 64Cu.12

■ CONCLUSIONS
The studied cyclam derivatives bearing one methylenebis-
(phosphinic acid) or methylene(phosphinic−phosphonic acid)
pendant arm have been prepared by a simple and scalable
synthesis. They show high amine basicity, high stability of
complexes with divalent transition-metal ions, and high
selectivity for copper(II) ions. The ligands show significantly
increased rates of copper(II) complexation compared with
other cyclam derivatives. Thus, these ligands are among the
best macrocycles suggested for copper(II) binding. The fast
complex formation can be attributed to the weakly coordinating
bis(phosphinate) or phosphinato−phosphonate pendant arms,
forming an out-of-cage complex. The complex formation further
proceeds through rarely observed in-cage intermediates with
cyclam ring conformation II to give the final I isomer of the
complexes. For the first time, “reverse” conversion of
copper(II) cyclam complexes in conformation III to complexes
in conformation I has been observed. This is facilitated by the
ability of the pendant phosphonate−phosphinate anions to
form intramolecular hydrogen bonds. This has also been
supported by detailed theoretical calculations that included a
thorough conformational search and the use of a state-of-the-art
solvation model (COSMO-RS).
The presented data suggest a high application potential of

the studied ligands. The copper(II) complexes are formed very
quickly and are kinetically inert. They show no measurable
hydroxyapatite sorption and, thus, negligible bone uptake in
vivo could be expected. The ligands exhibit a high selectivity for
divalent copper over other divalent metal ions, implying that
high specific activity should be obtained during radiolabeling, as
was confirmed by preliminary labeling experiments. In line with
our previous data,19,23 we have shown here that the concept of
weakly binding pendant arms is helpful in the design of new
ligands for radiochemical applications. Metal radioisotope
incorporation is accelerated through the formation of weak
out-of-cage complexes, whereby the coordinating pendant arms
are essentially “fishing out” dilute radiometals in an “open-chain
ligand” fashion, increasing the effective metal-ion concentration
close to the macrocyclic cavity. Thus, radiolabeling of H2L

1 and
H3L

2 led to much higher specific activities compared to those
with H3nota and H4dota. Future designs of ligands for efficient
complexation of various metal radioisotopes might be based on
this phenomenon.
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■ EXPERIMENTAL SECTION
General Procedures. H3nota and H4dota were available from

previous studies. The commercially available (Fluka, Aldrich,
Chematech, and Strem) chemicals had synthetic purity and were
used as received. Paraformaldehyde was filtered from an aged
formaldehyde aqueous solution and dried over P2O5 in a vacuum
desiccator. Methylenebis(phosphinic acid) was quantitatively prepared
by careful hydrolysis of commercial Cl2PCH2PCl2 (Strem) according
to the published procedure.58 Commercial chemicals (Merck, Fluka,
and Aldrich) for physicochemical measurements had at least analytical
purity. 1D and 2D NMR experiments were run on Bruker Avance 500
or Bruker Avance III 600 with cold probes (1H and 13C{1H}) or on
Varian S300 (31P and 31P{1H}) spectrometers (chemical shifts in ppm
and coupling constants in Hz; for an atom-labeling scheme, see Figure
S5). Electrospray ionization mass spectrometry (ESI-MS) spectra were
recorded on a Bruker Esquire 3000 spectrometer with ion-trap
detection in negative or positive mode. Merck aluminum foils with
silica gel 60 F254 were used for TLC. For analysis of the copper(II)
complexes, 2D TLC techniques were used to check the isomerization
stability in the mobile phase used: analyses were performed on square-
shaped TLC plate; after the first run, the mobile phase was carefully
evaporated from the plate by a flow of air, and the analysis was
repeated on the same plate rotated by 90° (in the same mobile phase).
In addition, in this setup, the presence of diagonal spots means that
the compounds are stable in the examined mobile phase. For UV/vis
characterization of the complexes, experiments were carried out on a
Specord 50Plus spectrophotometer (210−1100 nm, Analytic Jena,
Germany) and the absorption peaks are presented in the format λmax
(ε) [nm (mol−1 dm3 cm−1)]. The exact copper(II) complex
concentrations of stock solutions were determined by atomic
absorption spectrometry (AAS) on an AAS3 spectrometer (Carl
Zeiss, Germany); content obtained in mgCu dm−3. Throughout the
paper, pH means −log [H+] and pD = pH + 0.4. Elemental analyses
were performed at Palacky University (Olomouc, Czech Republic).

64Cu was produced in a Cyclone 18/9 cyclotron (Helmholtz-
Zentrum Dresden-Rossendorf) by a 64Ni(p,n)64Cu nuclear reaction,
giving specific activities of 150−250 GBq mM−1 Cu diluted in aqueous
HCl (10 mM).59 The radiolabeling of the chelators was monitored by
radio-TLC (SiO2 60 W F254 S, Merck) and evaluated using a
radioactivity thin-layer analyzer (Rita Star, Raytest). The radioactivity
was counted with an ISOMED 2010 (Nuklear-Medizintechnik
Dresden GmbH).
Synthesis of [(1,4,8,11-Tetraazacyclotetradecan-1-yl)methyl]-

{[(hydroxy)(hydro)phosphoryl]methyl}phosphinic Acid (H2L
1). To

an ice-bath-cooled flask charged with cyclam (11.2 g, 55.7 mmol, 4.0
equiv) and methylenebis(phosphinic acid) (4.00 g, 27.8 mmol, 2.0
equiv) was slowly added cold concentrated aqueous HCl (650 mL).
After the end of the exothermic reaction, paraformaldehyde (422 mg,
14.1 mmol, 1.0 equiv) was added in one portion, and the flask was
quickly closed with a stopper. The resulting suspension was then
stirred at 80 °C overnight. After cooling to room temperature, the
reaction mixture was concentrated to dryness and residual volatiles
were removed by repeated coevaporation with water. The crude
product was purified on a strong anion-exchange resin (Dowex 1,
≈250 mL, OH− form, elution H2O → 10% aqueous AcOH).
Unreacted cyclam was eluted with water, and the crude product was
eluted with aqueous AcOH. The acetic acid fraction was concentrated
to dryness, residual volatiles were removed by repeated coevaporation
with water, and the residue was purified on a strong cation-exchange
resin (Dowex 50, ≈250 mL, H+ form, elution H2O → 10% aqueous
pyridine). Unreacted methylenebis(phosphinic acid) was eluted with
water, and the product was eluted with aqueous pyridine. The pyridine
fraction was concentrated to dryness, and residual volatiles were
coevaporated several times with water. The resulting colorless residue
was dried for several days on a vacuum pump at 80 °C, and the solid
was further dried in a vacuum desiccator over P2O5. The product was
obtained as a fine white hygroscopic powder (3.95 g, 73%). Elem anal.
Calcd for C12H30N4O4P2·1.5H2O (Mr = 383.4): C, 37.6; H, 8.7; N,
14.6. Found: C, 37.9; H, 8.8; N, 14.3. NMR (D2O; pD ≈ 5.0, 97 °C):

1H δ 1.91 (H6, m, 2H), 2.01 (H13, m, 2H), 2.03 (P−CH2−P, t, 2H,
2JHP = 17 Hz), 2.79 (H14, m, 2H), 2.88 (N−CH2−P, d, 2H, 2JHP = 6
Hz), 2.92 (H2, m, 2H), 2.93 (H9, m, 2H), 2.94 (H7, m, 2H), 3.13
(H10, m, 2H), 3.16 (H12, m, 2H), 3.23 (H3, m, 2H), 3.26 (H5, m,
2H); 13C{1H} δ 23.7 (C13, s), 25.7 (C6, s), 36.3 (P−CH2−P, t, 1JCP =
117 and 77 Hz), 44.9 (C9, s), 46.5 (C3, s), 47.2 (C10, s), 47.5 (C12,
s), 49.4 (C7, s), 49.7 (C5, s), 54.8 (N−CH2−P, d, 1JCP = 108 Hz), 55.2
(C2, s), 57.4 (C14, d, 3JCP = 12 Hz); 31P δ 19.1 (PH, dtd, 1P, 1JPH =
530 Hz, 2JPH = 17 Hz, 2JPP = 5 Hz), 30.5 (P−CH2−N, m, 1P). ESI-MS
(negative ion)m/z 355.6 ([M − H]−); (positive mode) m/z 357.9
([M + H]+), 395.7 ([M + K]+). TLC (SiO2, 1:1 EtOH/concentrated
aqueous NH4OH): Rf = 0.7.

Synthesis of ({[(1,4,8,11-Tetraazacyclotetradecan-1-yl)methyl]-
(hydroxy)phosphoryl}methyl)phosphonic Acid (H3L

2). A hot solution
of HgCl2 (1.63 g, 6.00 mmol, 1.6 equiv) in water (30 mL) was added
to a solution of H2L

1·1.5H2O (1.47 g, 3.83 mmol, 1.0 equiv) in 1%
aqueous HCl (30 mL), and the mixture was stirred at 60 °C overnight.
After cooling to room temperature, precipitated Hg2Cl2 was carefully
removed by filtration and washed with water. The filtrate was saturated
with H2S, and the precipitated HgS was filtered off and washed with
water. The colorless filtrate was concentrated to dryness, and the
residue was purified on a strong anion-exchange resin (Dowex 1, ≈100
mL, OH− form, elution H2O → 10% aqueous AcOH). The acetic acid
fraction was concentrated to dryness, residual volatiles were removed
by repeated coevaporation with water, and the residue was purified on
a strong cation-exchange resin (Dowex 50, ≈100 mL, H+ form, elution
H2O → 10% aqueous pyridine). The pyridine fraction was
concentrated to dryness, and residual volatiles were removed by
repeated coevaporation with water. The resulting colorless residue was
dried for several days on a vacuum pump at 80 °C, and the solid was
further dried in a vacuum desiccator over P2O5. The product was
obtained as a fine white hygroscopic powder (1.34 g, 90%). Elem anal.
Calcd for C12H30N4O5P2·H2O (Mr = 390.4): C, 37.0; H, 8.3; N, 14.2.
Found: C, 37.3; H, 8.6; N, 13.9. NMR (D2O + CsOD; pD ≈ 8.0, 97
°C): 1H δ 1.90 (H6, m, 2H), 1.98 (P−CH2−P, t, 2H, 2JHP = 18 Hz),
2.05 (H13, m, 2H), 2.74 (H14, m, 2H), 2.90 (H2, m, 2H), 2.91 (H9,
m, 2H), 2.92 (H7, m, 2H), 3.01 (N−CH2−P, d, 2H, 2JHP = 7 Hz), 3.06
(H12, m, 2H), 3.12 (H10, m, 2H), 3.21 (H3, m, 2H), 3.24 (H5, m,
2H); 13C{1H} δ 23.6 (C13, s), 25.8 (C6, s), 34.0 (P−CH2−P, dd, 1JCP
= 117 and 80 Hz), 44.7 (C9, s), 46.6 (C3, s), 46.8 (C10, s), 47.1 (C12,
s), 49.6 (C7, s), 49.9 (C5, s), 53.5 (N−CH2−P, d, 1JCP = 104 Hz), 55.4
(C2, s), 57.0 (C14, d, 3JCP = 13 Hz); 31P{1H} δ 13.0 (HO−P−OH, d,
1P, 2JPP = 4 Hz), 33.9 (N−CH2−P, d, 1P, 2JPP = 4). ESI-MS: (positive
ion) m/z 373.3 ([M + H]+), 395.2 ([M + Na]+), 411.2 ([M + K]+).
TLC (SiO2, 1:1 EtOH/concentrated aqueous NH4OH): Rf = 0.4.

Synthesis of I-[Cu(L1)]. To a solution of ligand H2L
1·1.5 H2O (138

mg, 360 μmol, 1.0 equiv) in water (4 mL) was added aqueous pyridine
(10%, 3 mL). Solid Cu(OAc)2·H2O (104 mg, 521 μmol, 1.4 equiv)
was added, the mixture was carefully concentrated to dryness in vacuo
(the bath temperature was not raised above 35 °C), and residual
volatiles were removed by repeated coevaporation with water. The
residue was purified on a weak cation-exchange resin (Amberlite
CG50, H+ form, ≈20 mL, elution with H2O). Fractions with pure
product were combined and carefully concentrated to dryness in vacuo
(the bath temperature was not raised above 35 °C). The dark-blue oily
residue was dissolved in water (100 mL) and subsequently lyophilized.
The resulting solid product was further dried in a vacuum desiccator
over P2O5. The product was obtained as a dark-blue hygroscopic
powder (108 mg, 64%). Elem anal. Calcd for C12H28N4O4P2Cu·3H2O
(Mr = 471.9): C, 30.5; H, 7.3; N, 11.9. Found: C, 30.8; H, 7.0; N, 11.8.
2D TLC (SiO2, 7:3:3 iPrOH/concentrated aqueous NH4OH/H2O):
Rf = 0.6 (blue spot). ESI-MS: (negative ion) m/z 415.6 ([M − H]−),
451.6 ([M + Cl]−); (positive ion) m/z 417.8 ([M + H]+), 439.8 ([M
+ Na]+), 455.7 ([M + K]+). UV/vis (H2O, pH 7.4): 270 (5.6 × 103),
590 (1.5 × 102).

Synthesis of I-[Cu(HL2)]. To a solution of ligand H3L
2·H2O (216

mg, 553 μmol, 1.0 equiv) in water (6 mL) was added aqueous pyridine
(10%, 4 mL). Solid Cu(OAc)2·H2O (159 mg, 796 μmol, 1.4 equiv)
was added, the mixture was carefully concentrated to dryness in vacuo
(the bath temperature was not raised above 35 °C), and residual
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volatiles were removed by repeated coevaporation with water. The
residue was purified on a weak cation-exchange resin (Amberlite
CG50, H+ form, ≈20 mL, elution with H2O). Fractions with pure
product were combined and carefully concentrated to dryness in vacuo
(the bath temperature was not raised above 35 °C). The dark-blue oily
residue was dried on a vacuum pump for 1 day at 35 °C, and the
resulting solid was further dried in a vacuum desiccator over P2O5. The
product was obtained as a dark-blue hygroscopic powder (195 mg,
78%). Elem anal. Calcd for C12H28N4O5P2Cu·2H2O (Mr = 469.9): C,
30.7; H, 6.9; N, 11.9. Found: C, 30.5; H, 6.6; N, 11.9. 2D TLC (SiO2,
7:3:3 i-PrOH/concentrated aqueous NH4OH/H2O): Rf = 0.3 (blue
spot). ESI-MS: (negative ion) m/z 431.6 ([M − H]−), 467.6 ([M +
Cl]−); (positive ion) m/z 433.8 ([M + H]+), 455.8 ([M + Na]+),
471.7 ([M + K]+). UV/vis (H2O, pH 7.4): 270 (5.6 × 103), 590 (1.4 ×
102).
Synthesis of III-[Cu(L1)]. Aqueous CuCl2 (101.8 mM, 6.3 mL, 640

μmol, 1.0 equiv) was added to ligand H2L
1·1.5 H2O (246 mg, 642

μmol, 1.0 equiv). Then, aqueous NaOH (2 M, approximately 15 mL,
to reach pH ≈12−13) was added, and the mixture was stirred for 1 h
at room temperature. The resulting solution containing a mixture of I-
[Cu(L1)] and III-[Cu(L1)] (monitored by TLC) was concentrated to
dryness in vacuo, and the residue was purified by column
chromatography [SiO2, ≈250 g, 7:3:3 iPrOH/concentrated aqueous
NH4OH/H2O; Rf (III-[Cu(L

1)]) = 0.5]. Fractions with pure product
were combined and carefully concentrated in vacuo to ≈25 mL (the
bath temperature was not raised above 35 °C), and the resulting
solution was immediately purified on a weak cation-exchange resin
(Amberlite CG50, H+ form, ≈100 mL, elution with H2O). Fractions
with pure product were combined, carefully concentrated in vacuo to
≈50 mL (the bath temperature was not raised above 35 °C), and
subsequently lyophilized. The resulting solid was further dried in a
vacuum desiccator over P2O5. The product was obtained as a dark-
violet hygroscopic powder (106 mg, 35%). Elem anal. Calcd for
C12H28N4O4P2Cu·0.5NH3·2.5H2O (Mr = 471.4): C, 30.6; H, 7.4; N,
13.4. Found: C, 30.2; H, 7.1; N, 13.1. 2D TLC (SiO2, 7:3:3 iPrOH/
concentrated aqueous NH4OH/H2O): Rf = 0.5 (violet spot). ESI-MS:
(negative ion) m/z 415.6 ([M − H]−), 451.6 ([M + Cl]−); (positive
ion) m/z 417.8 ([M + H]+), 439.8 ([M + Na]+), 455.7 ([M + K]+).
UV/vis (H2O, pH 7.4): 265 (6.3 × 103), 535 (1.2 × 102).
Synthesis of III-[Cu(HL2)]. Aqueous CuCl2 (101.8 mM, 5.7 mL, 582

μmol, 1.0 equiv) was added to ligand H3L
2·H2O (249 mg, 638 μmol,

1.1 equiv). Then, aqueous NaOH (2 M, approximately 15 mL, to
reach pH ≈12−13) was added, and the mixture was stirred for 1 h at
room temperature. The resulting solution containing a mixture of I-
[Cu(L2)]− and III-[Cu(L2)]− (monitored by TLC) was concentrated
to dryness in vacuo, and the residue was purified by column
chromatography [SiO2, ≈200 g, 7:3:3 iPrOH/concentrated aqueous
NH4OH/H2O; Rf (III-[Cu(L

2)]−) = 0.2]. The fraction containing
pure product was carefully concentrated in vacuo to ≈25 mL (the bath
temperature was not raised above 35 °C), and the resulting solution
was immediately purified on a strong cationic exchanger (Dowex 50,
≈50 mL, Hpyridine+ form, elution with H2O). Fractions with pure
product were combined and carefully concentrated in a vacuum to
≈25 mL (the bath temperature was not raised above 35 °C), and the
resulting solution was immediately purified on a weak cation-exchange
resin (Amberlite CG50, H+ form, ≈100 mL, elution with H2O).
Fractions with product were combined, carefully concentrated in a
vacuum to ≈50 mL (the bath temperature was not raised above 35
°C), and subsequently lyophilized. The resulting solid was further
dried in a vacuum desiccator over P2O5. The product was obtained as a
dark-violet hygroscopic powder (126 mg, 43%). Elem anal. Calcd for
C12H28N4O5P2Cu·3.5H2O (Mr = 496.9): C, 29.0; H, 7.1; N, 11.3.
Found: C, 28.6; H, 6.7; N, 11.1. 2D TLC (SiO2, 7:3:3 iPrOH/
concentrated aqueous NH4OH/H2O): Rf = 0.2 (violet spot). ESI-MS:
(negative ion) m/z 431.6 ([M − H]−), 467.6 ([M + Cl]−); (positive
ion) m/z 433.8 ([M + H]+), 455.8 ([M + Na]+), 471.7 ([M + K]+).
UV/vis (H2O, pH 7.4): 265 (6.1 × 103), 535 (1.2 × 102).
Formation Kinetics. Experiments were performed on a Bio

Sequential SX-20 stopped-flow spectrophotometer (Applied Photo-
physics) equipped with a 150-W xenon lamp and a diode-array

accessory detector. The measurements were performed at 25 ± 0.1 °C,
I = 0.1 M KCl, and pH 2.2−6.4. 50-fold molar excesses of the
appropriate buffers were used [chloroacetic acid, acetic acid, or 2-(N-
morpholino)ethanesulfonic acid (MES)] to buffer stock solutions of
the ligands. Aqueous CuCl2 was used as a source of copper(II) ions.
The spectra were recorded both in the full wavelength range of 200−
800 nm and at a single wavelength. Experiments were run at cL = 0.1
mM and at cCu = 0.1−5 mM. Changes in the intensity of the ligand-to-
metal charge-transfer or d−d bands of the complexes at λ = 300 or 590
nm, respectively, with time were used for the fitting. Data were fitted
by Pro-KII software (Applied Photophysics). The results presented in
Tables 2 and 3 and Figures 3 and 4 originated from simultaneous
fitting of all formation kinetic data.

Dissociation Kinetics of I- and III-[Cu(HL2)]. Stock solutions
were prepared from the isolated complexes and stored in a refrigerator.
Experiments were run on an HP 8453A diode-array spectropho-
tometer (Agilent) equipped with a thermoregulator. The measure-
ments were carried out at I = 5.0 M (H,Na)ClO4 or (H,Na)Cl and in
the temperature range of (60−90) ± 0.1 °C. For measurements in the
UV region, experiments were run at ccomplex = 0.1 mM, and the spectra
were recorded in the range of 250−350 nm. For measurements in the
visible region, experiments were run at ccomplex = 1.0 mM and over the
wavelength range of 300−1000 nm. The following wavelengths were
used for fitting: I isomers, λ = 270 or 590 nm; III isomer, λ = 270 or
535 nm.

Isomerization Kinetics. Experiments were run on a Varian Cary
50 UV/vis spectrophotometer (Agilent) equipped with a thermoreg-
ulator. The measurements were performed at 25 ± 0.1 °C with cCuL =
5.0 mM and at [OH−] in the range of 20−100 mM. If not otherwise
stated, the experiments were performed at ionic strength I = 0.5 M
K(OH,Cl); several points were measured in I = 0.5 M K(OH,NO3) to
evaluate the influence of anions, and the same results as those for
chloride were obtained. The spectra were recorded in the wavelength
range of 500−700 nm. For determination of the isomerization
constants, changes in the intensity of the d−d bands at 650 nm were
used for the fitting.

Computational Details. All calculations reported herein were
performed using the TURBOMOLE 6.5 program.60 Whenever
applicable, calculations were expedited by expanding the Coulomb
integrals in an auxiliary basis set, using the resolution-of-identity (RI)
approximation (density fitting). Grimme’s D3 dispersion was applied
to all calculations.61 The geometry optimizations were carried out at
the BP8662 level of theory in conjunction with the def-TZVP63 basis
set and implicit aqueous solvent using the COSMO64 method
[r(Cu2+) = 2.0 Å; ε = 80.0]. Free energies of interaction with the
solvent (water) were calculated using the COSMO-RS method65

(conductor-like screening model for realistic solvation), as imple-
men ted in the COSMOthe rm prog r am , 6 6 u s ing the
“BP_TZVP_C30_1201.ctd” parametrization file. The input files
were provided by single-point COSMO calculations at the
corresponding RI-BP86/def-TZVP level with dielectric constant
parameter ε = ∞ (ideal conductor) or ε = 1 (vacuum). Gas-phase
energies were calculated at the RI-TPSS67/def2-TZVP68 and RI-
BP86/def-TZVP levels of theory (Tables S6−S8). Zero-point energies
as well as translational, rotational, and vibrational partition functions
were obtained from harmonic and ideal-gas approximations based on
frequency analysis performed in the solvent. The following definition
of the Gibbs free energy was used: G = Eel + ZPE − RT ln(qrotqvibqtrans)
+ pV + ΔGsolv, where Eel is the gas-phase electronic energy, ZPE is the
zero-point vibrational energy, RT ln q is the thermal correction to
partition functions and entropy terms, and ΔGsolv is the solvation free
energy.
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K.; Lukes,̌ I. Dalton Trans. 2005, 2908−2915.
(21) Svobodova,́ I.; Lubal, P.; Plutnar, J.; Kotek, J.; Havlícǩova,́ J.;
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(22) Havlícǩova,́ J.; Medova,́ H.; Vitha, T.; Kotek, J.; Císarǒva,́ I.;
Hermann, P. Dalton Trans. 2008, 5378−5386.
(23) (a) Notni, J.; Hermann, P.; Havlícǩova,́ J.; Kotek, J.; Kubícěk,
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(32) Blahut, J.; Císarǒva,́ I.; Hermann, P.; Kotek, J. Submitted.
(33) (a) Janssen, C. L.; Nielsen, I. M. B. Chem. Phys. Lett. 1998, 290,
423−430. (b) Leininger, M. L.; Nielsen, I. M. B.; Crawford, T. D.;
Janssen, C. L. Chem. Phys. Lett. 2000, 328, 431−436.
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How simple is too simple? Computational
perspective on importance of second-shell
environment for metal-ion selectivity†

Ondrej Gutten and Lubomı́r Rulı́šek*

The metal-ion selectivity in biomolecules represents one of the most important phenomena in bioinorganic

chemistry. The open question to what extent is the selectivity in the complex bioinorganic structures such

as metallopeptides determined by the first-shell ligands of the metal ion is answered herein using six model

peptides complexed with the set of divalent metal ions (Mn2+, Fe2+, Co2+, Ni2+, Cu2+, Zn2+, Cd2+, and Hg2+)

and their various first-shell representations. By calculating the differences among the free energies of

complexation of metal ions in these peptides and their model (truncated) systems it is quantitatively shown

that the definition of the first shell is paramount to this discussion and revolves around the chemical nature

of the binding site. Despite the vast conceivable diversity of peptidic structures, that suggest certain fluidity

of this definition, major contributing factors are identified and assessed based on their importance for

capturing metal-ion selectivity. These factors include soft/hard character of ligands and various non-

covalent interactions in the vicinity of the binding site. The relative importance of these factors is considered

and specific suggestions for effective construction of the models are made. The relationship of first-shell

models and their corresponding parent peptides is discussed thoroughly, both with respect to their chemical

similarity and potential disparity introduced by generally ‘‘non-alignable’’ conformational flexibility of the two

systems. It is concluded that, in special cases, this disparity can be negligible and that heeding the chemical

factors contributing to selectivity during construction of the model can successfully result in models that

retain the affinity profile for various metal ions with high fidelity.

1. Introduction

Computational modeling represents an indispensable tool in
discovering fundamental physico-chemical principles under-
lying chemical and biochemical processes.1 One of the impor-
tant biological phenomena is an uptake and binding of metal
ions in biomolecules.2 Since various metal ions play various
roles in biological machinery, Nature has to fine-tune the
selectivity of metal-binding sites present in proteins and RNA/
DNA for the specific metal ion.3 Therefore, deciphering the
mechanisms and factors behind the metal ion selectivity4–6 is a
highly desirable task which may ultimately lead to answering
the fundamental question ‘Why Nature selected specific metal
ions for performing specific tasks?’7

Most of the experimental and computational findings in the
area of metal-ion selectivity have been very recently reviewed by
Dudev and Lim.6 As highlighted in their review, there are
two ‘external’ factors (i.e., independent of the constitution of
particular metal-binding site) one always needs to take into
account in any considerations of the metal-ion selectivity:
(i) average concentrations of metal ions in intracellular and
extracellular fluids,8 and (ii) the inherent ‘binding properties’
of metal ions. Concerning the former, it can be reminded that
the concentrations of unbound metal ions in cytosol range from
millimolar (Na+, K+, Mg2+) through micro- (Mn2+, Fe2+, Ca2+) nano-
(Co2+, Ni2+) to femto- (Zn2+) and attomolar (Cu+/Cu2+).9 The latter
external factor is mostly exemplified by the Irving–Williams
series10 which qualitatively ranks the stabilities of complexes
formed by divalent metal ions. This series has its physico-
chemical origin in the second ionization enthalpies of the
metals11 and predicts the following order:12

Mg2+ o Mn2+ o Fe2+ o Co2+ o Ni2+ o Cu2+ 4 Zn2+.

Thus, copper(II) in general forms the most stable complexes
with a ‘generic’ set of ligands, followed by Zn2+/Ni2+ whereas
complexes of Mg2+ are expected to have the lowest stability
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constants (b). In tuning the metal-ion selectivity, one has to
consider the Irving–Williams series as a ‘baseline’ with respect
to which the modifications in the computed or measured
metal-ion stabilities are evaluated.

Last, but not least authors of the title review6 clearly summarize
most of the areas where metal-ion selectivity is of key importance,
notably in function of sodium/potassium/calcium ion channels13–15

and in structure–function of almost all metalloproteins (both
regulatory and enzymatic).16–18

Over the last two decades, many studies were reported
that addressed the problem of metal-ion selectivity from a
computational and quantum chemical perspective.19–28 These most
often involved quantum chemical calculations of the small model
complexes, both in vacuo and polarized dielectric continuum
(to address the effects of the environment, such as solution or
protein). Quite often, the results were qualitatively correlated
with the experimentally determined stability constants21 or
phenomenological information obtained from the abundance
of metal ions in the sites of metalloproteins.29–31 In a recent
study,32 an attempt was made to conceive a robust and accurate
computational protocol that would yield stability constants (b)
of selected metal ions (Mn2+, Fe2+, Co2+, Ni2+, Cu2+, Zn2+, Cd2+,
and Hg2+) in small model complexes. The protocol was bench-
marked on the series of complexes with the known experimental
values of b. It was concluded that current computational
approaches are likely to suffer from both metal-dependent and
ligand-dependent systematic shifts and the straightforward ‘ab
initio’ predictions of the ‘absolute’ values of these thermodynamic
properties are likely still beyond their grasp. At the same time, it
was demonstrated that a relatively easy procedure can be followed
that partially accounts for these systematic shifts and the metal-ion
selectivity for a particular model site can be in many cases predicted
to 1–2 kcal mol�1 accuracy.32

Thus, under an optimistic assumption that computational
issues pertinent to the binding of metal ions in small complexes
(e.g. metal-binding sites represented by the first-shell ligands)
were at least partially solved, a question emanates to what extent
are the second-shell effects (which may also include water
mediated binding of certain ions to metal binding sites or
ion channels) important for the metal-ion selectivity of the site.
Some of these issues were addressed in computational studies
of ion channels33,34 where second-shell residues are expected to
have stabilizing effect on certain type of coordination geometries
which, in turn, favor the binding of specific metal ion (and not of
its counterpart). In an analogous way, the computations together
with statistical survey in Protein Data Bank were used to correlate
structure and composition of the outer coordination sphere of
metal sites in metalloproteins with those of the inner sphere.35–37

Despite these achievements, the comprehensive study that may
yield the robust computational protocol to treat these effects
rigorously and quantitatively, is lacking.

This immediately leads to the central question addressed in
this work: ‘‘How much of the metal-ion selectivity is captured
by the first-shell ligand residues of a particular site in metallo-
protein?’’ In answering such a question, one needs to quantita-
tively assess the stability constants of metal ions in peptidic

scaffolds from the first principles. To accomplish such a computa-
tional task involves exploring the limits of contemporary quantum
chemistry and computational modeling, notably accurate
calculations of solvation energies of charged systems.

While the ultimate (and perhaps still distant) goal of this
and related studies is the quantitative prediction of stability
constants of metal ions in the peptide structures with an accuracy
of 1–2 pK (logb) units, we expect that several important questions
can (and will) be raised and answered on the way towards its
accomplishment. As mentioned above, these include (i) the suit-
ability of the first-shell-only representation (that is of the model
complex [M(Yi)n]c+ where Yi are truncated metal binding amino
acids) of the whole metal-binding peptide in calculations of
complexation energies and stability constants with special atten-
tion paid to their relative values (which, in turn, determine the
metal-ion selectivity) and (ii) justifiability of various constraints
during the geometry optimization to preserve the original coordi-
nation environment in the whole [metal + peptide] complex. The
positive answer to the first question would not only provide us with
an exciting opportunity to quickly scan various metal sites (both
catalytic and functional) for their inherent metal-binding proper-
ties and shed further insight into the role of metal ions in
biomolecules, but also open new avenues in bottom-up approach
for design of novel specific metal-binding sites.

Six model systems studied in this work, schematically depicted
in Fig. 1, and described in more details in Section 2.2., are
considered. They were carefully selected to represent the consider-
able part of the ‘spectrum’ of the experimentally observed binding
modes. Two of them represent in silico designed metal-binders
that were tested experimentally both in gas-phase and solution.39

Unfortunately, no experimental structural information exists on
the nature of the binding of metal ions by these peptides. The
other four systems represent the continuous metal-binding amino
acid sequences in the cores of selected metalloproteins for which
the crystal structure was available (cf., Section 2.2.).

The series of metal ions with the potential of metal-binding by
the peptides includes Mn2+, Fe2+, Co2+, Ni2+, Cu2+, Zn2+, Cd2+, and
Hg2+ ions as they represent the most common divalent ions and
coincides with the selection in our previous work.32

2. Computational details and
methodological issues
2.1. Quantum chemical methods

All calculations reported in this work were performed using the
TURBOMOLE 6.5 program. The quantum chemical calculations
were performed using the density functional theory (DFT). The
geometry optimizations were carried out at the DFT level,
employing the density-fitted (vide infra) BP86 functional
(RI-BP86)40,41 in combination with def-TZVP basis set.42,43 In
case of peptide systems (vide infra) only the SV basis set44 was
used for atoms other than the metal ion (for which def-TZVP
was used) in geometry optimizations whereas the single point
calculations of peptide systems were also carried out using the
def-TZVP basis set on all atoms. The effect of solvent (water)
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environment was modeled by COSMO method (the atomic radii
of 2.0 Å for Mn, Fe, Co, Ni and Zn, 2.2 Å for Cd, 2.4 Å for Hg
and the defaults for the rest, and the dielectric constant
parameter e = 80.0). The single-point energies were calculated
using the same protocol, with dielectric constant of e = N (ideal
conductor) or e = 1 (vacuum). All calculations were expedited by
expanding the Coulomb integrals in an auxiliary basis set, using
the resolution-of-identity (RI) approximation (density fitting).45

Grimme’s D3 dispersion has been applied.46

All metal-ions (Mn, Fe, Co, Ni, Cu, Zn, Cd, Hg) were considered
in their +2 oxidation state. For open-shell metal ions in the series
(Mn–Cu), high-spin states were considered, in line with our
previous work.26,32 These are assumed to be ground electronic
states for all of the studied complexes containing mostly low-field
ligands. Stuttgart/Dresden pseudopotentials for Cd and Hg ions
were applied.47 We consider it as a plausible approximation to
relativistic effects, since non-scalar relativistic effects (such as
spin–orbit coupling) are estimated to play negligible role for the
reaction energetics. The use of ECPs is also in line with our
previous benchmark studies.26,32

Free energies of interaction with solvent of all studied species
were calculated using the COSMO-RS method48,49 (conductor-like
screening model for realistic solvation) as implemented in the
COSMOtherm program,50 using the ‘‘BP_TZVP_C30_1201.ctd’’
parametrization file.

2.2. Studied systems

To quantify how much of the selectivity is lost upon reducing a
system to its model we have chosen a number of peptides, ranging
in size and coordination shell of the metal ion. Out of the total
of 6 peptides, four were inspired by PDB structures, while the
remaining two were obtained from previous theoretical studies.

The selected PDB structures were required to possess a
binding site for a metal ion with all of the binding partners
within a relatively short sequence of amino acids. The struc-
tures were identified using the information contained in the
MESPEUS database.38 The whole metalloprotein (PDB) structure was
reduced (truncated) to the minimalistic metal-binding continuous
sequence and metal-bound water molecules; terminated with acetyl
group at the N-terminus and N-methyl at the C-terminus. Namely,
the four peptide sequences considered were CNHEPGTVCPIC (PDB
code: 1G71; referred to as CHCC according to the metal-binding
residues), DQDKSGFIEEDE (PDB code: 2PAL, referred to as
DDSOEE, O standing for backbone carbonyl), DKNGDGE
(PDB code: 1IGV; includes 2 water molecules; referred to as
DNDO), DHDDVQQHVD (PDB code: 1B9M; includes 1 water
molecule; referred to as DHHD).

The remaining two peptides were CGSC (referred to as CC) and
MINM (referred to as MM). The binding modes of these two
peptides are merely putative. Nevertheless, these two peptides
were previously synthesized and binding of ions in the gas phase

Fig. 1 The six studied peptides. The peptides are abbreviated by the amino-acid residues participating in binding of a metal ion. The larger peptides
(CHCC, DHHD, DNDO, DDSOEE) are based on structures found in MESPEUS database.38 The smaller two peptides (CC, MM) come from previous
research in our laboratory.39 Vid Section 2.2. for details.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
Fe

br
ua

ry
 2

01
5.

 D
ow

nl
oa

de
d 

on
 2

4/
08

/2
01

5 
16

:3
9:

15
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.

View Article Online



14396 | Phys. Chem. Chem. Phys., 2015, 17, 14393--14404 This journal is© the Owner Societies 2015

experimentally determined by mass spectrometry.39 Unfortunately,
neither the structural information, nor the solution thermo-
dynamics was obtained for these two systems.

Metal-binding cysteine side chains of CHCC and CC peptides
(which were the only Cys residues on both peptides), as well as
all aspartate and glutamate side-chains of CHCC, DHHD, DNDO
and DDSOEE peptides, were considered in deprotonated form.
The studied systems are depicted in Fig. 1. Each system was
optimized with each of the eight metal ions, resulting in 6
(peptides) � 8 (metal ions) = 48 structures.

2.3. First-shell models of peptides

A total of four different first-shell models were constructed. In
all cases, the truncated fragment was terminated with hydrogen
atom(s). The simplest model, referred to as TINY, consists of
ligands represented by the smallest possible functional fragment,

ranging from (HS�) as a model for deprotonated cysteine side-
chain, to imidazole as a model for histidine side-chain. The
second model, referred to as SMALL, differs from the TINY by
an addition of a methyl residue (along the truncated side chain).
The models denoted as ALPHA were then truncated at the Ca

atoms of the amino acid (i.e. side chains were capped by the
–CaH3 group). Finally, the FULL_AA model contains the full amino
acid residue with both of the peptide bonds included (capped by
H atoms on both N- and C-‘terminus’). The models are presented
in Scheme 1.

In general, only the substituted hydrogens were optimized in
these first-shell models, whereas the remaining atoms were
kept frozen in the Cartesian coordinates of their parent system.

The models, by definition, lack the interaction with distant
groups and their conformational freedom is unrelated to that of
the parent system (see Section 2.4.2). These features are essential

Scheme 1 Ligands and their representation in individual models. {B} signifies attachment of the peptide backbone, i.e.

.
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for the models to serve their primary purpose – a comprehensive
tool for isolating and studying metal-specific interactions of the
binding site and the metal ion, and identifying their features and
behavior in various settings. The models can be utilized in other
ways too, although one has to keep in mind the limitations these
features imply.

Firstly, the models can be used in the ‘top-down’ approach,
where they can serve as small and cheap models for the
selectivity of a specific conformation of the parent system. If
more than a single conformation of the binding site is relevant,
a single calculation of the parent system for each conformation
can be complemented with the model systems for each of the
metal ions. This is cheaper than full scale calculation for each
metal ion in each conformation.

Alternatively, in the ‘bottom-up’ approach, the models can
be used as templates for constructing (e.g. peptidic) scaffolds
that can support the binding geometry. Since the model is
constructed in a way that it contains almost all selective
interactions, the resulting system (e.g. polypeptide chain with
the metal-binding site) may retain the selectivity properties
identical to those of the model. Rigid scaffolds can also
eliminate the need for conformational sampling.

2.4. Studied physico-chemical quantities and the
computational setup

2.4.1 Gibbs free energy. The aim of this study is to gain
insight into factors contributing to diverse affinity of peptidic
systems for various divalent metal ions. This leads to adapting the
definition of Gibbs free energy (sometimes denoted free enthalpy)
of a system with metal ion M and set of ligands {Li} � L as:

GM,L = Eel + GIS (1)

where Eel stands for single-point gas-phase electronic energy of
solvent-optimized structure and GIS stands for free energy of
interaction with solvent (i.e. solvation free energy without the
free energy of structure relaxation).

The definition deliberately ignores zero-point vibrational
energy and thermal corrections to vibrational, translational
and rotational partition function. As discussed thoroughly in
previous work,32 these two terms present a non-trivial technical
challenge – stemming from finding minima for large (and
ideally also solvated) systems, and differences between solvent
and gas-phase structures. As these are not expected to be
heavily metal-dependent, we preferred to use eqn (1) as the
practical (albeit not theoretically pure) approach and plausible
approximation to the free energy of the complex. In our
previous work, this simple approach somewhat surprisingly
yielded better relative stability constants (differences in experi-
mental measure of binding/complexation Gibbs free energies)
for a diverse set of model complexes (8 metal ions + 6 sets of
ligands) when compared to experimental data.32

In discussing metal-ion selectivity, it is usually advantageous
to consider relative values of quantities, rather than their
absolute values. These can be brought into spotlight by shifting
the quantity equally for all metal ions – an operation that does
not change the differences among the values of a quantity.

Where applicable, we use quantities shifted in this fashion and
indicate the fact by ‘‘REL’’ superscript:

X REL
M,L = XM,L � max N {XN,L} (2)

i.e. XREL
M,L is zero for the maximum element of the {XM,L} set and

negative for the rest.
2.4.2 Conformational entropy. Another important issue to

be decided is the treatment of conformational sampling. In our
opinion, there are two main reasons for not employing any
conformational sampling in our study. Firstly, while the protocol
has been shown to be quite robust for calculation of relative free
energies of binding, it shows significant systematic errors when
applied to calculation of absolute values of the quantity. Secondly,
the quest lies in identifying parts of the peptides that contribute to
selectivity. The utility of the models presented in Section 2.3. is to
provide relationship between metal-ion selectivity and structure of
the system, not to contain the information about the conforma-
tional freedom of their parent system, which is not possible for
this kind of model even in principle. In other words, the free
energy of binding is a Boltzmann-weighted average of ensemble
of peptide structures; the models can retain a major part of
selectivity of individual members of the ensemble, but are
principally unable to provide the Boltzmann weights. Thus,
even an ideal model would possess the same metal-ion selectivity
only in case where these weights are identical (e.g. a perfectly
rigid parent peptide); i.e. would reproduce the metal-ion selectivity
only if the Boltzmann weights for individual conformations
are provided.

This realization is in no conflict with the intended purpose
of the study – quite the contrary, it allows isolating factors
which can influence selectivity but are not part of the model.
Consider two cases of a peptide binding a different metal-ion in
each case. These two systems differ not only in a metal ion
bound, but also in geometry of the peptide/ligands. Comparing
such two systems can be viewed as a 2-step transition process:
(I) changing a metal ion and (II) relaxing a structure (Fig. 2).

The most important difference between a peptide and its
model is the presence of the 2nd shell (i.e. the part of a peptide
not included in the model) in the former system. Thus, the
overall difference in selectivity of a peptide and its model will
be determined by the interaction of the 2nd shell with a metal
ion (and the 1st shell) during both of the substeps – giving rise
to two contributions: a metal-induced selectivity (step I in
Fig. 2) and a structure-induced selectivity (step II in Fig. 2). It
is instructive to examine these two contributions separately.

Metal-induced selectivity. The interaction of an ion with 2nd
shell can be significant. However, minimizing 2nd-shell metal-
induced selectivity (step I in Fig. 2) requires merely absence of
metal-specific interactions with the 2nd shell, which can be
achieved by proper design of a model. This contribution can be
studied by examining unrelaxed systems with an exchanged
metal-ion (‘‘hybrid’’ in Fig. 2) and is the main focus of Section
3.2. The intermediate ‘‘hybrid’’ system is not a minimum on a
potential energy surface, since the system with an exchanged
metal ion is deliberately not optimized. This setting is pivotal
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for eliminating the structural effects, which allows for in-depth
analysis of selectivity relationships. Quantities pertaining to
such systems are indicated with ‘‘hybrid’’ superscript.

Structure-induced selectivity. Magnitude of the 2nd-shell
structure-induced selectivity (step II in Fig. 2) is more depen-
dent on the actual peptide rather than on the nature of the
model, and is strictly zero only for perfectly rigid peptides.
Thus, rather than asking what is the impact of different
free energies of relaxation on selectivity in case of (arbitrary)
conformations of the studied systems, we seek to gain insight
into what is the bottom limit of this influence. The issue is
discussed in Section 3.3.

Hybrid systems. Each of the 48 structures (see Section 2.2.)
was used for construction and calculation of ‘‘hybrid’’ systems.
This resulted in 48 � 8 (each ion is substituted by each of
the 7 remaining ones) � 5 (representations, i.e. original
peptide, TINY, SMALL, ALPHA, and FULL_AA models) = 1920
systems for the discussion of metal-induced selectivity (see
Section 3.2.).

3. Results and discussion
3.1. Identifying relevant and descriptive physico-chemical
quantities

The Gibbs free energy of a system defined in eqn (1) is the
primary thermodynamic quantity obtained from the calcula-
tions, however, it is not a convenient one to discuss retention of
selectivity properties of the model systems.

Rather than using e.g. hexahydrated metal ion as reference
and examining the parent system and the model separately
i.e. (GM,L,peptide � GM,(H2O)6

)REL and (GM,L,model � GM,(H2O)6
)REL, it

is beneficial to consider the difference of these two, i.e.

G2nd
M,L,model = (GM,L,peptide � GM,L,model)

REL (3)

Using the parent system as a reference state, this quantity
directly describes the interaction of a metal ion with the 2nd
shell. In an ideal case, the model would capture all of the
selectivity of a peptide, resulting in this quantity being invariantly
zero for all metal ions (M) and systems (L).

In reality, this will not be the case, and the variation of this
quantity, examined as average absolute deviation and maxi-
mum absolute deviation (eqn (4)), will determine the faithful-
ness of a model. As will turn out later it might be advantageous
that the average is taken over all metal ions (M) but not
over different systems (L), as the nature of the systems and
even specific structural details will prove to be relevant for
the discussion.

AADL;model ¼ G2nd
M;L;model � G2nd

M;L;model

���
��� (4)

MADL;model ¼ max G2nd
M;L;model � G2nd

M;L;model

���
���

n o
M
:

Using quantities defined in eqn (3) and (4) and shown in
Table 1, it can now be immediately seen that the model works
relatively well for CC, MM and CHCC systems (incidentally,
these have the largest range of (GM,L � GM,(H2O)6

)REL, i.e. the
most selective, cf. Table 1). On the other hand, the average
absolute deviation is B3 kcal mol�1 (maximum absolute
deviation 46 kcal mol�1) for DNDO and DDSOEE systems,
which is even more significant in light of their low selectivity
(range of (GM,L � GM,(H2O)6

)REL B 15 kcal mol�1).
G2nd

M,L describes the information about the metal selectivity
retained by a model much more clearly than the original
quantity, (GM,L � GM,(H2O)6

)REL. The set of eight values
(one for each metal ion) can be comprehensively reduced to
AADL,model and MADL,model, quantities that will be the corner-
stone of the ensuing discussion.

3.2. Selectivity factors studied on ‘‘hybrid’’ systems

The results obtained in the previous section are not sufficient to
fully comprehend the role of 1st-shell ligands, as the data
compare systems with different metal ions and different struc-
tures (i.e. include both steps I and II from Fig. 2). The structural
changes are not unimportant, but it is impossible to undertake
full conformational sampling at the given methodological level.
Therefore, we choose to separate the structural contribution to
selectivity, which we can study only to limited extent, from the
chemical effect of exchanging a metal ion, which we can study
in detail in ‘‘hybrid’’ systems (see Section 2.4.2). The following
subsections (3.2.1, 3.2.2 and 3.2.3) study the influence of
various factors on ‘‘hybrid’’ systems.

Fig. 2 Contributions to selectivity. Free energy difference between metal-binding systems can be decomposed into two steps: (I) changing a metal ion
and (II) changing the geometry. These can be examined separately, as free energy is a state function.
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The values of G2nd,REL,hybrid
M,L are collected in Tables S1–S24

(ESI†). These values exhibit a strong trend present in virtually all
structures and systems, decreasing gradually across the row to
reach a minimum (the most negative value; implying the strongest
interaction with the 2nd shell) at Ni2+ or Cu2+, while the maximum
(the weakest influence) is usually exhibited by Cd2+ systems. Thus,
the models skew the relative free energy between e.g. Cu2+ and
Cd2+ in favor of the latter. While this trend follows, at least in
partial, the Irving–Williams series, its physico-chemical origin
remains unknown to us. Bearing this trend in mind, we choose
to present only the AADhybrid

L,model (and MADhybrid
L,model).

These values for one of the structures (selected as a repre-
sentative example), of all six peptide systems and for all four

representations are presented in Table 2. Despite the diversity
of the systems, most of the AADhybrid

L,model values are below
1 kcal mol�1 even for the SMALL model, which translate
into MADhybrid

L,model values below B2 kcal mol�1 (vide Table 2).
Examining relationship between these values and the nature
of the systems provides insight into the importance of the
2nd shell for selectivity and basis for constructing a robust
and well-balanced model.

In general, the AADhybrid
L,model values decrease as the size of the

model increases (Tables S1–S24, ESI†):

AADhybrid
L,FULL_AA o AADhybrid

L,ALPHA o AADhybrid
L,SMALL o AADhybrid

L,TINY

There are a few remarkable exceptions to this progression,
but the magnitude of this discrepancy is diminutive (ofew
tenths of kcal mol�1) and they are not highlighted in further
discussions.

3.2.1 Hardness of ligands. The most influential factor is
the hardness of a ligand. In our set of systems, harder ligands
are represented by O- and N-binding moieties, namely aspar-
tate, glutamate, histidine, and serine side-chains, peptide bond
nitrogen and oxygen, and water molecules. Softer ligands are
represented by cysteinate and methionine side-chains.

The influence is most visibly exhibited by the TINY model.
While systems with predominantly soft residues (CC, MM, CHCC)

Table 1 The calculated values of relative free energies of complexation, (GM,L � GM,(H2O)6
)REL, for the six systems in the whole peptide (upper rows) and

ALPHA (lower rows) representation. The relative difference of the two, G2nd
M,L,ALPHA (eqn (2) and (3)), and the corresponding average and maximum absolute

deviations, AADL,ALPHA and MADL,ALPHA (eqn (4)) are listeda

System

M2+

Quantity Mn2+ Fe2+ Co2+ Ni2+ Cu2+ Zn2+ Cd2+ Hg2+
AADL;ALPHA

(MADL,ALPHA )
b

CC (GM,L,peptide � GM,(H2O)6
)REL 0.0 �4.7 �4.7 �5.2 �25.7 �11.2 �20.6 �57.8

(GM,L,APLHA � GM,(H2O)6
)REL 0.0 �5.7 �4.1 �3.9 �23.9 �11.0 �18.7 �54.6

G2nd
M,L,APLHA �0.9 0.0 �1.5 �2.2 �2.7 �1.1 �2.8 �4.2 �1�:�0 (2.2)

MM (GM,L,peptide � GM,(H2O)6
)REL 0.0 �2.5 �6.5 �8.6

N/A
�10.1 �21.5 �59.8

(GM,L,ALPHA � GM,(H2O)6
)REL 0.0 �3.3 �7.5 �9.6 �10.8 �21.4 �57.8

G2nd
M,L,APLHA �1.0 �0.1 0.0 0.0 �1.0 �0.2 �1.1 �2.9 �0�:�7 (2.2)

DHHD (GM,L,peptide � GM,(H2O)6
)REL �8.2 �7.3 �9.8 0.0 �6.1 �10.7 �7.1 �18.8

(GM,L,ALPHA � GM,(H2O)6
)REL �11.0 �11.8 �14.3 0.0 �10.6 �14.2 �6.2 �18.3

G2nd
M,L,APLHA �1.8 0.0 �0.1 �4.6 �0.1 �1.0 �5.4 �5.0 �2�:�1 (3.2)

DNDO (GM,L,peptide � GM,(H2O)6
)REL �9.1 �6.1 �7.1 �5.7 0.0 �6.9 �9.6 �15.1

(GM,L,ALPHA � GM,(H2O)6
)REL �5.9 0.0 �9.3 �6.6 �6.7 �8.6 �13.0 �20.5

G2nd
M,L,APLHA �10.0c �12.8c �4.5 �5.9 0.0 �5.1 �3.4 �1.4 �3�:�1 (7.4)

CHCC (GM,L,peptide � GM,(H2O)6
)REL 0.0 �10.1 �12.8 �7.2 �22.5 �9.1 �11.0 �40.7

(GM,L,ALPHA � GM,(H2O)6
)REL 0.0 �8.7 �11.2 �5.0 �20.4 �8.9 �14.2 �40.5

G2nd
M,L,APLHA �3.2 �4.6 �4.8 �5.5 �5.3 �3.4 0.0 �3.5 �1�:�3 (3.8)

DDSOEE (GM,L,peptide � GM,(H2O)6
)REL �15.3 �12.4 0.0 �0.7 �1.8 �2.9 �6.1 �16.6

(GM,L,ALPHA � GM,(H2O)6
)REL �11.8 �9.7 �2.6 0.0 �1.2 �5.2 �13.4 �21.9

G2nd
M,L,APLHA �10.9c �10.1c �4.8 �8.1 �8.0 �5.1 0.0 �2.0 �3�:�2 (6.1)

a All values are in kcal mol�1. Metal-dependent shifts, DGcorr, pertaining to the protocol and reference states used and shown to lead to the best
computational estimates to the experimental b in our previous work (ref. 32) were applied. DGcorr = 0.2,�0.9, 1.9,�1.1, 2.5,�1.6, 0.4,�1.4 kcal mol�1 for
Mn2+, Fe2+, Co2+, Ni2+, Cu2+, Zn2+, Cd2+, and Hg2+, respectively. b Lower values of AADL,ALPHA and MADL,ALPHA indicate high retention of metal-ion
selectivity in the model. See eqn (4) for definition. c These large values can be traced to a different position of a 2nd-shell charged group, resulting in
significantly different interaction with a metal-ion.

Table 2 Average and maximum absolute deviations of interaction of a

metal ion with 2nd shell, AADhybrid
L;model and (MADhybrid

L,model), for Cd2+-optimized

structures, chosen as a representative examplea

Model

System

CC MM DHHD DNDO CHCC DDSOEE

TINY �2�:�2 (4.4) �1�:�8 (2.6) �3�:�8 (5.6) �2�:�5 (5.0) �0�:�6 (1.9) �0�:�8 (1.1)
SMALL �0�:�9 (1.3) �0�:�8 (1.7) �1�:�5 (4.1) �0�:�4 (1.0) �0�:�3 (0.7) �0�:�5 (0.7)
ALPHA �0�:�4 (0.6) �0�:�5 (1.1) �0�:�4 (1.0) �0�:�1 (0.2) �0�:�3 (0.9) �0�:�4 (1.4)
FULL_AA �0�:�2 (0.3) �0�:�1 (0.3) �0�:�1 (0.2) �0�:�1 (0.2) �0�:�1 (0.3) �0�:�2 (0.3)

a All values in kcal mol�1.
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have AADhybrid
L,model values of B2 kcal mol�1, those of harder ligands

are 1 kcal mol�1 or less.
The hardness characteristic can be thought of as the dis-

tance at which the ligand can be polarized by its environment.
Thus, while all systems converge to the original peptide as we
increase the size of the model, the soft ligands will be more
sensitive to this change than the hard ligands. Moving from TINY
to SMALL model, the AADhybrid

L,model values drop below 1 kcal mol�1 in
all cases, but the decrease continues upon moving further to
ALPHA model only for soft ligands; while being almost non-
existent for hard ligands. In general, a similar level of selectivity
is achieved by larger model (ALPHA) for sulfur based ligands,
while smaller model (SMALL or even TINY) is sufficient for
harder ligands.

3.2.2 Hydrogen bonding to ligands. Binding atom is influ-
enced not only by the rest of the ligand, i.e. its covalent partners
but also by non-covalent interactions, most notably hydrogen
bonding. To investigate the importance of this effect, a ‘‘control’’
system is required. We consider hypothetical systems where the
N–H hydrogen bond donors are replaced with isoelectronic
O atom (i.e. turning the amide into an ester), and the NH2 groups
are replaced with chemically similar Cl with no optimization of
the molecular geometry. In our opinion, these substitutions
(illustrated in Fig. 3) represent the minimum conceivable pertur-
bation of the system, thus allowing for maximum comparability of
AADhybrid

L,model values of substituted and original systems.
It should be noted that only hydrogen bonds to atoms directly

ligating the central metal ion are considered, as these are the ones
that can be expected to chemically (and possibly selectively)
influence the binding of a metal ion. Other hydrogen bonds and
interactions are unlikely to depend on the identity of the metal ion
and can influence the binding only indirectly through structural
change (not addressed in the ‘‘hybrid’’ systems studied here).

The following analysis is performed for each relevant peptide
(bearing at least some hydrogen bonds to binding atoms) on one
of the structures, selected as a representative example. It comes at
no surprise (Table S25, ESI†) that there are almost none hydrogen
bonds in the smaller representations of the full peptide (up to
FULL_AA model). Thus, the effect of a hydrogen bond, if any, is
present in the full peptide and FULL_AA model but usually not in
the smaller models – which can contribute to different selectivity
of a peptide and its model. The ‘‘ester’’ systems, on the other

hand, do not possess these hydrogen bonds in either a model or
its parent, which results in models being a more faithful repre-
sentation of its parent system. The FULL_AA model (of a peptide
system) usually contains these hydrogen bonds, thus we expect
little differences in values of AADhybrid

L,FULL_AA based on peptides and
those based on their ‘‘ester’’ analogue.

The AADhybrid
L,model values (Table 3) are almost identical in all but

few cases, the differences ranging from �0.2 to 0.5 kcal mol�1.
The smallest differences are observed in the DHHD, DNDO and
DDSOEE systems all of which include hydrogen bonds to hard
ligands (carboxyl groups/water molecule/serine alcohol group). On
the other hand, AADhybrid

L,model differ by 0.2–0.5 kcal mol�1 in case of
CC and CHCC systems, where the hydrogen bond acceptor is
amide bond carbonyl and cysteine thiolate groups, respectively.
This amount constitutes 20–70% of the total AADhybrid

L,model. More-
over, in CHCC system the hydrogen bonds are far from the ideal
orientation and in case of strong hydrogen bond, the influence
can be expected to be much higher. We thus conclude that the
effect of hydrogen bond is potentially significant for strong
hydrogen bonds to softer ligands.

A ligand can also act as a hydrogen bond donor, as exem-
plified by terminal glutamate of DNDO peptide, which can
interact with one of the metal-bound water molecules. The
validity of attributing the differences in selectivity to the single
carboxyl moiety is confirmed by comparing AADhybrid

L,model values of

Fig. 3 Esther analogues of peptides. An example of substitution of N–H hydrogen bond donor (A) with O (B) in CC peptide. The substitution does not
perturb geometry, but does eliminate the hydrogen bond.

Table 3 Average absolute deviations of interaction of a metal ion with
2nd shell, AADhybrid

L,model, evaluated for Zn2+-optimized peptide (upper rows)
systems and their ‘‘ester’’ (lower rows) analoguesa

Model

System

CC DHHD DNDO CHCC DDSOEE

TINY Peptide 2.3 0.4 0.7 2.1 0.8
Ester 1.9 0.3 0.6 1.9 1.0

SMALL Peptide 1.0 0.3 0.6 0.9 0.6
Ester 0.4 0.3 0.6 0.7 0.6

ALPHA Peptide 0.7 0.3 0.4 0.9 0.6
Ester 0.2 0.4 0.4 0.7 0.4

FULL_AA Peptide 0.2 0.3 0.3 0.3 0.1
Ester 0.2 0.2 0.2 0.4 0.2

a All values in kcal mol�1.
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original systems to a ‘‘mutated’’ peptide (glutamate - norva-
line), presented in Table 4. However, a water molecule is the
smallest of the studied ligands, which allows for relative
proximity of the charged moiety to a metal ion, which is
probably the cause of the observed differences, rather than
the existence of the hydrogen bond.

3.2.3 Overall screening of metal-ion and coordination
number. The non-covalent interactions of 2nd shell with the
1st-shell ligands are certainly not limited to hydrogen-bonding.
In a broader sense, any lack of screening of the metal ion from
the 2nd shell will contribute to the increased influence of the
latter on selectivity. Higher coordination numbers can be
expected to provide more ‘‘crowded’’ binding-sites, burying
the metal ion and limiting the influence of the 2nd shell.

As in the previous section, we strive to compare systems that
differ significantly in this respect (i.e. in the screening of metal-ion),
while being as similar as possible in other respects. The most
straightforward procedure is to change the number of water
molecules in the systems, as these constitute ligands that are
not covalently bound to the rest of the system and, thus, no
other changes are necessary. Representative structures of peptides
CC and DNDO that demonstrate the range of this influence vividly
were chosen for discussion. In case of CC peptide, 2 water
molecules were added. In case of DNDO, 2 water molecules
were removed. In both cases the structures were subsequently
optimized, however, in the latter case both the non-optimized
and optimized structures were used for selectivity analysis,
i.e. for construction and calculation of ‘‘hybrid’’ systems. The
results are presented in Table 5.

The CC system mode of binding is a distorted plane with the
ligands forming a triangle. The two water molecules are added
in a line approximately perpendicular to this plane, resulting in
a square pyramidal formation (Fig. 4A). There is no part of the
peptide being screened by these water molecules. Correspond-
ingly, the values of AADhybrid

L,model for the two systems are almost
identical (see Table 5).

The DNDO system, on the other hand, has an octahedral
binding mode with 2 water molecules in cis-positions that
‘‘eclipse’’ two charged groups – a glutamate (already discussed
in Section 3.2.2) and a lysine side-chain (Fig. 4B). The removal

of the water molecules exposes these charged moieties – which
are not part of any of the models – to the metal ion. In all
studied cases, this leads to a significant increase in 2nd-shell
selectivity. The situation is largely remedied upon optimizing
the structures, which distort to almost tetrahedral geometry.
The screening is nevertheless deteriorated, compared to the
original octahedral structure, and the values of AADhybrid

L,model are
thus higher.

Results for two DNDO structures are shown in Table 5.
The original ‘‘2-water’’ systems and even optimized ‘‘0-water’’
systems show similar 2nd-shell selectivity, but there are immense
differences in the selectivity of the ‘‘0-water’’ non-optimized
structures. The fact that both of these structures were equally
submitted to the selectivity analysis (as performed in the
previous cases) shows that the difference must pertain to the
structure of the peptide. This is alarming, as the two structures
are virtually identical. An extensive investigation suggests that the
difference is not due to coordination geometry, ligand–metal
distances, nor solvent cavity construction. Despite all our efforts,
we have not been able to pinpoint the source of this discrepancy.
Although the cause of this phenomenon can be artificial, its
disappearance in optimized structure does manifest the impor-
tance of a properly screened binding site; the absence of which
will severely hamper the accuracy regardless of the model used.

A different point of view on the addition/removal of water
molecules is to think of it as an exchange of an explicit water

Table 4 Influence of proximal charged groups on 2nd-shell metal-
induced selectivity of two DNDO structures

Structure Glutamate leaning ina Glutamate leaning outb

C-terminal residue Glutamate Norvaline Glutamate Norvaline

d(M–OOC)c 4.22 — 5.29 —

AADhybrid
L,model

d

TINY 1.2 0.9 0.6 0.7
SMALL 1.1 0.8 0.6 0.5
ALPHA 0.9 0.6 0.4 0.4
FULL_AA 0.5 0.2 0.2 0.2

a Fe2+-optimized structure, see ESI for coordinates. b Co2+-optimized
structure, see ESI for coordinates. c Distance between a metal-ion
and proximal oxygen of the terminal glutamate side-chain carboxyl
group in Ångströms. d Values in kcal mol�1.

Table 5 Influence of screening of the 2nd shell (due to addition/removal
of water molecules) on its interaction with a metal ion

System CC DNDO DNDO

Structure Mn2+-optimized Co2+-optimized Hg2+-optimized

Water molecules 0 2a 2 0b 0c 2 0b 0c

AADhybrid
L,model

d

TINY 1.7 1.5 0.6 0.9 1.1 0.8 1.3 3.1
SMALL 0.8 0.8 0.6 0.7 0.9 0.6 1.1 2.3
ALPHA 0.6 0.9 0.4 0.5 0.4 0.7 0.4 1.5
FULL_AA 0.2 0.1 0.2 0.4 0.3 0.3 0.4 0.9

a Water molecules added, structure optimized. b Water molecules
removed, structure after optimization. c Water molecules removed,
structure before optimization. d Values in kcal mol�1.

Fig. 4 Screening of peptide parts by water molecules. Backbone and
charged side-chains are shown. (A) CC peptide – no part of the system is
screened by the water molecules. (B) DNDO peptide – glutamate and
lysine side-chains are screened by water molecules, resulting in increased
2nd-shell selectivity upon their removal.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
Fe

br
ua

ry
 2

01
5.

 D
ow

nl
oa

de
d 

on
 2

4/
08

/2
01

5 
16

:3
9:

15
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.

View Article Online



14402 | Phys. Chem. Chem. Phys., 2015, 17, 14393--14404 This journal is© the Owner Societies 2015

molecule for an implicit one or vice versa (it can be reminded
that despite advanced treatment of solvation in the COSMO-RS
method, the method still belongs to a class of polarized
continuum models, PCM). While in the case of the CC system,
where the water molecules do not screen a part of the peptide,
this seems to leave the selectivity undisturbed, the values of
GM,L should still be compared only among systems of identical
1st shell composition.

3.3. Structure-induced selectivity

As discussed in Section 2.4.2, the overall metal-ion selectivity is
determined by combined effect of metal-induced and structure-
induced selectivity. The overall selectivity has been studied by
analyzing fully optimized structures (Table 1). The metal-
induced selectivity (thoroughly discussed in Section 3.2.) has
been analyzed by examining interactions of a specific structure
with a series of metal ions (‘‘hybrid’’ systems, Fig. 2). We now
return to the question of what is the lower limit of structure
relaxation on selectivity (step II in Fig. 2).

Table 6 compares the selectivity of one of the hybrid systems,
a representative example of metal-induced selectivity, with the
fully relaxed structures, representative of the overall selectivity.

In some of the studied systems (DHHD, DNDO, DDSOEE),
the disparity is destructive for the utility of the models. The
most contributing structural changes are flexible charged
groups which cause significantly altered interaction with a
metal-ion. In the other cases (CC, MM, CHCC), the structure
and selectivity of 2nd shell is virtually unchanged, or even lower
after full relaxation. This results from interplay of metal-
induced and structure-induced selectivity. While these are
comprehensible and practical concepts for discussion, they
are not independent but tend to partially cancel each other in
these scenarios of diminutive changes of 2nd-shell structure.

As no conformational sampling has been performed, this
merely shows that there exists a local minimum where the
effect of structure-induced selectivity is minimal. A proper
sampling is likely to reveal energetically more relevant struc-
tures that do not possess this property. However, this does
demonstrate that the assumption of low structure-induced

selectivity on the overall selectivity is not inherently incorrect,
signaling a green light to the start of search for systems with
this characteristics.

This section, together with previous discussion, points out
that in cases where the 2nd-shell structure is not sensitive to
the identity of bound metal ion, the selectivity is to a large
extent confined to the 1st shell. The rigidity condition mentioned
in Section 2.4.2 has its origins in this discussion.

For these rigid systems, using a single 1st-shell model struc-
ture for each metal ion is sufficient for reproducing selectivity of
the parent systems with reasonable accuracy. Looking back at
Tables 1 and 2, the satisfactory performance of the models in
these cases should now be fully comprehensible.

For ‘bottom-up’ design procedures, the structures of 1st-
shell models have to be obtained without prior knowledge of
the parent structure. This can be aided by constrained optimi-
zation reflecting structural support of the 2nd shell and should
consider specifics of the system.

The factors relevant for selectivity identified in this study are
of ‘chemical’ and structural nature. Their containment into the
described models, that we believe has been sufficiently demon-
strated herein, renders them largely independent of the nature
of the 2nd shell. As long as the structural and conformational
aspects are treated properly, the utility of the models can be
expanded outside of the peptide context examined here. Thus,
systems such as polymeric scaffolds, cluster models, zeolites,
etc. can all be expected to be equally well described by these
models. From the methodological perspective, both ‘top-down’
and ‘bottom-up’ approaches to studying and designing metal-
binding systems can benefit from the models. The protocol and
the models could conceivably be used for e.g. predicting
differences in redox potentials of bound metal ions. Caution
and further testing is advised, however, as the higher oxidation
states can significantly affect not only the quality of treatment
but also e.g. the required size of the model.

4. Summary

The overall metal-ion selectivity of a system is defined by
different ligand(peptide)–metal interactions and by structural
response of the system (ligand) to these interactions. A 1st shell
model of a system can only retain information about selectivity
if this response, i.e. free energy of relaxation upon exchanging a
metal ion, is low. Existence of local minima with this property
suggests this condition is achievable, yet overall rigidity of a
peptide may be inevitable in order to ensure comparable
conformational freedom.

The metal-induced selectivity of a system is a complex function
of multiple factors, that define measure of its localization to a
binding site, i.e. the possibility of capturing it using a 1st shell
model of the system. It is essential that this model includes all of
the ligands bound to a metal-ion. This requirement alone usually
ensures that the binding is described reasonably well by the
model and that the metal-ion is properly ‘‘shielded’’ from parts
of a system further away, bringing the average absolute error to

Table 6 Influence of structure relaxation on 2nd-shell selectivity. Values
of AADhybrid

L,model (upper rows) of hybrid (cf., Fig. 2) Cd2+-optimized systems,
taken as representative example, and AADL,model (lower rows), i.e. fully
optimized systems, in kcal mol�1

Model

System

CC MM DHHD DNDO CHCC DDSOEE

TINY Hybrid 2.2 3.8 0.6 0.8 2.1 1.0
Fully relaxed 2.3 3.7 1.1 2.7 2.6 2.6

SMALL Hybrid 0.9 1.5 0.3 0.5 0.8 0.7
Fully relaxed 0.9 1.0 1.8 2.9 1.4 2.8

ALPHA Hybrid 0.4 0.4 0.3 0.4 0.7 0.7
Fully relaxed 1.0 0.7 2.1 3.1 1.3 3.2

FULL_AA Hybrid 0.2 0.1 0.1 0.2 0.3 0.2
Fully relaxed 0.4 0.3 1.7 3.2 0.7 2.1
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values no higher than few units kcal mol�1. However, some
binding geometries can prove to be problematic due to insuffi-
cient shielding, e.g. linear or square planar geometry.

Achieving more satisfactory accuracy requires consideration
of the nature of ligands. Softer ligands, represented in the
realm of metalloproteins by cysteine and methionine residues,
require bulkier representation, e.g. the whole side-chain of a
residue. Hard ligands, like carboxyl groups, alcohols, amines,
can be described at a similar level of accuracy more economically
by the functional group plus single methyl group. Imidazole is
sufficient to represent histidine side-chain, N-methylmethylamide
to represent backbone amide group, and methylamide to
represent glutamine and asparagine ligands. This level of
description can be expected to result in average absolute
deviations below 1 kcal mol�1, which translates to maximum
relative error (among studied metal ions) below 3 kcal mol�1.
Moreover, most of this relative error derives from bias that
appears consistently in the model and can be corrected for
heuristically, although this may not be desirable, due to insuffi-
cient understanding of this bias.

Non-covalent partners of ligands usually influence retention
of selectivity in a negative way. The presence of charged groups
can be influential, especially in case of insufficient screening or
proximity to metal ion due to small 1st shell ligand, e.g. water
molecule. In case of hydrogen bonding the effect is much less
significant, influencing average absolute deviation by tenths of
kcal mol�1. The strength of the hydrogen bond as well as
softness of the acceptor can increase this value.

The overall error in reproducing metal-ion selectivity of a
system will stem from inaccuracy of the protocol (B2 kcal mol�1

in relative free energies32), approximation introduced by the
model (o1 kcal mol�1) and assumption of low structure-
induced selectivity (the error can be arbitrarily large but, as
argued in Section 3.3, conceivably negligible). While some
cancellation of errors can be expected, the average errors in
the order of units of kcal mol�1 (translating to individual
relative errors of roughly up to 5 kcal mol�1) must be expected.
As the ranges of free energies of binding are in the order of
several tens of kcal mol�1, the protocol holds a promise as a
tool for fast estimation of selectivity.
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