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Abstract 

Transcription has turned out to be a discontinuous process when imaged at a single 

cell level. This observation is referred to as transcriptional bursting or pulsing and has been 

detected in a variety of organisms ranging from bacteria to mammalian cells. The dynamics of 

transcriptional pulsing are influenced by the properties intrinsic to the transcriptional process, 

as well as by upstream factors: chromatin environment, signalling molecules, cell cycle stage 

etc. In the first part of this thesis, we focused on the regulation of transcriptional pulsing in the 

nucleolus. Using imaging of living cells, we detected pulsatile transcription of a transgene 

with nucleolar localization whose expression was mediated by RNA polymerase II.  In the 

second part of the thesis, we investigated the relationship between chromatin decondensation 

and transcriptional dynamics. We used hyperosmotic medium to induce global condensation 

of chromatin and revealed that upon chromatin decondensation, a transient spike in 

transcriptional intensity occurs in induvial living cells. Next, we analysed expression of TFRC 

and POLR2A genes in several cell cycle stages using single molecule RNA FISH. We 

detected increase in both frequency and size of transcriptional pulses during a limited time 

window which coincided with chromatin decondensation during telophase/early G1. This 

upregulation of transcription was controlled by processes distinct from the interphase. We 

suggest that transcriptional output is largely affected by chromatin decondensation through 

specific and unspecific mechanisms. 

 

Key words: cell nucleus, nucleolus, transcription, transcriptional pulsing, microscopy, 

chromatin, chromatin decondensation, mitosis 
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Abstrakt  

Zobrazov§n² transkripce na ¼rovni jednotlivĨch bunŊk prok§zalo, ģe se jedn§ o 

proces, kterĨ neprob²h§ souvisle, ale pŚeruġovanŊ. K tomuto pozorov§n², kter® bylo 

zaznamen§no u cel® Śady organizmŢ sahaj²c² od bakteri² k savļ²m buŔk§m, se vztahuje nyn² 

hojnŊ vyuģ²vanĨ term²n transkripļn² pulzov§n². Dynamika transkripļn²ho pulzov§n² je 

ovlivnŊna jak rysy vlastn²mi samotn®mu procesu transkripce, tak nadŚazenĨmi faktory jako je 

prostŚed² chromatinu, sign§ln² molekuly nebo f§ze bunŊļn®ho cyklu. V prvn² ļ§sti t®to pr§ce 

jsme se zamŊŚili na regulaci transkripļn²ho pulzov§n² v jad®rku. Pomoc² mikroskopick®ho 

sledov§n² ģivĨch bunŊk jsme uk§zali, ģe transkripce transgenu vloģen®ho do jad®rka a 

pŚepisovan®ho RNA polymer§zou II prob²h§ v pulzech. Ve druh® ļ§sti pr§ce jsme se zabĨvali 

vztahem mezi dekondenzac² chromatinu a dynamikou transkripce. Pomoc² hyperosmotick®ho 

m®dia jsme indukovali glob§ln² kondenzaci chromatinu a objevili jsme, ģe bŊhem 

dekondenzace chromatinu doch§z² v jednotlivĨch ģivĨch buŔk§ch k ļasovŊ omezen®mu 

n§rŢstu intenzity transkripce. D§le jsme analyzovali expresi genŢ TFRC a POLR2A 

s pouģit²m metody single molecule RNA FISH. BŊhem omezen®ho obdob², kter® kolidovalo 

s dekondenzac² chromatinu v telof§zi/ļasn® G1 f§zi bunŊļn®ho cyklu, jsme zaznamenali 

n§rŢst ve frekvenci i velikosti transkripļn²ch pulzŢ. Tento n§rŢst intenzity transkripce byl 

kontrolov§n procesy odliġnĨmi od interf§ze. Podle naġeho n§zoru jsou vĨstupy transkripce 

silnŊ ovlivnŊny dekondenzac² chromatinu ¼ļinkem specifickĨch i nespecifickĨch 

mechanismŢ. 

 

Kl²ļov§ slova: bunŊļn® j§dro, jad®rko, transkripce, transkripļn² pulzov§n², mikroskopie, 

chromatin, dekondenzace chromatinu, mit·za  



6 

 

1. Review of literature 

1.1 Introduction  

The process of gene expression determines long term characteristics of cells, tissues 

and organisms. In this process, the information encoded by DNA molecules is transcribed to 

mRNA molecules, serving as a template for translation to proteins that form the actual 

structural and functional units of each cell. In this study, we focus on the process of 

transcription.  

A major opinion on transcription has been based on molecular mechanisms and on 

integrating pieces of information to a rather deterministic view of cascades of reactions, 

leading to production of RNA molecules. A lack of suitable methods made it difficult in the 

past to consider the temporal and spatial features of the process in the first place and the 

behaviour of single cells versus cell populations in the second place. With a recent 

development of tools for single cell gene expression analysis like fluorescence in situ 

hybridization (FISH) and for live cell imaging, transcription has turned out to be a highly 

variable process. Individual genes are turned ON and OFF on a timescale ranging from 

seconds to hours or days and at each time point, the mRNA output of these genes differs 

significantly among single cells in a population. 

The cell biology approach to transcription integrates new levels of gene regulation 

that emerge from applications of the recently implemented methods, working with single cells 

and single genes. Although it is not capable of bringing novel insights into the molecular heart 

of the process of transcription and often does not explain mechanistically how genes are 

activated or repressed, its value is in the observations of single cells, fixed or living, and in the 

fact that it involves a dimension of time in the analysis of gene expression. This view is 

necessary for complementing any classical molecular biology studies which bring a steady 
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state image of cellular populations, although nowadays such image often spans a situation of a 

whole genome or transcriptome. 

 

1.2 Noise in gene expression 

Transcriptional process is a cascade of binding events among a subset of proteins and 

DNA leading to formation of macromolecular complexes that are responsible for RNA 

synthesis. Even when all conditions of this process are constant, a population of cells that are 

identical in their genetic background exhibits a substantial cell-to-cell variation in their 

phenotype, defined as gene expression noise. This was shown experimentally in Escherichia 

coli in a simple setup of two gene reporters encoding different fluorescent proteins, both 

controlled by the same promoter (Elowitz et al., 2002). Results of such experiments prove that 

the identically controlled reporters produce different amounts of proteins and that this 

imbalance is different from one cell to another.  
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The noise in gene expression can be divided into two components: intrinsic noise that 

is inherent to any biological process where on a microscopic scale, small number of molecules 

interacts with each other in a stochastic manner, and extrinsic noise where the differential 

gene expression is determined by the upstream factors in the system, like chromatin 

environment or cell cycle stage (Elowitz et al., 2002; Swain et al., 2002). The noise strength is 

regulated mainly at the stage of gene transcription and not translation, given by the regulatory 

mechanisms of various protein factors which influence the state of promoter and its 

accessibility for transcription initiation (Blake et al., 2003). Each geneËs promoter oscillates 

between states that are either permissive or non-permissive for transcription, followed by 

periods of mRNA synthesis or repression, respectively. Thus, different protein levels among 

individual cells originate from transcription, not translation (Raser and O'Shea, 2004).  

Figure 1-1: Kinetics of individual transcription events. In A, single transcriptional events 

occur with a constant probability. In B, the ON periods when transcription is stochastically 

activated are interspersed with OFF periods. Adapted from (Golding and Cox, 2006). 
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 The level of noise in a certain system is sometimes described by a Fano factor which 

is the variance divided by the mean of a given distribution of mRNA count per cell. The 

greater the Fano factor is, the noisier the gene expression in a population (Sanchez and 

Golding, 2013). The findings associated with the phenomena of noisy transcription called for 

a development of mathematical models which would faithfully describe the stochastic nature 

of gene expression. The situation when the promoter is activated with a constant probability 

over time and the mRNA distribution in a cell population follows a Poisson function can be 

described by a one-state model (Fig. 1-1) (Golding and Cox, 2006). This is principally 

accurate for highly expressed genes in the yeast cells (Larson et al., 2011; Zenklusen et al., 

2008). In higher eukaryotes, the two-state model (the Random telegraph model) (Fig. 1-1) is 

more accurate. According to this model, the promoter is in either the permissive state during 

which the bursts of transcription occur with a certain probability or in the non-permissive 

state when transcription is inactive. If the two-state model describes the experimental data 

correctly, the transcriptional burst duration frequency distribution can be fitted by an 

Figure 1-2: Gene expression analysis by single molecule RNA FISH. (A) the mRNA 

molecule of a gene of interest (in this case a reporter gene) is bound by multiple fluorescently 

labelled DNA oligonucleotide probes. (B) in the cell, each mRNA molecule is visible as a 

diffraction limited spot. Adapted from (Raj et al., 2006). 
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exponential function which reflects the existence of a rate limiting step determining the 

switching between states (Golding and Cox, 2006). 

 

1.3 Novel methods advance the noise analysis 

The emerging models of gene expression noise proposed by these studies were 

gained by using protein level reporters, e. g. fluorescent proteins and the superior role of 

transcription to translation in noise generation was suggested. Nevertheless, the lack of 

suitable methods made it impossible to test the hypothesis directly at the stage of transcription 

Figure 1-3: The MS2 and PP7 reporter systems for RNA visualization in living cells. The 

co-expression of two transcription units, first one for the fluorescent protein tagged MS2 or 

PP7 capsid protein and second one for the gene of interest carrying a repeat of the MS2 or 

PP7 stem loops in its 5Ë for instance, is necessary to detect the target RNA. Adapted from 

(Lenstra and Larson, 2016). 
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in single and/or living cells. Fluorescence in situ hybridization (FISH) is a detection method 

for nucleic acids visualization in fixed cells that has been known for a long time. RNA FISH 

has been updated by usage of sets DNA oligo probes, each conjugated to one or more 

fluorophores, that span a substantial part of mRNA to gain a single molecule sensitivity 

(Fig. 1-2) (Femino et al., 1998). Single molecule RNA FISH (smRNA FISH) allows precise 

and automatized localization and quantification of transcription spots as well as mature 

mRNAs (Mueller et al., 2013). Although limited to a temporal snapshot, this method was used 

for setting up a number of mathematical models describing gene expression in various 

organisms. In one of the pioneer studies of gene expression noise in mammalian cells (Raj et 

al., 2006), transcription of transgenes as well as endogenous genes was analysed by RNA 

FISH with single molecule precision. All tested genes exhibited large cell to cell variations in 

mRNA abundance which confirmed that gene expression noise is established during the 

transcriptional process and that the main source of noise is the intrinsic variability in 

frequency of particular gene activation and inactivation (Raj et al., 2006). The observation 

that not all nuclei in a cellular population contain a transcription spot has been referred to as 

transcriptional bursting. The adaptation of RNA phage based reporter systems for RNA 

imaging in living cells, particularly the MS2 system (Fig. 1-3) (Bertrand et al., 1998), meant a 

real breakthrough in the investigation of noise sources and gene expression regulation. This 

reporter is based on a sequence specific interaction of the MS2 phage capsid protein with its 

RNA operator present in the viral genome (Valegard et al., 1997). The MS2 binding 

sequence, respectively its slight modification, can be inserted to any gene of interest, 

preferably in multiple copies. When a gene is transcribed, stem loop structures are formed on 

the RNA that are specifically recognized and bound by the MS2 capsid protein (MCP), each 

stem loop by a pair of MCP. Once MCP is fused to a fluorescent protein of choice, and once it 

is expressed in a cell along with the MS2 sequence tagged reporter gene, a site of RNA 
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localization (Bertrand et al., 1998; Fusco et al., 2003) or nascent RNA production (Janicki et 

al., 2004; Shav-Tal et al., 2004) can be detected in living cells. Going even further, the 

technology was employed in detecting endogenous mRNAs in living mice tissues (Lionnet et 

al., 2011). 

The first studies in prokaryotes (Golding et al., 2005) and simple eukaryotes (Chubb 

et al., 2006) employing the MS2 system advanced the field of transcriptional bursting or 

pulsing in terms of real time transcriptional imaging. In bacteria, a plasmid encoded reporter 

gene that had been tagged with 96 MS2 stem loops was transcribed in bursts of varying 

frequency and size. The length of the ON and OFF periods of the gene activity followed 

exponential distribution which is in agreement with the stochastic model of prokaryotic gene 

activation and inactivation (Golding et al., 2005). In the important study by Chubb and 

colleagues, an endogenous developmentally regulated gene of Dictyostelium discoideum was 

tagged by the MS2 stem loops in its 3Ë UTR. This was the first case of living transcription 

observation in eukaryotic cells. The dscA gene is indeed transcribed in variable pulses. 

Strikingly, the parameters of these pulses do not change as the cells receive signals for 

differentiation, pointing to the robustness of the gene circuits and the existence of the 

transcriptional memory (Chubb et al., 2006). 

A complementary system to MS2 called PP7 (Lim et al., 2001) was first employed in 

Saccharomyces cerevisiae cells to image transcription initiation, elongation and termination 

events with single molecule sensitivity (Larson et al., 2011).  
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1.4 Pulsatile transcription is in action many organisms 

It has turned out that bursts or pulses of transcription are an evolutionally conserved 

feature of gene expression. The first evidence was collected in bacteria (Golding et al., 2005) 

and Dictyostelium (Chubb et al., 2006) which both have become a popular model system for 

transcriptional imaging, as described later. Transcription of the bacterial genes tends to be 

bursty with varying duration of activity pulses. This variability is not linked to a specific 

promoter or upstream stimulus but rather acts across the bacterial chromosome in a gene 

unspecific way (So et al., 2011). The situation is more complex in yeast where in contrast to 

gene expression regulation in higher eukaryotes, most genes do not behave in a bursty manner 

but get activated by a single stochastic event and then are transcribed constitutively. This fact 

might be explained by the high speed of cell division typical for yeast, as well as by the 

characteristics of the transcriptional complexes formed by these organisms (Larson et al., 

2011; Zenklusen et al., 2008). In addition, RNA polymerase I (RNApolI) driven pulsing of 

transcription was observed in yeast cells, where the expression of a reporter gene inserted to 

the rDNA was monitored by RNA FISH (Tan and van Oudenaarden, 2010). 

In Caenorhabditis elegans, the deterministic development functions in buffering any 

stochastic fluctuations in gene expression. Nevertheless, in embryos harbouring mutation of a 

gene that masters a small gene network, phenotypic variations were ascribed to stochasticity 

of gene expression which was revealed by RNA FISH (Raj et al., 2010). FISH has also been 

employed to show a proof of transcriptional bursts in tissues of multicellular organisms like 

Drosophila melanogaster. During development, Hox genes Scr in parasegments PS2 and PS3 

are expressed in a stochastic mode until a certain threshold in mRNA number is reached. The 

mRNA abundance is then maintained by bursts of transcription (Pare et al., 2009). The crucial 

role of transcriptional bursting in pattern formation of the Drosophila pre-cellular embryo has 

been demonstrated by the MS2 system (Bothma et al., 2014). In the plant model organism 
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Arabidopsis thaliana, oscillating expression of a luciferase based reporter gene was detected. 

The function of these periodical bursts is to mark position of future lateral roots (Moreno-

Risueno et al., 2010). 

Indeed, a growing body of research has been conducted in mostly mammalian cells 

with focus on details of bursting origin, regulation and molecular mechanisms. Some of them 

will be mentioned in the following chapters. 

 

1.5 Modes of transcriptional bursting regulation 

Numerous studies have shown that transcriptional bursting is a general feature of 

gene expression. A range of mathematical models has been postulated to describe the 

temporal behaviour of transcription in individual cells. However, questions remain to be 

answered about the regulation of switching gene activity between the periods of ON and OFF. 

Cis mechanisms (intrinsic to particular gene) include influence of the genomic context and 

Figure 1-4: Extrinsic and intrinsic factors drive transcriptional bursting. Left, pulses of 

transcription follow the upstream factors, acting in trans. Right, transcription occurs in pulses 

intrinsically without the influence of any upstream factors. Adapted from (Lionnet and Singer, 

2012). 
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various regulatory sequences, particularly promoter architecture. Mechanisms acting in trans 

(extrinsic mechanisms) include mainly the chromatin environment and protein factors 

involved in transcriptional regulation through the extracellular signalling (Fig. 1-4) (Coulon et 

al., 2013). 

The nuclear space is highly organized and its properties differ among individual loci 

[reviewed in (Lanctot et al., 2007)]. A global analysis of human reporter cell lines 

investigated bursting of transcription on several thousands of distinct genomic contexts. 

Indeed, most of the human genome is transcribed in a pulsatile fashion and not in a 

constitutive one. Bursts vary in size and frequency and once a certain frequency ceiling is 

reached, only the burst size can be modulated (Dar et al., 2012). One known exception in 

human cells is transcription driven by the exogenous cytomegalovirus (CMV) promoter ï it 

was shown to be constitutive (Yunger et al., 2010). 

Two simple types of promoter architecture and their influence on noise in gene 

expression were tested in Escherichia coli, a constitutive promoter and a promoter whose 

activity is influenced by binding of a simple repressor. The influence of parameters of 

promoter architecture in terms of RNA polymerase and Lac repressor binding sites strength 

was tested by RNA FISH and the data were fitted to models of gene expression noise. Indeed, 

the architecture of promoters was crucial for the cell-to-cell variability in RNA molecules 

number (Jones et al., 2014). In yeast, a high throughput screening of thousands of promoter 

sequences showed promoter driven noise, increasing with number of transcription factor (TF) 

binding sites and decreasing with sequence characterised by lower nucleosome occupancy 

(Sharon et al., 2014). Another work carried out in yeast focused on promoter sequence 

manipulation. The stronger the TF binding site is, the more mRNA molecules are produced 

during each pulse of transcription and the noise level is therefore reduced (Dadiani et al., 
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2013). Additional study performed in the same organism showed that distinct promoter 

sequences answer differentially to the binding of the same TF, leading to gene specific 

transcriptional outputs (Carey et al., 2013).  

The influence of enhancers on transcriptional pulsing of specific genes has emerged 

only recently. The interaction of ɓ-globin locus control region (LCR) enhancer with the 

ɓ-globin gene promoter is a well-established model for such regulation. Employing a novel 

Zinc finger nuclease technique for forced DNA looping in living cells, Bartman and 

colleagues examined the role of LCR - promoter contact during the maturation of murine and 

human erythroid cells. They showed that both frequency of busting and burst size is reduced 

in the absence of LCR. Strikingly, the burst frequency is predominantly increased upon forced 

LCR contact with the ɓ-globin or ɔ-globin promoter while the bust size remains unchanged. 

When LCR is recruited to its cognate locus, both ɓ- and ɔ-globin genes are activated by the 

enhancer which rapidly switches between the two promoters (Bartman et al., 2016). The 

major influence of enhancer mediated regulation on the bursting frequency was confirmed in 

Drosophila. The authors imaged the expression of two transgene units tagged by MS2 and 

PP7 stem loops, respectively, and both regulated by the sna shadow enhancer placed between 

them either symmetrically or asymmetrically respective to their promoters. In the asymmetric 

case, the transgene transcription differed in bursting frequency. As a contrary to Bartman and 

colleagues, transcription of the two transgenes regulated by the same enhancer in Drosophila 

exhibited robustly synchronous bursts, even when one of the transgenes was separated by an 

insulator sequence (Fukaya et al., 2016). Additional cis-acting element contributing to the 

pulsing regulation are the non-coding RNAs. In a well described galactose gene network in 

yeast, stochastic pulses of GAL10 transcription in repressive conditions are blocked by 

stochastic production of GAL10 non-coding RNA which is encoded by the antisense strand 

(Lenstra et al., 2015). 
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Transcription of a certain subset of genes is activated by a specific signal coming 

from outside of the cell and leading to differentiation or changes in the cell fate. In 

Dictyostelium, signalling through cAMP and DIF initiates adoption of a stalk fate. Immediate 

early response to this signal is accomplished by ecmA gene transcription, occurring in pulses 

of irregular size and duration. Growing doses of cAMP and DIF only increase the proportion 

of activated cells but do not change the properties of transcriptional pulses (Stevense et al., 

2010). In general, this type of regulation is in action for Dictyostelium genes associated with 

differentiation, where only the probability of gene firing changes upon various stimulations 

but the burst size stays unchanged. Moreover, the mRNAs of differentiation associated genes 

are characterised by a high turnover rate. The opposite is true for housekeeping genes, whose 

bursty transcription can be tuned by changing the size of pulses during ongoing differentiation 

(Muramoto et al., 2012). To sum up, while developmentally associated genes respond to 

stimuli in a stochastic fashion, housekeeping genes that are necessary for the survival of the 

cell are subject to tighter regulation a thus finer tuning. The temporal profile of transcriptional 

bursts is driven by upstream oscillatory signals, e.g. cAMP signalling that is sensed by 

populations of Dictyostelium cells. Although heterogeneity in transcriptional response is 

present in individual cells, the population average responds synchronously to extracellular 

signals to gain proper developmental timing in a particular niche (Corrigan and Chubb, 2014).  

In mammalian cells, a vast range of signalling cascades influencing transcription is in 

operation. For instance, transcription of the ctgf gene can be activated by both TGF-ɓ 

signalling and serum stimulation. Once followed in living cells, these two types of upstream 

signals gain two different types of transcriptional responses of the same gene. The serum 

response was characterised by a single long burst and TGF-ɓ by a series of bursts whose size 

could be modulated by the dose of the activating molecules (Molina et al., 2013). The 

existence of distinct responses of a single gene to various stimuli points to physiological 
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significance of busting regulation. Steroid receptors regulate pulsing of transcription in a dose 

dependent manner, where the increase in steroid ligand concentration increases the bursting 

frequency. The size and duration of bursts remains unaffected (Larson et al., 2013). The c-Fos 

gene presents a good model for investigation of signal activated transcriptional bursting 

without the influence of chromatin dynamics as the promoter of this gene is devoid of 

nucleosomes (Adelman and Lis, 2012) and the expression of this gene responds to serum and 

zinc stimulation via MAPK pathway and different TFs. This signalling scheme leads to 

frequency modulated bursts of c-Fos transcription. Moreover, a synergistic response to 

multiple TFs binding the same promoter has been detected (Senecal et al., 2014). Another 

serum responsive gene, ɓ-actin, contains a serum response element in its promoter and the 

transcriptional output of this gene can thus by modulated by the levels of serum response 

factor. In a reaction to serum stimulation, the ɓ-actin mRNA is produced in a sharp pulse of 

transcriptional activation. It was shown that the siRNA mediated reduction of the serum 

response factor protein leads to a substantial alteration in ɓ-actin transcriptional pulse shape, 

with a delayed and reduced response to serum stimulus, and a reduced number of activated 

ɓ-actin alleles. Interestingly, this gene can "sense" the amount of its protein product. When 

the ɓ-actin level decreases upon a treatment with a respective siRNA, the transcription pulses 

increase in both size and duration to a maximal possible output (Kalo et al., 2015). Recently, 

an interesting phenomenon in transcriptional regulation has been described in human foreskin 

cells. When cells increase in volume, the bursts of transcription increase accordingly in their 

size to maintain the concentration of particular mRNA species constant (Padovan-Merhar et 

al., 2015). Discontinuous transcription was proven to be in action also in intact tissues. 

Transcriptional bursting was detected in mouse liver cells for several metabolic genes, 

including those with glycolytic and gluconeogenic function. Strikingly, distinct mechanisms 

work in the intact tissue to regulate the transcriptional noise arising from the pulsing: low 



19 

 

mRNA degradation rate and polyploidy, both compensating for the stochastic activation of the 

promoters (Bahar Halpern et al., 2015). 

The chromatin environment is essential for the existence of transcriptional bursting 

since transiently transfected, unintegrated transcriptional units are transcribed in a constitutive 

fashion (Larson et al., 2013). Initial studies suggested a role of chromatin remodelling (Blake 

et al., 2003; Raj et al., 2006; Raser and O'Shea, 2004). In yeast cells, the promoters in an array 

of the CUP1 genes are activated by Ace1p transcriptional activator. A cyclic pattern of 

binding of Ace1p to its cognate sequence was observed in individual living cells and shown to 

be driven by ATP dependent chromatin remodelling (Karpova et al., 2008). A complex paper 

from the lab of Felix Naef (Suter et al., 2011) worked with short lived luciferase reporters, 

where the protein products of the reporter genes are characterised by low level of stability. 

The study focused on imaging of expression from a single reporter allele in mammalian 

3T3-NIH cells driven by different promoter types and genomics contexts and revealed a 

highly gene specific behaviour of transcriptional bursts. An additional finding was that 

chromatin acetylation had a minor effect on bursting characteristics, as opposed to the role of 

promoter architecture (Suter et al., 2011). In a study working with two different protein 

reporters (prolactin gene fused with luciferase and GFP, respectively), asynchronous 

transcriptional cycles were detected in individual mammalian cells. This lead to a conclusion 

that local chromatin dynamics are the main driver of activation and inhibition of individual 

genes and that the return to the ON state is prevailed by a refractive period possibly caused by 

a non-pervasive chromatin environment (Harper et al., 2011). Using a series of cell lines 

expressing the same transgene but differing in its integration site, Vinuelas and colleagues 

showed that the local chromatin dynamics were fully responsible for varying pulsing 

parameters among these clones. In their hands, the length of the OFF state, when chromatin 

configuration was closed for transcription, turned out to be particularly important for 



20 

 

discrimination between the properties of different genomic loci (Vinuelas et al., 2013). It was 

demonstrated by electron microscopic imaging of the yeast PHO5 promoter and gene body 

isolated with its cognate chromatin context that the promoter region randomly cycles through 

distinct nucleosomal configurations, each characterised by a different permissiveness for 

transcription initiation. The local nucleosome dynamics might thus present a structural basis 

for transcriptional pulsing (Brown et al., 2013). Moreover, when lower nucleosomal 

occupation is achieved through promoter sequence manipulation, the promoter firing rate 

increases and transcriptional initiation is accomplished with higher frequency (Dadiani et al., 

2013). 

The random telegraph (or two state) model of gene expression (Larson et al., 2013; 

Larson et al., 2009) which considers that the promoter finds itself either in an ON state or an 

OFF state, where the ON state is characterized by a certain transcription initiation rate, has 

been challenged by several studies suggesting existence of multiple promoter states during the 

period of gene activity (Dar et al., 2012; Neuert et al., 2013; Senecal et al., 2014). A complex 

analysis of transcriptional dynamics of the act5 gene in Dictyostelium has shown that there is 

indeed a spectrum of active promoter states which can be characterized as a transcriptional 

state continuum. The authors suggest that every transcriptional event is influenced by 

fluctuations in the initiation rate and elongation rate and that these parameters can change 

during each burst. Switching to the more productive promoter states is influenced by the 

binding of members of the transcriptional machinery to the promoter, as was demonstrated by 

the TATA box sequence mutants (Corrigan et al., 2016). 

The molecular mechanisms of transcriptional pulsing were not known for a long 

time, with a few exceptional studies that have emerged recently. An elegant study in 

prokaryotic cells suggested a pivotal role of positive supercoiling accumulation on DNA 
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templates that are subject to multiple rounds of transcription, leading to transcriptional 

repression. When the supercoiling tension is released by the gyrase, the gene switches from 

the OFF back to the ON state (Chong et al., 2014). Novel findings about general 

transcriptional mechanisms shed light on the nature of transcriptional pulses which are 

generated by multi-RNA polymerase II  (RNApolII) convoys moving across the gene body. 

The authors put forward the idea of multi-scale transcriptional bursting: in a permissive state 

of the gene, the ON periods generated by individual convoys are separated by short, minute 

range OFF periods, whereas no activity is detected during the long term non-permissive state 

(Tantale et al., 2016). Upon a knock-down of one member of the Mediator complex, 

shortened and less intense convoys (bursts) were spotted, but without any change in bursting 

frequency. In contrast, the inspection of TATA box sequence mutants proved that the 

compromised TATA-binding protein association with the promoter results in more frequent 

long term non-permissive periods. One can thus assume that the modulation of transcriptional 

pulsing is achieved through the action of Mediator and TATA-binding protein via short term 

and long term interactions with the promoter, respectively (Tantale et al., 2016). When 

compared with Corrigan and colleagues., the TATA box mutations seem to have a greater 

impact on transcriptional pulsing regulation in multicellular eukaryotes than in the 

Dictyostelium cells.  

 

1.6 The role of chromatin condensation in transcription al dynamics 

In general terms, chromatin condensation level is one of the main drivers of 

transcriptional regulation. Two distinct types of chromatin ï euchromatin and 

heterochromatin ï are characterized by transcriptional activity and transcriptional silencing, 
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respectively. The euchromatin part of the nuclear space is generally considered to be the open, 

decondensed and transcriptionally permissive compartment, as opposed to heterochromatin.  

The degree of transcriptional activity has been suggested to be linked to chromatin 

compaction or condensation state, and vice versa. A classic example of the functional 

relationship of chromatin condensation and transcription are the polytene chromosomes in 

insect salivary glands, in Drosophila for instance. It was demonstrated that transcriptional 

activation leads to formation of large regions of decondensed chromatin called puffs 

(Daneholt, 1975). These regions are characterized by a massive recruitment of RNApolII 

molecules (Lis, 2007). Transcriptional induction by acidic activation domains like VP16 

targeted to transgene loci leads to unfolding of heterochromatin domains and recruitment of 

chromatin modifying enzymes (Carpenter et al., 2005; Tumbar et al., 1999). Chromatin can 

also get decondensed in response to hormone mediated transcriptional activation of a gene 

array, with the degree of decondensation being proportional to the level of transcriptional 

activity (M¿ller et al., 2001). 

The higher order chromatin structure is even more important for regulation of 

endogenous genes. The transcription of HoxB gene cluster during mouse embryonic stem 

(ES) cell differentiation is accompanied by chromatin decondensation as well as by looping 

out from the chromosome territories, as visualized by in situ hybridization (Chambeyron and 

Bickmore, 2004). Recently, a novel super resolution microscopy technique called binding 

activatable localization microscopy helped to detect decondensed chromatin at 

transcriptionally active loci, providing further evidence for a link between chromatin 

compaction levels and gene activity (Wang et al., 2014b). 

All the studies cited above point to a correlation between transcriptional activation 

and chromatin decondensation. However, none sought to determine whether the opposite 
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scenario is in operation, thus if decondensation of chromatin is necessary to trigger 

transcriptional activation. A recent work used the transcription activator-like effector 

technology to address this issue (Therizols et al., 2014). Targeting of the effectors to specific 

genes revealed that chromatin decondensation could be uncoupled from transcriptional 

activation. However, this study was carried out in fixed cells which makes it difficult to study 

direct effects of chromatin decondensation on the onset of nascent transcription. 

In addition to the techniques used to modulate the chromatin compaction levels of 

transgenic arrays or at specific genes, several approaches can be used to do the same on the 

scale of the whole nucleus. One of them is depletion of cellular ATP by treatment with 

glycolytic and respiratory inhibitors (Cushman et al., 2004; Gºrisch et al., 2004; Shav-Tal et 

al., 2004). Such treatment leads to reversible changes in chromatin condensation and its effect 

has been imaged in living cells (Ll¯res et al., 2009). It was proposed that in the conditions of 

ATP depletion, chromatin condensation is an outcome of the neutralization of repulsive 

charges on the DNA triggered by the increase of polyamines and divalent cations 

concentration, respectively (Visvanathan et al., 2013). Under such conditions, transcription is 

repressed and ATP-dependent chromatin remodelling machineries are shut down (Klinker et 

al., 2014; Lusser et al., 2005; Saha et al., 2006; Yan et al., 2007). Another example of global 

chromatin condensation is the induction of experimental ischemia triggered by both oxygen 

and nutrition depletion from the cells. Upon recovery from this treatment, chromatin adopts 

more open configuration than in the untreated cells which is more permissive to transcription 

(Kirmes et al., 2015). 

An increase of the osmolarity of the culture medium (Robbins et al., 1970) has been 

shown to lead to formation of so called hypercondensation of the chromatin (HCC), 

characterised by a decrease in nuclear volume, the formation of chromatin bundles and the 
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expansion of the interchromatin compartment (Albiez et al., 2006). Such condensation of 

chromatin reaches levels comparable to mitosis (Martin and Cardoso, 2010).  The treatment 

was proven to be fully reversible since hypercondensed chromatin returns to the initial state 

immediately upon returning the cells to isotonic medium (Albiez et al., 2006). Fluorescence 

recovery after photobleaching (FRAP) experiments revealed that histone dynamics is slower 

and access of histones and non-histone proteins to the nucleoplasm is restricted in the 

hypercondensed chromatin (Martin and Cardoso, 2010).  

As discussed above, multiple models of globally compacted chromatin were 

experimentally tested. Nevertheless, an evidence of a direct influence of chromatin 

condensation and decondensation dynamics on transcriptional bursting has not been 

established. To do so, one needs to employ techniques comprising both the direct imaging of 

transcription in living cells and the reversible manipulation of global chromatin condensation 

state.  

 

1.7 Transcriptional regulation  and chromatin dynamics during mitotic exit 

As discussed in previous chapters, the upstream factors such as signalling cascades 

and chromatin compaction state influence transcriptional pulses and bursts. Another 

transcription driving force is the cell cycle whose individual stages have been extensively 

studied in terms of gene expression. The influence of DNA replication on transcription during 

and after the S phase is one of such cases. With regard to the dynamics of chromatin 

compaction state, the G1 stage when chromatin decondensation takes place is of a particular 

interest. Mathematical analysis suggests that the effect of random partitioning of mRNA 

molecules between the two daughter cells at cell division presents a substantial source of gene 

expression heterogeneity in cellular populations (Huh and Paulsson, 2011). During G1 phase, 
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the cells need to respond to this significant shift in mRNA content. In C. elegans embryos, the 

timing of transcriptional onset of particular genes follows the progression through the cell 

cycle and is affected by changes in proliferation and development rate of the organism. 

Transcription is thus somehow coordinated with the entry to G1 (Nair et al., 2013). 

Furthermore, there is little evidence about the propagation of active transcriptional states 

between mother and daughter cells since during G1, the pre-mitotic state of chromatin should 

be restored. What is the role of chromatin decondensation in these issues? Basically, the two 

processes ï transcription and chromatin decondensation ï have been investigated separately, 

although a G1 specific functional relationship between them is a tempting hypothesis. 

During the early prophase, chromatin condenses through the action of condensins 

and the nuclear envelope breaks down to allow numerous cytoplasmic proteins to access the 

chromosomes and ease their compaction. The trigger for chromatin condensation is the 

phosphorylation of condensins by cyclinB/Cdk1 (Pagliuca et al., 2011). Surprisingly, some 

authors suggest that the level of mitotic chromatin condensation is just two to three-fold 

higher than that of the interphase chromatin (Vagnarelli, 2012). The exact pathway through 

which the mitotic chromosomes condense is currently a subject of controversy. However, the 

establishment of the X shaped mitotic chromosome is accomplished with cooperation of 

condensins, scaffold proteins and posttranslational modifications of histone tails. There is a 

contribution of the processes of loop formation, axial compression and lateral compaction 

[reviewed in (Antonin and Neumann, 2016)].  

The maximal level of chromatin compaction is reached in anaphase (Mora-Bermudez 

et al., 2007). During late anaphase and telophase, the reversal of chromatin compaction occurs 

to restore the interphase state. The exact molecular mechanisms behind this process remain 

elusive. The mitotic exit in mammalian cells requires the removal of mitotic phosphorylation 
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by phosphatase PPA2 whose depletion delays the mitotic spindle breakdown and nuclear 

envelope reassembly (Schmitz et al., 2010) but it is not clear if PP2A is responsible for 

chromatin decondensation. Another phosphatase PP1ɔ working in a complex either with 

Ki -67 (Booth et al., 2014) or with Repo-Man is targeted to the anaphase chromatin and plays 

a role in removal of mitotic histone modifications and the establishment of the early contacts 

of the reforming nuclear envelope with telophase chromosomes (Vagnarelli et al., 2011). In 

addition, PP1Ŭ phosphatase bound by its nuclear subunit PNUTS is targeted to the reforming 

nuclei in telophase. PNUTS was shown to accelerate chromatin decondensation in vitro 

(Landsverk et al., 2005). Another prerequisite for mitotic exit is the removal of the mitotic 

kinase Aurora B by p97 ATPase from the condensed chromatin which facilitates its 

decondensation (Ramadan et al., 2007). Using a Xenopus originated cell free system, 

Magalska and colleagues identified that the RuvB-like ATPases decondense metaphase 

chromosomes in an active manner, with a crucial role of the ATPase activity in this process 

(Magalska et al., 2014), but the exact molecular mechanisms remain unknown. 

The inner organization of the mitotic chromosomes has been studied using high 

throughput techniques that map the global genome folding through contacts between 

sequences known as chromosome conformation capture. In Hi-C, contacts of all sequences to 

all sequences are mapped. Naumova and colleagues showed by Hi-C that the mitotic 

chromosomes preserve very little structural features of the interphase chromosomes and that 

the mitotic arrangement in different cell lines is similar. The short and long range interactions 

of DNA elements formed in the interphase are lost as the cells proceed through mitosis 

(Naumova et al., 2013). This implies that the higher order chromatin structure re-assembles de 

novo in each G1. Moreover, in comparison to the rest of the interphase, chromatin mobility in 

early G1 increases and individual loci are actively repositioned relative to the nuclear 

compartments (Heun et al., 2001; Thomson et al., 2004; Walter et al., 2003). 
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A classical view of eukaryotic mitosis assumes that transcription is completely 

repressed with the mitotic onset (Johnson and Holland, 1965; Prescott and Bender, 1962) and 

the transcriptional machinery as well as the TFs are evicted from chromatin (Parsons and 

Spencer, 1997; Spencer et al., 2000). A first sign of active transcription in mammalian cells 

occurs in telophase, synchronized with nuclear entry of the transcriptionally competent form 

of RNApolII (Prasanth et al., 2003). During mitosis, the gene expression machinery 

components are stored in the cytoplasm and the cell reuses them in the next round of 

transcription in late telophase or early G1 (Prasanth et al., 2003). These mitotic paradigms are 

challenged by the recent papers which propose that the complete transcriptional shut down 

might not be a universal rule. Firstly, the engaged complexes of RNApolII paused on the gene 

body are released by P-TEFb phosphorylation to finish transcription to the 3Ë end of the gene 

at the beginning of mitosis (Liang et al., 2015). Secondly, thousands of genes being 

transcribed at a low level during mitosis were identified by ethynyl uridine (EU) pulse 

labelling followed by sequencing (Palozola et al., 2017) and by Global Run-On sequencing 

(Liu et al., 2017a). These findings seem more plausible when one considers that in general 

terms, the mitotic chromatin remains accessible throughout mitosis to the same extent as in 

the interphase. Interestingly, the accessible genomic loci which are characterized by DNAse I 

sensitivity often coincide with gene promoters and TF binding sites (Hsiung et al., 2015). 

How is the onset of transcription of specific genes accomplished after mitosis? 

Promoters of genes important for cellular identity are often bound by TFs persisting through 

mitosis and helping to restart transcription of such genes after the mitotic exit. This 

phenomenon is called transcriptional memory and the binding of protein factors to regulatory 

sequences across mitosis is referred to as gene bookmarking. The molecular bookmarks play a 

role in transmitting the active transcriptional states from mother cell to daughter cells. One 

example of such factor is the MLL transcriptional regulator, a human ortholog of Trithorax in 
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Drosophila, which facilitates reactivation of pre-mitotically active housekeeping genes 

(Blobel et al., 2009). Brd4, a bromodomain containing activator of transcription, binds 

promotors of genes specific for mitosis/G1 transition. The level of Brd4 binding is maximal at 

the telophase and positively correlates with H3 and H4 acetylation (Dey et al., 2009). In 

addition, the Brd4 containing loci are subject to preferential RNApolII recruitment and 

chromatin decondensation (Zhao et al., 2011). The master regulator of transcription of 

erythroid development associated genes called GATA1 binds the loci hypersensitive to 

DNAse I in mitosis due to an open chromatin state. A whole genome analysis of GATA1 

binding sites occupancy showed that it bookmarks a subset of erythroid tissue specific genes 

in mitosis and facilitates the onset of their expression in early G1 while the non-bookmarked 

genes are activated in a later wave of transcription (Kadauke et al., 2012). FoxA1, a pioneer 

factor involved in early liver development, binds mitotic chromatin in either a specific or a 

non-specific way, both leading to enhanced post-mitotic activation of the target genes. While 

the specifically bound portion of FoxA1 remains on the target sites in the interphase, the 

non-specific binding in mitosis arises from the increased affinity of the factor for the 

nucleosomal DNA (Caravaca et al., 2013).  

The bookmarking mechanisms that are in operation in ES cells are of particular 

interest since the ES cells need to preserve their self-renewing identity of pluripotency and 

undifferentiation across multiple cell divisions. Mitotic chromosomes in ES cells are bound 

by the major pluripotency regulator Esrrb but not by Nanog. Esrrb facilitates an immediate 

peak of transcription of pluripotency associated genes in G1. Moreover, its mitotic target sites 

are enriched for RNApolII binding and H3K27 acetylation (Festuccia et al., 2016). The 

important pluripotency network members SOX2 and OCT4 were also shown to bind 

chromosomes in mitosis, but the bookmarking activity was detected for SOX2 only on a small 
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subset of genes. In the absence of SOX2 bookmarks, the pluripotency maintenance is 

impaired (Deluz et al., 2016).  

The posttranslational modifications of histones itself present an additional level of 

bookmarking. The chromatin features that remain associated with promoters and coding 

regions of the active genes throughout mitosis include H3 and H4 acetylation and H3K4, 

H3K9 and H3K27 methylation for instance (Aoto et al., 2008; Blobel et al., 2009; Kouskouti 

and Talianidis, 2005; Kruhlak et al., 2001; McManus et al., 2006; Valls et al., 2005; Zaidi et 

al., 2003). H3K27 acetylation of promoters in mitosis was detected on a genome wide scale in 

ES cells (Liu et al., 2017b). Interestingly, this modification also correlates with preferentially 

reactivated G1 genes in murine erythroid cells (Hsiung et al., 2016). 

Not only proteins but also mRNA molecules can act as mitotic bookmarks. The 

mRNA coding for a TF Runx2 is produced in a large quantity directly before mitosis in 

osteoblasts and partitions symmetrically into daughter cells. It is than translated to protein in 

early G1 when Runx2 binds its target to maintain the cell fate of osteoblasts (Varela et al., 

2016). Bookmarking can work in a negative manner as well. Runx2, for instance, binds the 

ribosomal DNA (rDNA) loci in mitosis and interphase in a complex with UBF1 and RNApolI 

and negatively regulates the transcription of rRNA (Young et al., 2007). 

The whole idea of bookmarking by a small group of TFs persisting on mitotic 

chromosomes has been challenged by a recent study (Teves et al., 2016) which demonstrates 

a paraformaldehyde (PFA) mediated fixation caused artefact. During PFA fixation in mitotic 

cells where the nuclear membrane is absent, a wave of the fixative preferentially crosslinks 

the cytoplasmic pool of TFs. Because of that, the effective association rate of the TF binding 

to mitotic chromosomes decreases and dissociation rate increases, which implies that a 

significant portion of the TFs dissociate from the chromatin. The lower the association rate 
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and thus more mobile TF, the more vulnerable it is to the PFA artefact (Teves et al., 2016). In 

a light of this finding, the whole body of evidence concerning the bookmarking by certain 

factors should be revisited to analyse the actual extent of TFs eviction from the mitotic 

chromosomes. 

In terms of gene expression analysis of the G1 cells, subset of around 200 G1 

specific genes was identified in a microarray analysis (Beyrouthy et al., 2008). A different 

group of genes was specified in another microarray based study aiming for early G1 genes 

where the candidates were chosen based on the extent of nascent mRNA production (Fukuoka 

et al., 2013), assuming that the nascent transcription is a more precise indicator of 

transcriptional upregulation. Nevertheless, these and other studies (Blobel et al., 2009; 

Caravaca et al., 2013; Dey et al., 2009; Whitfield et al., 2002) used bulk cell populations to 

acquire the data about G1 genes transcription. By using such approach, the fundamental 

observations about transcriptional bursting in individual cells are obscured by the steady state 

average measured across cell populations. smRNA FISH brings the advantage of analysing 

individual cells from a given population and the ability of calculating the exact number of 

nascent and mature mRNA molecules in each cell cycle stage. 

The limitations of bulk approaches were overcome in several recent papers focusing 

on the S phase. Padovan-Merhar and colleagues demonstrated by smRNA FISH in human 

foreskin fibroblasts that the frequency of transcriptional bursts decreases once a gene is 

replicated to maintain the dosage of transcripts constant after the number of DNA molecules 

doubles (Padovan-Merhar et al., 2015). The investigation of Nanog and Oct4 expression 

through the cell cycle confirmed these findings, with a similar extent of post S phase 

transcriptional compensation (Skinner et al., 2016). In yeast cells, in contrast, transcription 

rate increases two fold in S/G2/M phase which is suggested by the authors to be the major 
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source of gene expression heterogeneity in this organism (Zopf et al., 2013). To buffer the 

difference in DNA copy number during S phase itself, the homogenous rate of transcription 

from early versus late replicating yeast genes is maintained by H3K56 acetylation on the 

freshly replicated DNA (Voichek et al., 2016). 

Regarding the gene expression analysis in single G1 cells, the current knowledge is 

limited to two papers. Muramoto and colleagues used Dictyostelium cells for direct imaging 

of act5 gene transcription via the MS2 system. Interestingly, they revealed that in the first 

1-2 hours after mitosis, transcriptional bursts were more frequent than in the rest of the 

8-12 hours long cell cycle. The busting frequency was similar between cell generations, 

implying that the active transcriptional states are directly transferred from the mother cells to 

their daughters (Muramoto et al., 2010). A recent study carried out in murine erythroid cells 

demonstrated that during the transition from mitosis to the early G1, there is a spike in 

RNApolII occupancy at promoters and enhancers of thousands of genes. Moreover, the 

authors used smRNA FISH to show that two of these genes exhibit a transient increase in 

transcriptional activity in individual early G1 cells (Hsiung et al., 2016). The transition from 

mitosis to early G1 thus presents a time window in which the genome becomes highly 

competent for transcription. 
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2. Aims of the thesis 

The main goal of the thesis was to study transcription in four dimensions. We were 

particularly interested in the temporal scale of transcriptional regulation in individual living 

cells with respect to the phenomenon of transcriptional bursting or pulsing. The next subject 

of our interest was the process of chromatin decondensation and its relationship to 

transcriptional dynamics. 

 

We stated the following aims: 

I. To examine if transcriptional pulsing is regulated by the environmental 

factors. 

II.  To image transcription during condensation and decondensation of 

chromatin; to study the influence of chromatin decondensation on 

transcriptional output. 

III.  To analyse gene expression in single cells during individual cell cycle stages; 

to decipher the role of post-mitotic chromatin decondensation in early G1 

transcriptional dynamics. 
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3. Materials and methods 

 

3.1 Materials 

Plasmids 

Table 1: plasmids 

Plasmid name Origin  

pIRESpuro3 Clontech, Mountainview, USA 

pMCP-GFP Addgene; a kind gift from Dr. R. H. Singer, 

Albert Einstein College of Medicine 

pSL-MS2-12X Addgene; a kind gift from Dr. R. H. Singer, 

Albert Einstein College of Medicine 

pEGFP-GPI a kind gift of Dr. G. Kondoh, Kyoto 

University 

pCR4-24XPP7SL Addgene; a kind gift from Dr. R. H. Singer, 

Albert Einstein College of Medicine 

H2B-mRFP a kind gift of M. Cremer, Ludwig-

Maximilians-University Munich 
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Antibodies 

Table 2: antibodies 

Epitope recognized by the 

antibody/antibody nickname 

Species of 

production 

Origin  

CTD of human RNApolII 

phosphorylated at Serine 5 

(CTD4H8) 

mouse Millipore (Billerica, USA) 

Fibrillarin human Autoimmune serum (Charles 

University in Prague, CR) 

Secondary anti-mouse and anti-

human 

goat Jackson ImmunoResearch (Baltimore, 

USA) 

RPA194 subunit of human RNA 

polymerase I 

rabbit Santa Cruz Biotechnology (Dallas, 

USA) 

Normal IgG rabbit Santa Cruz Biotechnology (Dallas, 

USA) 

CTD of human RNApolII (8WG16) mouse Abcam (Cambridge, UK) 

CTD of human RNApolII 

phosphorylated at Serine 5 

(CMA603) 

mouse a kind gift of Prof. Hiroshi Kimura 

(Tokyo Institute of Technology, Japan) 

ɓ-tubulin (clone E7) mouse Developmental Studies Hybridoma 

Bank at the University of Iowa (Iowa 

City, USA) 
 

RNA FISH Probes 

The probe against the MS2 stem loops is a Cy5-labelled oligonucleotide 

(5Ë-ACATGGGTGATCCTCATGT-3Ë). The human GAPDH and TFRC mRNA signal was 

detected by pre-designed sets of Quasar 570-labelled oligonucleotide Stellaris RNA FISH 

probes (Biosearch Technologies, Petaluma, USA).  
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The PP7-tagged mRNA was detected by a mixture of Quasar 570-labelled 

37 20-mer oligonucleotide Stellaris RNA FISH probes covering the PP7 repeats, the internal 

ribosome entry site (IRES) and the puromycin coding sequence. The human POLR2A gene 

and the first intron of POLR2A were detected by mixtures of 48 and 47 20-mer 

oligonucleotides labelled with Quasar 670 and Quasar 570, respectively. 

 

Table 3: RNA FISH probes set detecting the PP7-tagged mRNA 

probe name sequence 5Ë- 3Ë 

VH17_Luc+PP7+Ires+Puro_1 atcttcgagtgtgaagacca 

VH17_Luc+PP7+Ires+Puro_2 tgttcaaggacttggtccag 

VH17_Luc+PP7+Ires+Puro_3 ccccgagattctgaaacaaa 

VH17_Luc+PP7+Ires+Puro_4 ctttggatcggagttacgga 

VH17_Luc+PP7+Ires+Puro_5 attttcaccgctcaggacaa 

VH17_Luc+PP7+Ires+Puro_6 gacatggatgtcgatcttca 

VH17_Luc+PP7+Ires+Puro_7 tcagaccttcatacgggatg 

VH17_Luc+PP7+Ires+Puro_8 tgatgatcatccacagggta 

VH17_Luc+PP7+Ires+Puro_9 atagtgcaggatcaccttaa 

VH17_Luc+PP7+Ires+Puro_10 aatagtcgatcatgttcggc 

VH17_Luc+PP7+Ires+Puro_11 aacacggcgatgccttcata 

VH17_Luc+PP7+Ires+Puro_12 ttacagtgatctttttgccg 

VH17_Luc+PP7+Ires+Puro_13 cgtcgataattttgttgccg 

VH17_Luc+PP7+Ires+Puro_14 atggttactcggaacagcag 

VH17_Luc+PP7+Ires+Puro_15 tatagacaaacgcacaccgg 

VH17_Luc+PP7+Ires+Puro_16 cctcacattgccaaaagacg 

VH17_Luc+PP7+Ires+Puro_17 aagaagacagggccaggttt 

VH17_Luc+PP7+Ires+Puro_18 aaagacccctaggaatgctc 

VH17_Luc+PP7+Ires+Puro_19 ttgcattcctttggcgagag 

VH17_Luc+PP7+Ires+Puro_20 cttccttcacgacattcaac 

VH17_Luc+PP7+Ires+Puro_21 aaagggtcgctacagacgtt 

VH17_Luc+PP7+Ires+Puro_22 gtgtatcttatacacgtggc 

VH17_Luc+PP7+Ires+Puro_23 caactcacaacgtggcactg 

VH17_Luc+PP7+Ires+Puro_24 ccatttgactctttccacaa 

VH17_Luc+PP7+Ires+Puro_25 ccttgttgaatacgcttgag 

VH17_Luc+PP7+Ires+Puro_26 atcagatcccatacaatggg 

VH17_Luc+PP7+Ires+Puro_27 atgtaaagcatgtgcaccga 

VH17_Luc+PP7+Ires+Puro_28 gcctagacgtttttttaacc 

VH17_Luc+PP7+Ires+Puro_29 tcaaaggaaaaccacgtccc 

VH17_Luc+PP7+Ires+Puro_30 ttgtggcaagcttatcatcg 

VH17_Luc+PP7+Ires+Puro_31 ttgtactcggtcatggaagg 

VH17_Luc+PP7+Ires+Puro_32 tgaggaagagttcttgcagc 
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VH17_Luc+PP7+Ires+Puro_33 tcgtagaaggggaggttgcg 

VH17_Luc+PP7+Ires+Puro_34 aagcggcttcggccagtaac 

VH17_Luc+PP7+Ires+Puro_35 aggccttccatctgttgctg 

VH17_Luc+PP7+Ires+Puro_36 atatgctctgctggtttcta 

VH17_Luc+PP7+Ires+Puro_37 cgccatatcgtctgctcctt 

 

Table 4: RNA FISH probes set detecting the human POLR2A gene 

probe name sequence 5Ë- 3Ë 

hPOLR2A_1  agttgggaggaaaaagccgg  

hPOLR2A_2  tcactacaaaaagcctgcgc  

hPOLR2A_3  gactcaggactccgaactgg  

hPOLR2A_4  agacattcgcttcagttcat  

hPOLR2A_5  tcgtctctgggtatttgatg  

hPOLR2A_6  cagttcaatgtggccaaagt  

hPOLR2A_7  gggttgttagagtccacaag  

hPOLR2A_8  aggtcgtagacatgtgtgag  

hPOLR2A_9  ctgagagtcctcattaacgt  

hPOLR2A_10  ttgatcttcacgatgtcagc  

hPOLR2A_11  tctgtcaatgttgaaggggg  

hPOLR2A_12  agtcaatgcgatcaccattg  

hPOLR2A_13  tgtacggagttgtcacacta  

hPOLR2A_14  ggaacatcaggaggttcatc  

hPOLR2A_15  gagggagaagatttgcttgc  

hPOLR2A_16  agaagaggcgagtgatgtca  

hPOLR2A_17  gatgaggagccagttgttaa  

hPOLR2A_18  tagtgttctgaatgtcctgg  

hPOLR2A_19  tcgatgacctctattacgtc  

hPOLR2A_20  gcatcgttaagaatgcggtt  

hPOLR2A_21  agacagggatttctgagcag  

hPOLR2A_22  gacctgggagatgttaatct  

hPOLR2A_23  cggtgcttgaagccaaatgg  

hPOLR2A_24  aggtaggagttctccacaaa  

hPOLR2A_25  cttgttggaaggcttaagcg  

hPOLR2A_26  caactcgttctggatgtgtg  

hPOLR2A_27  ttcttgctcaattccttgac  

hPOLR2A_28  caggtggatgttgaagagca  

hPOLR2A_29  ggaaatgttgatgagctcct  

hPOLR2A_30  taagcgaaggagtctttggc  

hPOLR2A_31  atcttttcagcaatctgctc  

hPOLR2A_32  catatctgtcagcatgttgg  

hPOLR2A_33  ccgtgatgatgatcttcttc  

hPOLR2A_34  tctccacaatgtcattggac  

hPOLR2A_35  ggagccatcaaaggagatga  

hPOLR2A_36  cacacaagagagccaagtgt  
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hPOLR2A_37  ctggcccagcatgatattct  

hPOLR2A_38  aataagagggactctggggt  

hPOLR2A_39  ctatagttgggactggttgg  

hPOLR2A_40  gaatagctgggtgatgttgg  

hPOLR2A_41  ggaaggggagtaacttggtg  

hPOLR2A_42  tataggttggagactgtggt  

hPOLR2A_43  gctgggactgtaagaaggac  

hPOLR2A_44  ggtgggtgaatatttgggac  

hPOLR2A_45  ggagatgttggggagtattt  

hPOLR2A_46  ctagtaggtgagtacttggg  

hPOLR2A_47  aacgggatccagaagttcac  

hPOLR2A_48  acccctaagttaaaataccc  

 

Table 5: RNA FISH probes set detecting the intron 1 of human POLR2A gene 

probe name sequence 5Ë- 3Ë 

hPOLR2A_i1_1  cataagcagcgagaaagcgc  

hPOLR2A_i1_2  ctgctcaactctttgcaaaa  

hPOLR2A_i1_3  catctcggacaaagcgctac  

hPOLR2A_i1_4  ctggagtgtgaaatcagtca  

hPOLR2A_i1_5  atcgcctttaacgtcggtaa  

hPOLR2A_i1_6  gtaaagactccctaggattc  

hPOLR2A_i1_7  ggtttggcttcttaaccaaa  

hPOLR2A_i1_8  cagaagaggaggaagctacc  

hPOLR2A_i1_9  cttagcgccacaagggaaaa  

hPOLR2A_i1_10  cttaactccattctttccag  

hPOLR2A_i1_11  ggtctctatccacaaacagc  

hPOLR2A_i1_12  tgaactttctcccagcaaaa  

hPOLR2A_i1_13  acgttctgactcctgacata  

hPOLR2A_i1_14  ctgttctagctgttcttaca  

hPOLR2A_i1_15  ttcactctgcatacttctga  

hPOLR2A_i1_16  cgtaaatacgttcccacttt  

hPOLR2A_i1_17  tttgtcaacagtgtcccata  

hPOLR2A_i1_18  ccagagatgactctggtaga  

hPOLR2A_i1_19  atcgaagcccaacaatccta  

hPOLR2A_i1_20  aactgcaagacatgcagagc  

hPOLR2A_i1_21  ggtccctcaaaatacagaca  

hPOLR2A_i1_22  ctacccaaaattgaaccgtc  

hPOLR2A_i1_23  caacaagaggcaccttactc  

hPOLR2A_i1_24  atacactctgacccctaaga  

hPOLR2A_i1_25  aattcaaagacccctccgta  

hPOLR2A_i1_26  cttctaacagcaaggacaac  

hPOLR2A_i1_27  caaagctctagtaccaaccc  

hPOLR2A_i1_28  aaattttgtgcacacgctgg  
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hPOLR2A_i1_29  gaaatccagcaccctctttc  

hPOLR2A_i1_30  aataggggtcaactactgcg  

hPOLR2A_i1_31  gcattccatgatagacagtt  

hPOLR2A_i1_32  caatgtagcccacactctac  

hPOLR2A_i1_33  caaggatcatcttctcactc  

hPOLR2A_i1_34  tccctcacaagattataggt  

hPOLR2A_i1_35  ctcccacatttatgttctaa  

hPOLR2A_i1_36  acagctttatttggtaccac  

hPOLR2A_i1_37  gcaaagctaacaaggtcctt  

hPOLR2A_i1_38  ggagctgtcattgaatctca  

hPOLR2A_i1_39  cctgaggccacaataacaaa  

hPOLR2A_i1_40  tgggttctctttgggttctg  

hPOLR2A_i1_41  ttaaacacttgagggggtgg  

hPOLR2A_i1_42  ctcactgcctacaggataaa  

hPOLR2A_i1_43  cattttaaattagcccccaa  

hPOLR2A_i1_44  tccatcaccaagttcacgaa  

hPOLR2A_i1_45  tgtcctagacagcagacacg  

hPOLR2A_i1_46  tgctttcaggctttctgaga  

hPOLR2A_i1_47  ccacccttctaatgactaat  

 

Oligos for chromatin immunoprecipitation (ChIP) 

Table 6: oligos for ChIP 

Oligo name Sequence 5Ë-3Ë 

rDNA detection forward ACGGTCGAACTTGACTATCTAGAGG 

rDNA detection reverse CGGAAACCTTGTTACGACTTTTACTT 

Mypn promoter forward TGCAGGCTAAGAACATCGGT 

Mypn promoter reverse GTGCCATGAAGGAAATGTGA 

MS212x-12 and MS212x-15 transgene forward CCCTGGCTCACAAATACCAC 

MS212x-12 and MS212x-15 transgene reverse GAGTCGACCTGCAGACATGG 

5Ë of the PP7-IRES-Puro transgene forward CGGCCGCATAGATAACTGA 

5Ë of the PP7-IRES-Puro transgene reverse TTTTCTGACCAGATGGACGC 

3Ë of the PP7-IRES-Puro transgene forward CATGACCGAGTACAAGCCCA 

3Ë of the PP7-IRES-Puro transgene reverse ACACCTTGCCGATGTCGAG 
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3.2 Methods common to more projects 

The text in this chapter was adapted from the manuscripts of my publications [BioRxiv (doi: 

https://doi.org/10.1101/040956); (Vankova Hausnerova and Lanctot, 2017a, b)]. 

Immunofluorescence 

All incubations were performed at room temperature. Cells grown on uncoated 

18 mm x 18 mm coverslips were fixed with 4% formaldehyde in 1X phosphate buffered 

saline (PBS) for 10 minutes. Cells were washed with 1X PBS and permeabilized with 

0.2% (v/v) Triton X-100 for 10 minutes. After blocking with 1% (w/v) bovine serum albumin 

(BSA) in 1X PBS (PBS-BSA) for 30 minutes, cells were incubated with primary antibodies 

for 1 hour (1/100 - 1/1000 dilution in PBS-BSA). After 3 washes with 1X PBS for 5 minutes, 

cells were incubated with secondary antibodies for 30 minutes (1/400 dilution in PBS-BSA). 

After final washes with 1X PBS, samples were counterstained with 

4',6-diamidino-2-phenylindole (DAPI) (1 Õg/ml) and mounted in Prolong Gold (Life 

technologies, Waltham, USA). For the information on antibodies, see Table 2. 

 

Single molecule RNA fluorescence in situ hybridization (smRNA FISH) 

Cells were grown on uncoated 18 mm x 18 mm #1.5 coverslips and fixed with 

4% formaldehyde in 1X PBS for 10 minutes at room temperature. After washing in 1X PBS, 

samples were permeabilized in 70% ethanol overnight at 4ÁC. Prior to hybridization, samples 

were rehydrated in 10% formamide/2X SSC for 30 minutes. The hybridization mixture 

contained the probes (at final concentrations of 125 nM in Projects I and II and 62 nM in 

Project III, respectively), 20 mM ribonucleoside vanadyl complex (New England Biolabs, 

Ipswich, USA), 2X SSC, 10% dextran sulfate and 10% formamide. Hybridization was carried 

out for 6-12 hours at 37ÁC. After washing with 10% formamide/2X SSC for 30 minutes at 
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37ÁC and with 2X SSC for 5 minutes at room temperature, samples were stained with DAPI 

(1 Õg/ml) and mounted in Prolong Gold (Life Technologies, Waltham, USA). Slides were 

stored at room temperature for 2-3 days before imaging. For information on probe sequences, 

see Materials section and Tables 3-5. 

 

FRAP analysis 

FRAP was performed using the FRAPPA module on Andor Revolution spinning disc 

microscope. Images were acquired using an Olympus UPLSAPO 100X/1.4NA oil immersion 

objective. A region of interest (ROI, a square of approximately 1.5 x 1.5 Õm2) containing the 

MCP-GFP spot was bleached using a 405 nm diode laser (100 mW). Pre-bleach and 

post-bleach images were acquired for 2 and up to 12.5 minutes, respectively. In both cases, 

xyz stacks of about 68 x 68 x 3 Õm3 centred on the MCP-GFP or PCP-GFP spot were captured 

every 5 seconds. Data was corrected for overall nucleoplasmic signal using the ImageJ FRAP 

profiler plugin developed by the Hardin Lab 

(http://worms.zoology.wisc.edu/research/4d/4d.html#frap). A smaller square ROI was drawn 

around the transcription spot so that the signal which reappeared after the bleaching and 

which may have moved laterally was within this ROI. A bigger ROI was drawn around the 

whole nucleus and was used to define the nucleoplasmic signal for the FRAP profiler plugin. 
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3.3 Project I: Transcriptional pulsing of a nucleolar transgene 

The text in this chapter was adapted from the manuscripts of my publications [BioRxiv (doi: 

https://doi.org/10.1101/040956); (Vankova Hausnerova and Lanctot, 2017a, b)]. 

Cell culture and drug treatment 

HeLa cells (ATCC no. CCL-2) were cultured in DMEM containing 4.5 g/l of glucose 

(Life Technologies, Waltham, USA) and supplemented with 10% foetal bovine serum (FBS), 

penicillin (50 units/ml) and streptomycin (50 Õg/ml). For treatment with actinomycin D, cells 

were grown to 60-70% confluence on uncoated 18 mm x 18 mm glass coverslips and then 

incubated with actinomycin D (Sigma-Aldrich, St. Louis, USA) at a concentration of 

0.025 Õg/ml (0.02 ÕM) for 1 hour.  

 

Construction of expression vectors (performed by Christian Lanctѳt) 

A 2109 bp blunted AseI fragment from pIRESpuro3 (Clontech, Mountainview, 

USA) was inserted into the 4808 bp blunted ClaI-XhoI fragment of pMCP-GFP to generate a 

vector expressing a bicistronic mRNA encoding MCP-GFP and puromycin acetyltransferase 

(pMS2GFP-IRES-PURO). A 654 bpBamHI-BglI fragment from pSL-MS2-12X was cloned 

into the BglII site of pEGFP-GPI, after which the EcoRI-XhoI EGFP fragment was replaced 

with a PCR fragment encoding G418-resistance. The resulting vector (pNEO-MS212X) 

contains a CMV-chicken ɓ actin (CAG) promoter driving the expression of the neomycin 

phosphotransferase coding sequence fused at the 3ô end to 12 repeats of the MS2 stem loop. 
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Generation of cell lines (performed by Christian Lanctѳt) 

Three micrograms of the pMS2GFP-IRES-PURO vector were transfected into ~106 

HeLa cells using the FuGene HD reagent according to the manufacturerôs instructions (Roche 

Applied Science, Basel, Switzerland). Cells were selected by treatment with 2 Õg/ml of 

puromycin (Sigma-Aldrich, St. Louis, USA) for 5 days. The pool of resistant colonies was 

expanded and ~8x105 of these cells were transfected with 2 Õg of pNEO-MS212X using 

FuGene HD as before. G418 selection (500 Õg/ml, 74.1% potency, purchased from Life 

Technologies, Waltham, USA) was begun 2 days after transfection and lasted 14 days. 

Individual clones were grown after limiting dilution of the G418-resistant pool. A total of 44 

clones were screened; two displayed a prominent MCP-GFP spot in the nucleus and were 

subsequently referred to as MS212x-12 and MS212x-15. To assess the integrity of the transgene, 

genomic DNA was extracted with DNeasy Blood and Tissue Kit (Qiagen, Hilden, Germany) 

and analysed by PCR using either CloneAmp HiFi PCR Premix (Clontech, Mountain View, 

USA) or Q5 DNA polymerases (New England Biolabs, Ipswich, USA).  

 

Chromatin immunoprecipitation (ChIP) 

ChIP was performed as described previously (Diermeier et al., 2013; Duskova et al., 

2014). In brief, cells were fixed with 1% formaldehyde in 1X PBS, lysed in SDS lysis buffer 

(1% SDS, 50 mM Tris-HCl pH 8.0, 20 mM EDTA, protease inhibitors) and chromatin was 

sonicated using a Bioruptor sonicator (Diagenode, Denville, USA). The rabbit polyclonal 

antibody against the RPA194 subunit of human RNApolI and the normal rabbit IgG were 

purchased from Santa Cruz Biotechnology (Dallas, USA). The mouse monoclonal antibody 

against the C-terminal domain (CTD) of human RNApolII (8WG16) was purchased from 

Abcam (Cambridge, UK). Antibodies (5 Õg), chromatin and protein A/G agarose beads (Santa 
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Cruz Biotechnology, Dallas, USA) were diluted in IP buffer (20 mM Tris HCl, 2 mM EDTA, 

1% Triton X-100, 150 mM NaCl, pH 8.0, protease inhibitors) and incubated at 4ÁC overnight. 

Beads were extensively washed in IP buffer, then in LiCl buffer (0.25 M LiCl, 1% NP40, 

1% Deoxycholate, 1 mM EDTA, 10 mM Tris-HCl, pH 8.0), and finally in TE buffer 

(10 mM Tris-HCl, 1 mM EDTA pH 8.0). Immunocomplexes were eluted using 

70 mM Tris-HCl, 1 mM EDTA, 1.5% SDS, pH 6.8, reverse crosslinked by incubation in 

200 mM NaCl at 65ÁC and treated with 100 Õg/ml RNAse A and 80 Õg/ml proteinase K. 

DNA was isolated by Qiaquick PCR Purification Kit (Qiagen, Hilden, Germany) and 

analysed by qRT-PCR. Results were normalized as percentage of input. For oligos sequence, 

see Table 6. 

 

Image acquisition and live cell fluorescence microscopy 

For immunofluorescence and RNA FISH, images were acquired on an Olympus 

IX71 inverted epifluorescence microscope using a 60X/1.35NA oil immersion objective, an 

Andor Clara CCD camera (Andor Technology, Belfast, UK) and an automated piezo-Z stage 

(Prior Scientific Instruments, Cambridge, UK). Live cell imaging was performed using an 

Andor Revolution system mounted on an Olympus IX81 microscope equipped with a 

Yokogawa CSU-X spinning disk confocal unit, an iXon Ultra Andor EM-CCD Camera, an 

automated XY stage and a piezo-Z stage from Prior Scientific Instruments. Images were 

acquired using a UPLSAPO 60X/1.3 NA silicon oil immersion objective. Excitation light at 

488 nm was from a 50mW solid state laser. Fluorescence was collected using a 525/50 nm 

bandpass filter. For acquisition of time lapse movies, cells were seeded on untreated MatTek 

glass bottom dishes (MatTek Corporation, Ashland, USA) and grown in medium without 

phenol red. xyz stacks of ~114 x 114 x 10 Õm3 were acquired at multiple positions every 
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15 minutes for 23-24 hours. All images were acquired at 37ÁC and in a 5% CO2 atmosphere 

using a live cell observation chamber (Okolab, Naples, Italy).  

 

Image analysis (Cell Tracker software designed by Pavel KŚ²ģek and Guy M. Hagen) 

We processed images from RNA FISH using ImageJ (http://imagej.nih.gov/ij/). The 

percentage of cells containing any number of hGAPDH or MS2 transcription spots was 

determined visually and the DAPI counterstain was used to ascertain their nuclear 

localization. Images were acquired and processed identically for both untreated and 

actinomycin D-treated samples.  

Time series images were analysed using Cell Tracker, a custom designed software 

written in MATLAB. Data processing and measurements were performed on maximum 

intensity Z-projection images. To segment nuclei, we applied a Gaussian filter followed by an 

algorithm based on adaptive threshold selection. Once the nuclei had been segmented, 

spot-like signals were localized by finding local intensity maxima in images that had been 

previously smoothed with a Gaussian filter of full width at half maximum (FWHM) equal to a 

user-defined average spot size. Spots were further processed only if their peak signal-to-noise 

ratio (PSNR) was above a user specified threshold (usually set at 5). At this stage, the PSNR 

was estimated according to  

03.2Ὅ ‘ Ⱦ ” 

where Ὅ  is the maximum intensity in the localized spot, ‘ is the average intensity of the 

nucleoplasmic signal for a given nucleus, and ” is the level of the nucleoplasmic background 

computed as the standard deviation of all intensity values within a given nucleus. The 

intensity, size and precise position of the spots were then determined by fitting a symmetric 

two-dimensional Gaussian function 
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to the raw image data using non-linear least-squares methods (OvesnĨ et al., 2014). Here 

Ὅὼȟώ are intensity values of the image at integer coordinates ὼȟώ, the fitted parameter ὔ  

is the maximum spot intensity, ὔ ς“„ὔ corresponds to the sum of all intensity 

values in the spot, &7(-ςȢσυυ„ is the fitted size of the spot, coordinates ὼӶȟώ correspond 

to the fitted centre of the spot, and ‘Ӷ is the average nucleoplasmic intensity in the local 

neighbourhood of the spot. The ñspot-to-nucleoplasmò signal strength is given as a 

signal-to-noise ratio (SNR) according to 3.2ὔ  Ⱦ ” . The software generates a time 

lapse movie of maximum intensity Z-projections in which nuclei are segmented and 

transcription spots are labelled at each time point. These output files were used to visually 

validate the results of the algorithm. 

 

3.4 Project II: Transcriptional spike upon chromatin decondensation 

The text in this chapter was adapted from the manuscripts of my publications [BioRxiv (doi: 

https://doi.org/10.1101/040956); (Vankova Hausnerova and Lanctot, 2017a, b)]. 

Cell culture and drug treatment 

U-2 OS cells (ATCC no. HTB-96) were routinely cultured in DMEM containing 

1.5 g/l of glucose (Life Technologies, Waltham, USA) and supplemented with 10% FBS, 

penicillin (50 units/ml) and streptomycin (50 Õg/ml). To inhibit transcription, cells were 

treated with 5,6-dichlorobenzimidazole 1-ɓ-D-ribofuranoside (DRB) (Sigma-Aldrich, St. 

Louis, USA) at 25 ÕM for 45 minutes. The drug was diluted freshly in the cell culture 

medium, which was then perfused through the Ibidi Õ-slide. 
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Construction of expression vectors (performed by Christian Lanctѳt) 

A blunted 1.45 kb BamHI-BglII fragment from pCR4-24XPP7SL was inserted 

between the synthetic intron and the IRES sequence in pIRESpuro3 to generate a CMV-based 

vector expressing an mRNA tagged with 24 PP7 stem loops in the 5ô untranslated sequence 

and directing the synthesis of puromycin N-acetyl transferase from an internal ribosome entry 

site. This expression vector is referred to as CL56. An expression vector for the PP7 capsid 

protein fused to GFP (PCP-GFP) was generated by replacing the MS2 moiety (AgeI-SpeI 

fragment) in pMCP-GFP by an 422 bp AgeI-SpeI fragment encoding a mammalian codon-

optimized PCP which is missing the FG loop (residues 68-75) to prevent oligomerization 

(Chao et al., 2008).  

 

Generation of a U-2 OS reporter cell line (performed by Christian Lanctѳt) 

The U-2 OS reporter cell line used in the present work was generated in two steps. 

First, 5 mg of the CL56 vector along with 20 mg of salmon sperm DNA was transfected in 

4 million cells using a BTX ECM630 electroporator set at 250 V, 850 mF and 175 Ohms. 

Selection (1 mg/ml puromycin) was applied 48 hours after transfection and lasted for 10 days, 

after which the pool of resistant cells was passaged and frozen. The expression of a 

PP7-tagged mRNA in this cell population was validated by the presence of a clear GFP spot 

in a subset of cell nuclei (~10%) after transient transfection of the PCP-GFP expression 

vector. In the second step, the pool of CL56 puromycin-resistant cells (~1.5 million cells) was 

transfected with 3 mg of the PCP-GFP vector, 2 mg of the H2B-mRFP vector and 0.5 mg of the 

pGK-neomycin phosphotransferase vector using X-treme Gene (Roche, Basel, Switzerland) at 

a lipofection reagent:DNA ratio of 2:1. Cells were passaged 30 hours post-transfection and 

selection applied for 10 days (800 mg/ml G418 in the presence of 0.4 mg/ml puromycin). 
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Single colonies were picked and grown in a 96 well plate at the following concentration of 

antibiotics: 200 mg/ml G418 and 0.4 mg/ml puromycin. A clone expressing both PCP-GFP 

and H2B-RFP was expanded and used throughout the project.  

 

Chromatin immunoprecipitation (ChIP) 

The protocol for ChIP was modified based on (Duskova et al., 2014). In brief, cells 

were first incubated in hyperosmotic or normal medium for 20 minutes and then fixed with 

1% formaldehyde in 1X PBS for 5 minutes. The fixative was then quenched with 125 mM 

glycine and the cells were lysed in RIPA buffer (50mM NaCl, 1% Nonidet NP-40, 0.5% 

sodium deoxycholate, 0.1% sodium dodecyl sulfate (SDS), 50 mM Tris-HCl pH 8.0, 5 mM 

EDTA). Chromatin was sonicated using a Bioruptor Pico sonicator (Diagenode, Denville, 

USA). Normal rabbit IgG was purchased from Santa Cruz Biotechnology (Dallas, USA). The 

mouse monoclonal antibody against the CTD of human RNApolII (8WG16) was purchased 

from Abcam (Cambridge, UK). Antibodies (5 Õg), chromatin and protein A/G agarose beads 

(Santa Cruz Biotechnology, Dallas, USA) were diluted in a total of 1000 ml of RIPA buffer 

and incubated at 4ÁC overnight. Beads were extensively washed in RIPA buffer, then in Szack 

IP wash buffer (0.5 M LiCl, 1% Nonidet NP-40, 1% sodium deoxycholate, 100 mM Tris-HCl, 

pH 8.5), again in RIPA buffer and finally in TE buffer (10 mM Tris-HCl, 1 mM EDTA pH 

8.0). Immunocomplexes were eluted using 70 mM Tris-HCl, 1 mM EDTA, 1.5% SDS, 

pH 6.8, reverse crosslinked by incubation in 200 mM NaCl at 65ÁC for 4 hours and then 

treated with 400 Õg/ml proteinase K. DNA was isolated using the QiaQuick PCR Purification 

Kit (Qiagen, Hilden, Germany) and analysed by qRT-PCR. Results were normalized as 

percentage of input. For oligos sequence, see Table 6. 
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Live cell imaging 

Live cell imaging was performed using an Andor Revolution system mounted on 

an Olympus IX81 microscope equipped with a Yokogawa CSU-X spinning disk confocal 

unit, an iXon Ultra Andor EM-CCD Camera, an automated XY stage and a piezo-Z stage 

from Prior Scientific Instruments. Images were acquired using a UPLSAPO 60X/1.35 NA oil 

immersion objective. PCP-GFP and H2B-mRFP were excited with the 488 nm and 561 nm 

laser lines, respectively. Emitted light was acquired from both fluorescent proteins 

simultaneously using a 440/521/607/700 nm Brightline quad-band bandpass filter (Semrock, 

Rochester, USA). Cells were seeded on untreated Ibidi Õ-slides (Ibidi, Martinsried, Germany) 

and grown in medium without phenol red. xyz stacks of ~114 Õm x 114 Õm x 10 Õm were 

acquired at multiple positions. Cells were imaged every 5 minutes before and during HCC or 

treatment with DRB, and either every 3-5 minutes after HCC release or every 3 minutes after 

the removal of DRB. All images were acquired at 37ÁC and in a 5% CO2atmosphere using 

a live cell observation chamber (Okolab, Naples, Italy).  

 

Hyperosmotic shock treatment 

For perfusion experiments, cells were grown to 70-80% confluence in Ibidi Õ-slides 

(Ibidi, Martinsried, Germany). At the microscope, perfusion tubes were inserted in the intake 

and outtake ports of the m-slide (Fig. 4-12). To create hyperosmotic conditions, cells were 

perfused with medium having an osmolarity of 570 mOsm. The hyperosmotic medium was 

prepared as follows: 20X PBS was diluted to 1X in complete culture medium (Albiez et al., 

2006). After the hyperosmotic shock, cells were returned to normal osmolarity (290 mOsm) 

by perfusion of complete normal medium.  

 



49 

 

Analysis of transcription spots intensity 

Imaging data was processed using ImageJ. Fluorescence intensities of the 

PCP-GFP-positive transcription spots were quantified in individual cells using the Object 

Counter 3D ImageJ plugin (http://rsb.info.nih.gov/ij/plugins/track/objects.html). This plugin 

was used to define the transcription spots based on manual setting of threshold levels. After 

visual inspection, a constant threshold value was set for a complete series of z stacks acquired 

at each position throughout each movie. For each time frame, the mean intensity and the 

volume of the nascent transcription spots were measured. These two values were multiplied to 

obtain the integrated intensity of transcription spots. These intensities were normalized 

relative to the values obtained from the first time frame of each movie. 

 

Replication labelling of chromatin 

In order to fluorescently label replicating DNA, scratch labelling was performed 

(Schermelleh et al., 2001). U-2 OS cells were seeded in a MatTek glass bottom dishes 

(MatTek Corporation, Ashland, USA). After 24 hours of growth, the medium was removed, 

cells were incubated in a minimal volume (7 ml) of a 1 mM solution of Cy3-dUTP in 

complete DMEM medium and scratched with a 27G needle. An aliquot of complete medium 

(100 ml) was added to the cells after scratching and the dish was incubated at 37ÁC for 

15 minutes before the medium was changed for fresh one. Cells were then allowed to grow at 

37ÁC for 2-3 days, at which time discrete fluorescently labelled foci could be observed. 

Cy3-dUTP labelled replication foci were imaged with a UPLSAPO 100X/1.4 NA oil 

immersion objective on a Andor Revolution spinning disk microscope. Single plane images of 

fluorescently labelled chromatin and DIC image of the cell were taken every 5 seconds for 

10 minutes. The trajectories of selected replication foci were followed using the Manual 
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Tracking plugin in Fiji (http://fiji.sc/Manual_Tracking). The xy coordinates of two foci 

located in different chromosome territories were used to calculate the pairwise distances 

throughout the movies. The difference between these distances (Dd) at each time point was 

averaged to provide a mean change in pairwise distances for both HCC and NCC. 

 

3.5 Project III: A peak of transcription activity at the very beginning of cell cycle 

The text in this chapter was adapted from the manuscripts of my publications [BioRxiv (doi: 

https://doi.org/10.1101/040956); (Vankova Hausnerova and Lanctot, 2017a, b)]. 

Cell culture and drug treatment (partially performed by Christian Lanctѳt) 

HepG2 (ATCC no. HB-8065) and HT-1080 (ATCC no.CCL-121) cells were cultured 

in DMEM containing 4.5 g/l of glucose and supplemented with 10% FBS, penicillin 

(50 units/ml) and streptomycin (50 Õg/ml). U-2 OS (ATCC no. HTB-96) cells were cultured 

in DMEM containing 1.5 g/l glucose and the same supplements. For the treatment with DRB 

(100 ɛM), flavopiridol (1 ɛM) or actinomycin D (1.5 ɛg/ml), cells were incubated in medium 

containing the drug at the indicated concentration for 1 hour before being processed for 

smRNA FISH. For culture in low serum conditions, HepG2 cells were extensively washed 

with Hanksô buffered saline solution and incubated for 2 days in low glucose DMEM 

supplemented with 0.2% FBS.  

 

smRNA FISH image acquisition and analysis (HT-1080 work performed by Christian 

Lanctѳt) 

Optical sections (30-40 at 250 nm intervals) were acquired on an Olympus IX71 

inverted epifluorescence microscope using a 100X/1.3NA oil immersion objective, an Andor 
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Clara CCD camera (Andor Technology, Belfast, UK) and an automated piezo-Z stage (Prior 

Scientific Instruments, Cambridge, UK). Typical xy pixel size was 67 nm. The dynamic range 

of the images was 12 bits. The counting of cytoplasmic mRNAs as well as the quantification 

of the nascent transcription signals were performed using the MATLAB-based FISH-Quant 

program (https://code.google.com/p/fish-quant/) (Mueller et al., 2013). Cells were segmented 

manually. Typically, images were filtered using Gaussian kernels of 5 (for background 

subtraction) and 0.5 (for feature enhancement). For mRNA counts, images were processed in 

batches and randomly validated. Nascent transcription spots, all being brighter than single 

cytoplasmic molecules, were identified visually and sometimes confirmed by the thresholding 

function of the FISH-Quant software. The number of RNA molecules that form the 

transcription site was determined using the point-spread-function superposition approach in 

FISH-Quant.  

 

Live recording of cell growth 

Cells (1 to 2 x 105) were seeded in glass bottom, gridded 35mm petri dish (cat. no. 

81168, Ibidi, Martinsried, Germany) and left to grow to ~50% confluence. One hour before 

imaging, medium was changed to CO2-independent medium (Life Technologies, Waltham, 

USA) supplemented with serum and antibiotics. Growth was recorded with a 20X oil 

objective on a Leica SP5 confocal microscope. Optical stacks (z-step of 3 mm, image size of 

512 pixels x 512 pixels) were recorded for 25 positions at 20-minute intervals using the XY 

tile scan function of the microscope set at 5x5. The duration of movies ranged from 

7-17 hours. Once recording was stopped, cells were immediately fixed. smRNA FISH was 

performed as described above, except that hybridization was carried out directly in the petri 

dish as follows. A 100 ml drop of hybridization mix was pipetted on a round 12 mm coverslip, 
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which was then flipped onto the central part of the gridded coverslip. A 22 mm x 22 mm 

coverslip was put on top of the hybridization sandwich to prevent drying. After washes, cells 

were mounted with Prolong Gold (Life Technologies, Waltham, USA). Cells fixed at different 

times after division were identified from the movies and their positions determined on the 

grid, which allowed to trace them back on the mounted coverslips and thus image smRNA 

FISH signals at specific time points of the cell cycle. 

 

Preparation of metaphase spreads (performed by Christian Lanctѳt) 

Growing cells (HepG2 and HT-1080) were incubated in medium containing 

0.1 mg/ml colchicine for 20 minutes. Cells were then trypsinized, incubated in an hypotonic 

solution (0.56M KCl) for 12 minutes at 37ÜC, and fixed with methanol:acetic acid (3:1) for 

20 minutes at -20ÜC. Drops of fixed cells were deposited on microscope slides in a humidified 

chamber (water bath) at 55ÜC and left to dry for 2 minutes. Metaphase spreads were aged at 

room temperature for at least 5 days.  

 

FISH on metaphase spreads with BAC probes (performed by Christian Lanctѳt) 

Bacterial artificial chromosomes (BAC) comprising the human POLR2A gene 

(RP11-104H15, CHORI BACPAC Resource Center) or sequences 4 Mb centromeric to the 

human TFRC gene (3q28, RP11-183L23, a kind gift of Dr. Marion Cremer, 

Ludwig-Maximilians-University of Munich) were extracted from 1 ml of bacterial cultures 

and linearly amplified using the GenomHiPhi kit (GE Healthcare, Chicago, USA). Labelling 

of BAC DNA and FISH on metaphase spreads were performed as previously described 

(Cremer et al., 2008). Briefly, DNA was labelled either with DIG (POLR2A) or biotin (3q28). 
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Before hybridization, samples were treated with pepsin at 100 Õg/ml in 0.01N for 8-9 minutes 

at room temperature, dehydrated and air-dried. Probes (at final concentration of 5 ng/Õl) and 

target DNA were denatured simultaneously by placing the slides on a hot block at 76ÜC for 

2 minutes. Hybridization was carried out at 37ÜC for 2 days. After washes, hybridized probes 

were detected with antibodies against DIG coupled to Cy5 (POLR2A) or streptavidin coupled 

to Cy3 (3q28/TFRC). Samples were counterstained with DAPI and imaged on a Nikon TiE 

widefield fluorescence microscope.  

 

Analysis of the mean DAPI intensity at transcription spots 

We have quantified the DAPI signal intensity in the regions of transcription spots in 

the telophase/early G1 nuclei in the following way. 1) the z-section containing the focus of a 

given transcription spot was determined manually; 2) DAPIspot, the pixel value at the spot 

maxima was determined in the corresponding DAPI channel; 3) the DAPI pixel intensity 

values were determined in a ROI of ~3 Õm x 3 Õm (50 pixels by 50 pixels) drawn around the 

transcription spot and distributed into 256 bins of equal size; 4) the bin comprising the 

DAPIspot value was noted. The above steps were repeated for 15 spots for each gene.  

 

Immuno-RNA FISH 

HepG2 cells were grown on uncoated 18 mm x 18 mm #1.5 coverslips, fixed with 

4% formaldehyde in 1X PBS for 10 minutes, washed and stored overnight in 70% EtOH at 

4ÁC. After rehydration in PBS, cells were blocked for 7 minutes in PBS containing 1 mg/ml 

BSA (PBS-BSA) and 10mM ribonucleoside vanadyl complex (New England Biolabs, 

Ipswitch, USA), which was also included in all antibody solutions during the subsequent 

immunostaining procedure. Cells were then incubated in a 1:20 dilution of a mouse 
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monoclonal antibody against ɓ-tubulin (clone E7, Developmental Studies Hybridoma Bank at 

the University of Iowa) in PBS-BSA and 10mM ribonucleoside vanadyl complex for 

30 minutes at room temperature. After brief washes with PBS (2 times 2 minutes), cells were 

incubated in a 1:200 dilution of a secondary biotinylated antibody (goat anti-mouse, Jackson 

ImmunoResearch, Baltimore, USA) for 30 minutes at room temperature. After brief washes 

with PBS (3 times 2 minutes), the immunocomplexes were fixed for 10 minutes with 

2% (v/v) formaldehyde in PBS. After successive washes with PBS (1 minute) and 2X SSC 

(2 minutes), followed by equilibration in 2XSSC/10% formamide (5 minutes), smRNA FISH 

was performed as described above. After the last wash with 2X SSC, cells were further 

stained for 20 minutes at room temperature with DAPI (1 mg/ml) and a 1:400 dilution of 

avidin-Alexa 488 (Life Technologies, Waltham, USA). Finally, samples were washed twice 

with 2X SSC and mounted in Prolong Gold (Life Technologies, Waltham, USA).  
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4. Results 

4.1 Project I: Transcriptional pulsing of a nucleolar transgene  

The data presented in this chapter are part of a manuscript entitled ñTranscriptional pulsing of 

a nucleolar transgeneò which is publicly available on the BioRxiv preprint server. This work 

has not been peer-reviewed. The preprint has a DOI: https://doi.org/10.1101/040956 

The text in this chapter was adapted from the manuscript. 

Authors: Viola VaŔkov§ Hausnerov§, Pavel KŚ²ģek, Guy M. Hagen, Christian LanctἜt 

Author contribution: I performed all of the experimental work and image analysis except for 

the construction of the plasmids and generation of the cell lines. I participated on writing of 

the manuscript. 

Pavel KŚ²ģek and Guy M. Hagen generated the Cell Tracker program. 

Christian LanctἜt cloned the plasmids, generated the cell lines and wrote the manuscript.  

 

RNA polymerase II-driven transcription of a MS2-tagged transgene that is localized in the 

nucleolus 

To be able to study the process of transcriptional pulsing and its regulation by the 

outer factors, we generated a vector expressing a neomycin phosphotransferase cassette fused 

to 12 repeats of the MS2 stem loop in the 3ô untranslated sequence. Transcription of this 

construct is controlled by the CAG promoter (Fig. 4-1A) (Niwa et al., 1991). To get a stable 

cell line, this plasmid was transfected in a HeLa cells stably expressing the MS2 capsid 

protein fused to green fluorescent protein and to a nuclear localization signal (MCP-GFP). 

After neomycin selection and screening, we identified two clones with a single dot-like 

https://doi.org/10.1101/040956
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MCP-GFP signal in the nucleus. We refer to these clones as MS212X-12 and MS212X-15. We 

observed that in a population of fixed cells, not all cells displayed a nuclear dot-like 

MCP-GFP signal; the proportions of transcription dot positive cells were on average 

41% Ñ 7% (231 cells analysed) for MS212X-12 and 33% Ñ 10% (261 cells analysed) for 

MS212X-15. The intensity of the signal was mostly uniform in the population of positive cells. 

We initially noticed that the dot-like MCP-GFP signal appeared to be localized in the 

nucleolus in both clones. To confirm the nucleolar localization of our construct, we performed 

immunostaining with an antibody against fibrillari n, a pre-rRNA processing enzyme. Indeed, 

the MCP-GFP spot was localized in the nucleolus (Fig. 4-1B).  

 

Figure 4-1. The MS2-tagged transgene is active in the nucleolus. (A) Scheme of the 

expression unit. The CMV-chicken b actin (CAG) enhancer and promoter sequences drive the 

expression of the neomycin phosphotransferase coding region fused to 12 MS2 stem loops in 

the 3Ë-untranslated region. (B) Immunostaining of HeLa MS212x-12 cells with an antibody 

against fibrillarin, a nucleolar marker. Left panel: MCP-GFP (green) accumulates in a 

fibrillarin-positive compartment (red). Right panel: DAPI-stained DNA (blue) of the same 

cells. Single optical sections are shown. Scale bar, 10 Õm. 
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Figure 4-2. The MS2-tagged nucleolar transgene is transcribed by RNA polymerase II in 

HeLa MS212x cells. (A) Chromatin immunoprecipitation with antibodies against the RPA194 

subunit of RNApolI, the CTD of RNApolII (clone 8WG16) and control serum (IgG). The 

qPCR target sequences are indicated above each chart. The MS2-tagged transgene that is 

active in the nucleolus is bound by RNApolII (n = 2). Positive controls were performed for 

RNApolI binding to rDNA (n = 3) and RNApolII binding to the promoter of the MYPN gene 

(n = 2). (B) Immunostaining of the HeLa MS212x-15 cells with an antibody against the CTD 

of RNApolII phosphorylated on Ser5 (bottom left panel, red). The MCP-GFP (top left panel, 

green) and DAPI + MCP-GFP (top right panel) signals are also shown. Faint accumulation of 

RNApolII can be detected at the nucleolar MCP-GFP spot (arrows). Higher magnification of 

the boxed cell is shown in the bottom right panel. Single optical sections are shown in all 

cases. Scale bar, 10 Õm. Below are the plot profiles for the MCP-GFP (blue) and RNApolII 

(orange) signals across the line drawn in the bottom right panel. The rectangle highlights the 

colocalization of these two signals. 
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Considering the unexpected finding of the MCP-GFP signal nucleolar localization, 

we decided to test the integrity of transgene integration site and to analyse if the transgene 

transcripts were generated by RNApolII. Analysis of genomic DNA by PCR revealed that the 

entire expression cassette was integrated, only a part of the 3ô untranslated sequence was 

absent (not shown). Importantly, the MS2 sequences were found to be linked to the 

CMV-chicken b actin (CAG) enhancer and promoter sequences. Chromatin 

immunoprecipitation (ChIP) was used to determine whether RNApolI or RNApolII was 

transcriptionally active on the MS2 sequences. In both clones, the MS2 sequences could be 

immunoprecipitated with an antibody against the C-terminal domain (CTD) repeats of 

RNApolII (Fig. 4-2A). Immunoprecipitation with an antibody against the large subunit of 

RNApolI led to the pull down of rDNA sequences, but not of the MS2 repeats. These results 

strongly suggested that RNApolII was responsible for the synthesis of the MS2-tagged RNA 

in the nucleolus. To further confirm these results, we performed immunofluorescence with an 

antibody against the initiating form of RNApolII (phosphorylated Serine 5 on the CTD). This 

experiment was used to show that if the MS2 sequences were transcribed by RNApolII , 

a signal should be detected at the MCP-GFP dot, as we already showed by the ChIP data. This 

was found to be the case (Fig. 4-2B). A weak but reproducible dot like RNApolII signal 

co-localized with the MCP-GFP nucleolar signal in 60 out the 66 cells that were analysed 

(91%). In the cells that lack a MCP-GFP dot in the same population, no accumulation of 

RNApolII was detected in the nucleolus (71 cells analysed).  
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Figure 4-3. Nucleolar transcription of the MS2-tagged transgene is sensitive to low 

concentrations of actinomycin D. RNA FISH was performed with probes against the MS2 

stem loops (A-B, pseudo-coloured in green) or hGAPDH (C-D, pseudo-coloured in red). 

Cells were treated with 0.025 mg/ml actinomycin D to inhibit nucleolar transcription (B, D). 

DNA was counterstained with DAPI (blue). Scale bar, 10 Õm. Note that the MS2-tagged 

transcripts are detected only at the transcription site in the nucleus. For hGAPDH, both 

nascent and cytoplasmic mRNAs are detected. (E) Proportion of cells with at least one 

labelled transcription site in the nucleus for each probe and for control and actinomycin D 

treated cells (101 cells analysed). 

 

Altogether, we unintentionally generated a cell line which exhibits 

RNApolII -mediated transcription in the nucleolus. We thus decided to study this cellular 

activity in more detail. The first step was to probe whether it is disrupted under conditions that 

are known to affect nucleolar structure and activity. Cells were incubated in low 

concentrations of actinomycin D which leads to preferential inhibition of nucleolar 

transcription (Perry and Kelley, 1970; Schoefl, 1964). To evaluate the extent of transcriptional 
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inhibition, we performed RNA FISH using fluorescently-labelled probes against the MS2 

stem loop sequence or, as a control, against human glyceraldehyde 3-phosphate 

dehydrogenase (hGAPDH) gene. After 1 hour of treatment with actinomycin D at 

0.025 mg/ml, the proportion of MS2 dot positive cells decreased ten-fold (from 65% to 6% of 

cells, Fig. 4-3). Moreover, the signal in the cells that remained MS2-positive after 

actinomycin D treatment (6% of the population) was greatly decreased in intensity (not 

shown). Neither the proportion of cells displaying hGAPDH transcription sites nor the 

intensity of these nuclear signals were affected under these conditions. Taken together, these 

results suggest that once relocated to the nucleolus, RNApolII -mediated transcription is 

affected by the conditions that inhibit RNApolI. 

 

Dynamics of the MCP-GFP-labeled transcription spot as measured by FRAP  

We analyzed the transcriptional dynamics of the MS2-tagged nucleolar transgene by 

the FRAP method. The MCP-GFP spot was selectively photobleached and a ~3 mm thick 3D 

region in the nucleus that included the bleached region was scanned on a high-speed spinning 

disk confocal microscope at 5-second intervals. Signal recovery was detected 2 minutes after 

bleaching. Since the FRAP of MCP-GFP spot measures nascent RNA synthesis, signal 

reappearance indicates that active transcriptional process is present at the MCP-GFP spot 

(Fig. 4-4A). The shape of FRAP curves indicates a rapid recovery in the first minute which is 

followed by a slower recovery phase (Fig. 4-4B). The large variability that is present in the 

FRAP data, especially at later time points, indicates differences in the speed and extent of 

fluorescence recovery between individual cells. Indeed, for a significant fraction of cells the 

recovery was not complete at the end of the imaging period (12 minutes). The average mobile 

fraction was 76% and 65% of the  
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Figure 4-4. FRAP analysis of the MCP-GFP transcriptional dot.  (A) A representative 

image series showing reappearance of the MCP-GFP dot-like signal within 2 minutes after 

bleaching. Shown are maximum intensity projections of image stacks. Time is indicated in 

minutes and seconds. Scale bar, 10 Õm. (B) Average intensity profile during FRAP 

experiments performed on 15 cells of clone MS212x-15. Values (Ñ s.d.) are corrected for total 

nucleoplasmic signal. Scans were taken every 5 seconds for 14.5 minutes. Maximum intensity 

projections were used for the evaluation. 

 

initial value for clones MS212x-12 and MS212x-15, respectively. This result suggests that up to 

35% of the dot-like MCP-GFP signal consists of relatively long-lived RNA molecules that are 

retained at the site of transcription. In these experimental settings, the FRAP technique does 

not display only the process of transcription but also the downstream activities of RNA 

processing, maturation and degradation. The accumulation and/or degradation of the 

MS2-containing RNAs at the site of transcription would prevent their appearance away from 

the nucleolar spot, which would explain the result we gained by RNA FISH, a lack of 

MS2-labelled RNA in the cytoplasm (see Fig. 4-3). 
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Figure 4-5. Transcription of the MS2-tagged RNA occurs in pulses. (A) A representative 

image series showing the appearance and disappearance of the MCP-GFP transcription spot 

over time. Shown are maximum intensity projections of image stacks. Time is indicated in 

hours and minutes. Bar, 10 Õm. (B) Frequency distribution for the duration of ON periods 

(1104 pulses imaged from 268 cells). The exponential fit of the experimental data is shown in 

red. (C) Frequency distribution for the duration of OFF periods (876 pulses from 268 cells). 

The exponential fit of the experimental data is shown in red. (D) Plot of the maximum signal 

strength (relative units) that is reached during pulses of increasing duration. The plotted data 

is the average Ñ s.d. A plateau is reached when the pulse duration reaches ~300 minutes. 

 

Transcription of the MS2-labeled nucleolar transgene occurs in pulses in living cells 

Taking the advantage of the MS2 system, which allowed us to image transcription in 

living cells, we investigated the temporal behaviour of the transgene expression. The 

transcription spots were tracked and quantified using a custom MATLAB-based program 

called Cell Tracker (Fig. 4-6, see Materials and Methods for details). Transcription spots were 

identified as local intensity maxima in the nucleus. We included only those spots with a 
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spot-to-nucleoplasm intensity ratio higher than a user-defined value (not less than 4). Signal 

strength was determined computationally and corresponds to the sum of intensities of all 

pixels belonging to the Gaussian-fitted spot. 

We acquired 3D time lapse movies for 24 hours in 15-minute intervals and imaged 

total of 268 cells from 21 movies acquired in 3 different experiments. 92% of cells included in 

our analysis expressed the transgene at one point or another. Transcription was discontinuous 

in all cells we observed, with the duration of ON periods ranging from less than 15 minutes to 

21 hours. The pulsatile nature of transcription is illustrated on Fig. 4-5A. The complete data 

set displayed on Fig. 4-7 comprises the interphase periods of cells that were tracked. The 

transcriptional tracks of the individual cells are represented from the longest to the shortest 

one. The distributions of the lengths of ON (n = 1104) and OFF (n = 876) periods are plotted 

on Fig. 4-5B, C. The data are fitted to an exponential function, on which we based our 

calculation of the average pulse length with the following results: an average (ON period) is 

20.3 minutes Ñ 1.1 minute and an average OFF period is 29.3 minutes Ñ 1.7 minute.  

In addition to the information about the duration of transcriptional pulses, we used 

the Cell Tracker to determine their strength. The relationship between pulse length and the 

maximum signal strength reached during the pulse is shown in Fig. 4-5D. The signal strength 

correlates with pulse length for durations of up to 300 minutes, at which time it reaches a 

maximum value. When we concentrated on the progression of individual pulses, we noticed 

that the MCP-GFP spot intensity often increases and decreases progressively during the ON 

periods. To better characterize this behavior, we analyzed more closely the signal strength for 

the first and last time points of pulses. These values were divided by the maximum signal 

strength that is reached at any time during the pulse, and these ratios were used as a rise index 

(in the case of the first time point of the pulse) and a decline index (in the case of the last time 
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Figure 4-6. Automated detection and assessment of transcription spots from 4D movies 

using custom-designed MATLAB-based software. (A) A representative output image series 

showing segmented nuclei (circled and numbered in yellow) as well as transcription spots 

(circled and numbered in green). Daughter cells are assigned new identification numbers. 

Time is indicated in hours and minutes. (B) Profile of signal strength in the mother (blue) and 

two daughter cells (red and green).  
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Figure 4-7. Representation of the imaging data set. ON periods in green, OFF periods in 

red. Transcriptional traces in the 268 cells that were imaged. Only the interphase portion of 

the movies are drawn. Time is indicated at the top. 

 

point of the pulse). These terms basically refer to the shape of each pulse strength. The higher 

the index, the steeper is the border between the ON and OFF periods, and vice versa. 

Interestingly, the shape of pulses strength differed between those lasting for a short and long 

period. For short pulses, i.e., for those lasting between 45-60 minutes (n = 187), the rise index 

was 0.75 Ñ 0.23 and the decline index was 0.76 Ñ 0.22 (Fig. 4-8A, C-D). In contrast, for 
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pulses lasting more than 120 minutes (n = 240), the rise and decline indexes were 

significantly lower at 0.48 Ñ 0.22 and 0.52 Ñ 0.25, respectively (two tailed Studentôs t-test, 

p  ̓0.001, Fig. 4-8B, C-D). Hence, the shorter the pulse, the more rapid are the increase and 

decrease in the strength of the transcription signal.  

 

 

Figure 4-8. Progressive increase and decrease of transcription during short or long 

pulses. (A, B) Normalized intensity profiles for 3 typical short (45-60 minutes) and long 

(more than 120 minutes) transcriptional pulses, respectively. (C, D) Average normalized 

intensities of the first (rise index, dark grey) and last (decline index, light grey) MCP-GFP 

spot for both classes of transcriptional pulses. Values (Ñ s.d.) are calculated from 187 short 

pulses and 240 long pulses. 

 

Transcription resumes asynchronously in daughter cells after cell division 

Finally, our dataset allowed us to follow a large number of cells through mitosis and 

to determine the extent of transcriptional memory from mother to daughter cells 

(Fig. 4-9A, B). From a total of 121 daughter cell pairs that were imaged, 16 pairs (13.2%) did 

not show any expression over the entire imaging period. The resumption of transcription of 

the MS2-tagged RNA was synchronized in only 9 (7.4%) daughter cell pairs. The 

96 remaining pairs (79.3%) showed asynchronous onset of transcription after cell division. In 

28 of these pairs, the signal of the MCP-GFP spot could be detected in only one of the 

daughter cells. For the rest (n = 68), the transcription spot could be detected in both of the 
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daughter cells, with differences in the onset of expression ranging from 15 minutes to 

13.5 hours (Fig. 4-9C). 

 

 

Figure 4-9. Onset of transcription after mitosis is asynchronous in daughter 

cells. (A) A representative image series through mitosis (asterisk) and in interphase. 

Transcription resumes in one of the daughter cells (arrow) three hours before it does in the 

other (arrowhead). Shown are maximum intensity projections of image stacks. The 

transcription spot is circled in the mother cell. Time is indicated in hours and minutes. Scale 

bar, 10 Õm. (B) The frequency of each type of event for 121 daughter cell pairs that were 

imaged, i.e., no expression, asynchronous transcription, synchronous transcription. (C) Time 

intervals between the onset of post-mitotic transcription in daughter cells (68 pairs of cells 

analysed). 
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4.2 Project II: Transcriptional spike upon chromatin decondensation 

The data presented in this chapter are part of a manuscript entitled ñChromatin 

decondensation is accompanied by a transient increase in transcriptional outputò which was 

published in Biology of the Cell journal (Biol Cell. 2017 Jan;109(1):65-79.) 

The text in this chapter was adapted from the manuscript. 

Authors: Viola VaŔkov§ Hausnerov§, Christian LanctἜt 

Author contribution: I performed all of the experimental work and image analysis except for 

the construction of the plasmids and generation of the cell lines. I participated on writing of 

the manuscript. 

Christian LanctἜt cloned the plasmids, generated the cell lines and wrote the manuscript.  

 

Generation of cell lines to image nascent transcription and chromatin condensation 

Dynamic switching between chromatin condensation levels is a feature of chromatin 

structure being a subject to gene expression regulation and/or cell divisions. Ongoing 

transcription shapes chromatin, and vice versa. However, to our knowledge, whether and how 

transcription responds to changes in chromatin condensation levels remains to be investigated. 

In order to do so, we decided to image transcription of a tagged transgene in living cells while 

modulating global chromatin condensation levels by varying the osmolarity of the culture 

medium. To be able to image chromatin condensation state along with transcriptional 

intensity, we generated a transgenic U-2 OS cell line stably expressing a cassette containing a 

reporter gene with a short synthetic intron and 24 PP7 stem loops followed by an internal 

ribosome entry site (IRES) and the puromycin N-acetyl-transferase coding sequence. The 

https://www-ncbi-nlm-nih-gov.ezproxy.is.cuni.cz/pubmed/?term=vankova+hausnerova+v
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expression of the transgene is under control of strong viral CMV promoter (Fig. 4-10A). 

Since the reporter RNA contains PP7 stem loops, the site of its nascent transcription is mark- 

 

Figure 4-10. Transcription of the reporter gene does not occur in pulses in the 

PP7-IRES-Puro U-2 OS cell line. (A) Scheme of the transcription unit that is stably 

integrated in the U-2 OS reporter cell line. Expression is driven by the CMV promoter. 

Nascent transcripts are bound by the PCP-GFP protein. The puromycin resistance selection 

marker is translated from an IRES site. (B) RNA FISH analysis reveals a single intense spot 

of PP7-tagged RNA (red) in the cell nucleus of transgenic cells (left). A control cell is shown 

(right). DAPI counterstain in blue. The dashed lines mark cell borders. Scale bar, 10 Õm. (C, 

D) Live cell imaging of the PP7 capsid protein (PCP)-GFP signal at 1-minute (C) or 

10-minute (D) intervals. Snapshots from representative movies are shown as maximum 

projections of optical sections (left). The average normalized spot intensities (Ñ s.d.) are 

plotted over time in each case (right). Transcriptional pulsing is not observed. Scale bar, 

10 Õm. 
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ed by PP7 capsid protein (PCP)-GFP fusion protein being expressed along with the reporter 

gene (Fig. 4-10A, C). We refer to this transgene as PP7-IRES-Puro. RT-PCR analysis 

confirmed that a full length polyadenylated RNA is expressed in our transgenic cell line (not 

shown). We performed RNA FISH to ascertain that we could also detect the sites of nascent 

transcription of the PP7-IRES-puro RNA. Indeed, the signal of the PP7 stem loops appeared 

as clear and intense transcription spot in every cell nucleus (Fig. 4-10B). We noticed a 

relatively low abundance of cytoplasmic transcripts by RNA FISH, which might be due to the 

adjacent PP7 stem loop repeat and the IRES sequence. These sequences possibly adopt 

complex secondary structures that impair RNA processing or transport. 

Stable expression of nuclear-targeted PCP-GFP and H2B-mRFP fusion proteins was 

used to visualize nascent transcription of the tagged transgene and chromatin, respectively. 

Optical sections were acquired at intervals of 0.4 Õm on a spinning disk confocal microscope 

with an approximate axial resolution of 1.5-2 Õm. The transcriptional dots thus occupy 

multiple optical sections. Signal quantification was performed in 3D using the Object Counter 

ImageJ plugin. We confirmed that the transgene transcription was continuous by imaging of 

the PCP-GFP signal at either 1-minute or 10-minute intervals, indicating that transcription 

does not pulse (Fig. 4-10C, D). This observation is in agreement with previous results 

showing that transcription from the viral CMV promoter is not pulsatile (Yunger et al., 2010).  

 

The transgene remains transcribed in conditions of hypercondensed chromatin 

Chromatin condensation can be experimentally manipulated by increasing the 

osmolarity of the cell culture medium (Robbins et al., 1970). A number of chromatin-related 

activities have been shown to be affected in hyperosmolar conditions, including the activation 

of osmostress-related TFs, DNA damage, nucleocytoplasmic shuttling and the dynamics of 
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protein:nucleic acid binding (Burg et al., 2007; Martin and Cardoso, 2010; Wang et al., 

2014a). In a previous work, HeLa cells were treated with hypertonic medium (570 mOsm) in 

order to image nuclear architecture in conditions which the authors referred to as 

hypercondensation of the chromatin (HCC); the opposite state was referred to as normally 

condensed chromatin (NCC) (Albiez et al., 2006). The HCC could be reversed back to NCC 

within 1 minute by returning the cells back to isotonic culture medium (290 mOsm) and no 

effect on cell viability due to such treatment was observed even after multiple cycles of 

switching from NCC to HCC and back. We took advantage of our engineered U-2 OS cell 

line to simultaneous image live transcription and chromatin state during cycles of HCC and 

NCC. Using Andor Revolution Spinning Disc confocal system, we imaged our cells using 

Ibidi channel slide device (see Fig. 4-12). This device has been developed for continuous 

imaging of living cells while being subject to various treatments. The cells grow inside a 

channel which can be perfused with different media. In our case, hypertonic a normal media 

was perfused. A series of optical sections of both PCP-GFP and H2B-RFP was acquired every 

3-5 minutes. We initially sought to confirm Albiezôs observation of a general RNApolII 

transcriptional shutdown in HCC conditions. To our surprise, transcription of our transgene 

was active throughout the imaging period, with the PCP-GFP-labelled nuclear spots being still 

present in cells that underwent HCC, although their fluorescence intensity decreased on 

average to 51.8 Ñ 13.8% (n = 3 experiments, 80 cells). Such observation is in contrast with the 

results of Albiez et. al., who did no detect any transcript production during HCC, except for 

some activity in the nucleolus (Albiez et al., 2006). However, the extent of the transcriptional 

inhibition that we observe is in fact similar to that reported in the original work on the effect 

of hypertonic medium on transcription in the same conditions (Pederson and Robbins, 1970).  

To validate that we were indeed imaging active transcription, we analysed the 

dynamics of PCP-GFP nuclear spots using the FRAP technique in both NCC and HCC 
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conditions. The PCP-GFP spots were bleached and subsequent fluorescence recovery was 

imaged in three dimensions at 5-second intervals for 4 minutes. In normal conditions, the 

PCP-GFP spots reappeared after as little as 20 seconds (Fig. 4-11A). This recovery time is 

comparable to that reported for RNApolII at another active transgene (Darzacq et al., 2007). 

Similar kinetics were observed in HCC conditions (Fig. 4-11B), suggesting that the persistent 

PCP-GFP signal recovery in the hypercondensed chromatin represents active transcription of 

nascent RNAs and not entrapment of the tagged RNA. In addition, the FRAP curves for both 

NCC and HCC conditions exhibit similar shape, with a steep recovery in the initial 

30 seconds after the bleach (Fig. 4-11C). Taken together, these results indicate that, despite a 

clear difference in transcription spot intensity, transcriptional rates are comparable in NCC 

and HCC. 

 

The decondensation of chromatin is accompanied by a transient increase in transcriptional 

activity 

In order to image transcriptional activity during cycles of chromatin condensation 

and decondensation, we used the Ibidi channel slides in a setup for continuous imaging 

(Fig. 4-12A, left). In the present work, transcriptional activity was imaged for 15-20 minutes 

in normal conditions (NCC), after which hypertonic medium was perfused and imaging conti- 
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Figure 4-11. FRAP analysis of the PCP-GFP-labelled transcription spot. Representative 

image series showing rapid re-appearance of the transcription spot after bleaching in NCC 

conditions (A) or in HCC conditions (B). Shown are maximum projections of optical sections. 

Time stamp in minutes:seconds. Scale bars, 10 Õm. (C) Average intensity profiles during 

FRAP experiments performed on NCC (blue) and HCC (orange) cells. Intensity values 

(Ñ s.d.) are corrected for total nucleoplasmic signal. 3D images were acquired every 5 seconds 

for 7 minutes. 
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nued for 25 minutes in hypercondensed chromatin (HCC) (Albiez et al., 2006; Martin and 

Cardoso, 2010). Chromatin decondensation was subsequently induced by returning cells to 

normal medium and transcriptional activity was further imaged for 25-35 minutes. We refer to 

this period as órelease from HCCô. The perfusion was performed according to a scheme that is 

shown on Fig. 4-12A. To make sure that chromatin was actually condensed, we measured the 

average nuclear area and the H2B-mRFP signal intensity in NCC and HCC conditions. As 

expected, the area of the nucleus was found to be significantly decreased in hypertonic 

medium, whereas the H2B-mRFP signal intensity was significantly increased in these 

conditions (Fig. 4-12B). These changes are indicative of chromatin condensation.  

Series of optical sections for both the PCP-GFP and H2B-RFP signals were acquired 

every 5 minutes for the entire duration of the experiment (typically 60 minutes). To guarantee 

that the entire volume of the transcription spots could be imaged throughout the experiment, 

irrespective of nuclear movements and changes in the signal shape along the z-axis, we 

imaged some extra space on the top and on the bottom of the nucleus, respectively. Fifteen to 

twenty z-sections centred on the PCP-GFP spot were acquired at 0.4 Õm intervals (for a total 

axial thickness of 6-8 Õm). Three independent experiments were performed, providing a total 

of 32 individual time series (9, 8 and 15, respectively). From these movies, we picked a total 

of 131 cells for image analysis (53, 36 and 42 from the respective experiments).  
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Figure 4-12. Release from HCC conditions is accompanied by a spike in transcriptional 

output. (A) Scheme of the Ibidi ÕSlide device that was used to image cells during cycles of 

perfusion with normal and hyperosmotic medium (left). Design of the imaging experiments, 

with time points at which normal and hyperosmotic media were perfused indicated by arrows 

(right). (B) The average (Ñ s.d.) nuclear area (left) and H2B-mRFP fluorescence intensity 

(right) measured on single optical sections are plotted for cells in NCC and HCC conditions, 

respectively. Note that in conditions of HCC, the nuclei decrease in size and the H2B-mRFP 

fluorescence increases. Studentôs t test, ** p < 0.0001. (C, D) Snapshots from representative 

movies recorded at 5-minute intervals during the perfusion cycle with normal and 

hyperosmotic media. Top panels: PCP-GFP signal in green. Time stamp in hours:minutes. 

Middle panels: zoom-in on the transcription spots. Values in the top right corners indicate the 

intensity of the transcription spots normalized to the first time point. Bottom panels: 

H2B-mRFP-labeled chromatin. Shown are single optical sections. Scale bars, 10 Õm. For each 

image series, the transcriptional intensity profiles for the entire imaging period are shown on 

the right. Values are normalized to the intensity measured for the first time point. The spikes 

in transcriptional output are indicated by arrows. (E, F) Average normalized transcriptional 
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intensity profiles (Ñ s.e.m.) for cells showing a spike (responders, E) or non-responding cells 

(F). 

 

The PCP-GFP signal of the transcription spots was quantified for each time point 

separately. We used the Object counter 3D ImageJ plugin which works by summing the 

intensities of all voxels that belong to a given spot and that have intensity values above a 

certain threshold which is set from visual inspection of the optical sections acquired at the 

start of the movie. Despite the cell-to-cell variability that is inherent in live cell imaging, the 

threshold values that were used to define PCP-GFP-positive transcription spots did not differ 

by more than 10% within each experiment. Cells in which the PCP-GFP spot was found to be 

either too weak or too small to provide reliable results were excluded from the analysis. In the 

first experiment for instance, we decided to reject 8 out of 53 cells (15%). The main outcome 

that we made of these experiments was the observation of a transient spike of transcriptional 

intensity upon release from HCC conditions. Snapshots from two representative movies are 

shown on Fig. 4-12C-D. As observed above, the intensity of the PCP-GFP spot decreased 

during HCC. However, a clear overshoot of transcription was observed within the first 

15 minutes after release from HCC conditions, often reaching intensity values more than 

60-70% higher than those measured before HCC.  

To be able to compare the results obtained from different movies and in different 

experiments, we normalized the intensity values of each transcription spots to the one 

measured at the start of the respective movie. In the first experiment, the average spot 

intensity value for the 4 time points before HCC was 0.90 Ñ 0.09 (mean Ñ s.e.m., 

n = 180 spots). A cell was conservatively defined as a responder, thus exhibiting 

transcriptional overshoot if 1) it displayed a normalized spot value of 1.25 or more within the 

first 15 minutes after release from HCC; 2) this value was the highest recorded during the 
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entire movie. A cell lacking these criteria was defined as non-responder. Using these 

conditions, we classified 73% of cells included in the analysis of Experiment I as responders 

 

  

Figure 4-13. Typical transcriptional intensity profiles of cells undergoing a cycle of 

chromatin condensation and decondensation. The intensities of transcription spots are 

normalized to the those measured on the first time point. Shown are 25 profiles of cells which 

displayed a transcriptional spike (arrows) after release from HCC conditions (responders, top) 

and 10 non-responding cells (bottom). 

 

displaying a spike in transcriptional intensity (33 out of 45 cells). The average transcriptional 

intensity profiles for responders (73% of cells) and non-responders (27% of cells) identified in 

Experiment I are shown on Fig. 4-12E-F, respectively. The individual temporal profiles of 
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transcriptional output in a subset of responders and non-responders are shown on Fig. 4-13. 

The proportion of responders were 35% in Experiment II and 60% in Experiment III (data not 

shown). We were aware of the fact that some cells failed to show a transient transcriptional 

spike after release from HCC. This phenomenon remains to be elucidated (see Discussion). 

We aimed to further characterize the shape of transcriptional response during our 

movies. The mean transcriptional intensity of the responders at the beginning and at the end 

of the movies was comparable and no statistical difference was revealed (p = 0.98, Studentôs 

t test). However, the mean value calculated for the spike region (0-15 minutes after HCC) was 

significantly different from both the mean value pre-HCC (p < 0.00001, Studentôs t test) and 

the mean value for the last two time points of the movie (p < 0.0001, Studentôs t test). To sum 

up, these characteristics further confirm that there is a particular behaviour of transcriptional 

response shortly after the transition from a hypercondensed to a normal chromatin state. 

 

Transcriptional elongation is obstructed in hypercondensed chromatin 

Next, we wanted to advance our insight into the regulation of RNApolII activity in 

NCC and HCC conditions. The first step was the immunostaining of NCC and HCC treated 

cells with a monoclonal antibody against RNApolII CTD phosphorylated at serine 5 which 

was recently generated in a laboratory of prof. Kimura (Stasevich et al., 2014). This 

post-translational modification is generally associated with transcriptional initiation 

(Komarnitsky et al., 2000). The result is shown on Fig. 4-14A-B. Although the signal 

intensity increased slightly, the distribution of initiating RNApolII remained largely 

unchanged in HCC. The phosphorylated Serine 5-RNApolII signal intensity is comparable to 

the increase of DAPI signal which we view as a result of general chromatin clustering in HCC 
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conditions. Interestingly, the localization of the PCP-GFP-labelled transcriptional dots in the 

nuclear space in both NCC and HCC conditions is highly similar to the spatial pattern of the 

putative transcription factories, nuclear loci of increased concentration of initiating RNApolII. 

This observation is consistent with our findings of continued transcriptional activity in 

hypercondensed chromatin (see Fig. 4-11) and suggests that RNApolII can accumulate on the 

transgene irrespective of the chromatin condensation levels.  

To gain better resolution and quantification of the distribution of RNApolII along the 

transgene, we performed chromatin immunoprecipitation (ChIP) using an antibody against the 

RNApolII CTD (8WG16). Using qRT-PCR, we analysed the amount of bound DNA 

fragments corresponding either to the 5ô or the 3ô of the coding sequence (Fig. 4-14C). In 

normal conditions, the abundance of RNApolII  in the 5ô region of the transgene was two-fold 

higher than in the 3ô region. In HCC conditions, this ratio more than doubled (Fig. 4-14D), 

suggesting an accumulation of RNApolII in the 5ô region and depletion in the 3ô region. We 

therefore propose that there is a block of transcriptional elongation upon chromatin 

hypercondensation. 

 

The transient spike in transcriptional intensity is specifically linked to chromatin 

decondensation 

Our subsequent goal was to determine whether the transient spike in transcriptional 

activity that we observed after release from HCC conditions is linked with chromatin 

decondensation or simply with resumption of RNApolII elongation activity. We performed i- 
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Figure 4-14. RNA polymerase II elongation is impeded in hypercondensed chromatin. 

(A, B) Representative immunofluorescent staining results of U-2 OS cells with an antibody 

against the CTD of RNApolII phosphorylated on Serine 5 (CMA603) in NCC and HCC 

conditions, respectively. The white arrowheads mark the PCP-GFP-labelled site of nascent 

transgene transcription (green, top left) and the overlapping sites of RNApolII accumulation 

(red, top right). The bottom panels show a merged image (left) and the DAPI counterstain 

(right). Shown are maximum projections of optical sections. Scale bars, 10 Õm. (C) The 

amount of RNApolII associated with the 5ô (blue) and 3ô (orange) regions of the transgene 

was analyzed by ChIP and qRT-PCR. The graph shows the fraction of input DNA (average Ñ 

s.d.) that was immunoprecipitated in NCC (n=5) or HCC (n=4) conditions for each region. 

The RNApolII is enriched at the 5ô end in both cases. (D) RNApolII accumulates at the 5ô end 

upon HCC, as shown by the increase in the ratio of 5ô to 3ô enrichment in HCC conditions. 
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maging experiments similar to the ones described above, but instead of manipulating the 

chromatin by the increase of osmolarity of the culture medium, we treated cells with DRB. 

This drug works as a reversible inhibitor of transcriptional elongation (Bensaude, 2011).  

Figure 4-15. Transcriptional recovery is not associated with an intensity spike in the 

absence of chromatin decondensation. (A) Snapshots from live cell imaging taken before, 

during and after treatment with 25 ÕM DRB. Top panels: PCP-GFP signal in green. Time 

stamp in hours:minutes. Middle panels: zoom in on the transcription spots. Values in the top 

right corners indicate the intensity of transcription spots normalized to the first time point of 

imaging. Bottom panels: H2B-mRFP-labeled chromatin. Shown are maximum projections of 

optical sections. Scale bars, 10 Õm. The transcriptional intensity profiles for the entire 

imaging period is shown on the right. Values are normalized to the intensity measured on the 

first time point. (B) Average normalized transcriptional intensity profiles (Ñ s.e.m.) for all 

cells included in the analysis (n = 17). Transcriptional recovery is progressive, without any 

signs of spike. 

 

Cells were imaged at 5-minute intervals before and during DRB treatment (25 mM 

for 45 minutes) and every 3 minutes thereafter. Snapshots from a representative movie are 

shown on Fig. 4-15A. Treatment with DRB led to the rapid diminution of transcription spots. 

Importantly, chromatin condensation levels remained unchanged during DRB treatment, 
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which is shown by the appearance of the H2B-mRFP signal staying similar throughout the 

movies (Fig. 4-15A, bottom panels). We performed quantification of transcription spot 

intensities after removal of the drug and revealed a progressive recovery in transcriptional 

activity, without any transcriptional spike at any time point. Similar results were observed on 

the plot of average transcriptional intensities from 17 cells (Fig. 4-15B). Using the criteria for 

the identification of responders defined above, we found only 2 cells (11.7 %) showing a 

slight spike in transcriptional output upon wash out of the DRB inhibitor. These results 

suggest that the transient spike in transcriptional intensity that we observed after HCC release 

is linked neither to transcriptional inhibition nor to medium exchange, but rather to a decrease 

in chromatin condensation levels.  

 

Chromatin mobility is reduced in HCC 

While studying the effects of HCC on our transgene behaviour, we noted that there is 

a limited information about the impact of hypercondensation on chromatin biology. We were 

interested to compare the mobility of chromatin in NCC and HCC conditions. To do so, 

replicating DNA was labelled with Cy3-dUTP in U-2 OS wild type cells (for details on the 

procedure, see Materials and methods). The labelled cells were left to grow and divide for 

2-3 days to obtain spatially segregated fluorescent replication foci (Schermelleh et al., 2001). 

We identified the cells with the desired signal of replication foci in the chromatin and imaged 

them at high speed (5-second intervals) for 10 minutes in both NCC and HCC conditions. 

From these movies, we immediately saw that chromatin mobility was clearly slowed down in 

cells incubated in HCC medium (data not shown). To quantify this observation and to exclude 

the possibility that the difference was mainly due to more constrained movement of the whole 

nucleus, the movement of labelled replication foci from two different chromosome territories  
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Figure 4-16. Hypercondensed chromatin displays reduced mobility. (A, B) Fluorescently 

labelled replication foci were imaged every 5 seconds for 10 minutes. The trajectories of two 

representative foci per nucleus are displayed in conditions of NCC (A) or HCC (B). Scale 

bars 10 Õm. Shown below are plots of inter-foci distances at 5-second intervals for 10 

minutes. The range and extent of movement is diminished in HCC conditions. (C) Average 

changes in distance (Dd in nm, Ñs.d.) between two replication foci during a 5-second interval 

for NCC and HCC conditions (n = 9 for each condition). 

 

inside a single nucleus was tracked and distances between the 2 foci were measured at every 

time point. Fig. 4-16 shows representative results from cells incubated in NCC (left) or HCC 

(right) conditions. Results from 9 distance tracks in both conditions showed that distances 

varied to a lesser extent in HCC conditions (59 nm Ñ 9 nm per 5 seconds in HCC conditions 

vs. 97 nm Ñ 18 nm per 5 seconds in normal conditions, n = 9, p = 0.0001), confirming that 

chromatin is indeed less mobile in the hypercondensed state. 
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4.3 Project III: A peak of transcriptional activity at the very beginning of cell cycle 

The data presented in this chapter are part of a manuscript entitled ñTranscriptional Output 

Transiently Spikes Upon Mitotic Exitò which was published in Scientific Reports journal (Sci 

Rep. 2017 Oct 3;7(1):12607). 

The text in this chapter was adapted from the manuscript. 

Authors: Viola VaŔkov§ Hausnerov§, Christian LanctἜt 

Author contribution: I performed all of the RNA FISH experiments and image analysis 

concerning the U-2 OS cell line and the HepG2 cell line, except the low serum experiments 

and the 2D FISH. 

Christian LanctἜt performed all of the RNA FISH experiments and image analysis concerning 

the HT-1080 cell line, the low serum experiments and the 2D FISH on the HepG2 cell line 

and wrote the manuscript. 

 

The mRNA count changes progressively during the cell cycle 

Because a little is known about the progression of transcriptional pulsing throughout 

the cell cycle, we decided to image the gene expression in its individual stages. We performed 

smRNA FISH on established human cell lines (HepG2, HT-1080 and U-2 OS) using 

fluorescent oligonucleotide probes against the transferrin receptor (TFRC) and the large 

subunit of RNApolII (POLR2A). Both genes have around 30 kb size, are moderately 

expressed in the chosen cell lines and are located in gene dense regions of the genome (HSA 

3q28 for TFRC and HAS 17p13 for POLR2A). To quantify the smRNA FISH dot-like 

signals, were used the MATLAB-based FISH-Quant algorithm (Mueller et al., 2013). Based 
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on DAPI staining, we classified the cells as interphasic (G1/S/G2) or mitotic. Since our 

particular interest was focused on the very start of the cell cycle, special attention was given 

to cells in metaphase and in telophase. Cytometry of HepG2 cells immunostained for the 

Serine 10-phosphorylated form of histone H3 indicated that ~3% of cells were in mitosis 

under the conditions that we used (data not shown). We thus estimate that less than 1 cell out 

of 150 is in telophase at the time of cell fixation. 

To clearly define this class of cells, we established the following criteria: 1) the cell 

and its neighbour appeared to be a pair of freshly divided daughter cells, 2) the DAPI signal 

of the pair was irregular, with intensity between that of metaphase and interphase cells, 

indicating ongoing decondensation of chromatin and 3) in the DIC lightning, the shape of the 

cells was rounded without signs of flattening. Chromatin decondensation and cytokinesis are 

triggered by dephosphorylation via PP2A-B55Ŭ phosphatase at the end of anaphase (Cundell 

et al., 2013; Schmitz et al., 2010). Since chromatin decondensation and cytokinesis both occur 

at the same time and progress continuously, it is sometimes difficult to distinguish between 

the end of telophase and the beginning of G1 according to the DAPI and DIC signals. We 

therefore term the pairs of neighbouring daughter cells as telophase/early G1.  

When acquiring our smRNA FISH data, we concentrated on 3 classes of cells: 

metaphase, interphase, telophase/early G1. Fig. 4-17A-C shows examples of the FISH signals 

obtained for each of these 3 classes of HepG2 cells. All cells that we imaged expressed TFRC 

and POLR2A. When we quantified the cytoplasmic mRNA counts which indicate the number 

of mature RNA molecules in each cell, we revealed a near-Gaussian distribution of these 

counts at all stages. The average mRNA counts were significantly different between the 

3 stages (Fig. 4-17D-E). Importantly, the average mRNA count in metaphase cells 

was ~1.5 fold higher than in interphase cells. We assume that the interphase population 
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comprises both 2n and 4n cells. Assuming nearly a doubling of transcriptional output after 

DNA replication, with a compensation towards keeping the same mRNA production rate 

 Figure 4-17. Quantitative smRNA FISH reveals gene expression dynamics in single cells 

during the cell cycle. (A-C) Representative smRNA FISH images of HepG2 cells are shown 

on the left for each of the target stages (A, interphase; B, metaphase; C, telophase/early G1). 

The images are projections of consecutive optical sections having 2 mm in thickness. Green 
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dots, POLR2A RNA molecules; red dots, TFRC RNA molecules. DAPI counterstain in grey. 

Scale bar, 5 Õm. Frequency distributions of mRNA counts in the population of cells that were 

analysed are shown on the right (20 bins of equal size for each gene). (D-E) mRNA counts for 

TFRC (D, red) and POLR2A (E, green) at each target stage (n = 2; interphase, open circles, 

64 cells; metaphase, triangles, 17 cells; telophase/early G1, filled circles, 52 cells). Each data 

point represents the mRNA count in an individual cell. Mean values (thick lines) Ñ s.d. ****, 

p < 0.0001. 

 

(Padovan-Merhar et al., 2015; Skinner et al., 2016), this heterogeneity is a possible 

explanation for observation that the increase in mRNA count in metaphase cells is less than 

two-fold. As expected, the mRNA counts were halved in telophase/early G1 daughter cells 

when compared with metaphase cells (e.g. from 231 Ñ 58 to 114 Ñ 30 for POLR2A). When 

dividing the mRNA counts in one daughter cell by the other one, we gained an average ratio 

of 0.89 Ñ 0.06 for TFRC and 0.87 Ñ 0.09 for POLR2A, respectively (n = 50 daughter cell 

pairs). These ratios suggest that the distribution of the mRNA molecules between most 

daughter cells during mitosis is unbiased, as opposed to predictions of mathematical models 

(Huh and Paulsson, 2011). Nevertheless, we found a significant fraction of daughter cell pairs 

which differed in mRNA count by 20-40%. We suggest that this unequal mRNA distribution 

might translate into a gene expression heterogeneity in the population further in the cell cycle. 

To make sure that these results we observed in HepG2 cells were not restricted to a specific 

cell line, we performed the same setup of smRNA FISH also in HT-1080 cells. Indeed, the 

situation in this cell line was similar to HepG2 (Fig. 4-18). Taken together, these quantitative 

smRNA FISH results show a progressive increase in mRNA counts during interphase and a 

halving in the number of mRNA after cell division.  

. 
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 Figure 4-18. Quantitative smRNA FISH analysis in HT-1080 cells. (A-C) Representative 

smRNA FISH images of HT-1080 cells are shown on the left for each of the target stages (A, 

interphase; B, metaphase; C, telophase/early G1). The images are projections of consecutive 

optical sections having 2 mm in thickness. Green dots, POLR2A RNA molecules; red dots, 

TFRC RNA molecules. DAPI counterstain in gray. Scale bar, 5 Õm. Frequency distributions 

of mRNA counts in the population of cells that were analyzed are shown on the right (27 or 

26 bins of equal size for each gene). (D-E) mRNA counts for TFRC (D, red) and POLR2A 

(E, green) at each target stage (n = 2; interphase, open circles, 76 cells; metaphase, triangles, 
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42 cells; telophase/early G1, filled circles, 98 cells). Each symbol represents the mRNA count 

in an individual cell. Mean values (thick lines) Ñ s.d. ****, p  < 0.0001.  

 

The nascent transcription in telophase/early G1 is characterized by an overshoot 

Taking the advantage of imaging RNA at the single cell level, we could distinguish 

between mature cytoplasmic mRNA molecules and nascent transcripts. It has been shown that 

because certain steps in pre-mRNA processing are rate-limiting, nascent transcripts 

accumulate at the site of transcription and can be detected as intense dots (Raj et al., 2006). In 

HepG2 population, the majority of cells were not transcribing the TFRC and POLR2A genes 

at the time of fixation (Fig. 4-19A). For POLR2A, an average of 87% of cells did not display 

any nuclear dots (n = 3 experiments, 131 cells). This observation is consistent with both genes 

being transcribed in a pulsatile fashion characterized by relatively short ON periods 

interspersed with longer OFF periods. Since transcription is generally considered to undergo a 

global shutdown during mitosis (Prescott and Bender, 1962), the metaphase cells did not 

contain any transcription dots (Fig. 4-19B). 
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Figure 4-19. Nascent transcription is increased upon mitotic exit. (A-C) Frequency 

distribution of the number of active alleles per HepG2 cell for TFRC (red) and POLR2A 

(green), at interphase (A, 131 cells), metaphase (B, 33 cells) or telophase/early G1 (C, 113 

cells). n = 3. (D) Proportion of cells showing at least one active allele in interphase (open 

bars) or telophase/early G1 (filled bars). The data is shown for 3 different cell lines. 

Mean Ñ s.d. of n = 3 experiments. *, p < 0.05. **, p < 0.01. (E-H) Representative images of 

smRNA FISH signals in a pair of daughter cells shortly after mitotic exit (E-F, POLR2A, 

green) or in individual nuclei (G, POLR2A, green; H, TFRC, red). Shown are xy (E, G and H) 

or xz (F) projections of 2 consecutive optical sections (thickness of 0.5 mm). DAPI 

counterstain in grey. Scale bar, 5 Õm. Arrows point to intense nuclear dots which mark 

putative nascent transcription sites. (I ) Number of nascent RNA molecules per active allele in 

interphase cells (open circles) or in telophase/early G1 (filled circles). TFRC (red): 

interphase, 64 alleles; telophase/early G1, 117 alleles. POLR2A (green): interphase, 22 

alleles; telophase/early G1, 100 alleles. n = 3. Mean values (thick lines) Ñ s.d. ns, not 

significant. **, p < 0.01  
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In telophase/early G1 cells, we made a striking observation about nascent 

transcription (Fig. 4-19C). We noticed an increase in the number of nuclear dots, both in 

terms of the proportion of positive cells (63% for TFRC and 56% for POLR2A compared to 

43% and 13%, respectively, in interphase cells) and in terms of the number of active alleles 

per positive cell (1.04 Ñ 0.10 for TFRC and 0.89 Ñ 0.09 for POLR2A compared with 0.50 Ñ 

0.06 and 0.17 Ñ 0.04, respectively, in interphase cells). In a significant proportion of cells, 

3 alleles were found to be active at the same time in telophase/early G1 cells. We almost 

never observed such situation in interphase cells. We assumed that this was due to the 

aneuploidy of the HepG2 cell line that we used and the associated ploisomy of the target 

genes. Indeed, karyotype and FISH analysis confirmed that this was the case (Fig. 4-20). To 

demonstrate that the increase in the proportion of cells displaying active alleles at 

telophase/early G1 was a common observation, HT-1080 and U-2 OS cells were analysed and 

the findings confirmed that the situation was the same as in HepG2 (Fig. 4-19 D). 

Representative xy and xz projections of the POLR2A nascent transcription signal in 

telophase/early G1 cells are shown on Fig. 4-19E-F. Note that the nuclear dots, which 

correspond to nascent transcripts, are many times bigger than the cytoplasmic dots, which 

correspond to single mature mRNA. The results gained on HT-1080 cells were similar to the 

ones described above for HepG2 (Fig. 4-21).  

 After performing a closer inspection of individual optical sections, we noted that the 

intense nuclear dots were often found to be localized to regions of low DAPI intensity 

(Fig. 4-19G-H), pointing to a link between chromatin decondensation and resumption of 

transcription. We further analysed this observation by placing the DAPI intensity measured at 

the transcription spot on a binned distribution of DAPI pixel values in a ROI of ~3 ɛm x 3 ɛm 

around the transcription spot. This analysis was performed for 15 transcription spots for each 
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gene and showed that these were found in regions of low local DAPI intensity in 12/15 cases 

for POLR2A and 15/15 cases for TFRC (Fig. 4-22). 

 

Figure 4-20. Determination of gene copy number. (A, C) Representative FISH results on 

metaphase spreads from cell lines that were used in this study. Red: signals from a probe 

against a region near the TFRC gene (3q28, ~1 Mb away). Green: signals from a probe 

comprising the POLR2A gene. DAPI counterstain. (A) HepG2. (C) HT-1080. (B, D) 

Frequency distribution of the number of doublet signals per metaphase spread for a region 

near TFRC (red) and POLR2A (green). 15 metaphase spreads were analysed for each marker. 

Cells are aneuploid and the majority of them have 4 copies of each target gene. (B) HepG2. 

(D) HT-1080. 

 

Using the FISH-Quant software, the size of the nuclear dots (which is a number of 

RNA molecules within these dots) and thus the number of nascent mRNA molecules could be 

estimated through comparison with the signals produced by single mRNAs in the cytoplasm. 

We termed this number a transcriptional output per active allele and we found that it was 

similar between interphase and telophase/early G1 cells in the case of TFRC (5.7 Ñ 2.6 vs. 

6.5 Ñ 2.9 molecules/active allele, Fig. 4-19I, red), but significantly increased in the case of 

POLR2A (6.3 Ñ 3.0 vs. 0.2 Ñ 5.8 molecules/active allele, Fig. 4-19I, green). Based on this 



93 

 

observation, we propose that both the frequency and the size of transcriptional pulses can be 

modulated upon mitotic exit. Taken together, our results indicate that, at least in the case of  

 

 

Figure 4-21. Increased transcription upon mitotic exit in HT-1080 cells. (A-C) Frequency 

distribution of the number of active alleles per HT-1080 cell for TFRC (red) and POLR2A 

(green), at interphase (A, 76 cells), metaphase (B, 42 cells) or telophase/early G1 (C, 98 

cells). n = 3. (D-G) Representative images of smRNA FISH signals in a pair of daughter cells 

shortly after mitotic exit (D-E, POLR2A, green) or in individual nuclei (F, POLR2A, green; 

G, TFRC, red). Shown are xy (D, F and G) or xz (E) projections of optical sections (thickness 

of 2 mm for panels D and E, 0.5 mm for F and G). DAPI counterstain in gray. Scale bar, 5 Õm. 

Arrows point to intense nuclear dots which mark putative nascent transcription sites. (H) 

Number of nascent RNA molecules per active allele in interphase cells (open circles) or in 

telophase/early G1 (filled circles). TFRC (red): interphase, 64 alleles; telophase/early G1, 147 

alleles. POLR2A (green): interphase, 46 alleles; telophase/early G1, 118 cells. n = 2. Mean 

values (thick lines) Ñ s.d. ns, not significant. 
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For legend, see the next page. 
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Figure 4-22. The transcriptional spots that are detected in telophase/early G1 cells are 

preferentially localized in regions of low DAPI intensity. Each plot shows the 

distributions of DAPI intensities in a ~3x3 ɛm nuclear region containing a given 

transcriptional spot. The pixel values were distributed in 256 bins of equal size. For each 

plot, bin 1 corresponds to the lowest DAPI intensity and bin 256, to the highest. Results are 

shown for 15 POLR2A spots (green) and 15 TFRC spots (red). Arrows point to the bin that 

comprises the DAPI intensity at the transcriptional spot.  
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Figure 4-23. Intense nuclear smRNA FISH signals mark sites of nascent transcription. 

(A) Representative smRNA FISH images of HepG2 cells hybridized simultaneously with an 

exonic probe against POLR2A (left panel, green) and a probe against the first intron of 

POLR2A (middle panel, red). Contours of nuclei are dotted. Scale bar, 5 ɛm. Examples of 

enlarged transcription spots showing co-localization of the exon and intron signals in the 

nucleus are on the right. Scale bar, 1 ɛm. All images are projections of two consecutive 

optical sections having 0.5 ɛm in thickness. (B) Frequency distributions of the number of 

active POLR2A alleles per cell in interphase (open bars, 152 cells) and telophase/early G1 

(filled bars, 106 cells) detected using the exon (left) or intron (right) probes. (C) Cells were 

treated with an inhibitor of transcriptional elongation (DRB) for 1 hour before being 

processed for smRNA FISH. Frequency distribution of the number of intense nuclear dots per 

HepG2 cell in telophase/early G1 for TFRC (red) and POLR2A (green) in control (CTL) cells 

(filled bars, a total of 52 cells) or DRB-treated cells (dashed bars, a total of 44 cells). n = 2. 

(D) mRNA counts for TFRC (red) and POLR2A (green) in telophase/early G1 cells that were 

either treated with DRB (crosses) or not (filled circles). Mean values (thick lines) Ñ s.d. 
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two moderately expressed housekeeping genes, exit from mitosis is accompanied by a marked 

overshoot in nascent transcription intensity. 

Next, to assure that the intense nuclear smRNA FISH dot-like signals were really the 

nascent transcripts that accumulate at the site of its synthesis, the intense nuclear dots that we 

detected using the exonic probe against POLR2A proved to be co-labelled with a probe 

against the first intron of the gene (Fig. 4-23A). This result indicates that these signals 

originate from pre-mRNA molecules and not from random entrapment of processed 

transcripts during chromatin decondensation. Signals from exonic and intronic probes were 

co-localized in 99% of cases (209 out of 212 signals analysed in telophase/early G1 nuclei). 

Accordingly, the observation of transcriptional spiking upon mitotic exit was duplicated using 

the intron probe (Fig. 4-23B). In addition, we performed a treatment of cells with DRB, an 

inhibitor of CDK9 kinase that blocks transcriptional elongation (Bensaude, 2011). The 

exposure to DRB for 1 hour before fixation led to the complete disappearance of nuclear dots 

from telophase/early G1 cells (Fig. 4-23C). Although the nascent transcription was inhibited, 

the cytoplasmic mRNA counts were not significantly affected by this short treatment 

(Fig. 4-23D), consistent with the reported half-lives of 6 and 8 hours for POLR2A and TFRC, 

respectively (Yang et al., 2003).  To validate that the nuclear spots mark the sites of nascent 

transcription even further, we also treated the cells with two other transcriptional inhibitors, 

flavopiridol and actinomycin D. Both drugs induced disappearance of the nuclear dots 

(Fig. 4-24). 
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Figure 4-24. Intense nuclear smRNA FISH signals disappear upon transcriptional 

inhibition. Cells were treated with an inhibitor of transcriptional elongation (flavopiridol, 

1 ÕM) or with a DNA intercalating compound (actinomycin D, 1.5 Õg/ml) for 1 hour before 

being processed for smRNA FISH. (A) Frequency distribution of the number of intense 

nuclear dots per HepG2 cell in interphase cells for TFRC (red) and POLR2A (green) in 

control cells (CTL, filled bars, 54 cells), actinomycin D-treated cells (ACT, empty bars, 51 

cells) and flavopiridol-treated cells (FLA, dashed bars, 50 cells), n = 1 experiment. (B) 

Frequency distribution of the number of intense nuclear dots per HepG2 cell in 

telophase/early G1 cells for TFRC (red) and POLR2A (green) in control cells (CTL, filled 

bars, 32 cells), actinomycin D-treated cells (ACT, empty bars, 38 cells) and flavopiridol-

treated cells (FLA, dashed bars, 32 cells), n = 1. 

 

The telophase/early G1 window of active transcription is temporarily restricted 

It is highly beneficial to study transcription in single cells and not a merged cell 

population in which many interesting phenomena can be obscured. But the use of 
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unsynchronized fixed cells still makes it difficult to precisely define the time window of 

spikes of nascent transcription. To avoid this limitation characteristic for working on fixed 

material, we chose to record the growth of cells in real time before fixing the cells and 

performing smRNA FISH. Cells were seeded on gridded glass coverslips and immediately 

fixed and processed at the end of the imaging period (7-17 hours at 20-minutes intervals). 

Movies were scanned to identify daughter cells at different time points after mitosis. These 

cells were then found back on the mounted gridded coverslip and the smRNA FISH signals 

were imaged. We first identified the time point at which a metaphase plate was observed and 

which we took as t=0. Snapshots from movies, along with the smRNA FISH results at 

endpoint, are shown on Fig. 4-25A-D. At t=20 minutes, cells were still in anaphase. Multiple 

intense nuclear signals were already present at the next time point (t=40 minutes), when 

cytokinesis appeared to be almost completed but cells were still rounded. One hour later 

(t=100 minutes), the number of transcription spots had gone down to the levels that were 

observed in populations of interphase cells (e.g. Fig. 4-18A), with few examples of nuclei 

displaying more than one active allele. The frequency distributions of the number of active 

alleles per nucleus (0, 1, 2 or 3) was progressively shifted to the left as cells progressed from 

telophase to G1 (Fig. 4-25E). Consequently, quantification of nascent transcription signals at 

the different time points revealed a progressive decrease in the transcriptional output per 

nucleus, calculated as the sum of the number of nascent transcripts found at each allele 

(Fig. 4-25F). For POLR2A for instance, the mean transcriptional activity per allele went from 

34 Ñ 4 nascent transcripts 40 minutes after metaphase (n = 3, 46 cells) down to 4 Ñ 2 nascent 

transcripts 100 minutes after metaphase (n = 3, 30 cells). After counting the number of mature 

mRNA molecules in the same cells, we revealed that the increased nascent transcriptional 

output at early time points translated into a statistically significant (p < 0.001) increase in 

mRNA counts for both genes at the last time point (Fig. 4-25G; +19% in the case of TFRC 
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and +25% for POLR2A). Interestingly, the cumulative number of nascent transcripts detected 

at telophase/early G1 was approximately equal to the increase in mature mRNA number 

detected in the subsequent time points, suggesting that the occurrence of transcriptional spikes 

upon mitotic exit served to rapidly increase the number of mature mRNAs in daughter cells. 

Since the exact kinetics of transcription, RNA processing and RNA export in the reforming  

 

Figure 4-25. Post-mitotic transcriptional spikes occur early and are transient. (A, C) 

Snapshots taken from a movie of HepG2 cell growth. When recording was stopped (last 

panels), the pair of daughter cells in A was fixed 40 minutes after metaphase had occurred 

(second panels) while the pair in C was fixed 100 minutes after metaphase. (B, D) smRNA 

FISH images for the pair of daughter cells shown in A and C, respectively. The TFRC signal 

(middle panels) is pseudo-coloured in red, the POLR2A signal (right panels) in green. The left 

panels show a merged image with DAPI counterstain in grey. Arrows in B point to 

transcription spots. Maximum intensity projections of 4 consecutive optical sections 

(thickness of 1 mm). Scale bars, 5 Õm. (E-G) Quantification of smRNA FISH signals for 

TFRC (red) and POLR2A (green) in HepG2 cells at different times after metaphase (n = 3. 

t=40 minutes, 46 cells; t=60 minutes, 66 cells; t=80 minutes, 34 cells; t=100 minutes, 30 

cells). Shown are frequency distribution of the number of active alleles per nucleus (E), the 

cumulative output per active nucleus (F) and the cytoplasmic mRNA count (G). Mean values 

(thick lines) + s.d. are indicated on scatter dot plots (F-G). ns, not significant. *, p < 0.05. ***, 

p < 0.001. 
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nucleus remain elusive, more work in single living cells is necessary to evaluate the 

contribution of the post-mitotic spikes that we observe to the cytoplasmic mRNA pools.  

To sum up, fitting our observations to a time axis indicates that the increase in 

transcription in telophase/early G1 is maximal upon completion of cytokinesis but before the 

flattening of daughter cells, synchronized with chromatin decondensation, and transient, at 

most lasting less than one hour. We further confirmed the early and transient nature of the 

transcriptional spike by immunostaining for the abscission midbody, a ɔ-tubulin-rich structure 

that persists up to 3 hours after mitotic exit (Gershony et al., 2014), along with the smRNA 

FISH staining. Analysis of immuno-RNA FISH results showed that some cells still linked by 

a midbody, thus at the beginning of G1, already proceeded through the phase characterized 

 

Figure 4-26. Transcriptional spikes occur early in the cell cycle. Representative images of 

HepG2 cells co-stained for a-tubulin (left panels), TFRC RNA (middle panels) and POLR2A 

RNA (right panels). Arrowheads point to abscission midbodies. Arrows point to intense 

nascent transcription spots. Dotted lines mark the contours of the nuclei. The smRNA FISH 

signals are shown according to the ófireô colour scheme, i.e. strong signals in yellow/white 

and weak ones in blue. Shown are pseudo-3D view for a-tubulin and maximum intensity 

projections for the smRNA FISH signals. (A) óEarlyô telophase/G1 cells show intense 

transcription spots for both genes. (B) Daughter cells that are still joined by a midbody but 

show no signs of nascent transcription of either genes. Scale bar, 5 mm.   
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by the spike in transcriptional activity and did not display the intense spots in the nucleus 

(Fig. 4-26). We suggest that the window of highly active transcription thus occurs earlier in 

the cell cycle than the complete cytokinesis. 

 

Distinct mechanisms drive the overshoot of nascent transcription at the mitotic exit 

From the previous results, it appeared to us that the regulation of gene expression of 

TFRC and POLR2A was qualitatively and quantitatively different in telophase/early G1 cells 

and in interphase. We speculated that the transcriptional state of the daughter cells was 

somehow functionally linked to the interphase state of the respective mother cell, as suggested 

previously (Muramoto et al., 2010; Zhao et al., 2011). We were therefore interested in 

investigating if  the frequency and intensity of the post-mitotic transcriptional spikes was 

regulated in the same way as transcriptional pulses during interphase. To do so, we took 

advantage of the fact that the TFRC gene is known to be upregulated by mitogenic stimuli 

(Biswas et al., 2013). One can thus negatively regulate transcriptional output of this gene by 

cultivating cells in low serum. As expected, incubation of HepG2 cells in 0.2% serum for 

48 hours led to a 2.4-fold decrease in average mRNA counts in interphase cells (Fig. 4-27A). 

This decrease was not a consequence of changes in burst frequency, since the proportions of 

active alleles per cell were comparable for both culture conditions (Fig. 4-27B). Instead, the 

number of nascent transcripts per active allele decreased (8.6 Ñ 4.0 vs. 4.0 Ñ 1.7 nascent RNA 

molecules/active allele, Figure 2-27D), suggesting that downregulation of the TFRC gene in 

low serum conditions was accomplished through a lower intensity of individual ON periods.  
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Figure 4-27. Distinct transcriptional regulation in telophase/early G1 HepG2 cells. (A) 

Interphase mRNA counts for TFRC in HepG2 cells cultivated in medium supplemented with 

10% (CTL, open circles, 68 cells) or 0.2% (LOW, open squares, 76 cells) FBS. Mean Ñ s.d. 

(B) Frequency distribution of HepG2 interphase (left) and telophase/early G1 (right) nuclei 

displaying one or more active TFRC alleles. Normal serum concentration, top. Low serum 

concentration, bottom. n = 2. (C) Representative smRNA FISH images for TFRC in 

telophase/early G1 cells grown in normal (top) or low-serum (bottom) conditions. In both 

cases, transcriptional spots of similar intensity are detected (arrows). The images are 

maximum intensity projections of only 4 consecutive optical sections having 1 ɛm in 

thickness. The contours of the daughter cell nuclei are dotted. Scale bar, 5 Õm. (D) Number of 

nascent RNA transcripts per active allele in interphase cells (INTER, open symbols) or 

telophase/early G1 cells (TELO/eG1, filled symbols). In control conditions (CTL, circles), the 

mean allele activity is the same at the two stages (INTER, 32 alleles; TELO/eG1, 56 alleles). 

In low serum conditions, the mean allele activity is significantly increased upon mitotic exit 

(INTER, 33 alleles; TELO/eG1, 49 alleles). Mean values (thick lines) Ñ s.d. ns, not 

significant. ****, p < 0.0001. 




























































