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Abstract: Catalysts based on cerium oxide are ubiquitous in industrial-scale
chemical conversion. Here, a thorough study of their fundamental properties
is undertaken via a model system approach with the goal of furthering rational
design in heterogeneous catalysis. A focus is put on understanding the behavior
of oxygen vacancies in cerium oxide with respect to atomic co-ordination and
electronic structure perturbations. Utilizing state-of-the-art probing techniques,
a scalable model system framework is developed that allows for control over both
the oxygen vacancy concentration and local co-ordination. High precision of the
innovative approach facilitated observation of new phases of substoichiometric
cerium oxide and lead to a first-of-a-kind investigation of the electronic struc-
ture of cerium oxide throughout isostructural transition from CeO2 to Ce2O3.
The acquired results advance fundamental understanding of essential properties
of cerium oxide that are relevant to its utilization in heterogeneous catalysis
and open new pathways for functionalization of cerium oxide-based materials.
Furthermore, the methodology developed in the thesis is transferable to other
important reducible oxides.
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1. Introduction
Catalysis is an effective tool allowing us to cope with the ever increasing pro-
duction demand dictated by rising population. Its significance is perhaps best
illustrated by the importance of the Haber-Bosch process, without which the
population boom of the 20th century would turn into a worldwide famine. The
same bleak picture would be painted by the absence of public and personal trans-
portation that made the increased population somehow sustainable — there the
connection with catalysis lies in a complete dependence of the automotive in-
dustry on fluid catalytic cracking for fuel production and on three-way (formerly
two-way) catalysis for detoxication of exhaust fumes. In the 21st century catalysis
is poised to power the fuel cell technology, even on the micro level with on-chip
fuel cells, and thrives in multitude of other industrial branches. However, the
illustrious role of catalysis is tainted by its consumption of materials that are
found in the Earth’s crust only in limited amounts. This makes, for example,
precious metals materials of extreme strategic importance, especially considering
localization of their distribution throughout the world. The pursuit of efficiency
in catalysis is thus not only motivated by noble reasons of self-preservation and
sustainability, but initiated by a lowly political currents, too.

1.1 Heterogeneous catalysis
Catalysts are materials that change rates of chemical reactions without being ex-
pended in the process. A catalyst basically acts as an electronic perturbation that
affects energy barriers between various transition states of a chemical reaction.
The effect can be so large that it alters the path of the reaction. Understanding
the interaction between reactants and the catalyst is therefore of utmost impor-
tance for rational design of chemical conversion. Many of the crucial industrial
catalytic reactions are heterogeneous, where the catalyst and reactants are in a
different phase [2]. Typically, the catalyst is a solid and the reactants are either
in a liquid or gas phase. The heterogeneous catalysis can be described in several
steps. First, the reactants have to be transported towards active sites of the
catalyst. The reactants either directly adsorb on the active sites or diffuse to the
active sites across the surface of the catalyst. Second, the reactants are activated
(i.e., dissociated) on the active sites. Finally, a reaction occurs and the products
desorb from the catalyst. The reaction at the catalyst can occur either between
two reactants adsorbed on the catalyst (Langmuir–Hinshelwood mechanism), or
an adsorbed one and a gas phase one (Eley–Rideal mechanism). Alternatively,
the activated reactants can be transported away and the reaction can occur on
a different catalyst or purely in the gas phase. It is important to note that con-
stituents of the catalyst’s lattice can also directly participate in the reaction and
leave the surface (Mars and Van Krevelen mechanism [3]), which is especially
relevant for chemical conversion over oxide-based catalysts. The Mars and Van
Krevelen mechanism is schematically illustrated on the case of CO oxidation over
a model Cu-CeOx catalyst in Figure 1.1.

The above-mentioned mechanisms highlight two important concepts in het-
erogeneous catalysis represented by the surface and the active sites. Because
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Figure 1.1: Catalytic oxidation of CO to CO2 on an inverse CeOx/Cu(111) cat-
alyst. The oxygen for the reaction is supplied by the doped cerium oxide.

the processes constituting heterogeneous catalytic conversion take place at the
surface of the catalyst, the surface-area-to-volume ratio largely determines cost
efficiency of the materials making up the catalyst. In practice, this leads to
size reduction (nanopowders) or core shell design, which can approach the ideal
surface-area-to-volume ratio of a hollow sphere. However, the number of available
surface sites does not correspond to the number of sites where rate-determining
catalytic processes take place [4]. In fact, the active sites are usually the minority,
often with orders of magnitude lower concentration — terrace steps, structural
defects, doping agents, etc. A fundamental understanding of what makes specific
sites catalytically active in a given reaction is the holy grail of rational design of
future-proof catalytic materials.

1.2 Model approach to catalysis
The path towards consistent descriptors of active sites in heterogeneous catalysis
is a difficult one. The problem lies in the incredible complexity of the industrially
utilized catalysts. These are often powder-type materials that exhibit astonishing
structural variety that prohibits any interpretation with respect to individual
structural features. Furthermore, catalytic materials regularly feature complex
phase diagrams, which makes underlying principles determining their activity
much more intricate due to possible phase transitions accompanied by changes
of local coordination, long-range ordering and surface termination. In order to
make any fundamental insights obtainable singular structural features have to
be isolated in such a manner that they can be probed by existing experimental
techniques. This is the goal of the field of model heterogeneous catalysis [5].
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Figure 1.2: Schematic illustration of the bottom-up approach to heteroge-
neous catalysis, starting from single crystal studies and building up to complex
nanopowders.
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Model catalysis represents a bottom-up approach to understanding heteroge-
neous catalysis, where one starts from as simple a system as possible and gradually
builds up towards more complex systems (see Figure 1.2). Model catalysts are
often prepared in the form of epitaxial films grown on single crystal surfaces, with
the first goal being thorough investigation of low-index surface terminations of
the materials constituting the catalyst. The complexity of the system is than
scaled up by introducing perturbations, such as defect sites, doping agents, ex-
tended interfaces, and so on. Finally, the knowledge obtained on the singular
surface terminations is put together and used to model a catalyst comprised of a
combination thereof. While this is obviously only an approximation of the real
catalyst, the predictive capability of the model system approach has proven to
be valuable.

One of the biggest benefits of the model system approach is that it enables the
use of robust probing techniques of surface science. These provide access to the
atomic and electronic structure, magnetic properties, bonding character, chemical
interaction, and many other properties of interest. Most of the techniques also
operate under ultra-high vacuum (UHV) conditions, which are in line with the
high demands of the model system approach regarding purity of the materials
and suppression of contamination. However, the UHV conditions also impose
serious limitation on scalability of the studied chemical interactions. No industrial
reaction operates under UHV conditions and the energetics of chemical reactions
exhibit a non-trivial dependence on pressure of the reactants, as does the phase
diagram of catalytic materials. Still, the model system approach represents a
unique playground for investigation of the fundamental properties of catalytic
materials.

1.3 Reducible oxides
Reducible oxides represent an important class of catalytic materials that forms
the foundation of various indispensable industrial processes closely related to
sustainable energy. The unique properties of reducible oxides are widely utilized
in energy storage and conversion, hydrogen economy being the most prominent
example. Other notable applications include catalytic conversion of pollutants,
such as automobile exhaust gases, and biomedical industry [6, 7]. Reducible
oxides typically function as an oxygen sink / source through a reduction–oxidation
(redox) cycle between several stable stoichiometries. The ability to supply or
absorb oxygen allows them to balance oxygen lean and oxygen rich phases of
chemical conversion, greatly enhancing both stability and yield of reactions. The
utility of reducible oxides is, however, not limited to a passive support role, as
both cations and anions constituting the oxide can actively participate in various
processes [8]. The active role is defined through the electron configuration of the
valence shell of the respective ions. Here, the redox cycle generates a remarkably
complex array of possibilities by allowing reducible oxides to dramatically alter
the occupancy of the valence shell. This is especially relevant for reducible oxides
that change the highest occupied subshell (s, p, d or f ) of the cation during
the redox cycle—d electrons for transition metal based oxides and f electrons
for rare-earth oxides. The unique properties and wide application potential have
made reducible oxides subject of a large body of scientific work, covering both
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Figure 1.3: Models of stoichiometric phases of cerium oxide: a) CeO2 (Fm-3m,
a = 5.41 Å), b) c-Ce2O3 (Ia-3, a = 10.98 Å), and c) a-Ce2O3 (P-3m1, a = 3.89,
c = 6.06 Å). Cerium ions are shown in blue and oxygen ions in red. The unit cell
is highlighted by a dashed line. In the case of c-Ce2O3 the unit cell of CeO2 is
also shown, along with oxygen vacancies (black cubes), to highlight the relation
between the two.

basic research conducted on model systems and applied research on industrial
materials [6, 7].

1.4 Cerium oxide
Cerium oxide is a reducible rare-earth oxide that has become a mainstay in cat-
alytic applications where oxygen storage and dissociation of water are essential—
i.e., in steam reforming reactions. The redox properties of cerium oxide are
facilitated by a low energy barrier for oxygen vacancy formation, high oxygen
vacancy mobility, and exothermic reoxidation (cerium metal is pyrophoric). The
redox cycle is established between two stable stoichiometries, CeO2 and Ce2O3,
that manifest themself in a nominal cation oxidation state of Ce4+ and Ce3+.
Understanding cerium oxide is thus closely related to understanding structural
and electronic changes occurring between the two configurations.

CeO2 crystallizes in a fluorite structure (Fm-3m) with a bulk lattice parameter
of 5.41 Å and cubically (8-fold) coordinated cations (see Figure 1.3(a)). It exposes
three low-index surfaces — (111) > (110) > (100), ranked in the order of stability
(see Figure 1.4). Reflecting the stability, the (111) surface has been the subject
of the largest amount of studies [10]. However, there has recently been a surge
of interest in the other two surfaces given their prevalence in nanostructured
cerium oxide materials [11, 12]. The (100) surface is especially interesting due to
polarity of the bulk termination that gives rise to various surface reconstructions,
that have not been deciphered as of yet (see Figure 1.5). The structures of the
other two surfaces are well-established.

Oxygen vacancies in cerium oxide are generally more stable at the surface
than in the bulk [13]. This is effectuated by oxygen vacancy induced strain
that is more easily dissipated at the surface. The strain is closely related to
the most significant feature of the cerium oxide redox cycle. Following from
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Figure 1.4: Models of low-index surface terminations of CeO2. Cerium ions are
shown in blue and oxygen ions in red.

Figure 1.5: Various models of polarity compensated stoichiometric (A0–D0) and
substoichiometric (B2, C2) (100) surface of cerium oxide. Cerium ions are shown
in yellow and oxygen ions in red. The black solid lines indicate (2× 2) unit cells.
[9]
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Figure 1.6: High resolution filled-state (a) and empty-state (b) STM images of
defects on the CeOx(111) surface along with models for f electron localization
proposed by Esch et al. [15]

the nominal ionic configuration of oxygen and cerium, a formation of an oxygen
vacancy in CeO2 leaves behind two electrons that were filling the oxygen 2p shell.
Quantum chemical calculations show that the two excess electrons localize in f
shells of surrounding cerium ions [13]. One has to appreciate that the occupation
of the highly-localized f orbital is a considerable electronic perturbation. In
regards to the above-mentioned strain, the f electron increases the ionic radius
of the cerium ion it localizes at. The corresponding changes in bond lengths
than lead to local lattice expansion that is the source of the strain. This has
been the established interpretation of both a reduction induced lattice expansion
and surface localization of oxygen vacancies in cerium oxide [6]. However, the
interpretation might be overly simplistic. If one bases the explanation purely on
ionic radius changes, the ionic radius increase of the cerium ion is overshadowed
by the missing oxygen ion, whose ionic radius is even larger [14]. This leads
one to conclude that a repulsion of the positive defects (the oxygen vacancies)
is the deciding factor [14]. Still, the position of the localized f electrons with
respect to the position of the oxygen vacancy is essential for understanding the
accompanying structural relaxation.

A seminal work on this topic has been published by Esch et al. [15]. They
report on a high-resolution scanning tunneling microscopy (STM) study of de-
fects on the (111) surface of cerium oxide. The contrast of the observed defects
is interpreted in conjunction with density functional theory (DFT) calculations,
revealing that f electrons tend to localized at the nearest neighbor cerium ions
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with respect to the oxygen vacancy position (see Figure 1.6). This experimental
observation is consistent with a large body of quantum theoretical calculations
that predict the same behavior [16]. However, there are two perplexing inconsis-
tencies in the data. First, the defects observed by Esch et al. tend to cluster at
elevated temperature, and, second, the defects are located in the surface layer.
Oxygen vacancies are actually known to repel each other in the bulk of cerium
oxide [17] and to prefer sub-surface layer of the (111) surface [18]. Indeed, the
defects observed by Esch et al. have been shown to match the behavior of fluorine
impurities [19], invalidating the electron localization picture in cerium oxide that
has been propagating through the literature for the past decade. While it may
seem a pointless exercise to reiterate the mistake in here, it actually serves as a
very good illustration of the importance of the oxygen vacancy induced strain.
Specifically, the supercells used in the calculations that predict localization of
electrons at the nearest neighbor cerium ions were too small to account for the
structural distortion. Calculations with larger supercells consequently revealed
the problem, showing that the f electrons prefer to localize at next-nearest neigh-
bor cerium ions [18, 19].

Here, it should be noted that the description of cerium oxide through DFT
is complicated by the occupied atom-like localized f orbitals in reduced cerium
oxide. The reason for this lies in the self-interaction error (SIE) intrinsic to local-
density Approximation (LDA) and generalized gradient approximation (GGA)
approaches to DFT. The problem arises due to incomplete cancellation of the self-
interaction Coulomb term for electrons localized near nuclei, which is caused by
the approximate nature of the correction of exchange interaction in both LDA and
GDA. As a result the electrons tend to be overdelocalized (see Figure 1.7). In the
case of excess electrons left behind after creation of an oxygen vacancy in CeO2,
the electrons would not populate the 4f orbitals with integer occupation numbers
and instead, due to SIE, spread out over many cerium ions leading to a fractional
occupation of the 4f orbitals [13]. A commonly used approach to remedy the
problem is DFT+U, named so as it adds a correction term called Hubbard-U term
to the used functionals. Generally, the Hubbard model leverages the tight-binding
approximation from solid state physics, where electrons are viewed as occupying
the standard orbitals of ions and conduction is viewed as hopping (tunneling) of
these electrons between the ions. Practically, there is a competition between the
hopping and on-site Coulomb repulsion between electrons in the same orbital.
The dominance of these terms reflects the transition between metal and insulator
in the Hubbard model. DFT+U thus presents an extension to DFT that considers
the on-site interaction from the Hubbard model in the form of the U-term, which
describes the behaviour of a system of electrons based on their localization as an
additional correcting interaction. Here, an important issue arises — the U-term
is principally material dependent and the correct value is generally not known.
While there are various ways how to approach this problem, two essential aspects
should be highlighted. First, due to the nature of the U-term it is not possible
to distinguish a situation where two electrons are localized on two ions from a
situation where both of these electrons are delocalized over the same ions. Second,
localization introduced through the U-term is arbitrary in the sense that it is done
in order to arrive at a solution that satisfies our expectation. These issues are
carried over to the more advanced hybrid density functionals, where the degree of
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Figure 1.7: Spin density (yellow) around an oxygen vacancy calculated using
LDA (a) and hybrid density functional (b). The self-interaction leads to delo-
calization of f electrons in the case of LDA, while the hybrid density functional
calculation results in two localized f electrons. [13]

Fock exchanges is the new parameter. While the expectations are usually based
on experimental observation, there are indications that f electrons can also exist
in cerium oxide in a delocalized form [20]. Still, being mindful of the above-
mentioned problems, DFT is a powerful tool for investigation of properties of
cerium oxide.

Returning to the oxygen vacancies at the surface of cerium oxide, the work
carried out so far on the (111) surface established the following: a) oxygen vacan-
cies are preferentially located in the sub-surface layer, b) oxygen vacancies repel
each other and consequently do not tend to cluster, and c) electrons generated
by oxygen vacancy formation favor localization at next-nearest neighbor cerium
ions. The other two low-index surfaces, (110) and (100), accommodate oxygen
vacancies in the surface layer. The anisotropic structure of the (110) surface (see
Figure 1.4 leads to a large relaxation of the oxygen ion neighboring the oxygen
vacancy and localization of the f electrons on a nearest neighbor and next-nearest
neighbor cerium ions [21]. Oxygen vacancies on the (100) surface have the lowest
formation energy [22, 23] and allow for compensation of the dipole moment of
the bulk termination, giving rise to structural reorganization that is not yet well
understood [9].

Given the above mentioned tendencies of oxygen vacancies, especially the re-
pulsion, it is very likely that high concentration of these will lead to a preferential
ordering. This is reflected in the complex phase diagram of cerium oxide [24] and
confirmed by bulk diffraction studies [17]. Interestingly, the oxygen lean part of
the phase diagram is occupied by two stable structures, a hexagonal h-Ce2O3 (P-
32/m1) and a cubic c-Ce2O3 (Ia-3) (see Figures 1.3(b) and (c)) [25]. While the
hexagonal phase is expected to be the thermodynamically stable one as it is the
phase that is present in high-temperature treated cerium oxide materials [26], the
cubic phase is seen as the ideal representation of the reduction of CeO2 without
structural modification of the cerium ion sublattice. However, experimental data
on either phase is lacking as they have not been successfully stabilized in the form
of long-range ordered surfaces that would allow for precise atomic and electronic
structure investigations. Particularly, the changes in bonding character in the
transition from CeO2 to Ce2O3 are poorly understood.
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The most successful approach to study properties of cerium oxide in relation to
its catalytic applications has been the utilization of epitaxial films. Growing thin
epitaxial films of cerium oxide allows to obtain well ordered surfaces and mitigates
charging problems, due to cerium oxide being in insulator, of various electron
based techniques. Epitaxial films of cerium oxide exposing the (111) surface have
been successfully grown on many metal single crystals, such as Ru(0001) [27],
Ni(111) [27], Rh(111) [28], Pt(111) [29], Pd(111) [30], and Cu(111) [31]. The other
two low-index surfaces are limited to singular studies of the (100) terminated films
grown on SrTiO3(100) [32]. In this thesis, cerium oxide films grown on Cu(111)
will be utilized as a model of the (111) surface. Cerium oxide grows epitaxially on
Cu(111) with a nearly perfect lattice coincidence of ≈ 1.5. However, the lattice
parameter of the film is governed more by size effects than the lattice coincidence
due to a very weak coupling with the metal substrate [33]. The growth process
is diffusion limited, with the growth temperature determining ordering of the
film [34]. The temperature dependence can be exploited in preparation of films
with controllable terrace size (step density) [34]. Importantly, the films can be
prepared continuous, mitigating influence of the substrate [31]. Finally, it should
be mentioned that the actual interface between Cu(111) and cerium oxide is
still under debate. Specifically, a possible presence of CuOx at the interface has
been hinted on [35], which would invalidate theoretical models predicting charge
transfer at the interface [36].

1.5 Scope of the thesis
The thesis focuses on furthering the fundamental understanding of structural and
electronic properties of cerium oxide in relation to the CeO2 ↔ Ce2O3 redox pair.

The overarching goal is to understand electronic structure modifications aris-
ing through defect formation in cerium oxide and the associated filling/emptying
of the 4f shell. Towards that goal a development of robust scalable framework
of cerium oxide model systems is undertaken, whose purpose is to allow flexible
control over local co-ordination of cerium ions in cerium oxide.
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2. Experimental
This section introduces experimental methods utilized throughout the thesis along
with practicalities of data processing. A focus is put on photoemission spec-
troscopy as the method that has been taken advantage of the most.

2.1 Photoemission spectroscopy
Photoemission spectroscopy is a mature analytical method whose history spans
two Nobel Prizes (Albert Einstein, 1921; Kai Siegbahn, 1981). The development
of photoemission spectroscopy is closely tied to the revolution in physics at the
beginning of the twentieth century which led to transition from classical physics
to quantum physics. The method is based on interaction of photons with matter
that results in emission of an electron, a process known as photoemission. The
emitted electron, called a photoelectron, caries a lot of information that can be
accessed in various ways. At the most basic level, photoemission can be expressed
in the form of Fermi’s golden rule:

wfi =
2π

ℏ
| < Ψf |H int|Ψi > |2ρ, (2.1)

where wfi is the transition probability from the initial state |Ψi > to the set
of final states < Ψf |, ℏ is reduced Planck constant, H int is the perturbation due
incident photons, and ρ is the density of final states.

This elegant expression illustrates many of the intricacies of photoemission.
However, the apparent simplicity disappears as soon as one recognizes that the
wavefunctions in the equation are many-electron wavefunctions of a semi-infinite
crystal, with the final state wavefunctions including a component of a plane wave
in the vacuum region with a finite amplitude in the crystal. Fortunately, several
approximations can be made that greatly simplify the expression and allow to
illustrate practical aspects of photoemission spectroscopy. Let’s first concern
ourselves only with a transition to a specific final state due to interaction with
monochromatic photons. The expression reduces to:

wfi =
2π

ℏ
| < Ψf |H int|Ψi > |2δ(Ef − Ei − hν), (2.2)

where Ef−Ei is the energy difference between states < Ψf | and |Ψi >, and hν
is the energy of the photons. Now, we will account for the effect of the incident
photons by treating the external electromagnetic field classically and utilizing
Coulomb gauge (Φ = 0, ∇⃗ · A⃗ = 0). A non-relativistic system obeys the “free”
Schrödinger equation:

H0Ψ0 = (
p2

2m
+ V (r))Ψ0 = EΨ0, (2.3)

where p⃗ is the momentum operator, m is the electron rest mass, V (r) is the
scalar potential, and E is the energy of the state Ψ0. We include the interaction
with the external electromagnetic field by adding the vector potential to the
momentum in H0:
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H0 = (
1

2m
(p⃗+

e

c
A⃗)2 + V (r)), (2.4)

where c is the speed of light, and A⃗ is the vector potential of the external
electromagnetic field. The square bracket in the expression is expanded as follows:

(p⃗+
e

c
A⃗)2 = p2 +

e

c
A⃗ · p⃗+ e

c
p⃗ · A⃗+

e2

c2
|A⃗|2. (2.5)

The perturbation due to the incident photons can now be written to the first
order in A⃗ as:

H int =
e

2mc
A⃗ · p⃗. (2.6)

The third term in the equation 2.5 disappears due to the Coulomb gauge.
Next, we take A⃗ in the form of a plane wave:

A⃗(ω, t) = σ⃗ei(ωt−q⃗·r⃗), (2.7)

where ω is the frequency of the photons, t is the time variable, σ⃗ is the
polarization of the photons, q⃗ is the momentum of the photons, and r⃗ is the
coordinate. Finally, we assume that A⃗ is constant over the lengthscale of atoms
(i.e., λ >> r0), the so called dipole approximation, which makes ei(ωt−q⃗·r⃗) ∼ 1.
Combining equations 2.6, 2.7, and 2.2, we arrive at the matrix elements in the
dipole approximation:

< Ψf |H int|Ψi >=
e

2mc

∫
Ψ+

f (σ⃗ · p⃗)ΨidV. (2.8)

It should be noted that while the dipole approximation is generally valid for
light sources utilized in photoemission spectroscopy (> 5 eV), we are ignoring
both surface emission (∇ · A⃗ = 0 is not valid at the surface) and quadrupolar
matrix elements, which can both play significant role. Nevertheless, equation 2.8
still allows us to explain important concepts in photoemission and make decent
predictions. The first of theses is the fact, that the parity of the functions in-
tegrated on the right side of equation 2.8 imposes symmetry rules for forbidden
transitions. Specifically, if Ψ+

f (σ⃗ · p⃗)Ψi is odd the integral is zero and consequently
wfi (see equation 2.2) is zero. This means that polarization of the incident pho-
tons determines states that are accessible in the experiment. We will make one
more approximation in order to better illustrate how this works. We will assume
that the effective potential changes discontinuously after emission of an electron
from an atom. This so called sudden approximation is valid for photoelectrons
that are fast enough (≈ 100 eV) to leave the solid before the rest of the elec-
trons relax due to the core hole that is left over. This allows us to separate the
many-electron wavefunctions in the following way:

Ψf = AΦk
fΨ

N−1
f ; Ψi = AΦk

iΨ
N−1
i , (2.9)

where A is the antisymmetrizing operator (in order to fulfill the Pauli exclusion
principle), Φk

f and Φk
i is the wavefunction of the electron that interacts with the

incoming photon in the final and initial state, respectively, and ΨN−1
f and ΨN−1

i
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Figure 2.1: The effect of matrix elements illustrated on the valence band spectra
of cerium oxide measured with a p and s polarized light.

is the N-1 electron wavefunction of the rest of the system in the final and initial
state, respectively. Equation 2.8 now simplifies to:

< Ψf |H int|Ψi >=< Φk
f |H int|Φk

i >< ΨN−1
m |ΨN−1

i >= Mk
ficmi, (2.10)

It is now obvious that if we know both Φk
f and σ⃗ the selection rules specify the

parity of accessible Φk
i states (see Figure 2.1). In photoemission spectroscopy we

can usually approximate Φk
f as a free electron, which is satisfied for photoelectrons

that transition to states far away from Fermi energy of materials with spherical
Fermi surface (i.e., metals). However, the theoretical framework developed above
can be also used to describe X-ray absorption spectroscopy (XAS), where this
condition is not satisfied and the selection rules have to account for the parity of
Φk

f states in close proximity to the Fermi energy. Both processes carry important
information about the initial state, but here we concern ourselves in greater detail
only with photoemission. We now substitute equation 2.10 into 2.2 and sum
over final and initial states in order to arrive at a quantity proportionate to
photoelectron current of a specific kinetic energy:

I(Ekin) ∼
∑
f,i

|Mk
fi|2

∑
m

|cmi|2δ(Ekin + EN−1
m − EN

i − hν). (2.11)

It is easy to see that for the special case of ΨN−1
i = ΨN−1

m in a diagonal
cmi the expression on the right side of 2.11 leads to Ekin − hν = ϵk, where ϵk
is the orbital energy of the Φk

i state. This is the basis of elemental sensitivity
provided by photoemission spectroscopy, because each element has a specific set
of initial states that are reflected in the kinetic energy of photoelectrons through
equation 2.11. cmi is, however, rarely diagonal. The N-1 electrons left in the
system respond to the core hole, which makes arriving at ϵk highly nontrivial,
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although it does not alter the rough fingerprint of elements. Interestingly, the
response carries information about electronic configuration of the matter, allowing
to differentiate chemical state of the element emitting the photoelectron (i.e., the
response will be different for a metal or an oxide).

In a crystalline solid the photoelectron also conveys information about the
actual band structure (momentum of the electron in the solid). The information
is accessible by measuring both the kinetic energy and angular distribution of
photoelectrons. Utilizing energy and momentum conservation laws we can write:

Ek
f − Ek

i = hν; k⃗f − k⃗i = k⃗hν + G⃗, (2.12)

where k⃗f and k⃗i is the momentum of the electron in the solid in the final
and initial state, k⃗hν is momentum of the absorbed photon and G⃗ is the vector
of the reciprocal lattice. k⃗hν is typically negligible (in the energy range where it
is not, the momentum of the electrons is so big that band dispersion is actually
obscured by averaging over the whole Brillouin zone at room temperature [37])
and G⃗ is zero in the reduced Brillouin Zone. If we know the final states (either
from theory or utilizing free electron approximation) we can reconstruct k⃗i. It
should be noted that the measured momentum of the photoelectron outside of
the solid does not directly correspond to k⃗f . While the parallel component of the

momentum is identical due to symmetry ( ⃗k∥
f = K⃗∥), the perpendicular compo-

nent of the momentum is modulated by inner potential V0 (which corresponds to
the bottom of the valence band referenced to the vacuum level) and has to be
reconstructed from the angular distribution in the following manner (for the free
electron approximation):

k⃗⊥
f =

1

ℏ
√
2m(Ekin cos2Θ+ V0), (2.13)

where Θ is the polar angle of the emission with respect to the surface normal.
It should be noted that V0 is generally not know. The strategies to find the value
include a) varying the value in order to arrive at an agreement with theoretical
calculations, b) using the zero of muffin-tin potential, and c) exploiting symmetry
of dispersion in the direction perpendicular to the surface.

The theoretical framework developed in here illustrates the type of informa-
tion that can be obtained from photoemission spectroscopy. Still, the intricacies
of the equations we have arrived at often lead experimentalists to avoid their use
in favor of a more empirical approach that is closely connected with the instru-
mentation. Before we move in the same direction, we briefly look at a slightly
more complicated photoemission process that will be utilized in the thesis, a pro-
cess known as resonant photoemission. Resonant photoemission combines direct
photoemission with an Auger decay process to form two channels that lead to
identical final state. The Auger decay process can be divided into three steps.
First, an inner-shell hole is formed (e.g., by photoemission). Second, the hole
is filled by an electron from a higher lying level. Finally, the energy difference
between the inner shell and the level from whence the filling electron comes is
transferred to another electron, which can escape the solid if the energy is high
enough. This can be viewed as an indirect photoemission process. Combining the
photoemission and Auger decay processes leads to a new interaction Hamiltonian:
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H int
reso = H int +HAI

∑
n

|Ψn >< Ψn|
hν + Ei − En + iΓn/2

H int, (2.14)

where HAI accounts for the energy transfer through the de-excitation (typi-
cally coulombic interaction), Ψn is the wavefunction of the intermediate state, En

is the energy of the intermediate state, and the term iΓn/2 represents lifetime of
the intermediate state. The important message of equation 2.14 is the fact that
the two processes are put together at the level of the interaction Hamiltonian,
which leads to interference when the two final states are not distinguishable. This
can be utilized in artificially enhancing the number of photoelectrons emitted from
low density states.

Now we step a little bit back and look at the photoemission process through
the eyes of an experimentalist. What we want to do is understand equation 2.11 in
relation to the experimental setup. Traditionally, the approach to photoemission
developed above is known as one-step model of photoemission. We can greatly
simplify the process by dividing it into three parts, the so called three-step model
of photoemission, in the following manner:

I ≈ W · S · T, (2.15)

where I is the intensity of photocurrent, W is the term describing excitation
of an electron in the solid due to incident photons, T is the term describing
propagation of the excited electron through the solid, and S is the term describing
transmission of the excited electron across the solid / vacuum interface. While the
separation into the three processes is a severe approximation, it allows to represent
the photoemission process essentially just by three numbers — a photoionization
cross-section (∼ W ), an effective free path (∼ S), and a work function (∼ T ).
This is indeed practical, as the values can be tabulated as a function of energy
and material. Knowing the values and being able to measure kinetic energy of
photoelectrons, one can plot a graph relating number of electrons with a specific
orbital energy (photoelectron spectrum) in the solid through a simplified version
of the delta function on the right side of equation 2.11:

− ϵk = hν − Ekin − Er − ΦA, (2.16)

where Er is the term accounting for non-zero off-diagonal entries in cmi, and
ΦA is the work function of an analyzer used for the detection of photoelectrons.
ΦA can be used instead of the work function of the material emitting the photo-
electrons when the analyzer is conductively connected to the sample. The photo-
electrons are then either slowed down or accelerated by the difference in the work
function of the analyzer and the sample, further simplifying the interpretation as
the work function in equation 2.16 can be calibrated.

Before discussing the information that can be obtained from photoelectron
spectra through equations 2.15 and 2.16, let’s briefly discuss the energy depen-
dence of the terms W and S in equation 2.15. The energy dependence actually
defines several characteristics of the method, which can be roughly separated
into three regimes based on the primary photon source — ultraviolet (∼ 100 eV;
laser, UV lamp, synchrotron), X-ray (∼ 1000 eV; X-ray source, synchrotron) and
hard X-ray (> 2000 eV; X-ray source, synchrotron). First, the photoionization
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Figure 2.2: Photoelectron spectrum of a copper single crystal acquired with Al
Kα X-rays (1486.6 eV). Inset: detail of the Cu 2p core level.

cross-section generally decreases with increasing photon energy above the pho-
toionization threshold [38], with one, in the case of free atoms, or several, in the
case of solids, minima close to the photoionization threshold [39]. This makes
ultraviolet photons ideal for studying the valence band, while higher energy pho-
tons are more suited for core level investigations. The minima present can also
be exploited in tuning sensitivity to specific levels.

The effective free path also depends on energy. To be a bit more illustrative,
let’s take the case of an amorphous solid, where the effective free path can be
very well approximated by inelastic mean free path. This means that, to the first
order, we disregard photoelectrons that undergo inelastic collisions, because they
no longer carry the information expressed by equation 2.16 in a straightforward
manner. The inelastic mean free path increases with energy monotonically from a
minimum at around 50–100 eV [40]. The increase on both sides of the minimum
is related to the number of open channels for inelastic scattering at the given
timescale. Variation in the energy of the primary photon source can thus be
utilized to tune surface sensitivity, typically in the approximate range of 1 to 10
nm.

It should be noted that, in the case of crystalline solids, angular dependence of
the above-mentioned parameters can’t be ignored. Spatial orientation of atomic
orbitals have to be taken into account in the photoionization cross-section [41]
and elastic scattering on an ordered lattice has to be included in the effective free
path [42]. Both effects can strongly modulate the intensity as defined by equation
2.15.

We will now discuss how to extract information contained in photoelectron
spectra. An exemplary photoelectron spectrum is shown in Figure 2.2. There are
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various spectral features that can be present in a photoelectron spectrum. First
and foremost, the elastic photoelectrons and Auger electrons corresponding to
the left and right term of equation 2.14, respectively. Second, satellites and ghost
lines originating from imperfect monochromaticity of the excitation source and
impurity generated photons. And, finally, features corresponding to characteris-
tic losses, such as plasmons, intra-band transitions, and shake-up and shake-off
excitations. All the features carry information, but we are generally interested
in the elastic photoelectrons the most. Essentially, what we want to do is ex-
tract the area of features corresponding to these photoelectrons and make use of
equation 2.11 or 2.15 in determining their state in the solid. These features can
be generally described by a convolution of a Gaussian and Lorentzian function,
which corresponds to a Voigt function:∫ ∞

−∞
G(x′; g)L(x− x′; l)dx′. (2.17)

The Gaussian function accounts for instrumental resolution and temperature
dependent Doppler broadening, while the Lorentzian function accounts for life-
time broadening (the uncertainty relation for energy). Because it is impractical
to use numerical convolution algorithms for the analysis, we instead turn to an
analytical approximation of the Voigt function as defined in [43]:

V (X, Y ) =
4∑

i=1

Ci(Y − Ai) +Di(X −Bi)

(Y − Ai)2 + (X −Bi)2
;X =

ϵ

σ
√
2
;Y =

γL

σ2
√
2
, (2.18)

where Ai → Di are a set of 16 constants, ϵ is the variable of the lineshape I(ϵ),
σ is the standard deviation, and γL is the full width at half maximum (FWHM)
of the Lorentzian function. FWHM of the Gaussian function in this definition
is γG = 2σ

√
2ln2. The benefit of this analytical approximation is the ease with

which the first and second derivative can be calculated. Combinations of functions
V (X, Y ) and their derivatives with a curve fitting algorithm, such as Levenberg–
Marquardt, allows us to precisely determine an area under a curve represented by
the photoelectron spectrum. However, not all of the area belongs to the elastic
photoelectrons. Specifically, we can notice an appreciable background in Figure
2.2. In accounting for the background we will highlight several bad practices that
are sadly prevalent in the field of photoemission spectroscopy.

The background corresponds to non-characteristic energy-loss processes. We
can mathematically decouple these processes into two parts. The first part is
connected to the electric field of the core-hole created in the photoemission pro-
cess and the second part is connected to the electric field of the photoelectron
propagating towards the surface and into the vacuum region. These separated
energy-loss processes are often called intrinsic and extrinsic, respectively. While
the decoupling certainly is only an approximation, it allows us to describe the
background in a simple manner. First, the intrinsic part accounts for the step-
like character of the photoelectron background. The step-like character originates
from the fact that the intrinsic background is proportional to the amount of elastic
photoelectrons (i.e., it increases with every allowed photoionization process). The
intrinsic background has been first described by Shirley and now bears his name
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[44]. In a slightly more modern notation, we can write the intrinsic background
function as follows:

IS,i(E) = k

∫ ∞

E

(Ip(E
′)− IS,i−1(E

′))dE ′, (2.19)

where k is the material constant, and Ip(E
′) is the elastic photoelectron sig-

nal. The formula is iterative with the initial approximation IS,0 being a constant
function. There are several important aspects related to application of this for-
mula that reveal problems with its implementation in broadly utilized software for
analysis of photoelectron spectra. Typically, the Shirley background as defined
by equation 2.19 is subtracted from measured spectra with the integral being
approximated by sums over points of the spectra in the measured range. There
are three major inconsistencies in this procedure. First, if the measured spectrum
contains several contributions (i.e., different chemical states) k is arbitrarily aver-
aged over the values that correspond to the individual contributions. Second, the
summation introduces arbitrary lower and upper limit (i.e. the measured range
of the spectrum), which is subjectively chosen by the experimentalist. Third,
arguably the most important problem is the fact, that the measured spectrum
does not directly correspond to the elastic photoelectron signal at a given en-
ergy. It is obvious that the measured spectrum contains inelastically scattered
photoelectrons by definition.

All the above-mentioned problems can be easily resolved by including the
Shirley background in the fitting process. Specifically, one has to calculate the
intrinsic background not from the measured spectra, but directly from the func-
tions describing the elastic photoelectrons. This allows one to both introduce
specific k for a given spectral feature and get rid of the arbitrary lower and upper
limits by integrating analytical functions, such as V (X, Y ), from −∞ to ∞.

Now, the Shirley background is often the only background used during analy-
sis of photoelectron spectra. However, as was described above, it covers only the
intrinsic part of the background. The extrinsic part is by definition related to path
integrals of the escaping photoelectrons. This makes it a bit more complicated,
but it also means that it actually caries information about depth distribution in
the solid. The theoretical description of the extrinsic background has been devel-
oped by Tougaard [45], but its application is limited by the need for experimental
data measured over wide regions, which imposes impractical time requirements
on the measurements. However, the Tougaard formula can be analytically ap-
proximated in the region near the spectral features of interest by the so called
slope background [46]:

IT (E) = kslope

∫ ∞

E

Ip(E
′)(EA − E)dEA, (2.20)

where kslope is the scattering factor, and (EA−E) is the energy loss (where EA

is the kinetic energy of the elastic photoelectrons). The analytic formula allows
to use the same approach as with the Shirley background, calculating the slope
background directly from functions describing the elastic photoelectrons.

Despite the simplicity of this approach to both the Shirley and Tougaard
backgrounds it is not implemented in any available analytical software. For the
purpose of this thesis, the method has been implemented in Fityk 1.3.1 [47],
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Figure 2.3: Implementation of Voigt functions that includes both intrinsic and
extrinsic photoelectron background. The explicit accounting for the background
in the fitting process removes arbitrary bounds for background subtraction.

which also allows to utilize advanced curve fitting algorithms, such as genetic
algorithms and Nelder–Mead algorithm. The relevant part of the code is included
as an attachment to the thesis (see Attachment 1.). An example of the fitting
functions is shown in Figure 2.3.

Finally, while the description provided in this section encompasses the theory
and methodology relevant to the utilization of photoemission in this thesis, it is
by no means exhaustive. Other advanced methods based on photoemission are
illustrated in Figure 2.4.

2.2 Low-Energy Electron Diffraction
Low-energy electron diffraction (LEED) is a surface analysis technique that pro-
vides information about the symmetry, morphology and, indirectly, electronic
structure of a crystalline solid. The LEED experiment consists of electrons of
defined energy impinging on a surface of a solid, where they are scattered, and
the interference pattern of elastically scattered electrons (the inelastically scat-
tered electrons form a background) is measured. The interference pattern can be
described as a sum of the scattered electron wavefunctions:

Ψ(K⃗, k⃗i) =
∑
n⃗

f(n⃗, K⃗, k⃗i)e
iK⃗r⃗(n⃗), (2.21)

where K⃗ = k⃗i− k⃗f is the scattering vector, k⃗i is the wave vector of the primary
electron, k⃗f is the wave vector of the scattered electron, f(n⃗, K⃗, k⃗i) is the structure
factor, and r⃗(n⃗) is the position of the scatterers that the sum is carried over. The
diffraction intensity can than be defined as:

I(K⃗, k⃗i) = |Ψ(K⃗, k⃗i)|2 =
∑
n⃗,m⃗

f(n⃗, K⃗, k⃗i)f
∗(m⃗, K⃗, k⃗i)e

iK⃗(r⃗(n⃗)−r⃗(m⃗)). (2.22)

The exponential function in equation 2.22 reflects the von Laue condition for
constructive interference with r⃗(n⃗) − r⃗(m⃗) = G⃗ being a vector of the reciprocal
lattice. This essentially means that the exponential function defines position of
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Figure 2.4: Scheme of a typical photoemission experiment [48]. Various types of
measurements include: (a) energy spectrum of photoelectrons — chemical infor-
mation, (b) photoelectron diffraction — atomic structure, (c) photoelectron mo-
mentum — electronic band structure, (d) spin resolution — magnetic properties,
(e) standing wave excitation — z resolution, (f) hard X-rays — bulk information,
(g) time or lateral resolution — dynamic processes and microscopy, and (h) high
pressure measurements — in situ chemical reactions.
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Figure 2.5: Scheme of a rear-view LEED experiment.

LEED spots, reproducing symmetry of the lattice of scatterers. Importantly,
because of the low energy of the primary electrons utilized in LEED (∼ 100
eV), the electrons are scattered elastically only within a few atomic layers from
the surface. The periodicity of the lattice of scatterers is therefore well defined
only in direction parallel to the surface, which relaxes selection rules for K⃗⊥.
Consequently, the information provided by the position of LEED spots is two-
dimensional. The third dimension is contained in the intensity of the spots defined
by the structure factor, where the penetration depth and multiple scattering play
a significant role.

The position of LEED spots is the most common source of information in
LEED, reflecting the symmetry of the surface. In this thesis the information is
accessed by fitting LEED spots measured through a rear-view LEED configura-
tion (see Figure 2.5) to two-dimensional Gaussian functions, while correcting for
geometric aberrations of the measuring setup through calibration on a known
sample, a Cu(111) single crystal. The symmetry is then transferred to real space
by performing Fourier transformation, essentially shifting from the wave vector
to wavelength representation.

However, while intensity analysis is not utilized in the thesis, its connection
with the next section entails a brief description of how to approach the structure
factor. First, a scattering of an electron by a single atom is calculated, solving the
Schrödinger equation with an atomic potential. Here, a spherical approximation
to the atomic potential is often employed. This is valid for electrons in the
typical energy range of LEED (∼ 100 eV) that are predominantly scattered by the
spherical inner electron shells and the atomic nucleus. However, if the energy of
the primary electrons is only several electron volts, the symmetry of the valence
orbitals have to be accounted for. The single scattering process is where the
electronic structure of the solid affects the LEED spot intensity.

Now, the multiple scattering has to be included in the calculation. This is

24



done in two steps. First, multiple scattering within an atomic layer is calculated
by arranging the atomic potentials in a two-dimensional plane. Again, spheri-
cal approximation for the potentials is often used, with a constant value in the
space between space-filling spheres at the atomic positions, the so called muffin-
tin approximation. The constant value corresponds to the inner potential V0, an
energy that is added to the electron when it enters the solid. Second, multiple
scattering between the atomic layers is calculated by stacking these up to arrive
at the full surface diffraction. Finally, the inelastic scattering processes, which are
dominated by plasmon excitation at the typical LEED energies, are accounted
for by an imaginary part of the inner potential. The imaginary part of the inner
potential leads to an imaginary part of the wave vector and consequently attenu-
ates the waves propagating in the solid. It should be noted that this approach is
closely connected with the photoemission process described in the previous sec-
tion. Specifically, the photoemission final state function can be thought of as an
inverse LEED wave function in the following sense. If we reverse the direction of
the incoming monochromatic beam of electrons that is scattered from atomic sites
of the solid in LEED we obtain a monochromatic wave of electrons originating at
the atomic sites of the solid. Such a wave is analogous to the photoemission final
state propagating through the solid, which is often utilized in connecting the two
theoretical frameworks.

2.3 Low-Energy Electron Microscopy
Low-energy electron microscopy (LEEM) is a method that directly builds on
the principles underlying LEED, extending these into lateral resolution. While
LEED principally averages over the whole area illuminated by primary electrons,
LEEM is able to resolve origin of the elastically scattered electrons within a few
nanometers. In order to achieve this a complex optics are required, making LEEM
instruments difficult to manufacture. Because electron optics are much easier to
construct for high energy electrons, the electrons are accelerated to several kilo-
electronvolts when they pass through the optics. The system is schematically
depicted in Figure 2.6. A coherent beam of low-energy monochromatic electrons
generated by a field emission electron gun is accelerated towards illumination op-
tics and passes through a beam splitter. The beam is then slowed down to desired
energy (typically several electronvolts) with respect to the sample potential. The
reflected beam is deflected toward the imaging optics by the same beam splitter
and finally arrives at a multi-channel detector.

The complex optics allow for a variety of measuring modes. The most common
is bright field imaging, where reflectivity of a surface is measured for a specific
energy of primary electrons by passing only the (00) specular reflection through
the imaging column. This is effected by the use of an aperture. The bright field
imaging provides contrast through the structure factor discussed in the previous
section. Because the contrast emerges from backscattered electrons of a coherent
beam the apparatus essentially acts as an electron interferometer in the direc-
tion of the electron beam, offering orders of magnitude better height resolution
compared to the lateral one. Reflections other than the (00) can be singled out
in the imaging column, leading to a straightforward structural contrast in the
so called dark field imaging mode. Similarly, an aperture can be placed in the
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Figure 2.6: Scheme of a typical LEEM experiment.

illumination column, shrinking the illuminated area of the surface and allowing
for LEED measurements from areas down to a few hundred nanometers.

The most interesting information is contained in the dependence of reflectivity
on the primary electron energy. While the elastic electrons carry the most easily
accessible structural and morphological information, inelastic scattering provides
access to electronic structure and chemical contrast by means of intensity–voltage
(I–V) curves at the same length-scale. The position of maxima on the I–V curves
reflects structural ordering of the material, but the intensity of the maxima is
related to energy dependent reflectivity of the solid manifested through unoccu-
pied band structure [49]. Coupling I–V LEEM with theoretical calculations that
can access what is essentially the photoemission final state, such as Bloch-waves-
based calculations of Korringa-Kohn-Rostoker (KKR) formalism, offers a unique
opportunity to gauge electronic structure of materials at nanoscale.

Finally, an invaluable benefit of the LEEM is the inherent time resolution of
all of its imaging regimes, which enables investigation of dynamical surface pro-
cesses. The open configuration (see Figure 2.6) also leaves the sample accessible
to various experimental techniques. This allows, for example, in situ observation
of growth processes and chemical reactions. One of the most important modifi-
cations enabled by the open configuration is photoemission electron microscopy
(PEEM).

PEEM is a modification of LEEM that uses photons as the primary source,
exploiting photoemission process for easily accessible chemical contrast while sac-
rificing lateral resolution (typically an order of magnitude) [50]. The access to
the powerful methodology of the field of photoelectron spectroscopy at nanoscale
makes PEEM the ideal tool for investigation of electronic structure, magnetic
ordering, electron localization, bonding character and chemical interaction of
complex materials. Particularly synchrotron-based light sources providing tun-
able polarized photons enable the use of advanced photoemission techniques [50],
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such as resonant photoelectron spectroscopy (RPES), XAS and X-ray magnetic
circular dichroism (XMCD), while retaining the benefits of the high lateral and
time resolution.

2.4 Experimental apparatuses
The studies reported in the thesis were conducted with UHV apparatuses (base
pressure better than 10−8 Pa). The following is the list of the apparatuses along
with references to detailed description (further relevant information is reported
together with the results in the next section):

Charles University, Czech Republic
Custom — XPS/UPS–XPD/ARUPS [51]
Custom — XPS/STM/TPD/LEED [52]

Elettra, Italy
Custom — SRPES/NEXAFS [53, 54]

Hiroshima Synchrotron Radiation Center, Japan
Custom — ARPES BL-1 [55, 56]

University of Bremen, Germany
Commercial — Elmitec LEEM-III [57]

BESSY II, Germany
Commercial — FE-LEEM P90 [58, 59]
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3. Results and discussion
The results of the thesis are presented in the form of five manuscripts that rep-
resent the culmination of the work carried out during my doctoral studies. The
manuscripts are briefly introduced with a focus on their contribution to the over-
arching goal of the thesis and their relevance to other scientific works.

3.1 Oxygen vacancy co-ordination in model sys-
tems of cerium oxide

Chemistry of reducible oxides is governed by their oxidation / reduction potential.
This makes control over the stoichiometry of reducible oxides the key to unraveling
the role they play in chemical reactions. A large body of scientific work has been
devoted to exploring various experimental approaches that can facilitate a precise
control of oxygen content in reducible oxides. These include chemical pathways
utilizing reducing and oxidizing agents, thermal treatment, exposure to ionizing
radiation, etc. [34, 60]. However, the stoichiometry alone does not completely
determine the change in properties introduced by oxygen vacancies in reducible
oxides. Specifically, the co-ordination of oxygen vacancies — e.g., clustering or
long-range ordering — significantly affects the reducible oxide, both structurally
and electronically. In the case of cerium oxide most of the attention is drawn
towards localization of f electrons on cerium atoms as a consequence of oxygen
vacancy formation, which changes their formal oxidation state from Ce4+ to Ce3+.
The position of oxygen vacancies in relation to each other is closely connected to
the position of cerium atoms on which the f electron localize. The complex set
of parameters imposes rules on oxygen vacancy ordering in cerium oxide, both in
the bulk [17] and on the surface [18]. However, most of the methods utilized for
the control of stoichiometry do not allow to properly explore this phase space.

Herein, a Ce–ceria interfacial interaction is employed for the purpose [61].
First, a stoichiometric CeO2(111) buffer is prepared utilizing standard procedures.
Second, a metallic cerium overlayer is deposited onto the buffer. The system is
then annealed to allow diffusion of oxygen to the overlayer, which results in forma-
tion of a gradient of oxygen vacancies towards the surface. Importantly, the metal
overlayer adapts the structure of the buffer during its oxidation. The process is
shown in Figure 3.1 from the point of view of STM. The amount of oxygen vacan-
cies can be precisely controlled by adjusting the thickness of the metal overlayer,
allowing exploration of the whole range of stoichiometries between CeO2(111)
and Ce2O3(111). The precision of the utilized approach enabled observation of
several structures of ordered oxygen vacancies. Starting from CeO2(111)-(1× 1),
a Ce7O12(111)-(

√
7×

√
7)R19.1◦, Ce3O5(111)-(3× 3), and Ce2O3(111)-(4× 4).

An important finding is that cerium oxide layers reduced by the interfacial
reaction with metallic cerium represent a realization of the ideal scenario of re-
duction and reoxidation of cerium oxide by removing / adding oxygen from / to
the fluorite CeO2 lattice without modifying the structure of the cerium sublatt-
tice. This is effectuated by a vastly different mobility of anions and cations in
the lattice. While oxygen mobility is activated already at 300 ◦C, cerium atoms
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Figure 3.1: Scanning tunneling miroscopy images of the reaction between Ce
and CeO2 buffer layer: (a) ordered CeO2 buffer, (b) disordered surface upon Ce
deposition, (c) ordered layer upon annealing in vacuum at 900 K. Inset: high-
resolution image and surface unit cell (red rhombus) of the reacted layer. Images
a–c are to scale. Image width (a,b) 60 nm, (c) 120 nm, (inset) 6×6 nm2. [61]
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Figure 3.2: (a) µLEED pattern exhibited by the large cerium oxide particle
depicted in (b) and line profile along the (10) direction. (b) LEEM image of
two cerium oxide particles after reduction. (c) Model of the bulk terminated
a-Ce2O3(0001) surface including a step about c/2 high, leading to two different
oxygen-terminated surfaces. [63]

are immobile even at 600 ◦C [62]. It is noteworthy that the observed ordering
of oxygen vacancies in the transition from CeO2(111) to Ce2O3(111) does not
necessarily represent the thermodynamic equilibrium. Indeed, experiments that
reduce the surface by annealing above 700 ◦C do not observe conservation of the
fluorite lattice up to Ce2O3 and instead report transformation to the hexagonal
form of cerium oxide (see Figure 3.2) [63, 64]. Nevertheless, the low temperature
transition is more relevant to chemical reactions where cerium oxide is utilized.
Oxygen exchange decoupled from cation mobility can thus be exploited in ad-
vanced model catalytic studies of reducible oxides, where not only stoichiometry
but also spatial ordering of oxygen vacancies can be determined.
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Ordered phases of reduced ceria as epitaxial films
on Cu(111)

Tomáš Duchoň, Filip Dvořák, Marie Aulická, Vitalii Stetsovych, Mykhailo
Vorokhta, Daniel Mazur, Kateřina Veltruská, Tomáš Skála, Josef Mysliveček,

Iva Matolínová, and Vladimír Matolín

Faculty of Mathematics and Physics, Department of Surface and Plasma
Science, Charles University, V Holešovičkách 2, 18000 Prague 8, Czech Republic

We demonstrate the ability to precisely and reproducibly control the
stoichiometry of ceria thin films on Cu(111) using the technique of reducing

ceria layers in reaction with metallic Ce complemented by oxidation through O2

exposition. With the whole range of stoichiometries from CeO2 to Ce2O3 being
experimentally accessible, we show that the transition between the limiting cases
is realized by equilibration of mobile oxygen vacancies near the surface of the

film, with the fluorite lattice of cerium atoms remaining without change during
the process. We identify two stable surface reconstructions representing distinct

oxygen vacancy ordering during the transition. A (
√
7×

√
7)R19.1◦

reconstruction representing a bulk termination of the ι-Ce7O12 and a (3× 3)
reconstruction of the surface without a direct relation to known bulk phases of

reduced ceria. The interface reaction between Ce and ceria presents an
unprecedented tool for oxygen vacancy engineering in ceria, allowing to

investigate the influence of oxygen vacancy concentration and coordination on
catalytic properties of ceria based model catalysts with great precision.
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■ Introduction

Reducible oxides play an important role in heterogeneous catalysis [7, 65–70].
Due to their ability to store or release oxygen reducible oxides usually act as an
oxygen supply or a reducing agent during catalytic reactions [16, 71]. Reactions
over reducible oxides are typically accompanied by changes in the oxide stoichiom-
etry that are often realized on complex phase diagrams [72–79] and may influence
the catalytic activity through changes in local coordination, surface termination
and long range ordering in the oxide [80–83]. Model studies isolating the changes
of the oxide stoichiometry are of utmost importance for understanding the role of
stoichiometry in the reaction mechanisms over reducible oxides and for improving
and developing new catalysts.

Reactivity of cerium oxide (ceria)-based catalysts is greatly influenced by the
presence of oxygen vacancies in ceria [15, 84]. The ability to adjust the concen-
tration and the distribution of oxygen vacancies allows for the control over the
reactivity and the selectivity of ceria-based catalysts [60, 85]. For this reason,
having experimental access to ordered phases of cerium oxide with different con-
centration and coordination of oxygen vacancies greatly enhances the possibilities
of model catalytic studies. Several phases of ordered reduced ceria have been pre-
pared in the past in the form of powder or single crystal samples [17, 86, 87], but
only recently ordered reduced phases of ceria have been realized in the form of
thin films on single crystalline supports. Thin film of ι-Ce7O12 phase on hex-
Pr2O3(0001)/Si(111) substrate was obtained by Wilkens et al. via heating of
CeO2 layer in vacuum [88]. Thin film of c-Ce2O3 phase on Cu(111) was obtained
by our group via an alternative method of reducing the CeO2 layer in an interface
reaction with metallic Ce [61]. Thin film of c-Ce2O3 phase has been reported also
in the latest study on hex-Pr2O3(0001)/Si(111) [89].

Here we present a detailed investigation of the properties of the ceria layers
on Cu(111) reduced by the interface reaction with Ce. Using a stepwise titra-
tion of ceria layers with Ce in the interface reaction we continuously change the
stoichiometry of the ceria layers on Cu(111) from CeO2 [34] to Ce2O3 [61]. We
characterize the concentration and the depth profile of the oxygen vacancies in
the reduced ceria layers by X-ray photoelectron spectroscopy (XPS) and res-
onance photoelectron spectroscopy, the surface reconstruction of the layers by
low energy electron diffraction, the morphology of the layers by scanning tun-
neling microscopy and the surface composition of the layers by ion scattering
spectroscopy (ISS). We are identifying two surface reconstructions of ordered re-
duced ceria on Cu(111) — the (

√
7×

√
7)R19.1◦ reconstruction corresponding to

bulk ι-Ce7O12 [88] and the (3× 3) reconstruction corresponding to bulk CeO1.67.
We show that the process of reduction of ceria via the interface reaction with
metallic Ce is fully reversible upon oxidation by O2. This allows us to interpret
the properties of the reduced ceria films in our experiment in terms of creation,
annihilation and equilibration of oxygen vacancies in the fluorite lattice of cubic
ceria. Reduction of ceria thin films by metallic Ce complemented by oxidation
by O2 allow a precise experimental control over both the concentration and the
coordination of oxygen vacancies in thin ceria films. The coordination of oxygen
vacancies represents a new degree of freedom that can be controlled and exploited
for example in advanced model catalytic studies over ceria.
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■ Methods

Experiments were carried out in three ultra-high vacuum systems with a base
pressure of 1×10−8 Pa. All systems are equipped with the necessary sample
cleaning and in situ preparation facilities, low electron energy diffraction optics,
laboratory X-ray sources and X-ray photoelectron spectroscopy analyzers. One
of the apparatuses is located at the Materials Science Beamline in Trieste repre-
senting a tunable X-ray source for resonance photoelectron spectroscopy. Another
apparatus is equipped with scanning tunneling microscopy, and the third one with
ion scattering spectroscopy. Prior to the sample preparation, the Cu(111) sin-
gle crystal substrate (MaTecK) was cleaned by several cycles of Ar+ sputtering
and annealing in vacuum and the Ce evaporator was thoroughly degassed. As a
starting point for the experiments layers of CeO2(111) on Cu(111) with a typical
thickness of 3 nm were prepared by evaporating Ce (Goodfellow, 99.9%) from a
tantalum or molybdenum crucible heated by electron bombardment in a back-
ground atmosphere of 5×10−5 Pa of O2 (Linde, 5.0) and at substrate temperature
of 250 ◦C [34]. Reduction of the prepared CeO2(111) buffers was achieved through
deposition of metallic cerium without oxygen background and subsequent anneal-
ing at 600 ◦C for 30 min in vacuum. Oxidation of the layers was performed by
exposure to controlled doses of O2 at room temperature and subsequent annealing
at 600 ◦C for 30 min in vacuum. The reduction and oxidation steps were even-
tually repeated or alternated to obtain the desired ordering and stoichiometry of
the layers. Typically, the reduction step involves a deposition of 0.5 nm of Ce,
the oxidation step a dose of O2 as small as 1 L.

The thickness of the prepared ceria films was determined from the attenuation
of Cu 2p3/2 signal of the substrate measured by XPS. The attenuation length for
CeO2 and Ce2O3 was calculated using the TPP-2M formula [40]. The reference
for ceria coverage in this contribution is 1 monolayer (ML), a stack of O–Ce–O
layers corresponding to the vertical stacking of O and Ce in (111) direction in
fluorite-like phases of ceria. 1 ML is 3.1 Å thick and contains 7.9×1014 cm−2 Ce
atoms. Identification of the particular ordered reduced phases of ceria in different
apparatuses was achieved based on the combination of the characteristic LEED
diffraction patterns and XPS spectra of Ce 3d and O 1s. XPS spectra of Ce
3d, Cu 2p3/2 and O 1s core levels were recorded using the excitation energy of
hν=1486.6 eV (Al Kα). The characteristic properties of the reduced ceria layers
presented in this article were repeatedly observed in about 30 experiments.

The main information obtained from the photoelectron spectroscopy mea-
surements is the degree of reduction of the ceria layers. Creation of one oxygen
vacancy in CeOx is accompanied by localization of two excess electrons on two
lattice Ce ions changing their charge state from Ce4+ to Ce3+ [16]. We deter-
mine the concentration of Ce3+ and Ce4+ in XPS from the areas Ce3+area and
Ce4+area of Ce3+ and Ce4+ features in the Ce 3d spectra, respectively, identified
and fitted according to Skala et al. [90] [90] The accuracy of this method in the
determination of the Ce3+ and Ce4+ concentrations is ±2%, and the method is
able to detect changes of the Ce3+ and Ce4+ concentrations between two sam-
ples as small as ±0.5% [91]. We describe the degree of reduction by a ratio
Ce3+area/(Ce3+area + Ce4+area), or by x in the notation CeOx. The degree of reduction
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obtained from XPS represents a weighted average over the information depth of
XPS measurements. For XPS of Ce 3d, Al Kα and the detection of photoelec-
trons along the sample normal the information depth is about 3 nm or 10 ML. To
obtain more surface sensitive information we additionally perform XPS measure-
ments 70◦ off the sample normal decreasing the information depth, theoretically,
by cos 70◦, i.e. a factor of three [92].

For the highest surface sensitivity we performed RPES measurements of the
valence band of the ceria samples using the synchrotron radiation [93]. For de-
termining the degree of reduction from RPES we use the resonance enhancement
D(Ce4+) and D(Ce3+) of Ce4+ and Ce3+ features in the RPES spectra (Ref. 93,
cf. Fig. 4) assuming a direct proportionality of D(Ce4+) and D(Ce3+) to the
concentration of Ce4+ and Ce3+ ions [12]. The used photon energies were 115 eV
for off resonance, 124.8 eV for Ce4+ resonance, and 121.4 eV for Ce3+ resonance
measurements.

The surface composition of the samples was determined with ISS [61]. He+
ions with the energy of 2 keV and the impact angle of 45◦ were used for the
measurements. The LEED, XPS, RPES, and ISS measurements were carried out
at room temperature upon a flash heating of the sample to 500 ◦C to minimize
the effects of eventual unintended adsorption, namely OH groups. Heating of the
samples was not available for STM measurements. STM images were obtained
at room temperature by tunneling of electrons into empty states of the sample
using chemically etched and vacuum-annealed tungsten tips.

■ Results

Our experiments demonstrate that controlling the amount of Ce deposit in
the interfacial reaction of metallic Ce with a ceria film allows preparation of
reduced CeOx films in the range of 1.5 ≤x≤ 2. The change of the stoichiome-
try determined from XPS measurements is continuous, however, we are able to
identify four characteristic surface reconstructions in our layers. The electron
diffractograms of these reconstructions are shown in Fig. 3.2. Starting from
the (1 × 1) reconstruction of the CeO2(111) surface (Fig. 3.2(a), Ref. 34) the
increasing degree of reduction of the ceria layer is accompanied by the change
of the LEED pattern to (

√
7 ×

√
7)R19.1◦ (Fig. 3.2(b)), (3 × 3) (Fig. 3.2(c))

and finally to (4× 4) reconstruction of c-Ce2O3(111) (Fig. 3.2(d), Ref. 61). The
samples showing a single set of LEED spots as in Fig. 3.2 are carefully prepared
to certain narrow ranges of the CeOx stoichiometry. We consider the properties
of such samples as characteristic of the evolution of the reduction of CeOx thin
films on Cu by Ce and only refer to the samples showing the single set of LEED
spots in this work (Figs. 3.2-3.7, Table 3.3). For stoichiometries outside the nar-
row characteristic ranges the samples show typically a combination of two sets of
LEED spots from Fig. 3.2 indicating a coexistence of the reconstructions on the
surface.

The stoichiometry of the films prepared by interfacial reaction has been fol-
lowed by XPS, with the degree of reduction of the samples characterized through
fitting of the measured Ce 3d spectra [90]. The Ce 3d and O 1s spectra measured
on the samples exhibiting LEED patterns as in Fig. 3.2 are shown in Fig. 3.4,
lower part (’Ce deposition’). The ratios Ce3+/(Ce3+ + Ce4+) determined from
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Figure 3.3: LEED images of ordered phases of reduced ceria on Cu(111) obtained
by interface reaction of the CeO2(111) buffer layer with Ce deposit. Degree
of reduction increases from (a) to (d). (a) (1 × 1) spots of CeO2(111) buffer
layer, (b) (

√
7 ×

√
7)R19.1◦ reconstruction, (c) (3 × 3) reconstruction, (d) (4 ×

4) reconstruction of c-Ce2O3. Electron energy 58 eV. The (1 × 1) unit cell of
CeO2(111) is outlined red.

the curves in Fig. 3.4 are plotted in Fig. 3.5. The starting CeO2 buffer exhibits
only features of Ce4+. The increase of the amount of metallic Ce in the interfa-
cial reaction between Ce and CeO2 leads to the increase in contribution of the
Ce3+ features to the spectra [90]. By increasing the amount of metallic Ce the
stoichiometry of the layers after reaction can be tuned from pure CeO2 to pure
Ce2O3. Apart from the changes in Ce 3d spectra this transition is accompanied
by a shift of the O 1s line to higher binding energies [61, 94] as shown in Fig. 3.4.

Important insight into the oxidation-reduction properties of ordered layers of
reduced ceria can be obtained by oxidation of the samples by O2 after reaching
the limiting stoichiometry of Ce2O3, LEED pattern (4 × 4). Oxidation by O2

allows changing the stoichiometry of the reduced ceria layers from Ce2O3 back to
CeO2 with all the characteristic surface reconstructions of ordered reduced ceria
identified by LEED (Fig. 3.2) observed during oxidation as well. The Ce 3d and
O 1s spectra measured on the samples upon oxidation of the Ce2O3 layers are
shown in Fig. 3.4, upper part (’O2 exposure’).

The XPS spectra for all samples were measured at two angles of photoelectron
emission: 0◦ and 70◦ off sample normal (cf. Fig. 3.4). The difference between
the two signals can be used as an indication of enhancement of concentration of
the measured features near the surface of the layer. The results for all surface
reconstructions are summarized in Fig. 3.5, where the difference between the
degree of sample reduction measured for 0◦ emission and 70◦ emission is marked
gray. While the samples with the limiting stoichiometry CeO2 (1× 1) and Ce2O3

(4× 4) show small or no difference in the degree of reduction [61], the layers with
intermediate stoichiometry (

√
7×

√
7)R19.1◦ and (3×3) show an enhancement of
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Figure 3.4: XPS spectra belonging to the ordered phases of reduced ceria on
Cu(111). Left panel: Ce 3d, right panel: O 1s. Samples measured at 0◦ (black
curves) and 70◦ off-normal emission (gray curves). With each sample the corre-
sponding LEED pattern is indicated. (1× 1) is the starting CeO2 layer. Bottom
(
√
7×

√
7)R19.1◦, (3×3), and (4×4) samples obtained by reduction of CeO2(111)

layers via interface reaction with Ce. Top (3× 3), (
√
7×

√
7)R19.1◦, and (1× 1)

samples obtained by oxidation of the (4×4)c-Ce2O3(111) layers with O2. The ar-
eas of the presented spectra have been normalized to 1 after subtraction of Shirley
background and the curves have been offset for clarity. For better orientation,
the positions of visually the most prominent peaks in Ce4+and Ce3+spectra are
marked by arrows.
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Figure 3.5: Degree of reduction of the ordered phases of reduced ceria on Cu(111)
obtained by fitting of the XPS spectra from Fig. 3.4. Vertical axis: degree
of reduction, horizontal axis: surface structure. Surface structures obtained by
reduction of CeO2(111) layers via interface reaction with Ce (left), or by oxidation
of c-Ce2O3(111) layers with O2 (right). The difference between the degree of
reduction measured with normal emission (black crosses) and with 70◦ off-normal
emission (gray crosses) indicating the accumulation of oxygen vacancies near the
surface of (

√
7 ×

√
7)R19.1◦ and (3 × 3) surface structures is enhanced by light

gray. The dashed lines are guides to the eyes.

the Ce3+ signal, and, consequently, oxygen vacancy concentration near the surface
of the layer. This gradient of the vacancy concentration with depth below the
surface is observed in all samples with intermediate stoichiometry. The oxygen
vacancies accumulate near the surface of the layers regardless of the particular
preparation method, both after reduction with Ce and after oxidation with O2.

While the LEED images define the observed surface reconstructions without
ambiguity, the degree of reduction observed in the XPS spectra for ceria layers
with intermediate stoichiometry strongly depends on the thickness of the ceria
layers. The reason for the dependence of the XPS spectra on the thickness of the
layer is the averaging over different but finite thickness of the layer in the presence
of the gradient of the vacancy concentration together with eventual modifications
of the Ce3+ concentration near the interface with the metal substrate [95]. For
comparability of the XPS spectra, the samples presented in Fig. 3.4 have been
selected to have a thickness of about 4 nm after preparation. Ceria layers work
as a supply or a sink of oxygen during reduction by Ce or oxidation by O2, re-
spectively, so the amount of Ce and the doses of O2 needed to reach the desired
stoichiometry of the layer depend sensitively on the thickness of the layers, too.
Particularly, the samples in Fig. 3.4 were prepared with reaction parameters
summarized in Table 3.3. For the layers prepared by interface reaction between
CeO2 buffer and Ce, thickness of the starting CeO2 buffer and the thickness of
the resulting layer after reaction are listed. For the layers prepared by oxidation
of Ce2O3 layers, the thickness of the starting Ce2O3 layer and the exposure of
O2 are listed. Given the small difference between the XPS attenuation lengths
for CeO2 and Ce2O3 [40] the amount of Ce in the interfacial reaction calculates
straightforwardly from the difference between the initial and the final thickness
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reconstruction
reduction by Ce oxidation by O2

thickness of
the CeO2 buffer

thickness of
the reacted layer

thickness of
the Ce2O3 layer O2 dose

(1× 1) 3.0 nm - 4.2 nm 10 000 L
(
√
7×

√
7)R19.1◦ 3.5 nm 4.0 nm 4.5 nm 20 L

(3× 3) 3.0 nm 3.7 nm 4.4 nm 1 L
(4× 4) 3.0 nm 4.2 nm - -

Table 3.1: Parameters of the preparation of the samples from Figs. 3.4 and 3.5.

of the layer, and, upon oxidation, the thickness of the layers does not signifi-
cantly change. For thicknesses of the layers other than ≈4 nm, the amount of Ce
and/or doses of O2 for obtaining a desired reconstruction must be determined in
a dedicated experiment.

The resonance photoelectron spectroscopy of the valence band is a more sur-
face sensitive probe of the stoichiometry than the XPS because kinetic energies
of the analyzed photoelectrons are lower than for XPS of Ce 3d (115 eV and
600 eV, respectively) [92]. The RPES signal is thus more closely related to the
surface reconstructions observed in LEED. RPES spectra of the valence band for
the samples with the LEED patterns and the XPS spectra corresponding to the
Figs. 3.2 and 3.4, respectively, are shown in Fig. 3.6. The limiting cases of CeO2

and Ce2O3 show only resonance enhancement D(Ce4+) and D(Ce3+), respectively,
as is the case published in Ref. 61. The intermediate samples show a mixture
of both contributions, with D(Ce3+) being slightly higher on the (3 × 3) recon-
structed sample. The degree of reduction D(Ce3+)/(D(Ce3+)+D(Ce4+)) equals
to 0.65 and 0.71 for (

√
7×

√
7)R19.1◦ and (3× 3) reconstructed samples yielding

closely spaced stoichiometries of CeO1.67 and CeO1.65 for the near surface regions
of (

√
7 ×

√
7)R19.1◦ and (3 × 3) reconstructed samples. The reduction of the

samples is accompanied by a shift to higher binding energies of the Ce 4f and
O 2p valence region features observed in RPES which is in accordance with the
previously published data on oxidation of Ce [96].

The morphology of the reduced ceria films has been determined by STM. Ceria
layers reduced by interface reaction with metallic Ce show a very good ordering
due to the interface reaction [61]. CeO2 buffer layer shows a typical average
terrace width of 10 nm (Fig. 3.7(a)) corresponding to the growth temperature
250 ◦C [34]. After the reaction with Ce and annealing at 600 ◦C the resulting
c-Ce2O3 film exhibits an increased average terrace width of 30 nm (Fig. 3.7(c)).
Ordered film with average terrace width of 30 nm is observed also for ceria layers
with (

√
7 ×

√
7)R19.1◦ reconstruction (Fig. 3.7(b)) as well as for the layers

with the (3 × 3) reconstruction (not shown). Subsequent oxidation of the ceria
films by oxygen does not greatly change the film morphology. On the c-Ce2O3

samples exposed to 10 000 L O2 (Fig. 3.7(d)) the average terrace width remains
without change. Occasionally deep troughs in the oxidized layers are observed.
We interpret the throughs as cracks resulting from stress release in the layer
during oxidation when the lattice parameter of the ceria is increasing [61].

The cracks in the ceria layers after oxidation may strongly affect the chemical
reactivity of the ceria layers in model catalytic studies by exposing the very
active ceria-copper interface to the reactants [97]. To assess the availability of
the ceria-copper interface in our samples from Table 3.3 we determine the amount
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Figure 3.6: RPES spectra of the valence band of the ordered phases of reduced
ceria on Cu(111). With each sample the corresponding LEED pattern is indi-
cated. The spectra are measured off-resonance (photon energy 115 eV, dotted
lines), in the Ce4+ resonance (124.8 eV, dashed lines) and in the Ce3+ resonance
(121.4 eV, full lines). The resonance enhancements D(Ce3+) and D(Ce4+) are
indicated by arrows.
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Figure 3.7: STM micrographs illustrating the morphology of cerium oxide films
during reduction and reoxidation. (a) As-prepared fully oxidized buffer layer of
CeO2. (b) Ceria layer with (

√
7×

√
7)R19.1◦ surface reconstruction prepared via

interface reaction of metallic Ce with CeO2 buffer layer. Inset: The instability
of the tunneling contact inherent to the (

√
7×

√
7)R19.1◦ surface reconstruction

causes the streaky appearance of the layer. The morphology and the instability
of the tunneling contact of the layers with (3 × 3) surface reconstruction is the
same as in (b). (c) c-Ce2O3 layer prepared via interface reaction of metallic
Ce with CeO2 buffer layer. Inset: high resolution image of the (4 × 4) surface
reconstruction of c-Ce2O3. (d) CeO2 film obtained by oxidation of c-Ce2O3 layer.
Inset: high resolution image of the (1×1) reconstruction of CeO2. Size of images
is 75×75 nm2, size of insets 4×4 nm2.

of the exposed Cu by ISS. The starting CeO2 buffer prepared at 250 ◦C with the
thickness of approximately 3 nm yields a Cu signal at the detection limit of the ISS
of ≤ 0.2% ML Cu (1 ML Cu represents 1.8×1015 cm−2 Cu atoms). On the layers
with the thickness of approximately 4 nm and the (

√
7×

√
7)R19.1◦, (3× 3), and

(4× 4) reconstructions prepared by deposition of Ce and the interfacial reaction
on the CeO2 buffer the Cu signal is not measurable by ISS. On the contrary, the
layers with (3 × 3), (

√
7 ×

√
7)R19.1◦, and (1 × 1) reconstructions prepared by

oxidation of the layers with the (4 × 4) reconstruction yield Cu signals between
0 and 2% ML Cu. Thus, the layers of ordered reduced ceria obtained in our
experiment by interface reaction between Ce and the CeO2 buffer are continuous
and free of Cu. However, the oxidation of the continuous layer of reduced ceria
on Cu may eventually expose the ceria-copper interface which must be accounted
for when evaluating the chemical reactivity of such layers.

The STM images in Fig. 3.7 are presented as illuminated from the right to
enhance the surface texture on the terraces related to the respective surface recon-
struction. This texture is most pronounced for the (4× 4) reconstructed samples
of Ce2O3 (Fig. 3.7(c) and the inset of Fig. 3.7(c)). After oxidation of the Ce2O3

layer the texture vanishes and the surface converts to the (1× 1) reconstruction
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(Fig. 3.7(d) and the inset of Fig. 3.7(d)). For samples with the (
√
7×

√
7)R19.1◦

surface reconstruction the STM images show streaks indicative of instability of
the surface in the tunneling contact. The surface texture cannot be resolved in
STM (Fig. 3.7(b) and the inset of Fig. 3.7(b)). The same instability is observed
on the samples with the (3×3) surface reconstruction. The instability in STM is a
property of the (

√
7×

√
7)R19.1◦ and (3×3) surface reconstructions independent

of the imaging condition of the STM tip. On the samples where (
√
7×

√
7)R19.1◦

and/or (3×3) surface reconstructions coexist with the (4×4) reconstruction, the
areas with (4 × 4) reconstruction appear stable and well resolved next to the
instable areas with (

√
7×

√
7)R19.1◦ and/or (3× 3) reconstructions in the same

STM image.

■ Discussion

Reduction of ceria films by the interface reaction with Ce eventually comple-
mented by oxidation with O2 allows us to prepare ceria thin films on Cu(111) in
the whole range of stoichiometries between CeO2 and Ce2O3. The films exhibit
four distinct surface reconstructions, (1×1) (CeO2), (

√
7×

√
7)R19.1◦, (3×3), and

(4 × 4) (Ce2O3) as identified by LEED. The discussion of our experiment is de-
voted to the following aspects: i) We give arguments that all the observed surface
reconstructions are based on ordering of oxygen vacancies in cubic fluorite-like
ceria, ii) we estimate the stoichiometry and propose a model of the (3×3) surface
reconstruction, iii) we estimate and rationalize the depth profile of the vacancy
concentration in the (

√
7 ×

√
7)R19.1◦ and (3 × 3) reconstructed layers, and iv)

we propose a mechanism leading to the nucleation of the cubic ceria phase during
reduction of ceria layers via the interface reaction with Ce. In our arguments
we recall the experimental observation of Perkins et al.[62] concerning the bulk
mobility of O and Ce atoms in fluorite-like ceria: At temperatures around 600
◦C corresponding to the annealing temperature in our experiment, Ce atoms are
virtually immobile in the ceria bulk, while O atoms are already highly mobile,
their bulk mobility being released at temperatures as low as 300 ◦C [62]. In terms
of this observation, we are viewing all changes in the ordered reduced ceria layers
in our experiment as creation, annihilation, and equilibration of oxygen vacancies
in a relatively rigid frame of cubic ceria.

i) There is a strong experimental evidence of ordering of oxygen vacancies in
bulk reduced ceria (Ref. 26 and references therein), and several phases of bulk
reduced ceria with stoichiometries approximately between CeO1.81 and CeO1.66

have been identified in neutron diffraction experiments [17, 86]. These phases are
obtained by removing oxygen atoms from fluorite lattice of CeO2 and ordering of
the resulting oxygen vacancies to superstructures with distinct spatial correlations
[17]. Recently, two of these bulk structures have been employed successfully in
explaining the reconstructions observed in LEED on thin films of reduced ceria.
The (

√
7×

√
7)R19.1◦ LEED pattern on a layer of CeOx was associated with a bulk

termination of ι-Ce7O12 phase [86, 88]. The (4× 4) LEED pattern on a layer of
Ce2O3 was associated with a bulk termination of c-Ce2O3+δ phase [17, 61] that was
realized for δ=0 as a thin film of c-Ce2O3 on Cu(111). Both (

√
7×

√
7)R19.1◦ and

(4 × 4) reconstructions are realized in the present experiments as well. Further,
the present experiments reveal a (3×3) surface reconstruction for ceria layers that
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Figure 3.8: Schematic top view of the ordered phases of reduced ceria on Cu(111).
Images represent one monolayer from the related bulk structure. (a) CeO2(111)
corresponding to the LEED pattern (1× 1) on Fig. 3.2(a), bulk structure ICSD
#169029, (b) ι-Ce7O12(111) corresponding to the LEED pattern (

√
7×

√
7)R19.1◦

on Fig. 3.2(b), bulk structure PCD #1805255, (c) CeO1.67 corresponding to
the LEED pattern (3 × 3) on Fig. 3.2(c), proposal of the present work, (d) c-
Ce2O3(111) corresponding to the LEED pattern (4 × 4) on Fig. 3.2(d), bulk
structure ICSD #96202. Surface unit cells are highlighted by red line, top and
bottom O vacancies are highlighted by full and empty red triangles, respectively.

are according to XPS and RPES more reduced than (
√
7×

√
7)R19.1◦ terminated

layers, but less reduced than (4×4) terminated layers (cf. Figs. 1–3). We propose
that the (3 × 3) terminated phase can be derived from bulk ordering of oxygen
vacancies in cubic ceria as well. The main argument for our proposal is the
observation that the (3 × 3) terminated phase can be obtained by oxidation of
the cubic Ce2O3(4 × 4) phase at temperatures when the Ce atoms are virtually
immobile (cf. Figs 3.4 and 3.5, and Perkins et al. [62]).

ii) With this evidence for the cubic structure of the (3 × 3) surface recon-
struction we can propose the microscopic model of this reconstruction in analogy
with the models of (

√
7 ×

√
7)R19.1◦ and (4 × 4) reconstructions. All models

for the surface reconstructions observed in our experiments are displayed in Fig.
3.8. The models are presented as top views of one monolayer of ceria oriented
in (111) direction of the fluorite lattice corresponding to a particular bulk model
of the reduced ceria. When available, the bulk models are adopted from crystal-
lographic databases, the Inorganic Crystal Structure Database (ICSD) and the
Pearson’s Crystal Data (PCD). Fig. 3.8(a) displays the reference (111) plane of
CeO2 (bulk model ICSD #169029). Fig. 3.8(b) displays the corresponding cut
through bulk ι-Ce7O12 phase (PCD #1805255) according to Wilkens et al. [88],
and Fig. 3.8(d) the cut through bulk c-Ce2O3 phase (ICSD #96202) according
to Stetsovych et al. [61] In the figures, the surface unit cell corresponding to
the LEED patterns of (1× 1) (Fig. 3.8(a)), (

√
7×

√
7)R19.1◦ (Fig. 3.8(b)), and

(4 × 4) (Fig. 3.8(d)) is outlined red and the positions of the oxygen vacancies
in the upper and lower O layers in the ceria monolayer by full and empty red
triangles respectively.
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For the model of the (3 × 3) reconstruction we have to estimate the number
and the positions of the oxygen vacancies in the (3×3) surface unit cell relative to
CeO2(111). According to the XPS measurements (Fig. 3.5), the stoichiometry of
the (3×3) surface reconstruction is intermediate between the (

√
7×

√
7)R19.1◦ (ι-

Ce7O12 or CeO1.71) and the (4×4) (c-Ce2O3 or CeO1.5) reconstructions. According
to RPES measurements (Fig. 3.6) the stoichiometry of the (3×3) reconstruction
is close to the (

√
7×

√
7)R19.1◦ (CeO1.71) reconstruction. Therefore, we propose

that the (3×3) surface unit cell includes 3 oxygen vacancies corresponding to the
model stoichiometry CeO1.67. Regarding the positions of the oxygen vacancies in
the model of the (3 × 3) reconstruction we recall the preferential orientations of
vacancy pairs in ceria bulk observed and analyzed in neutron diffraction experi-
ments [17]. Particularly, oxygen vacancies in the bulk tend to repel each other,
and show a strong preference for certain spatial correlations. These rules for
vacancy ordering determine the models of the (

√
7 ×

√
7)R19.1◦ surface recon-

struction (Fig. 3.8(b)) and the (4× 4) surface reconstruction (Fig. 3.8(d)). The
(3 × 3) surface reconstruction cannot be identified as a simple cut through any
of the established models of bulk reduced ceria, however, the oxygen vacancies
can be positioned in the preferred mutual positions as well. This is shown in our
proposal for the model of the (3 × 3) reconstruction in Fig. 3.8(c). The spatial
correlations of vacancies in the model of the (3× 3) reconstruction are those ap-
pearing in the models of the (

√
7 ×

√
7)R19.1◦ and the (4 × 4) reconstructions,

too.
We have to note that the models of the reduced ceria surfaces derived from the

bulk phases of reduced ceria have to be considered only as suggestions plausibly
explaining the superstructures observed in LEED and subject to further refine-
ment by microscopic, diffraction, and ab-initio techniques. The rules governing
the ordering of the oxygen vacancies on the surfaces of reduced ceria seem to be
still more complex. Indeed, oxygen vacancies observed on the reduced ceria sur-
faces by microscopic techniques adopt spatial correlations that are not realized
in bulk. Esch et al. [15] observe and rationalize based on ab-initio calculations a
stabilization of surface vacancy chains by a subsurface vacancy corresponding to
a (0,0,1) vacancy pair in the notation of Kümmerle and Heger. Torbrüge et al.
[98] observe and Murgida et al. [99] rationalize based on ab-initio calculations a
stabilization of subsurface vacancies as (0,2,2) vacancy pairs. Both (0,0,1) and
(0,2,2) vacancy pairs are not realized in bulk samples [17].

Unfortunately, microscopic evidence for the vacancy distribution on (
√
7 ×√

7)R19.1◦ and (3 × 3) terminated samples could not be obtained in this work
due to an inherent instability of the STM images of the (

√
7 ×

√
7)R19.1◦ (Fig.

3.7(b)) and (3×3) reconstructions in our experimental setup. Since in comparable
STM experiments the surface vacancies on ceria seem to be immobile [15, 100]
we assign the instability of the STM images to water molecules accumulating
on the (

√
7 ×

√
7)R19.1◦ and (3 × 3) surfaces in our STM during the prolonged

measuring sessions without the possibility of flash heating of the samples.
iii) The models of the (

√
7 ×

√
7)R19.1◦ and (3 × 3) surface reconstructions

of the reduced ceria layers in our experiment predict the stoichiometry of the
corresponding reduced bulk phases CeO1.71 and CeO1.67, respectively. For the
comparison with the experiment we have to realize the different information depth
of the employed experimental methods for determining the stoichiometry. The

43



x in CeOx

reconstruction XPS 0◦ XPS 70◦ RPES model
(Fig. 3.2) (Fig. 3.4) (Fig. 3.4) (Fig. 3.6) (Fig. 3.8)

(
√
7×

√
7)R19.1◦ 1.86 1.82 1.67 1.71 [88]

(3× 3) 1.78 1.70 1.65 1.67

Table 3.2: Stoichiometries determined from experiments with different informa-
tion depth.

overview of the stoichiometry of the layers with the (
√
7×

√
7)R19.1◦ and (3× 3)

surface reconstructions (Fig. 3.2) measured by XPS at normal emission (Figs.
3.4, 3.5), XPS at 70◦ off normal emission (Figs. 3.4, 3.5), and RPES (Fig 3.6) in
comparison with the predicted stoichiometry (Fig. 6) is presented in Table 3.2.
We observe that the predicted and the measured values of the stoichiometry of the
layers correspond reasonably well only for the most surface sensitive measurement
by RPES. Measurements by XPS show stoichiometries that are less reduced than
expected. The experimentally determined degree of reduction decreases with
the increasing information depth of the employed experimental method. This
suggests that the reduced ceria phases Ce7O12 and CeO1.67 are floating on a more
oxidized ceria.

We propose that the enhancement of the concentration of the oxygen vacan-
cies near the surface of the reduced ceria films represents a general effect resulting
from equilibrium distribution of the oxygen vacancies in thin CeOx films. The
equilibrium is indicated by the independence on the preparation history of the
samples (Fig. 3.5). The enhanced concentration of surface vacancies is observed
for the samples prepared both by reduction of CeO2 by Ce and by oxidation of
Ce2O3 by O2. The equilibration is mediated by a high mobility of oxygen atoms
and oxygen vacancies in the CeOx thin films at temperatures well below the an-
nealing temperature of 600 ◦C used during the sample preparation in the present
study [62]. Oxygen vacancies near the surface are thermodynamically favorable as
predicted by theoretical calculations [13, 23]. Oxygen vacancies may also respond
sensitively to the strain in the ceria film. Oxygen vacancies expand the lattice
parameter of the reduced ceria due to a larger diameter of the associated Ce3+
cations compared to the Ce4+ cations in the oxidized ceria [26, 61]. The presence
of the ceria–Cu(111) interface in the metal supported thin ceria film on the other
hand induces a contraction of the lattice parameter of ceria [36, 101]. The in-
terplay between these two effects ultimately results in a force driving the oxygen
vacancies away from the ceria–Cu(111) interface and towards the surface of the
film. The enhancement of the oxygen vacancy concentration near the surface of
ceria was predicted and observed also in ceria nanoparticles [102, 103].

The change of the vacancy concentration with the distance from the surface of
the reduced ceria is most likely continuous, but we can estimate a characteristic
length scale over which the change of the vacancy concentration is taking place
using a simple two level model of Ref. 104. This model assumes a homogeneous
layer of reduced ceria (in our case with the stoichiometry CeO1.71 or CeO1.67)
floating on the homogeneous CeO2. The thickness of the reduced ceria layer can
then be determined from XPS measurements at normal emission using the follow-
ing equation [104]: Is(Ce4+composite)− Is(Ce4+overlayer) = Is(Ce4+buffer) exp

(
− d

λ

)
, where

Is(Ce4+composite) is the Ce4+ signal measured on the reduced layers, Is(Ce4+overlayer)
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is the simulated Ce4+ signal corresponding to the CeO1.71 or CeO1.67 overlayer
computed from the measured Ce3+ signal and the expected stoichiometry of the
overlayer, Is(Ce4+buffer) is the Ce4+ signal from the CeO2 buffer layer (in case of the
films prepared by oxidation the signal from fully oxidized film is used instead), d is
the thickness of the CeO1.71 or CeO1.67 overlayers and λ is the inelastic mean free
path in the reduced layers. The results of this simple estimation show that the
samples with the (

√
7 ×

√
7)R19.1◦ reconstruction consist of 2–3 ML of CeO1.71

supported by CeO2 and the samples with the (3 × 3) reconstruction consist of
3–4 ML of CeO1.67 supported by CeO2.

iv) The observation of the cubic structure of the ceria layers in our experiment
in the whole range of stoichiometries between CeO2 and Ce2O3 is allowed by the
special property of the alternative method of reduction of ceria by the reaction
with metallic Ce to yield the cubic structure even for the limiting reduction to
Ce2O3 where hexagonal Ce2O3 is the lowest energy configuration [25, 96, 105].
We propose a model for the stabilization of the cubic reduced ceria in the inter-
face reaction. The illustration of this model is in Fig. 3.9. A starting point is
the deposition of Ce metal on the cubic ceria buffer. The cubic ceria buffer is
available in all our experiments, cf. Figs 3.4, 3.5 and Table 3.3. After heating to
600 ◦C, oxygen from the ceria buffer diffuses into the Ce overlayer and oxidizes
it (Fig. 3.9(a)). The oxidized Ce in the overlayer adopts the cubic structure of
the buffer that acts as a nucleation template. In this way, the system also avoids
an energy increase associated with an eventual nucleation of an interface between
the cubic and the hexagonal ceria (Fig. 3.9(b)). Finally, upon oxidation of the
Ce overlayer that establishes the cubic structure in the film the oxygen vacancies
adopt an equilibrium distribution with a maximum of concentration near the sur-
face of the film (Fig. 3.9(c)). The gradient of distribution of oxygen vacancies is
not observed for the samples with the limiting stoichiometry—CeO2 and Ce2O3

(Fig. 3.5)—because in these samples the vacancies occupy no (in CeO2) or all
(in Ce2O3) available positions. During transitions between CeO2 and Ce2O3 the
ordered thin film of reduced ceria must adapt to the accompanying changes of
the ceria lattice constant. [61] On Cu(111), this adaptation is facilitated by the
incommensurate character of growth of ceria on Cu(111) and by the ability of
ceria films to glide on Cu(111) substrate [33].

■ Conclusion

We have performed a detailed study of the properties of thin films of reduced
ceria on Cu(111) prepared by the interfacial reaction between a ceria thin film
and a Ce metal deposit. Thin films of reduced ceria are continuous and com-
pletely cover the Cu substrate. Controlling the amount of Ce in the interfacial
reaction, we can prepare thin films of reduced ceria with stoichiometry changing
continuously between CeO2 and Ce2O3. The change in the stoichiometry is ac-
companied by changes in the surface reconstruction of the films. Starting from
the (1 × 1) reconstruction of CeO2 and increasing the degree of reduction we
observe (

√
7 ×

√
7)R19.1◦ and (3 × 3) reconstructions of CeOx, and, finally, the

(4 × 4) reconstruction of cubic Ce2O3. In the films with stoichiometry between
CeO2 and Ce2O3 the oxygen vacancies accumulate near the surface of the films.

We observe that the process of reduction of thin ceria films by the interfacial
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Figure 3.9: Schematic drawing of the interface reaction upon deposition of metal-
lic Ce (dark gray) on ceria buffer layer (white) on the Cu(111) substrate (light
gray) and heating the system to 600 ◦C. (a) O diffuses from the ceria buffer to
oxidize the Ce deposit. (b) Oxidized Ce in the deposit adopts the cubic structure
of the buffer. (c) O vacancies in the resulting layer equilibrate establishing a
concentration gradient with maximum of O vacancies near the surface.

reaction with Ce is fully reversible upon oxidation with O2. This reversibility
covers all properties of the reduced ceria thin films including the surface recon-
structions and the depth profile of oxygen vacancies. This allows us to discuss
the properties of the ceria layers in terms of equilibration of mobile oxygen va-
cancies in a relatively rigid cubic lattice of cerium atoms. The cubic structure
of the reduced ceria layers is established during the interface reaction with Ce.
Oxygen vacancies are driven away from the Cu(111)–ceria interface in order to
relieve the stress associated with the expansion of the lattice constant during the
reduction of ceria. The (

√
7×

√
7)R19.1◦ and (3×3) reconstructions are identified

as surface terminations of ordered bulk phases of reduced ceria, the ι-Ce7O12 or
CeO1.71 phase for the (

√
7 ×

√
7)R19.1◦ reconstruction, and the CeO1.67 phase

for the (3 × 3) reconstruction. These bulk reduced phases representing distinct
regular arrangements of oxygen vacancies in cubic ceria are established in the
three topmost monolayers of the reduced ceria films.

Practically, ceria layers reduced by the interface reaction with metallic Ce
represent a realization of the ideal scenario of reduction and reoxidation of ceria
by removing/adding O from/to the fluorite CeO2 lattice without largely modify-
ing the structure of the Ce sublattice [16]. This, accompanied by the preference
of oxygen vacancies to arrange in regular structures makes the ceria layers re-
duced by interface reaction with metallic Ce a unique experimental playground
for studying the influence of the oxygen vacancy concentration and coordination
on the chemical properties of ceria.
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Figure 3.10: (a) Microscopic model of CeOx/Cu(13 13 1). The copper atoms are
shown in red, cerium atoms in yellow and oxygen atoms in blue. The cerium
oxide overlayer induces reconstruction of Cu(110) substrate, and grows over it
in a carpet-like fashion, copying the substrate at 1 ML thickness (c) and lying
unperturbed over it at 2 ML and thicker (b).

3.2 The effect of substrate in oxygen vacancy or-
dering

Substrate is an important part of all heteroepitaxially grown thin films and poses
an important question in model catalysis: How does the substrate affect prop-
erties of model systems? And, consequently, from what thickness do thin films
exhibit bulk-like properties? While it is impossible to provide a general answer to
these questions, there are several indicators that can be discussed. The most ob-
vious effect of the substrate is a strain introduced in the grown film due to lattice
mismatch. This is commonly reflected by a divergence of the lattice parameter of
the film from the bulk material. However, it is often difficult to establish whether
the divergence arises due to the interface with substrate or just due to reduced di-
mensionality of the material. Thin films of cerium oxide terminated by the (111)
surface generally exhibit contracted lattice parameter and do not reach the bulk
value even at the thickness of 2 nm [101]. Interestingly, the contraction actually
increases the lattice mismatch with the substrate. This indicates that the sub-
strate is probably not determining the lattice parameter. Precise measurements
of strain distribution in thin cerium oxide islands on Cu(111) also showed that the
shape and thickness of the islands are governing the strain [33]. Cerium oxide has
also been shown to grow in a carpet-like fashion on several substrates and even in-
ducing reconstruction of the substrate (see Figure 3.10), indicating that intralayer
interaction in cerium oxide is much stronger than the cerium oxide–substrate in-
teraction [106]. It should be noted that the above-mentioned observations were
made on metal substrates and can’t be carried over to other substrates, such as
oxides.
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It is therefore reasonable to expect cerium oxide films to behave in the same
manner with respect to oxygen vacancy ordering irrespective of the metal sub-
strate used for the growth. In order to make sure this is the case, the experiment
from the previous section has been repeated with Ru(0001), a substrate that is
commonly used for the growth of cerium oxide films. Indeed, the exact same
trends are observed for the CeO2 to Ce2O3 transition, validating generalization
of the conclusions made in the previous section.
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reconstruction thickness of the CeO2 buffer thickness of the reacted layer
(1× 1) 2.8 nm -

(
√
7×

√
7)R19.1◦ 2.8 nm 3.2 nm

(3× 3) 2.8 nm 3.5 nm
(4× 4) 2.8 nm 4.1 nm

Table 3.3: Parameters of the preparation of the samples.

In our recent contribution [1] we have described a method for obtaining or-
dered layers of reduced ceria by interfacial reaction between a metallic Ce deposit
and a CeO2 buffer layer supported on Cu(111). In this Comment, we demon-
strate the applicability of this method on ceria layers supported on Ru(0001).
Ru(0001) is a widely used support for model ceria catalysts with a large body of
studied heterogeneous surface chemical reactions [27, 107, 108]. Ordered layers of
reduced ceria now offer the possibility to control both the concentration and the
coordination of oxygen vacancies in ceria and to investigate the surface chemistry
of well-defined sub-stoichiometric ceria.

With the clean Ru(0001) substrate we exactly reproduce the experimental
procedures of Ref (1) and prepare ordered layers of reduced ceria with thickness
of 3 to 4 nm. The thickness of the layers is determined from the attenuation of Ru
3d5/2 in XPS. Photoelectron spectra (XPS) and electron diffraction (LEED) of
the layers are displayed in Figures 1 and 2, respectively. The growth parameters,
the degree of reduction and the estimate of the in-plane lattice constant of the
layers are summarized in Tables 1 and 2.

Ceria layers exhibit the same characteristic behaviour as the layers on Cu(111)
[1]. Particulary, the stoichiometry of the layers can be tuned from CeO2 to Ce2O3

by varying the amount of metallic Ce in the interfacial reaction. During the tran-
sition from CeO2 to Ce2O3 we observe the same surface reconstructions corre-
sponding to ordered phases of reduced ceria. (1× 1) reconstruction corresponds
to CeO2(111), (

√
7 ×

√
7)R19.1◦ to ι-Ce7O12, (3 × 3) to CeO1.67, and (4 × 4)

to Ce2O3 [1]. On the starting CeO2 buffer with (1 × 1) reconstruction a weak
rotational domain characteristic for growth of CeO2 on Ru(0001) is apparent
[107, 108]. As with Cu(111) substrate, the degree of reduction of the ceria layers
is larger when measured with higher surface sensitivity (60◦ vs. 0◦ off sample
normal, Table 2). As the degree of reduction increases, we observe the accompa-
nying relaxation and the effective increase of the in-plane lattice constant of the
ceria layers (Table 2) [61].

Our results show that reduction of ceria layers in the interfacial reaction with
metallic Ce is applicable on Ru(0001), and, presumably, on other metal substrates
with the same results as on the Cu(111) substrate. The general conclusion of Ref
(1) that the properties of the thin films of reduced ceria are determined by equili-
bration of mobile oxygen vacancies in a relatively rigid lattice of cubic ceria seems
to be independent of the choice of the metal substrate.

■ Acknowledgments

This work was supported by the Czech Science Foundation (GAČR P204-11-
1183, GAČR 13-10396S) and by the Ministry of Education of the Czech Republic
(LG12003, LH11017). T.D., F.D., M.A., and V.S. acknowledge the support of the

51



Figure 3.11: XPS spectra of the ordered phases of ceria on Ru(0001). Spectra
were measured at 0◦ (black curves) and 60◦ off-normal emission (gray curves).
The areas of the presented spectra have been normalized to 1 and the curves
have been offset for clarity. For better orientation, the positions of visually the
most prominent peaks in Ce4+ and Ce3+ spectra are marked by arrows.

reconstruction x in CeOx in-plane lattice
constantXPS 0◦ XPS 60◦

(1× 1) 1.99 1.99 3.80±0.05 Å
(
√
7×

√
7)R19.1◦ 1.83 1.76 3.83±0.05 Å

(3× 3) 1.72 1.66 3.87±0.05 Å
(4× 4) 1.51 1.50 3.90±0.05 Å

Table 3.4: Stochiometries and in-plane lattice constants of the samples.
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Figure 3.12: LEED patterns of the ordered phases of ceria on Ru(0001) measured
at primary electron energy of 40 eV. The surface unit cells of CeO2 (solid line)
and the respective reconstructions of reduced ceria (dashed line) are outlined in
red.

Grant Agency of the Charles University (GAUK 794313, GAUK 610112, GAUK
320313, GAUK 339311).
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3.3 Model systems for structure–activity relation-
ship studies

Structure–activity relationship is one of the most important concepts in heteroge-
neous catalysis. Specific structural features, such as steps or facets, often exhibit
orders of magnitude higher activity in chemical conversion [109, 110]. Proper
understanding of their role is thus crucial for rational design of catalysts. The
dominant structural element of a catalyst is its surface. Consequently, activ-
ity variation between stable low-index surface terminations is the main factor
in determining activity of a nanostructured catalyst. In the case of cerium ox-
ide, (111), (110) and (100) surface terminations exposed by nanooctahedrons,
nanorods and nanocubes are the focus of structure–activity investigations (see
Figure 3.13) [111]. The amount of work devoted to the respective surfaces cor-
responds to their stability, with (111) being the most prevalent [10]. However,
model systems of the low-index surfaces are always studied in isolation, making
accurate comparison difficult.

Herein, a novel method for control of surface termination of oxides heteroepi-
taxially grown on metals is presented. Through adjustment of oxygen chemical
potential at the surface a surprising variety in shape and crystalline orientation
of cerium oxide particles on Cu(111) surface is revealed, allowing for exclusive
synthesis of well-defined, micron-sized model systems with variable termination.
The contribution provides new insights into fundamental mechanisms operative
in rare-earth and binary oxide heteroepitaxy. Remarkably, cerium oxide parti-
cles exhibiting different surface terminations can be prepared next to each other,
representing a first-of-a-kind playground for direct comparison of surface termi-
nations under identical conditions.

Continuing from the previous work, the new method is utilized in a study
of the effect of surface termination on oxygen vacancy ordering in cerium ox-
ide, comparing CeO2(111) and CeO2(100). Cerium oxide is again shown to keep
the fluorite lattice throughout the CeO2 to Ce2O3 transition (keeping in mind
that the annealing temperature is below 600 ◦C). Distinct reconstructions of the
CeOx(100) surface are observed — c(2 × 2), p(2 × 2) and c(4x4). The obser-
vations epitomize the flexibility of Ce-ceria interfacial interaction in revealing
ordering of oxygen vacancies in cerium oxide. In conjunction with adjustment of
oxygen chemical potential the Ce-ceria interfacial interaction facilitates unparal-
leled control over structure and stoichiometry of cerium oxide model systems, a
control that can be easily carried over to other reducible oxides.
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Figure 3.13: (a) Microscopic models and micrographs of cerium oxide nanoocta-
hedra (left), nanorods (middle), and nanocubes (right). [111]

55



Controlling heteroepitaxy by oxygen chemical
potential: exclusive growth of (100) oriented ceria

nanostructures on Cu(111)
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A novel and simple method is presented for the preparation of a well-defined
CeO2(100) model system on Cu(111) based on the adjustment of the Ce/O ratio
during growth. The method yields micrometer-sized, several nanometers high,
single-phase CeO2(100) islands with controllable size and surface termination
that can be benchmarked against (111) nanostructured islands prepared on the

same Cu(111) surface. Furthermore, we demonstrate the ability to adjust the Ce
to O stoichiometry from CeO2(100) (100% Ce4+) to c-Ce2O3(100) (100% Ce3+),
which can be readily recognized by characteristic surface reconstructions observed
by low-energy electron diffraction. The discovery of the highly stable CeOx(100)

phase on a hexagonally close packed metal surface represents an unexpected
growth mechanism of ceria on Cu(111), and it provides an opportunity to

prepare more elaborate models, benchmark surface chemical reactivity and thus
gain valuable insights into the redox chemistry of ceria in catalytic processes.

1
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■ Introduction

Cerium oxides are a heavily utilized and studied prototype oxide associated
with demanding catalytic conversion. Ceria-based heterogeneous catalysts take
advantage of a plethora of unique properties including versatile redox properties
(Ce4+ - Ce3+), oxygen storage, and reducibility. In addition, reactions can be
steered by architectured and morphologically constrained supports of ceria, such
as nanocubes, nanorods, and nanopolyhedra [112]. These nanostructured cata-
lysts provide much sought after improvements in selectivity, reactivity, and other
catalytically relevant parameters through surface terminations and metal-support
interactions [113, 114]. Polycrystalline nanostructured catalysts of ceria that ex-
pose a variety of low index planes have been prepared through wet chemistry and
tested for catalytic activity. Specifically, the (100) surface exposed in nanocubes
has been recently shown, in contrast to the (111) surface, to exhibit a high ac-
tivity in CO oxidation [11] and an enhanced activity for the dehydrogenation of
methoxy species [12]. However, with Cu loading the ceria cubes (over rods and
spheres) perform poorly for the water-gas-shift reaction in terms of activity and
stability [115]. The rationale behind these results is still unclear as the atomic
structure and active state of the polar (100) surface of ceria is not yet well un-
derstood [9, 116]. From an experimental point of view, polycrystalline materials
are challenging to investigate compared to well-defined planar models, which are
ideally suited to isolate the surface configurations and provide information about
the elementary heterogeneous (gas-solid) reaction steps. Taking into account that
ceria is mostly utilized in oxide supported metal catalysts [26], model systems in
the form of thin epitaxial films on metal substrates are preferable, as these can
provide information about the active properties of the oxide or metal and also the
oxide–metal interface [117]. However, experimental strategies for the preparation
of epitaxial, thermodynamically seemingly unfavorable CeOx(100) model systems
are scarce and typically require complex preparation methods in separate cham-
bers (i.e. pulse laser deposition) with concomitant exposure to ambient conditions
prior to characterization or subsequent surface chemistry studies [10]. As a result,
a large body of work has been devoted to the CeOx(111) surface [118, 119], which
is easier to prepare on numerous metal surfaces in UHV compatible environments
[120].

Whereas the preparation of (111) oriented cerium oxide is quite standard, the
rich possibilities offered by oxide heteroepitaxy should also provide for means to
manipulate the mechanisms governing the growth of binary and more complex
oxides, eventually resulting in the realization of novel systems [121]. Particularly
the oxygen chemical potential — an easily experimentally changeable thermody-
namic variable — is rarely taken into consideration, but might have significant
impact not only on the oxide composition and its surface reconstructions, but
also by affecting surface mass transport or by influencing structural templating.
Furthermore, stability of various phases and surface terminations typically differs
with respect to oxygen chemical potential. Theoretical calculations consistently
predict the (100) surface of ceria to be the least stable of the low index termi-
nations [22, 23, 122], also above 0 K and in oxygen-rich conditions [123, 124].
Prompted by the emergence of the (100) orientation of ceria alongside (111) as
recently reported on hexagonal metal surfaces without a readily apparent epitax-
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ial relationship [9, 116, 125], we have explored the dynamics of the growth of ceria
on Cu(111) to understand the CeO2(100) formation. Taking advantage of our in
situ capabilities we demonstrate that the orientation of ceria can be controlled
by adjusting the Ce/O ratio during growth. Using this facile method the opti-
mized preparation leads to the exclusive growth of micrometer sized and several
nanometers high, single phase CeO2(100) islands on Cu(111), while completely
suppressing the nucleation of CeO2(111) islands. We further show the possibility
of controlling the stoichiometry, and consequently the surface termination, of the
CeOx(100) islands in the range of 2.0 ≥ x ≥ 1.5, with average oxidation states of
fully Ce4+ to fully Ce3+. The CeOx(100)/Cu(111) represents a well-defined and
scalable model system suitable for benchmarking both structural and chemical
studies, opening a pathway for novel structure-reactivity relationship studies of
ceria based catalysts. Generalizing, our results indicate that increasing the oxygen
chemical potential at the surface directly affects the growth of oxide nanostruc-
tures on metals, which can be exploited in the preparation of novel well defined
metal-oxide heterostructures.

■ Methods

Experiments were carried out in a commercial Elmitec LEEM-III, providing a
base pressure of 1× 10−10 Torr. The LEEM instrument is equipped with a 5 µm,
1 µm and a 250 nm illumination aperture for micro-illumination. The Cu(111)
crystal was cleaned by several standard sputter and annealing cycles. Cerium
was evaporated from an e-beam source in oxygen ambient at 450 ◦C. Intermit-
tent evaporation was done in a 20 s deposition 40 s stopped deposition mode
in 3 × 10−6 Torr O2 background pressure and in 20 s deposition 20 s stopped
deposition mode in 1 × 10−5 Torr oxygen. Ceria was reduced by continuous Ce
deposition onto the substrate at 450◦C.

■ Results and Discussion

Employing the in situ capabilities of the LEEM instrument we investigated
the growth of CeO2(100) on Cu(111) and the impact of oxygen chemical poten-
tial. To elucidate the mechanism of growth we first investigated the exposure of
O2 on Cu(111), the first phase of the preparation, followed then by the exposure
of Cerium metal onto the Cu surface in an O2 ambient. We will show that a
high oxygen partial pressure increases massively the mobility of copper and oxy-
gen atoms on the surface at 450 ◦C. At these conditions we will then examine
the growth of ceria on oxygen covered Cu(111), demonstrating the influence of
the oxygen-to-metal ratio on the resulting heterostructure and morphology of the
growing ceria nanoparticles. Finally, we will characterize the nanoparticles in
depth by microscopy and local electron diffraction (µ-LEED) highlighting the de-
pendence of surface structure on oxygen partial pressure. We will also investigate
the reducibility and emergent stable substoichiometric structures of CeOx(100)
during reduction.

Structure and morphology of Cu(111) at elevated O2 pressures

The LEEM sequence shown in Fig. 3.14 depicts the oxidation of the Cu(111)
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(a) 1.1 x 10-9 torr

0 L

(b) 7.8 x 10-7 torr

10 L

(c) 2.1 x 10-6 torr

87 L

(d) 1.1 x 10-5 torr (e) (f)

0 s 200 s 350 s

500 nm

Figure 3.14: (a)-(c) LEEM time-lapse sequence of the oxidation of Cu(111) at
450 ◦C recorded at 2.4 eV. The lower contrast in the images is due to the lower
reflectivity of the oxidized surface. Insets in (a) and (c) show corresponding
LEED patterns obtained at 36 eV. The broad feature in the upper left region is
due to inelastic electron scattering. (d)-(f) Movement of Cu(111) steps during
further oxidation at 1.1× 10−5 Torr and imaged at 1.8 eV. The same Cu step is
highlighted by orange arrows.

surface at 450 ◦C. Starting from the step edges, the oxygen adsorbtion is visible
after a dose of 3 L. Then, the oxygen spreads rapidly over the Cu(111) terraces,
completely covering these after a dose of 87 L of O2. There are several ordered
structures of copper oxide reported in the literature [35, 125, 126], but surpris-
ingly none are found after oxidation (cf. insets in Fig. 3.14a and Fig. 3.14c) at
450 ◦C. Only the intensity of the broad spot from the inelastic scattered elec-
trons increases. Both facts indicate that the oxygen adsorbs onto Cu(111) in
a disordered fashion, exhibiting high mobility at these conditions. We observe
the crystallization of the known 44”- and 29”-structure and LEEM contrasts only
at temperatures below 300 ◦C [119], whereas at 450 ◦C the LEED patterns in-
dicate only a non-periodic arrangement of the Cu and O atoms at the surface.
Further LEEM observations demonstrate a high degree of surface migration at
elevated oxygen partial pressure. The LEEM sequence in Fig. 3.14d-f displays
the movement of step edges on the surface at 450 ◦C and 1× 10−5 Torr O2 back-
ground pressure. In contrast, on the pristine Cu(111) surface or in O2 pressures
less than 1× 10−6 Torr similar step movement is typically observed at tempera-
tures significantly higher than 600 ◦C. Even though the reflectivity of the surface
does not change anymore after the surface was completely covered by oxygen (cf.
Fig. 3.14c) and thus indicating no further structural changes or oxidation, the
increased oxygen partial pressure leads to an enhanced mobility of the atoms on
the surface. Consequently, the ceria growth should be affected by the different
conditions on the surface.
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Growth of CeO2/Cu(111)

Previous studies revealed that in conventionally used oxygen partial pressures
of 5 × 10−7 Torr kinetic limitations strongly influence the morphology of the
growing ceria island [34]. To study the dependence of oxygen partial pressure we
have followed the growth process in situ by imaging the copper surface during
Ce evaporation at a temperature of 450 ◦C enabling growth of ceria islands of
a few hundred nanometers in size. LEEM images illustrating different stages of
the growth in the conventionally used pressure regime of 5× 10−7 Torr of O2 at
450 ◦C are shown in Fig. 3.15a-c. Three distinct ceria phases are immediately
recognizable by their shape after preparation (Fig. 3.15c) and can be identified
individually using µ-LEED (see following section): triangularly shaped islands
of CeO2(111) (bright at 5.2 eV), dendrite-like islands of CeO2(100) (dark at 5.2
eV), and needle-like ceria islands. Further observation showed that the needle-
like islands act as a precursor for the growth of CeO2(111) islands. As such, the
needles will be the subject of future studies.

The critical observation is that the CeO2(100) phase starts nucleating first
(Fig. 3.15a) and is the only one present at the early stages of growth. This
indicates that conditions at the onset of ceria nucleation favor the CeO2(100)
phase. However, CeO2(111) phase is dominating at the later stages of growth
(Fig. 3.15b-c). It has been previously suggested that the prerequisite for the
nucleation of CeO2(100) on Cu(111) is a high degree of oxidation of the copper
surface [125]. The need for oxygen at the interface is supported by a simple
structural analysis showing that there are ∼ 14 O atoms per nm2 in immediate
contact with the substrate in the case of the CeO2(100) phase, in contrast to
only ∼ 8 O atoms per nm2 in the case of the CeO2(111) phase. While the
exact atomistic details of ceria nucleation, and indeed of the nucleation of oxides
in general, are not yet well understood, we postulate that the principal factor
determining which ceria phase grows on the Cu(111) substrate is the ratio of
adsorbed Ce and O atoms on the surface.

Before the Ce evaporation starts the Cu(111) surface is covered with adsorbed
oxygen (cf. Fig. 3.14c), which is very mobile at the temperature used in this
study as highlighted in the previous section. When Ce deposition commences,
the formation of ceria islands decreases the amount of mobile, available oxygen at
the surface. From our observation, it is clear that the oxygen partial pressure of
5×10−7 Torr is not enough to compensate for this "effective" loss of oxygen, and
the equilibration of the Ce/O ratio on the surface results in conditions favoring
the nucleation of CeO2(111). Therefore, the growth of CeO2(100) should require
a high concentration of mobile oxygen at the surface at all times (see Fig. 3.16).

To test our hypothesis, we have adjusted the Ce/O ratio in favor of the oxygen
by increase of O2 pressure and intermittent Ce deposition. LEEM images illus-
trating this effect at O2 partial pressures of 3× 10−6 Torr and 1× 10−5 Torr are
shown in Fig. 3.15d-f and Fig. 3.15g-i, respectively. At 3× 10−6 Torr O2 partial
pressure CeO2(100) oriented islands again nucleate immediately upon starting
Ce deposition, but grow in a much more rectangular shape (see Fig. 3.16d-e).
The nucleation of the CeO2(111) islands is further effectively delayed with re-
spect to the growth at 5 × 10−7 Torr O2 (cf. Fig. 3.16b-c and Fig. 3.16e-f).
At 1 × 10−5 Torr O2 partial pressure the nucleation of the CeO2(111) phase is
completely suppressed (Fig. 3.15i). Furthermore, the increased oxygen pressure
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Figure 3.15: In situ ceria growth on Cu(111) at 450 ◦C in different oxygen back-
ground pressure and varied cerium flux: (a-c) 5×10−7 Torr and continuous cerium
flux, (d-f) in 3×10−6 Torr with intermittent cerium flux, (g-k) in 1×10−5 Torr and
also intermittent cerium flux. At low O2 pressure (a-c), both CeO2(111) (bright)
and CeO2(100) (dark) islands are observed; at high O2 pressure, CeO2(100) is-
lands grow exclusively.
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Figure 3.16: Schematic representation of the growth of ceria on Cu(111) depend-
ing on oxygen chemical potential.

(a) 5 x 10-7 torr
36 eV

(c) 1 x 10-5 torr
36 eV

(b) 3 x 10-6 torr
35 eV

17 eV

Figure 3.17: µ-LEED patterns recorded from CeO2(100) islands prepared in dif-
ferent conditions: (a) at 5 × 10−7 Torr oxygen partial pressure and continuous
cerium flux, (b) at 3×10−6 Torr oxygen partial pressure and intermittent cerium
flux, and (c) at 1×10−5 Torr oxygen partial pressure and intermittent cerium flux.
Integer reflections from Cu(111) are highlighted by solid red circles; the integer
and superstructure spots from CeO2(100) are indicated by solid and dashed yellow
circles, respectively. All LEED patterns were recorded at elevated temperatures.

results in a much lower nucleation density of CeO2(100) islands. We attribute
this effect on one hand to the lower defect density on the pristine Cu(111) surface
(enabled by the high Cu and O mobility) and on the other hand to the increased
mobility of Ce and O species, with the diffusion length being varied depending
on the concentration of oxygen on the Cu(111) surface. It is conceivable that the
nucleation mechanism places into contest the concurrent mobility and harvest of
O between the CeO2 island and the Cu(111) surface, essentially resulting in an
oxygen rich or oxygen lean environment at the interface that leads to the growth
of CeO2(100) or CeO2(111) phase, respectively.

Structural characterization of CeO2(100)

Having established the preparation of CeO2(100) on Cu(111), we now proceed
with the discussion of the structure—stoichiometry relationship of CeO2(100).
Local electron diffraction (µ-LEED) patterns recorded from single CeO2(100)
islands obtained with electron beam diameters of 250 nm or 1 µm are displayed
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Pressure (10−6 Torr) a
(100)
∥ (Å) a

(111)
∥ (Å)

0.5 3.76 3.58
3 3.77 3.72
10 3.82 -

Table 3.5: In-plane lattice constants of the grown ceria islands (uncertainty ±0.05
Å). The surface lattice parameter is 3.83 Å for both CeO2(111) and CeO2(100).

in Figure 3.17. The (100) orientation of the ceria islands is easily identified in the
LEED images by the square unit mesh. Moreover, the rectangular shaped islands
grown at 3× 10−6 Torr and 1× 10−5 Torr are single crystalline whereas the more
dendritic islands (cf. Fig. 3.16k) grown in 5× 10−7 Torr are typically composed
of several crystallites (see for example the two unit meshes rotated by 28◦ in Fig.
3.17a). Thus the higher Ce/O ratio enables not only a more regular morphology
but also higher crystallinity. The in-plane lattice constants of the CeO2(100) and
the of the CeO2(111) islands calculated using the Cu(111) reflections as reference
are given in Tab. 3.5. In accordance with previous observations the CeO2(111)
lattice is compressed, whereas the CeO2(100) islands grow at all used conditions
without exhibiting any significant strain [101, 116].

Due to the alternation of positive Ce planes and negative O planes, the bulk
termination of CeO2(100) is a ’Tasker-type III’ polar surface [127]. For the surface
to be stable it has to compensate for the surface dipole moment. Accordingly,
reconstruction of the surface may be expected, and we recognize two different
surface reconstructions in the LEED patterns of the as-prepared islands depend-
ing on the oxygen partial pressure during growth. For the growth in the lower O2

pressure regimes of 5× 10−7 Torr and 3× 10−6 Torr we observe a weak c(2× 2)
reconstruction (see Fig. 3.17a-b) whereas the islands grown in the high oxygen
background of 1 × 10−5 Torr exhibit a p(2 × 2) reconstruction (see Fig. 3.17c).
This difference in structure shows that the O2 partial pressure is crucial for the
emergence of the two CeO2(100) reconstructions already observed in the literature
[9, 116].

Reduction of CeO2(100)

To study the structure-stoichiometry relationship in more detail, we have ex-
plored the CeO2 ↔ Ce2O3 transition by employing Ce–ceria interfacial interaction
[61]. Again, using the LEEM instrument, we have observed the structural tran-
sition in real-time by micro-illuminating individual CeO2(100) islands (cf. Fig.
3.16i). During the initial Ce deposition, the spot intensities of the p(2×2) LEED
pattern change, reflecting a modification of the atomic structure of the surface
unit cell. After 12 min of Ce deposition all spots of the p(2 × 2) reconstruction
have similar intensity. We propose a tentative interpretation based on the various
structural models of the charge compensated (100) surface present in the litera-
ture [9, 116]. Specifically, it is possible to construct the p(2 × 2) reconstructed
surface in either Ce or O terminated fashion [9], with distinct differences in the
spot intensities. Assuming a more oxygen rich termination after preparation in
1 × 10−5 Torr O2 partial pressure (Fig. 3.18a) the reducing conditions of Ce
deposition lead to a low oxygen chemical potential. We therefore correlate the
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(a)

12 min

(b)

(c)

124 min

(d)

219 min

(10)

(01)

as prepared

Figure 3.18: (a)-(d) LEED time-lapse sequence recorded at 17 eV electron energy
of the reduction of the CeO2(100) islands by Ce deposition observed by µ-LEED of
a single ceria (100) island. The orange dashed square and red dashed square in (a)
highlight the CeO2(100) unit mesh and the p(2× 2) reconstruction, respectively.
The Cu(111) reflections are not visible because the Ewald’s sphere is too small
at 17 eV.

diffraction pattern shown in Fig. 3.18b with the Ce-terminated p(2 × 2) model,
which has been calculated to be the most stable surface in vacuum [9].

With continued reduction, the p(2 × 2) superstructure spots vanish, leaving
behind the (1×1) diffraction pattern (Fig. 3.18c). Finally the LEED patterns re-
veals a c(4×4) reconstruction (Fig. 3.18f) associated with the c-Ce2O3 (bixbyite)
structure. Fig. 3.19a-b show LEED patterns of the c(4 × 4) reconstruction at
17 eV and 22 eV, respectively. Based on the model of the bulk terminated c-
Ce2O3 structure shown in Fig. 3.19c, a c(4× 4) superstructure is expected with
respect to the CeO2(100) surface unit cell. Intriguingly, along the [1 1] direc-
tion in the LEED patterns in Fig. 3.19a-b only every fourth spot is observable
(missing spots are indicated by blue dots in Fig. 3.19a). From the symmetry of
the bulk terminated c-Ce2O3 unit cell we expect only every second spot to be

22eV

(b) (c)

17eV

(a)

[01]

[10]

Ce

O

Ce

O

D
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Figure 3.19: (a, b) LEED images that have been low-pass filtered to reduce the
brightness of the inelastic background of the reduced CeOx island. SDSIncrease
blue dot size. (c) Model of the bulk-terminated c-Ce2O3(100) surface. The blue
and red dashed squares indicate the Ce2O3(100) and CeO2(100) surface unit cells,
respectively.
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absent due to mirror planes [128]. Since the (100) termination of bulk c-Ce2O3 is
also a polar surface its structure should be modified by the charge compensation.
The missing spots in the LEED pattern represent a valuable constraint for struc-
tural models of the charge compensated c-Ce2O3(100) surface. Specifically, the
extinction of reflections indicates that there are two or more identical atoms or
groups of atoms in the Ce2O3(100) surface unit cell [129], considerably reducing
the number of models and structural variations that need to be considered in
future calculations.

■ Conclusion

We have demonstrated the exclusive growth of the ceria(100) phase on the
Cu(111) surface by controlling the oxygen chemical potential. Our in situ obser-
vations show that a high oxygen partial pressure increases the mobility of metal
atoms on the Cu(111) surface, which is influencing the underlying growth ki-
netics. The exclusive growth of the ceria(100) phase represents an unexpected
stability of the (100) phase with respect to the oxygen chemical potential, which
challenges observations from previous theoretical calculations and which we have
exploited in preparing a single-phase CeO2(100)/Cu(111) model system. Fur-
thermore, we showcase that the stoichiometry of the system can be controlled
from CeO2(100) to c-Ce2O3(100). This chemical reduction is directly linked to
a structural transformation that is readily recognizable by a distinct c(4 × 4)
surface reconstruction. This structure represents a unique realization of a well-
ordered open ceria surface exposing exclusively the highly reactive Ce3+ ions.
Our results present a viable approach to novel structural and chemical studies
targeting the structure-activity relation in an catalytically relevant model system.
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3.4 Length-scale and preparation challenges
in the utilization of model systems

Model systems are an established tool for isolation of structural features in phys-
ical chemistry. The clear advantage they provide in deconvolution of chemical
processes over morphologically complex materials is indisputable. However, as
with any other tool, one has to be mindful of their limitations. This is pertinent
to the whole field of surface science, whose growth has reached a point where
majority of published studies are comprised of multitechnique investigations. Ob-
vious benefits of this development are accompanied by challenges associated with
length-scale variation of data sets. Herein, the consequences of these challenges
are discussed for the specific case of model systems used in physico-chemical
studies.

Using state-of-the-art in situ characterization by time-resolved low-energy
electron microscopy and photoelectron microscopy, the growth of cerium oxide
on Cu(111) is followed. A significant structural and chemical heterogeneity at
the microscale related to variance in preparation parameters and defects in the
substrate is discovered, which can lead to an appreciable divergence from the
model system premise. The fact that such heterogeneity can be easily missed
both at the macroscale (e.g., by XPS) and atomic–nanoscale (e.g., by STM) has
far-reaching consequences for the conjoined interpretation of area averaging and
atomically resolved measurements. Considering the example of the (111) surface
of cerium oxide, various discrepancies in the literature that can be related to the
length-scale issue are discussed.

The findings emphasize that the control provided by the methodology explored
in the previous sections is a double-edged sword. The rich variety accessible ne-
cessitates utmost precision of preparation parameters and attention to details,
such as geometry of apparatuses, that are often glossed over. As sufficient preci-
sion is often not achievable, this imposes certain limits on conclusions that can be
reached from the acquired data when discussing chemistry of explicit structural
features. Here, it is appropriate to stress that the highlighted challenges are a
part of a broader problem related to the funding of modern science being based
on publication record. Specifically, the conclusions of published papers are often
deliberately stretched to such extremes that they loose connection with the data
reported, only to artificially achieve higher impact. The results reported in here
serve as a remainder of the virtue of humility in science.

66
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Proper consideration of length-scales is critical for elucidating active
sites/phases in heterogeneous catalysis, revealing chemical function of surfaces
and identifying fundamental steps of chemical reactions. Using the example of

ceria thin films deposited on the Cu(111) surface, we demonstrate the benefits of
multi length-scale experimental framework for understanding chemical

conversion. Specifically, exploiting the tunable sampling and spatial resolution of
photoemission electron microscopy, we reveal crystal defect mediated structures
of inhomogeneous copper–ceria mixed phase that grow during preparation of

ceria/Cu(111) model systems. The density of the microsized structures is such
that they are relevant to the chemistry, but unlikely to be found during

investigation at the nanoscale or with atomic level investigations. Our findings
highlight the importance of accessing micro-scale when considering chemical

pathways over heteroepitaxially grown model systems.
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■ Introduction

Contemporary heterogeneous catalysis is taking advantage of a plethora of
morphologically complex and often inhomogeneous materials enabled by advances
in synthesis, fabrication and functionalization of nanostructures [130]. While
these often provide superior performance, the rationale behind such improve-
ments, including the atomic level active sites, is generally poorly understood.
The primary obstacle of this is the inability to discriminate the fundamental
steps of manifold chemical reactions proceeding over convoluted structural con-
figurations of catalyst surfaces. A collective of processes prevail in chemical re-
actions, including rapid reactant activation or diffusion, intermediate formation,
product desorption and mass transport over surfaces. Model systems, especially
when prepared in the form of thin epitaxial films, can be used to reduce this
complexity and isolate the individual configurations that may provide invaluable
information about the elementary reaction steps and atomistic insight on active
chemistry [5]. Systematic experimentation with models of compositional or re-
dox/chemical state changes can be performed with nearly perfect reproducibility
to make unbiased comparisons and establish principles for chemical reactivity or
catalytic activity [97, 117]. A further benefit of this approach is the relative ease
with which experimental data obtained from extended low-index surfaces can
be coupled to theoretical calculations, most frequently performed using density
functional theory [13].

However, the utilization of model systems typically comes with several as-
sumptions one has to be mindful of. Specifically, the supposition that the model
system and its behavior is truly representative of an ideal low index surface is
a strong one, and especially so when the available chemical and structural data
from the system do not share the same length scale, as is often the case. The
most common methods used for chemical analysis average over areas in the order
of mm to µm, while structural analysis that can support the above-mentioned
assumption has to resolve features in the order of nm and less. Thus it is, for
example, possible to carefully combine scanning tunneling microscopy with DFT
[131], but conjoining the two with X-ray photoelectron spectroscopy can lead one
to draw conclusions that may not correlate with spatial averaged structural and
chemical information [132]. The length-scale challenge is schematically depicted
in Fig. 3.20. In this letter, we will unravel the caveats of the model system
approach by employing low energy electron microscopy and photoemission elec-
tron microscopy, techniques which allow characterizing the surface structure and
chemistry on the same length-scale, in the study of ceria/Cu(111) model system,
which has recently appeared in many physico-chemical studies [10].

■ Methods

Experiments were carried out in two separate LEEM instruments with a base
pressure of 1 × 10−8 Pa: A commercial Elmitec LEEM-III and a FE-LEEM
P90 instrument commercialized by SPECS. The FE-LEEM P90 is a permanent
end station at the Research Center Jülich soft x-ray beamline UE56/1-SGM of
the synchrotron facility BESSY II, Berlin, Germany, enabling the use of LEEM,
µLEED and XAS-PEEM. Samples were prepared using identical growth proce-
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Figure 3.20: Schematic representation of the length-scale of various characteriza-
tion techniques. The importance of the microscale information is highlighted by
the possibility to miss relevant microsized structures on the surface.

dures in both instruments. The Cu(111) single crystals (MaTecK) were cleaned
by several cycles of Ar+ sputtering (1.5 keV) and annealing in vacuum at 600
◦C. The cycles were interspaced by annealing in 5 × 10−5 Pa of oxygen at 600
◦C, which has proved to be an effective way of forcing cerium atoms dissolved in
the top part of the copper crystal (from prior ceria experiments) to the surface,
where they can be more effectivelly cleaned by successive sputtering. Cerium was
evaporated from an e-beam source in oxygen ambience (partial pressure ranging
from 5× 10−5 to 2× 10−4 Pa) at 450 ◦C.

■ Results and Discussion

The ceria/Cu(111) system has been the focus of numerous chemical reactivity
studies and has been extensively characterized by ISS, infrared spectroscopy (IR),
XPS, LEED, STM, LEEM and modelled theoretically in the framework of DFT
[10, 117, 133]. The growth of ceria on Cu(111) has been thought of as a sim-
ple diffusion limited process that results in the formation of CeOx(111) epitaxial
layers due to the nearly perfect 1.5 lattice coincidence with the substrate [31].
However, a recent discovery [116, 134] of the simultaneous nucleation of various
ceria phases on the Cu(111) surface (see Fig. 3.21) has clearly shown the estab-
lished principles of growth to be overly simplistic. Given that there is no general
theory of oxides nucleation at the atomic scale, one has to carefully account for all
the thermodynamic variables influencing the growth, most importantly the tem-
perature and chemical potential of the present chemical elements and molecules.
Specifically in the case of ceria/Cu(111), the surface oxygen chemical potential
plays a decisive role in the formation of ceria layers exposing either the (111) or
(100) surface [134]. This structural heterogeneity of models is likely to be a ma-
jor influence to the subsequent titration of chemical reactivity and also catalytic
activity.

While relevant thermodynamic parameters are provided in manuscripts, their
variance can be considerable and confidence intervals are almost never investi-
gated. This is especially important for the oxygen pressure used during the growth
of ceria, which can vary, depending on the type of gauge used and the geometry of
the experimental setup, by more than an order of magnitude. Furthermore, the
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Figure 3.21: Various microscale phases of ceria growing on the Cu(111) surface
at 450 ◦C in 5× 10−7 Pa of O2. (a) A 5 µm field of view LEEM image (Ep = 5.2
eV), local LEED patterns of (b) a triangular CeOx(111) island (Ep = 36 eV), (c)
a dendritic CeOx(100) island (Ep = 36 eV) and (d) a needle-like ceria structure
(Ep = 17 eV).

important parameter in ceria growth on Cu(111) is actually the surface oxygen
chemical potential, which depends also on the Ce evaporation rate, a complex
kinetic set of parameters. One can thus achieve conditions favorable to the nu-
cleation of CeOx(100) at the oxygen pressures typically used for preparation of
CeOx(111) by lowering the deposition rate and vice versa. Consequently, it is hard
to transfer such an experiment from one apparatus to another. For example, in-
ferring from an STM experiment conducted using one apparatus the morphology
of a sample prepared in a different one is difficult, even with a very high degree
of experimental controls. Specifically, it is very hard to disprove the existence of
a minority phase (i.e., CeOx(100) phase on a CeOx(111)/Cu(111) sample) if such
evidence cannot be observed by a conventional LEED apparatus. This in itself
poses a major obstacle for the utilization of ceria/Cu(111) as a model system due
to the chemistry of ceria being highly face and structure sensitive [11, 135]. The
issue of phase heterogeneity is not limited to the ceria/Cu(111), but extends to
other established ceria model systems, such as ceria/Ru(0001), too [136].

Furthermore, variations in chemistry observed as a result of the presence of
defects in the surface of the model catalyst can also be important. The existence
of microscopic defects, or even visible ones — such as scratches or dents, on the
single crystal surface is often ignored but can be the locale for rich chemistry. The
common practice of carefully repeating preparation recipes may, although helpful
in other ways, have unwanted or unnoticed side effects, e.g., increases in defect or
step density. While this is absolutely fine for highly local measurements where a
defect-free area of the sample is carefully chosen for the analysis, area averaging
measurements, such as XPS or activity measurements obtained from a reactor,
may be strongly influenced by the history of the crystal. One important solution
is to look for in situ methods where length-scales that are inclusive of large area ef-
fects in parallel with high resolution local area atomic probes, such as provided by
LEEM/PEEM. Intensity–voltage LEEM exploits the material-specific variation
of the specular reflectivity of low-energy electrons depending on kinetic energy
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Figure 3.22: PEEM images of ceria related structures growing (a),(b) over, (c)
around and (d) inside crystal defects in a Cu(111) single crystal during cerium
evaporation in oxygen ambience at 450 ◦C. White arrows highlight the position
of crystal defects. The smaller elongated objects are CeOx(100) islands growing
along substrate steps. The images were acquired using a mercury-arc lamp as a
source of photons.

[49], which owing to the underlying diffraction phenomena is largely determined
by the local atomic structure of the sample. This way, I–V LEEM intrinsically
provides mesoscale mappings representative of the local atomic structure with
few nanometer and even temporal resolution (if dynamic I–V LEEM [49] is per-
formed). However, the data is generally harder to interpret for complex structures
of unknown chemical composition, suggesting the complementary use of (X-ray)
PEEM in these cases.

Fig. 3.22 shows several examples of complex agglomerates growing at crys-
tal defects in a Cu(111) single crystal during cerium evaporation in an oxygen
background using PEEM. The lateral size of the structures shown in Fig. 3.22
can reach tens of micrometers, but the density depends highly on the quality of
the single crystal surface. Based on the analysis of several single crystals from
MaTecK, both brand new and a few years old ones, a 0.02–2 % of the surface area
can be reasonably expected to be covered by the defect mediated structures, de-
pending on the sample history. In order to gauge the significance of the seemingly
low coverage we draw a comparison between the concentration of observed de-
fects and step edges, as an example of catalytically relevant sites. A 1 % coverage
equates to semi-infinite steps on vicinal surfaces separated by 20 nm or to steps
on surfaces with average terrace area of 10000 nm2. Step edges of comparable
concentrations have been previously shown to markedly affect chemical reactions
[109, 110, 137]. Furthermore, our estimate does not take into account the ac-
tual surface area of the structures and can considerably undervalue their effect.
Consequently, while the complicated morphology and low density will make ob-
servation of regions of interest in STM quite unlikely, their contribution to signals
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of area averaging techniques cannot be overlooked. Hence, the ability to observe
such structures carefully in parallel with STM imaging is very important.

The approach to include multiple length-scales in the above example will
enhance our understanding of the structure-reactivity relationship, while also
allowing for a real-time observation of the chemical composition of the surface
mediated structures. In addition, micro X-ray absorption spectroscopy (XAS)
measurements can also reveal these structures to be an inhomogeneous, mixed
Cu–O-Ce phase, with regions of varying ceria stoichiometry and copper content
(see Fig. 3.23).

The measured Cu L3 edge spectra (Fig. 3.23(b)) exhibit a two peak structure
in the measured range, with maxima at 932.8 and 936.8 eV, characteristic for
metallic copper. In fact, the spectra taken from regions A, C and D marked in Fig.
3.23(a) are practically identical to a reference spectrum of a clean copper single
crystal (not shown). However, region B shows a prominent decrease of the second
peak, which can be associated with the formation of copper oxide [138]. This could
either mean that the copper is oxidized through a significant oxygen spillover
from ceria, or that it forms a mixed oxide with ceria. We have mapped the loss
of intensity of the second peak in real space by dividing a PEEM image taken at
932.8 eV by an image taken at 936.8 eV. The map shown in Fig. 3.23(c) reveals
that the oxidized state is correlated with the defect mediated structure. Because
we do not see oxidized copper around or below regular CeOx(100) and CeOx(111)
islands even though oxygen is expected to be adsorbed on the surface in oxygen
ambience in concentrations pertaining to the ’29’ and ’44’ CuxO structures [139,
140], this strongly suggests the formation of a copper–ceria mixed oxide in the
defect mediated structures.

The analysis of measured Ce M5 edge spectra (Fig. 3.23(b)) further supports
this hypothesis. Because occupation of the highly localized f level dramatically
changes the X-ray absorption fingerprint of Ce atoms, one can use fitting proce-
dures to determine stoichiometry of ceria from of X-ray absorption spectra. A
linear combination of referential Ce3+ and Ce4+ peaks [141] yields a stoichiom-
etry of CeO1.89±0.01, CeO1.96±0.01, CeO1.97±0.01 and CeO1.80±0.01 for spectra from
regions marked A, B, C and D in Fig. 3.23, respectively. While the spectra
clearly illustrate the inhomegeneity of the defect mediated structure, a more sig-
nificant finding is that the ceria retains its relatively high degree of reduction
even in an oxygen ambient (5× 10−7 Pa of O2). This is consistent with the prop-
erties of a copper–ceria solid solution [142], which can, unlike pure ceria, preserve
cerium atoms in a 3+ state even in oxygen ambient through electronic exchange
with copper, i.e. by Ce4++Cu1+→Ce3++Cu2+. It should be noted, that a lower
concentration of oxygen vacancies, such as the one in region C, can be ascribed
either to height variation of the structures or charge compensation of the polar
CeOx(100) surface [9].

The presence of the mixed oxide on the surface can have a huge impact on the
chemical processes proceeding over the ceria/Cu(111) model systems as copper–
ceria is a well known catalyst utilized in several industrial processes, such as the
water gas shift reaction [115, 143], preferential CO oxidation [144–146], methanol
synthesis [117, 147], and others [6]. In fact, our observations can explain several
inconsistencies between various ceria model systems that have been reported in
the literature. An example that clearly illustrates the issue is the interaction
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Figure 3.23: XAS analysis of a defect mediated structure. (a) A mercury-arc
lamp PEEM image. (b) XAS spectra of the Cu L3 edge and Ce M5 edge collected
from regions marked in (a). The red and blue arrows indicate features of specific
chemical states. (c) Image map of the oxidation state of copper realized through
a division of XAS-PEEM images collected at two characteristic energies of the
Cu L3 edge — 932.8 eV (oxide+metal) and 936.8 eV (metal).

of the (111) plane of ceria with water. Adsorbtion of water on reduced CeOx

was shown to lead to further reduction of the ceria surface in the case of re-
duced CeOx(111)/Cu(111) [148] and oxidation of the ceria surface in the case of
reduced CeOx(111)/Ru(0001) [149]. Furthermore, reduced CeOx(111)/Ru(0001)
was reported to dissociate water, which lead to production of hydrogen at 600
K [150], but no such reaction was observed in the case of reduced CeOx(111)
on yttria-stabilized ZrO2(111) [151]. Apart from the interaction with water, the
ceria/Cu(111) model systems consistently exhibit a much richer chemistry in
comparison with ceria/Ru(0001) model systems with respect to CO dissociation
[152–154] and acetic acid decomposition [155, 156]. Taking into account that
copper oxide plays an active role in the above-mentioned reactions [144], it is
noteworthy that the effects related to the presence of the defect mediated struc-
tures will not be subdued by increasing the film thickness, which may otherwise
mitigate support related effects that arise from the difference between thin films
and bulk-like systems.

■ Conclusion

Our findings draw attention to the importance of new in situ methods to
probe the dynamic nature of surface chemistry in model surfaces for the under-
standing of fundamental steps of catalyzed chemical reactions. The ability to
observe reactions at multiple length-scales highlights the importance for provid-
ing structural and chemical data at the appropriate length-scale when discussing
chemistry of explicit structural features. Especially apparent is also the fact
that microscale information, which is often disregarded in the transition from
macroscale to nanoscale, should weigh in more heavily when interpreting data
from model systems.
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3.5 Electron localization in ceria
Accurate description of ground state is fundamental for interpretation of various
experimental techniques, prediction of physico-chemical properties, and, conse-
quently, rational design of novel materials. Both theoretical and experimental
approaches and their combination are, with great success, being employed in
deduction of the ground state. However, with continuous advances in computa-
tional physics and instrumentation, previously accepted results are subjected to
scrutiny and prone to change. An example of such a development in the past is
the understanding of the bonding mechanism in MgO that shifted from a pure
ionic [157, 158] to a more covalent picture [159, 160]. Similarly, the ground state
of CeO2 has been a controversial topic.

Principally, the whole issue boils down to the question of the occupation of
the 4f level in the ground state of CeO2 and the nature of the respective 4f elec-
trons. In creating the CeO2 molecule Ce atoms cede 4 electrons to the O atoms
and change their nominal electron configuration from [Xe] 4f 1 5d1 6s2 to [Xe]
4f 0. The validity of the [Xe] 4f 0 electron configuration of the ground state has
been investigated by various experimental techniques. Notably, the presence of
an empty 4f 1 level has been demonstrated by bremsstrahlung isochromat spec-
troscopy (BIS) [161] and optical spectroscopy [162], leading to a covalent bonding
picture in CeO2 with an empty 4f level. Contrary to these results, the ground
state derived from interpretation of photoelectron spectroscopy experiments prob-
ing the Ce 3d level is strongly mixed valent between 4f 0 and 4f 1L (the L denoting
a hole in the ligand) with a 4f occupation of about 0.5 electrons [163]. Similar
mixed valent configuration has been derived from resonant photoemission study
of CeO2 [164].

It has to be noted that the interpretation of photoemission spectroscopy (espe-
cially from the core levels) of strongly correlated materials (such as cerium oxide)
is exceptionally difficult due to complex relaxation processes contributing to the
final state of the photoemission process [165]. Specifically in the case of the
Ce 3d photoemission, the established interpretation is based on semiempirical
Gunnarson-Schönhammer theory utilizing a single impurity Anderson hamilto-
nian [166], which is not adequate for the description of a possible 4f coherent
lattice in cerium oxide.

Herein, a novel approach to the issue of covalency in cerium oxide is presented
by extending resonant photoelectron spectroscopy into angle resolved regime.
This allows, in conjunction with density functional theory, to directly reveal co-
valent nature of 4f admixture in the ground state of CeO2. The results resolve
a long-standing ambiguity of the ground state of CeO2, update interpretation of
resonant photoemission in cerium oxide, and offer important insights into core
hole screening response in covalent compounds in general. The study represents
a culmination of the research on heteroepitaxial growth of cerium oxide presented
in the previous sections, which enabled this state-of-the-art investigation of elec-
tronic correlation effects relevant to reducible oxide chemistry by leveraging the
isostructural transition between CeO2 and Ce2O3.
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We have conducted resonant angle-resolved photoemission spectroscopy of well
defined CeO2(111) and c-Ce2O3(111) model surfaces, revealing distinct f

contributions in the valence band of the two compounds. In conjunction with
density functional theory calculations, we show that the f contribution in CeO2

is of a covalent nature, arising from hybridization with the O 2p bands. In
contrast, c-Ce2O3 exhibits almost nondispersive f state at 1.3 eV, which is

indicative of almost negligible c–f hybridization.
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■ Introduction

The ground state of CeO2 has been a controversial topic [161–164, 167–172].
The controversy involves the assignment of the nominally ionic CeO2 to either
a mixed valent or a covalent compound and arose partially due to the inability
to distinguish these electronic configurations by core level photoelectron spec-
troscopy, namely that of the Ce 3d level [172]. Strikingly, the ambiguity of the
assignment is still prevalent in the scientific literature [173], sustained by a loose
usage of the respective terms. By definition, mixed valent compounds contain
cations in different oxidation states. The distinguishability of crystal sites oc-
cupied by the cations is related to the extent of the mixing between the two
configurations (typically cation-cation mixing) [174]. This effectively leads to ei-
ther highly unusual integral or non-integral mean oxidation state of the cation
[175]. On the other hand, covalent compounds contain only one type of cation
sites and exhibit non-integral valence as a consequence of hybridization (typically
cation-anion mixing) [176]. In the case of ceria, where there are no crystallo-
graphically distinguishable cerium sites in the lattice, the fundamental difference
between the two configurations lies in the character of the occupied states. The
homogeneous mixed valent ground state would feature a partial occupation of
the highly localized atomic-like Ce 4f level [177] through valence fluctuation,
while the covalent ground state would exhibit an empty Ce 4f level with the
bonding electrons spin-paired with the ligand (specifically the closed O 2p shell)
[176]. The two configurations would manifest a different response to electronic
perturbations, such as a core hole, an oxygen vacancy, foreign interstitial or sub-
stitutional species, adsorbates or electronic potential in an electrochemical device.
The importance of understanding behaviour of the electrons in ceria due to said
perturbations is highlighted by recent studies showing gaps in understanding the
bonding mechanism and reactivity of ceria [20] and metal oxides in general [8].

Notably, the established mixed valent interpretation of core-level photoemis-
sion from ceria[163], based on semiempirical Gunnarson-Schönhammer theory uti-
lizing single impurity Anderson hamiltonian, has been called into question. Rig-
orously calculated configuration interaction wavefunctions for CeO2 and Ce2O3

were used to provide ab initio theoretical description of core-level photoemission
accounting for many-body effects [178–180]. The results show that experimental
spectra can be modeled through covalent interaction, revealing possible error in
the former approach.

Motivated by the above-mentioned controversy and the unsatisfactory under-
standing of photoemission in ceria in general, we herein present the results of a
combined angle-resolved photoemission spectroscopy (ARPES) and density func-
tional theory study of the 4f electrons in ceria. Leveraging recent advances in in
situ preparation of well-defined ceria model surfaces, we directly compare CeO2,
a nominal 4f0 compound, and c-Ce2O3, a nominal 4f1 compound, and reveal the
covalent nature of the 4f admixture into the O 2p valence band in CeO2 in con-
trast to the highly localized 4f electrons in c-Ce2O3. As a consequence, we show
that the resonant photoemission enhancement at the 4d→4f absorption thresh-
old in CeO2 does not originate from the occupation of localized 4f states on Ce
atoms in the ground state, but arises from the covalent character of the O 2p
valence band through interatomic effects.
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■ Methods

ARPES measurements were performed with 110-130 eV p-polarized photons
on the linear undulator beamline BL-1 at the Hiroshima Synchrotron Radiation
Center (HiSOR) in Hiroshima University. The energy and momentum resolution
was set at 30 meV and 0.015 Å−1, respectively. The experiments were carried out
with the sample cooled down to 12 K. Highly ordered epitaxial ceria films expos-
ing the (111) surface of the fluorite lattice were prepared by reactive evaporation
of Ce onto Cu(111) single crystal in 5×10−5 Pa of O2 at substrate temperature of
250 ◦C in the preparation chamber connected to the ARPES chamber. The films
were around 3 nm thick, which is enough to guarantee continuity and mitigation
of possible size effects [1, 164] while still being thin enough to avoid charging
during measurements. The stoichiometry of the prepared layers was carefully
controlled using Ce-ceria interfacial reaction [61]. The preparation procedure has
been described in detail in [1]. Briefly, metallic Ce is deposited onto ceria surface
and the sample is heated to 600 ◦C. The elevated temperature allows oxygen to
diffuse through the ceria lattice to the Ce metal overlayer, which then oxidizes
and adopts the fluorite structure of the underlying ceria. Spin-polarized DFT
calculations based on the Heyd-Scuseria-Ernzerhof (HSE06) [181] hybrid func-
tional were carried out using the projected augmented wave (PAW) method as
implemented in the VASP (version 5.3) [182, 183]. The (4f, 5s, 5p, 5d, 6s) states
of Ce and (2s, 2p) states of O were treated as valence states and expanded using
a plane-wave basis set up to 400 eV. For bulk CeO2, the lattice constant was
optimized on a (11×11×11) Monkhorst-Pack k-point grid to be 5.40 Å, and the
O 2p–Ce 4f band gap was calculated to be 3.5 eV, both in close agreement with
previous experimental (5.41 Å [184] and 3 eV [161]) and HSE06 results (5.41 Å
and 3.3 eV [185]). The equilibrium lattice constant of the c-Ce2O3 (bixbyite) was
calculated to be 11.20 Å (vs. experimental value of 11.16 Å [186]) with all atoms
in the bulk unit cell fully relaxed to below 0.03 eV/Å and the k-space sampled
at the Γ-point only. The antiferromagnetic state was used although it was only
marginally more stable than the ferromagnetic state. Electronic structures were
calculated on a (3×3×3) Monkhorst-Pack k-point grid using the frozen optimized
bulk structure. The Ce 4f -5d band gap was calculated to be 2.3 eV (vs. exper-
imental value of 2.5 eV [187]). Core level electron excitation (4d→4f ) was done
using the method of Köhler and Kresse [188] and was applied to all Ce atoms in
CeO2 and c-Ce2O3. The bulk oxidation energy for c-Ce2O3 + 1

2
O2 → 2CeO2 was

calculated to be -3.12 eV, with available estimates falling between -3.5 and -4.0
eV at ambient temperature [26, 75].

■ Results and Discussion

In order to elucidate the nature of the ground state of CeO2 we use c-Ce2O3

as a reference 4f1 compound [61]. The advantage of this approach over other
prototypical 4f1 compounds that have been previously used for the purpose, such
as CeF3 [169], is that we minimize the influence of structural and chemical vari-
ation on the electronic configuration. The Ce sublattice in both CeO2 and c-
Ce2O3 is practically identical, the only difference being ordered oxygen vacancies
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Figure 3.24: (color online). Partial density of states (pDOS) of CeO2 and c-
Ce2O3 as calculated from HSE06 exchange-correlation functional and measured
by photoelectron spectroscopy (PES). The pDOS has been calculated for the
ground state of CeO2 and c-Ce2O3 and for an intermediate state with a Ce 4d
electron excited into the Ce 4f level. The PES spectra are shown as measured off
(dashed black lines, hν = 115 eV) and on (solid black lines, hν = 125 and 121 eV
for CeO2 and c-Ce2O3, respectively) the Ce 4d→4f resonance. The calculated
DOS is shifted to coincide with the experimental data (the actual Fermi energy
of the DOS plots in the figure is at 2.9 and 1.55 eV for CeO2 and c-Ce2O3,
respectively. The Ce2O3 pDOS has been scaled down by a factor of 32 to account
for higher amount of Ce atoms in the unit cell in comparison with CeO2.
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in the O sublattice in c-Ce2O3 [25]. Moreover, we can exploit the isostructural
CeO2↔c-Ce2O3 transition and use one sample for both systems, further reducing
the extrinsic contributions to our experimental results [1].

Resonant photoemission is a commonly used tool for enhancing the inten-
sity of photoemission features originating from states with low density and for
gauging hybridization strength in correlated electron systems, especially the c–
f hybridization of cerium compounds [189]. Particularly in ceria, the 4d→4f
resonant transition is routinely used to reveal the occupation of the 4f state, a
fingerprint of Ce3+ [93]. However, both CeO2 and c-Ce2O3 exhibit a resonant
enhancement at the 4d→4f photoabsorption threshold (125 and 121 eV for CeO2

and c-Ce2O3, respectively), albeit with different characters. The resonant feature
in c-Ce2O3 directly overlaps the direct photoemission 4f peak and has compara-
ble width, while the resonant feature in CeO2 overlaps the top of the O 2p band
and is noticeably wider than the 4f photoemission peak in c-Ce2O3. The valence
band photoemission spectra showing the resonant enhancement at the 4d→4f
photoabsorption threshold for CeO2 and c-Ce2O3 are shown in Fig. 3.24.

The resonant enhancement in c-Ce2O3 can be explained by constructive in-
terference of the direct photoemission from the 4f level with an indirect super
Coster-Kronig decay of an intermediate 4d94f2 state :

4d104f1 + hν → 4d94f2 → 4d104f0 + e−,

where hν and e− stand for an incident photon and a photoelectron, respectively.
To interpret the resonant enhancement in CeO2 using the same arguments one
would have to start from an initial configuration with one electron in the 4f
level — a 4d104f 1L state. This would make CeO2 essentially a 4f 1 compound
in the case of the covalent ground state. Consequently, the assumption of the
4d104f 1L initial state inevitably leads to the homogeneous mixed valent ground
state of CeO2 with a partial occupation of the 4f level through mixing between 4f 0

and 4f 1L configurations defined by the integer 4f occupation number. However,
this description is based on the assumed resonant enhancement process at the
4d→4f photoabsorption threshold in CeO2 involving the ground state of the
4f 1L configuration, which is not self-evident. Specifically, the extent of final state
effects in the resonant photoemission process has not been previously accounted
for.

While the occupation of the localized (atomic-like) 4f level in the homoge-
neous mixed valent ground state of ceria is expected to generate a dispersionless
photoemission feature, the p-bonding mediated itinerant nature of extended co-
valent states (of 4f and 2p symmetry) would give rise to an observable dispersion
in ARPES. In order to examine these effects we have followed the dispersions at
the on-resonance for CeO2 and c-Ce2O3 along the M̄-Γ̄-M̄ direction (in surface
Brillouin zone notation).

Figs. 3.25(b) and 3.25(c) show the on-resonance ARPES image plots for CeO2

and c-Ce2O3, respectively. Compared with the off-resonance ARPES image plot
for CeO2 shown in Fig. 3.25(a), the dispersive features at the binding energy of
3–6 eV are clearly observable. Note that in Fig. 3.25(b) Ce 4f derived spectral
intensity is much enhanced at the binding energy of 3–4 eV where O 2p states
exist, indicating covalent hybridization between Ce 4f and O 2p. On the other
hand, the 4f derived spectral feature in c-Ce2O3 at the binding energy of 1.9
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Figure 3.25: (color online). Dispersion of the valence band in CeO2 and c-
Ce2O3 in M̄-Γ̄-M̄ direction of the surface Brillouin zone followed by resonant
angle resolved photoelectron spectroscopy. a) Valence band of CeO2 (hν = 115
eV), b) and c) dispersion of the resonant feature at the 4d→4f photoabsorption
threshold in CeO2 (hν = 125 eV) and c-Ce2O3 (hν = 121 eV), respectively. The
areas of the energy dispersive curves were normalized to 1 prior to plotting the
maps. The bottom and upper part of c) were normalized separately in order to
highlight the O 2p bands.

eV exhibits no discernible dispersion within the experimental resolution (Fig.
3.25(c)). These results indicate different resonant photoemission process in the
two compounds: more specifically, there is no occupation of atomic-like localized
f states in the ground state of CeO2.

In order to further ascertain the covalent hybridization in the valence band of
ceria we have calculated electronic properties in the intermediate states (4d94f 1

for CeO2 and 4d94f 2 for c-Ce2O3). The density of states plots are shown in Fig.
3.24. We find, in agreement with previous DFT studies [190], that the O 2p
band in the ground state of CeO2 has a small 4f and 5d admixture at the top
and the bottom of the band, respectively. However, this alone cannot be used to
abandon the pure ionic bonding picture in ceria (originating from the nominal
electron configuration) as the degree of the mixing in the calculated partial density
of states is comparable to other recognized ionic compounds, such as the NaCl
[191]. On the other hand, the intermediate state shows an appreciable increase
in the 4f admixture into the O 2p band, to such an extent that the valence
band looks covalent in character. It should be noted that the major increase
of the f contribution around 5-6 eV is related to the excited f electron of the
intermediate state, which will be further discussed below. This behaviour is
consistent with closed shell screening of the 4d core hole by covalent electrons
[192]. Appropriately, the response of O 2p electrons to a 4d core hole in c-Ce2O3

is less significant due to the occupation of the highly localized 4f level by two
electrons, which can effectively screen the positive charge of the core hole. An
interesting aspect of the intermediate 4d94f1 state of CeO2 is that there is no
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observable gap between the O 2p pDOS and the 4f pDOS at the fermi level (Fig.
3.24).

We examine band structure calculations along X-Γ-L (in bulk Brillouin zone
notation), straight line close to the experimental setup, for the ground state and
the intermediate state of CeO2 (Fig. 3.26(a)). Apart from lifting of degeneracy of
the 2p bands, it can be seen that as a consequence of the point charge of the core
hole the additional band of the intermediate state appears at 5 eV at Γ, directly
overlapping the O 2p level. It is noteworthy, that the excited electron does not
occupy highly localized 4f states, but a considerably hybridized one with O 2p
character.

In order to further ascertain the covalent hybridization in the valence band of
ceria we have calculated electronic properties in the intermediate states (4d94f 1

for CeO2 and 4d94f 2 for c-Ce2O3). The density of states plots are shown in Fig.
3.24. We find, in agreement with previous DFT studies [190], that the O 2p
band in the ground state of CeO2 has a small 4f and 5d admixture at the top
and the bottom of the band, respectively. However, this alone cannot be used to
abandon the pure ionic bonding picture in ceria (originating from the nominal
electron configuration) as the degree of the mixing in the calculated partial density
of states is comparable to other recognized ionic compounds, such as the NaCl
[191]. On the other hand, the intermediate state shows an appreciable increase
in the 4f admixture into the O 2p band, to such an extent that the valence
band looks covalent in character. It should be noted that the major increase
of the f contribution around 5-6 eV is related to the excited f electron of the
intermediate state, which will be further discussed below. This behaviour is
consistent with closed shell screening of the 4d core hole by covalent electrons
[192]. Appropriately, the response of O 2p electrons to a 4d core hole in c-Ce2O3

is less significant due to the occupation of the highly localized 4f level by two
electrons, which can effectively screen the positive charge of the core hole. An
interesting aspect of the intermediate 4d94f1 state of CeO2 is that there is no
observable gap between the O 2p pDOS and the 4f pDOS at the fermi level (Fig.
3.24).

We examine band structure calculations along X-Γ-L (in bulk Brillouin zone
notation), straight line close to the experimental setup, for the ground state and
the intermediate state of CeO2 (Fig. 3.26(a)). Apart from lifting of degeneracy of
the 2p bands, it can be seen that as a consequence of the point charge of the core
hole the additional band of the intermediate state appears at 5 eV at Γ, directly
overlapping the O 2p level. It is noteworthy, that the excited electron does not
occupy highly localized 4f states, but a considerably hybridized one with O 2p
character.

(1) Ce 4d104f0 O 2p6 + hν → Ce 4d104f0 O 2p5 + e−,

(2) Ce 4d104f0 O 2p6 + hν → Ce 4d94f1 O 2p6 →
→ Ce 4d104f0 O 2p5 + e−.

Now it is clear that the resonance enhancement at the 4d→4f threshold for
Ce4+ and Ce3+ atoms is of profoundly different nature. Since the resonant en-
hancement of the f derived spectral feature from Ce4+ atoms is caused by inter-
atomic effects, it is likely to be sensitive to perturbations such as oxygen vacancies,
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Figure 3.26: (color online). a) Band structure of CeO2 calculated along X-Γ-L for
the ground state (black) and the intermediate 4d94f 1 state (red). The extra 4f1

band of the intermediate state is at 5 eV at Γ. The calculated band structure has
been shifted by 2.9 eV to coincide with the experimental data. Calculated Kohn-
Sham wave functions at Γ-point of CeO2 in the intermediate state are shown
as cyan contours (corresponding to probability density of 2−5; higher probability
densities are shown in warmer colors as visible in cutout areas) in b) - the topmost
O 2p band, c) the second O 2p band (the third has the same symmetry and is
not shown), d) 4f 1, e) - representative of the bottom three O 2p bands. There
are four cerium atoms and two oxygen atoms in the corners and in the middle of
the displayed cut through the CeO2 lattice, respectively. Periodic portions of the
wave functions have been eliminated for clarity.

adsorbates, foreign substitutional, interstitial species, etc. On the other hand, the
resonant process for Ce3+ atoms is less influenced by the perturbations because
it is an intraatomic transition. This requires reexamination of the widely used
formula for derivation of stoichiometry of various ceria-based materials from the
ratio of resonant enhancement of Ce4+ and Ce3+ photoemission [12, 193–196].
Given the widespread use of the method, the observation of the interatomic ef-
fects in the resonance photoemission in ceria calls for a further study evaluating
the validity of the direct proportion between the intensity of the resonant feature
and the density of Ce4+ atoms with respect to the electronic perturbations in
their vicinity.

■ Conclusion

We have presented the results of a combined experimental and theoretical
study of the electronic structure of CeO2. We find that there are no occupied
localized f states in the ground state of CeO2. Instead, we demonstrate that the f
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contribution in CeO2 is of a covalent nature, arising from hybridization with the
O 2p bands.This is in contrast to the nondispersive 4f state at 1.9 eV in c-Ce2O3,
where the O 2p bands shifts to higher binding energy, reducing mixing with the
4f states at the top. We show that, as a consequence of the covalent hybridiza-
tion, the resonant photoemission process in CeO2 involves interatomic core-hole
screening, which is in contrast to the intraatomic process in Ce2O3. We suggest
that the different nature of the two processes should be taken into account when
interpreting resonant photoemission experiments from ceria and other covalent
materials.
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4. Summary
The thesis was focused on providing fundamental insights into structural and
electronic properties of cerium oxide pertinent to its utilization in heterogeneous
catalysis. The subject has been studied in the framework of model system ap-
proach employing state-of-the-art instrumentation available both at the Surface
Physics group of the Department of Surface and Plasma Science at Charles Uni-
versity in Prague and at foreign laboratories. The studies presented in the thesis
were published in peer-reviewed journals and gathered attention of the interna-
tional scientific community (40 citations as of May 2017). The most important
results are summarized below.

Ce–ceria interfacial interaction was employed in a rigorous study of oxygen
vacancy ordering in cerium oxide. The method facilitated precise control of stoi-
chiometry, which enabled stabilization of equilibrated phases of oxygen vacancies
with long-range ordering. The ordered phases were characterized by a combina-
tion of surface analysis techniques, revealing a distinct symmetry with respect to
the CeO2(111)-(1 × 1) surface — Ce7O12(111)-(

√
7 ×

√
7)R19.1◦, Ce5O10(111)-

(3 × 3) and Ce2O3(111)-(4 × 4) — and a gradient of oxygen vacancies towards
the surface. Importantly, the cerium sublattice stays essentially unperturbed
throughout the transition from CeO2 to Ce2O3 under these conditions. The
oxygen vacancy co-ordination represents a new degree of freedom that can be
exploited in advanced model cerium oxide catalysis. The results were also shown
to be independent on the substrate used provided it is a metal.

Time-resolved in situ investigation of the effect of oxygen chemical potential
at the surface of a metal single crystal on heteroepitaxial growth of cerium ox-
ide was carried out. The real-time observation revealed unexpected variety in
shape and structure of growing cerium oxide islands accessible through adjust-
ment of the oxygen chemical potential. This enabled stabilization of energetically
less favorable surface terminations of cerium oxide, specifically the CeOx(100).
Flexibility of the methodology allowed for a first-of-a-kind direct comparison of
different surface terminations of cerium oxide under identical conditions. This
has been utilized in continuation of the oxygen vacancy ordering study, leading
to the first observation of the fluorite Ce2O3(100) surface exhibiting a c(2 × 2)
reconstruction with respect to the CeO2(100) surface. The results also provide
further insights into fundamental processes at play in heteroepitaxial growth of
oxides in general.

The extraordinary control provided by the methodology developed heretofore
emphasizes complexity of the reducible oxides growth. Making use of analysis
at the microscale, considerable structural and chemical heterogeneity of cerium
oxide model systems related to careless preparation procedures was exposed. The
discovery has far-reaching consequences for interpretation of multitechnique in-
vestigations at diverging length-scales, which was illustrated by conflicting con-
clusions in contemporary literature on model cerium oxide systems. Specifically,
the necessity for providing structural and chemical data at the same length-scale
when discussing chemistry of explicit structural features was highlighted, as well
as the importance of microscale characterization, that is often skipped when tran-
sitioning from macro- to nanoscale.
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The knowledge accumulated during the above-mentioned studies culminated
in a unique investigation of electronic structure of cerium oxide. For the first time
it was possible to follow band dispersion of cerium oxide throughout isostructural
CeO2 to Ce2O3 transition. The results unambiguously established covalent hy-
bridization in the ground state of CeO2 and revised decades-old interpretation
of photoemission from cerium oxide. The investigation also offered important
insights into screening response to electronic perturbations, such as a core hole,
in covalently bonded metal oxides in general.

The results of the thesis represent a significant advancement in understanding
of electronic and structural properties of cerium oxide relevant to its ubiquitous
utilization in heterogeneous catalysis. The model framework refined in the thesis
allows for unprecedented control over the structure of cerium oxide. Importantly,
many of the achievements are easily transferable to other important reducible
oxides, making the conclusions reached points of general interest to the broad
community of oxide-based heterogeneous catalysis.
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List of Abbreviations
ARPES angle-resolved photoemission spectroscopy
BIS bremsstrahlung isochromat spectroscopy
ceria cerium oxide
DFT density functional theory
FWHM full width at half maximum
GGA generalized gradient approximation
ISS ion scattering spectroscopy
ICSD Inorganic Crystal Structure Database
IR infrared spectroscopy
I–V intensity–voltage
LDA local-density approximation
LEED low-energy electron diffraction
LEEM low-energy electron microscopy
PAW projected augmented wave
PCD Pearson’s Crystal Data
PES photoemission spectroscopy
PEEM photoemission electron microscopy
redox reduction–oxidation
RPES resonant photoemission spectroscopy
SIE self-interaction error
STM scanning tunneling microscopy
UHV ultra-high vacuum
XAS X-ray absorption spectroscopy
XMCD X-ray magnetic circular dichroism
XPS X-ray photoelectron spectroscopy
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Attachments

1. Implementation of photoelectron spectroscopy analysis in Fytik
c l a s s FuncVoigt4L : pub l i c Function
{

DECLARE_FUNC_OBLIGATORY_METHODS( Voigt4L , Function )
bool get_height ( r e a l t ∗ a ) const { ∗a = av_ [ 0 ] ; r e turn

↪→ t rue ; }
bool get_fwhm( r e a l t ∗ a ) const { ∗a = 0.5346∗av_[2]+

↪→ s q r t (0 .2166∗av_ [ 2 ] ∗ av_[2]+av_ [ 3 ] ∗ av_ [ 3 ] ) ; r e turn
↪→ t rue ; }

} ;

c l a s s FuncVoigt4Lsh : pub l i c Function
{

DECLARE_FUNC_OBLIGATORY_METHODS( Voigt4Lsh , Function )
bool get_height ( r e a l t ∗ a ) const { ∗a = av_ [ 0 ] ; r e turn

↪→ t rue ; }
bool get_fwhm( r e a l t ∗ a ) const { ∗a = 0.5346∗av_[2]+

↪→ s q r t (0 .2166∗av_ [ 2 ] ∗ av_[2]+av_ [ 3 ] ∗ av_ [ 3 ] ) ; r e turn
↪→ t rue ; }

} ;

c l a s s FuncVoigt4Lbg : pub l i c Function
{

DECLARE_FUNC_OBLIGATORY_METHODS( Voigt4Lbg , Function )
bool get_area ( r e a l t ∗ a ) const ;
bool get_height ( r e a l t ∗ a ) const { ∗a = av_ [ 0 ] ; r e turn

↪→ t rue ; }
bool get_fwhm( r e a l t ∗ a ) const { ∗a = 0.5346∗av_[2]+

↪→ s q r t (0 .2166∗av_ [ 2 ] ∗ av_[2]+av_ [ 3 ] ∗ av_ [ 3 ] ) ; r e turn
↪→ t rue ; }

} ;

CALCULATE_VALUE_BEGIN( FuncVoigt4L )
double X_val = (x − av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_ [ 3 ] ;
double Y_val = av_ [ 2 ] ∗ s q r t ( l og (2 ) ) /av_ [ 3 ] ;

double voigt_A [ 4 ] =
↪→ {−1.2150 ,−1.3509 ,−1.2150 ,−1.3509};

double voigt_B [ 4 ] =
↪→ {1.2359 ,0 .3786 , −1.2359 , −0.3786};

double voigt_C [ 4 ] =
↪→ { −0.3085 ,0 .5906 , −0.3085 ,0 .5906};

double voigt_D [ 4 ] =
↪→ {0.0210 , −1.1858 , −0.0210 ,1 .1858};
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double part ia lSum = 0 ;

f o r ( i n t j = 0 ; j < 4 ; j++)
{

part ia lSum += ( voigt_C [ j ] ∗ ( Y_val−voigt_A [ j
↪→ ] )+voigt_D [ j ] ∗ ( X_val−voigt_B [ j ] ) ) / ( (
↪→ Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [ j ] )
↪→ +(X_val−voigt_B [ j ] ) ∗(X_val−voigt_B [ j
↪→ ] ) ) ;

}
CALCULATE_VALUE_END((av_ [ 2 ] ∗ av_ [ 0 ] ∗ s q r t (M_PI)∗ s q r t ( l og (2 ) )

↪→ /av_ [ 3 ] ) ∗part ia lSum )

CALCULATE_DERIV_BEGIN( FuncVoigt4L )
double X_val = (x − av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_ [ 3 ] ;
double Y_val = av_ [ 2 ] ∗ s q r t ( l og (2 ) ) /av_ [ 3 ] ;
double constant = av_ [ 2 ] ∗ av_ [ 0 ] ∗ s q r t (M_PI)∗ s q r t (

↪→ l og (2 ) ) /av_ [ 3 ] ;

double voigt_A [ 4 ] =
↪→ {−1.2150 ,−1.3509 ,−1.2150 ,−1.3509};

double voigt_B [ 4 ] =
↪→ {1.2359 ,0 .3786 , −1.2359 , −0.3786};

double voigt_C [ 4 ] =
↪→ { −0.3085 ,0 .5906 , −0.3085 ,0 .5906};

double voigt_D [ 4 ] =
↪→ {0.0210 , −1.1858 , −0.0210 ,1 .1858};

double alpha [ 4 ] , beta [ 4 ] ;
double part ia lSum = 0 , V = 0 , dVdx = 0 , dVdy = 0 ;

f o r ( i n t j = 0 ; j < 4 ; j++)
{

part ia lSum += ( voigt_C [ j ] ∗ ( Y_val−voigt_A [ j
↪→ ] )+voigt_D [ j ] ∗ ( X_val−voigt_B [ j ] ) ) / ( (
↪→ Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [ j ] )
↪→ +(X_val−voigt_B [ j ] ) ∗(X_val−voigt_B [ j
↪→ ] ) ) ;

}

f o r ( i n t j = 0 ; j < 4 ; j++)
{

alpha [ j ]=voigt_C [ j ] ∗ ( Y_val−voigt_A [ j ] )+
↪→ voigt_D [ j ] ∗ ( X_val−voigt_B [ j ] ) ;

beta [ j ]=(Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [
↪→ j ] ) +(X_val−voigt_B [ j ] ) ∗(X_val−
↪→ voigt_B [ j ] ) ;

V+=alpha [ j ] / beta [ j ] ;
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dVdx+=(voigt_D [ j ]∗ beta [ j ] −2.0∗(X_val−
↪→ voigt_B [ j ] ) ∗alpha [ j ] ) /( beta [ j ]∗ beta [
↪→ j ] ) ;

dVdy+=(voigt_C [ j ]∗ beta [ j ] −2.0∗(Y_val−
↪→ voigt_A [ j ] ) ∗alpha [ j ] ) /( beta [ j ]∗ beta [
↪→ j ] ) ;

}
dy_dx = constant ∗dVdx∗2∗ s q r t ( l og (2 ) ) /av_ [ 3 ] ;
dy_dv [ 0 ] = constant ∗V/av_ [ 0 ] ;
dy_dv [ 1 ] = constant ∗dVdx∗(−2∗ s q r t ( l og (2 ) ) /av_ [ 3 ] ) ;
dy_dv [ 2 ] = constant ∗(V/av_[2]+dVdy∗ s q r t ( l og (2 ) ) /

↪→ av_ [ 3 ] ) ;
dy_dv [ 3 ] = −constant ∗V/av_[3]+ constant ∗dVdx∗ ( ( x−

↪→ av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) ) ∗(−1/(av_ [ 3 ] ∗ av_ [ 3 ] ) )
↪→ +constant ∗dVdy∗(av_ [ 2 ] ∗ s q r t ( l og (2 ) ) ∗(−1/(av_
↪→ [ 3 ] ∗ av_ [ 3 ] ) ) ) ;

CALCULATE_DERIV_END((av_ [ 2 ] ∗ av_ [ 0 ] ∗ s q r t (M_PI)∗ s q r t ( l og (2 ) )
↪→ /av_ [ 3 ] ) ∗part ia lSum )

CALCULATE_VALUE_BEGIN( FuncVoigt4Lsh )
double X_val = (x − av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_ [ 3 ] ;
double Y_val = av_ [ 2 ] ∗ s q r t ( l og (2 ) ) /av_ [ 3 ] ;
double constant = av_ [ 2 ] ∗ av_ [ 0 ] ∗ s q r t (M_PI)∗ s q r t (

↪→ l og (2 ) ) /av_ [ 3 ] ;

double voigt_A [ 4 ] =
↪→ {−1.2150 ,−1.3509 ,−1.2150 ,−1.3509};

double voigt_B [ 4 ] =
↪→ {1.2359 ,0 .3786 , −1.2359 , −0.3786};

double voigt_C [ 4 ] =
↪→ { −0.3085 ,0 .5906 , −0.3085 ,0 .5906};

double voigt_D [ 4 ] =
↪→ {0.0210 , −1.1858 , −0.0210 ,1 .1858};

double part ia lSum = 0 ;
double background = 0 ;

f o r ( i n t j = 0 ; j < 4 ; j++)
{

double Abar = voigt_C [ j ] ∗ ( Y_val−voigt_A [ j
↪→ ] )−voigt_D [ j ]∗ voigt_B [ j ] ;

double Bbar = voigt_D [ j ] ;
double Cbar = (Y_val−voigt_A [ j ] ) ∗(Y_val−

↪→ voigt_A [ j ] ) ;
double Dbar = voigt_B [ j ] ;
double Subs t i tu t i on = (x − av_ [ 1 ] ) ∗2∗ s q r t (

↪→ l og (2 ) ) /av_ [ 3 ] ;
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part ia lSum += ( voigt_C [ j ] ∗ ( Y_val−voigt_A [ j
↪→ ] )+voigt_D [ j ] ∗ ( X_val−voigt_B [ j ] ) ) / ( (
↪→ Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [ j ] )
↪→ +(X_val−voigt_B [ j ] ) ∗(X_val−voigt_B [ j
↪→ ] ) ) ;

background += −Abar∗atan ( ( Dbar−
↪→ Subs t i tu t i on ) / sq r t (Cbar ) ) / sq r t (Cbar )
↪→ +Bbar∗( 0 .5∗ l og (Cbar+(Dbar−
↪→ Subs t i tu t i on ) ∗(Dbar−Subs t i tu t i on ) )−
↪→ Dbar∗atan ( ( Dbar−Subs t i tu t i on ) / sq r t (
↪→ Cbar ) ) / sq r t (Cbar ) ) −0.0∗(Abar+Dbar )
↪→ ∗(M_PI/2) / sq r t (Cbar ) ;

}
CALCULATE_VALUE_END( constant ∗part ia lSum+av_ [ 4 ] ∗ constant ∗

↪→ av_ [ 3 ]∗ ( 1 / ( 2∗ s q r t ( l og (2 ) ) ) )∗background )

CALCULATE_DERIV_BEGIN( FuncVoigt4Lsh )
double X_val = (x − av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_ [ 3 ] ;
double Y_val = av_ [ 2 ] ∗ s q r t ( l og (2 ) ) /av_ [ 3 ] ;
double constant = av_ [ 2 ] ∗ av_ [ 0 ] ∗ s q r t (M_PI)∗ s q r t (

↪→ l og (2 ) ) /av_ [ 3 ] ;

double voigt_A [ 4 ] =
↪→ {−1.2150 ,−1.3509 ,−1.2150 ,−1.3509};

double voigt_B [ 4 ] =
↪→ {1.2359 ,0 .3786 , −1.2359 , −0.3786};

double voigt_C [ 4 ] =
↪→ { −0.3085 ,0 .5906 , −0.3085 ,0 .5906};

double voigt_D [ 4 ] =
↪→ {0.0210 , −1.1858 , −0.0210 ,1 .1858};

double alpha [ 4 ] , beta [ 4 ] ;
double part ia lSum = 0 , V = 0 , dVdx = 0 , dVdy = 0 ;
double background = 0 , dbglwidth = 0 , dbgpos = 0 ,

↪→ dbgx = 0 , dbggwidth = 0 ;

f o r ( i n t j = 0 ; j < 4 ; j++)
{

part ia lSum += ( voigt_C [ j ] ∗ ( Y_val−voigt_A [ j
↪→ ] )+voigt_D [ j ] ∗ ( X_val−voigt_B [ j ] ) ) / ( (
↪→ Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [ j ] )
↪→ +(X_val−voigt_B [ j ] ) ∗(X_val−voigt_B [ j
↪→ ] ) ) ;

background += voigt_C [ j ]∗(−M_PI/2)+(
↪→ voigt_D [ j ] / 2 ) ∗(− l og ( (Y_val−voigt_A [
↪→ j ] ) ∗(Y_val−voigt_A [ j ] ) +((x−av_ [ 1 ] )
↪→ ∗2∗ s q r t ( l og (2 ) ) /av_[3]−voigt_B [ j ] )
↪→ ∗ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_[3]−
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↪→ voigt_B [ j ] ) ) )+voigt_C [ j ] ∗ ( Y_val−
↪→ voigt_A [ j ] ) ∗(−atan ( ( x−av_ [ j ] ) ∗2∗ s q r t
↪→ ( l og (2 ) ) /(av_ [ 3 ] ∗ ( Y_val−voigt_A [ j ] ) )
↪→ −voigt_B [ j ] / ( Y_val−voigt_A [ j ] ) ) /(
↪→ Y_val−voigt_A [ j ] ) ) ;

alpha [ j ]=voigt_C [ j ] ∗ ( Y_val−voigt_A [ j ] )+
↪→ voigt_D [ j ] ∗ ( X_val−voigt_B [ j ] ) ;

beta [ j ]=(Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [
↪→ j ] ) +(X_val−voigt_B [ j ] ) ∗(X_val−
↪→ voigt_B [ j ] ) ;

V+=alpha [ j ] / beta [ j ] ;
dVdx+=(voigt_D [ j ]∗ beta [ j ] −2.0∗(X_val−

↪→ voigt_B [ j ] ) ∗alpha [ j ] ) /( beta [ j ]∗ beta [
↪→ j ] ) ;

dVdy+=(voigt_C [ j ]∗ beta [ j ] −2.0∗(Y_val−
↪→ voigt_A [ j ] ) ∗alpha [ j ] ) /( beta [ j ]∗ beta [
↪→ j ] ) ;

dbglwidth+=av_ [ 4 ] ∗ constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗
↪→ s q r t ( l og (2 ) ) ) ) ∗( (−voigt_D [ j ] / 2 )
↪→ ∗(2∗ (Y_val−voigt_A [ j ] ) ∗ s q r t ( l og (2 ) ) /
↪→ av_ [ 3 ] ) / ( (Y_val−voigt_A [ j ] ) ∗(Y_val−
↪→ voigt_A [ j ] ) +((x−av_ [ 1 ] ) ∗2∗ s q r t ( l og
↪→ (2 ) ) /av_[3]−voigt_B [ j ] ) ∗ ( ( x−av_ [ 1 ] )
↪→ ∗2∗ s q r t ( l og (2 ) ) /av_[3]−voigt_B [ j ] ) )
↪→ + (−voigt_C [ j ] ) ∗( −((x−av_ [ 1 ] ) ∗2∗
↪→ s q r t ( l og (2 ) )−voigt_B [ j ]∗av_ [ 3 ] ) ∗ (
↪→ s q r t ( l og (2 ) ) ) / ( ( ( x−av_ [ 1 ] ) ∗2∗ s q r t
↪→ ( l og (2 ) )−voigt_B [ j ]∗av_ [ 3 ] ) ∗ ( ( x−av_
↪→ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) )−voigt_B [ j ]∗av_
↪→ [ 3 ] )+av_ [ 3 ] ∗ av_ [ 3 ] ∗ ( Y_val−voigt_A [ j
↪→ ] ) ∗(Y_val−voigt_A [ j ] ) ) ) ) ;

dbgx+=av_ [ 4 ] ∗ constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗ s q r t (
↪→ l og (2 ) ) ) ) ∗( (−voigt_D [ j ] / 2 ) ∗ (2∗ ( (x−
↪→ av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_[3]−
↪→ voigt_B [ j ] ) ∗2∗ s q r t ( l og (2 ) ) /av_ [ 3 ] )
↪→ /( (Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [
↪→ j ] ) +((x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_
↪→ [3]−voigt_B [ j ] ) ∗ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t (
↪→ l og (2 ) ) /av_[3]−voigt_B [ j ] ) ) + (−
↪→ voigt_C [ j ] ) ∗( (av_ [ 3 ] ∗ ( Y_val−voigt_A
↪→ [ j ] ) ∗(2∗ s q r t ( l og (2 ) ) ) ) / ( ( ( x−av_
↪→ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) )−voigt_B [ j ]∗av_
↪→ [ 3 ] ) ∗ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) )−
↪→ voigt_B [ j ]∗av_ [ 3 ] )+av_ [ 3 ] ∗ av_ [ 3 ] ∗ (
↪→ Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [ j ] )
↪→ ) ) ) ;
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dbgpos+=av_ [ 4 ] ∗ constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗ s q r t (
↪→ l og (2 ) ) ) ) ∗( (−voigt_D [ j ] / 2 ) ∗ (2∗ ( (x−
↪→ av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_[3]−
↪→ voigt_B [ j ] ) ∗(−2)∗ s q r t ( l og (2 ) ) /av_
↪→ [ 3 ] ) / ( (Y_val−voigt_A [ j ] ) ∗(Y_val−
↪→ voigt_A [ j ] ) +((x−av_ [ 1 ] ) ∗2∗ s q r t ( l og
↪→ (2 ) ) /av_[3]−voigt_B [ j ] ) ∗ ( ( x−av_ [ 1 ] )
↪→ ∗2∗ s q r t ( l og (2 ) ) /av_[3]−voigt_B [ j ] ) )
↪→ + (−voigt_C [ j ] ) ∗( (av_ [ 3 ] ∗ ( Y_val−
↪→ voigt_A [ j ] ) ∗ (−2∗ s q r t ( l og (2 ) ) ) ) / (
↪→ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) )−voigt_B [
↪→ j ]∗av_ [ 3 ] ) ∗ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 )
↪→ )−voigt_B [ j ]∗av_ [ 3 ] )+av_ [ 3 ] ∗ av_ [ 3 ] ∗ (
↪→ Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [ j ] )
↪→ ) ) ) ;

dbggwidth+=av_ [ 4 ] ∗ constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗
↪→ s q r t ( l og (2 ) ) ) ) ∗( (−voigt_D [ j ] / 2 ) ∗(
↪→ 2∗(Y_val−voigt_A [ j ] ) ∗(−av_ [ 2 ] ∗ s q r t (
↪→ l og (2 ) ) /(av_ [ 3 ] ∗ av_ [ 3 ] ) ) +2∗((x−av_
↪→ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_[3]−voigt_B [ i
↪→ ] ) ∗(−(x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) ∗ (1/(
↪→ av_ [ 3 ] ∗ av_ [ 3 ] ) ) ) ) / ( (Y_val−voigt_A [
↪→ j ] ) ∗(Y_val−voigt_A [ j ] ) +((x−av_ [ 1 ] )
↪→ ∗2∗ s q r t ( l og (2 ) ) /av_[3]−voigt_B [ j ] )
↪→ ∗ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_[3]−
↪→ voigt_B [ j ] ) ) + (−voigt_C [ j ] ) ∗( (
↪→ voigt_A [ j ] ∗ ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) )
↪→ −voigt_B [ j ]∗av_ [ 2 ] ∗ s q r t ( l og (2 ) ) ) / (
↪→ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) ) ∗ ( ( x−av_
↪→ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) ) −2∗((x−av_ [ 1 ] )
↪→ ∗2∗ s q r t ( l og (2 ) ) )∗voigt_B [ j ]∗av_[3]+
↪→ av_ [ 3 ] ∗ av_ [ 3 ] ∗ ( voigt_B [ j ]∗ voigt_B [ j
↪→ ]+voigt_A [ j ]∗ voigt_A [ j ] )+av_ [ 2 ] ∗ av_
↪→ [ 2 ] ∗ l og (2 )−2∗voigt_A [ j ]∗av_ [ 2 ] ∗ av_
↪→ [ 3 ] ∗ s q r t ( l og (2 ) ) ) ) ) ;

}

dy_dx = constant ∗dVdx∗2∗ s q r t ( l og (2 ) ) /av_[3]+dbgx ;
dy_dv [ 0 ] = constant ∗V/av_[0]+av_ [ 4 ] ∗ constant ∗av_

↪→ [ 3 ]∗ ( 1 / ( 2∗ s q r t ( l og (2 ) ) ) )∗background/av_ [ 0 ] ;
dy_dv [ 1 ] = constant ∗dVdx∗(−2∗ s q r t ( l og (2 ) ) /av_ [ 3 ] )+

↪→ dbgpos ;
dy_dv [ 2 ] = constant ∗(V/av_[2]+dVdy∗ s q r t ( l og (2 ) ) /

↪→ av_ [ 3 ] )+av_ [ 4 ] ∗ constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗ s q r t (
↪→ l og (2 ) ) ) )∗background/av_[2]+ dbglwidth ;

dy_dv [ 3 ] = −constant ∗V/av_[3]+ constant ∗dVdx∗ ( ( x−
↪→ av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) ) ∗(−1/(av_ [ 3 ] ∗ av_ [ 3 ] ) )
↪→ +constant ∗dVdy∗(av_ [ 2 ] ∗ s q r t ( l og (2 ) ) ∗(−1/(av_
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↪→ [ 3 ] ∗ av_ [ 3 ] ) ) )+dbggwidth ;
dy_dv [ 4 ] = constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗ s q r t ( l og (2 ) ) ) )∗

↪→ background ;
CALCULATE_DERIV_END((av_ [ 2 ] ∗ av_ [ 0 ] ∗ s q r t (M_PI)∗ s q r t ( l og (2 ) )

↪→ /av_ [ 3 ] ) ∗part ia lSum+av_ [ 4 ] ∗ constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗
↪→ s q r t ( l og (2 ) ) ) )∗background )

CALCULATE_VALUE_BEGIN( FuncVoigt4Lbg )
double X_val = (x − av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_ [ 3 ] ;
double Y_val = av_ [ 2 ] ∗ s q r t ( l og (2 ) ) /av_ [ 3 ] ;
double constant = av_ [ 2 ] ∗ av_ [ 0 ] ∗ s q r t (M_PI)∗ s q r t (

↪→ l og (2 ) ) /av_ [ 3 ] ;

double voigt_A [ 4 ] =
↪→ {−1.2150 ,−1.3509 ,−1.2150 ,−1.3509};

double voigt_B [ 4 ] =
↪→ {1.2359 ,0 .3786 , −1.2359 , −0.3786};

double voigt_C [ 4 ] =
↪→ { −0.3085 ,0 .5906 , −0.3085 ,0 .5906};

double voigt_D [ 4 ] =
↪→ {0.0210 , −1.1858 , −0.0210 ,1 .1858};

double part ia lSum = 0 ;
double background = 0 ;
double background2 = 0 ;
double bg2_aTan = 0 ;
double bg2_bTan = 0 ;
double bg2_aLog = 0 ;
double bg2_bLog = 0 ;

f o r ( i n t j = 0 ; j < 4 ; j++)
{

part ia lSum += ( voigt_C [ j ] ∗ ( Y_val−voigt_A [ j
↪→ ] )+voigt_D [ j ] ∗ ( X_val−voigt_B [ j ] ) ) / ( (
↪→ Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [ j ] )
↪→ +(X_val−voigt_B [ j ] ) ∗(X_val−voigt_B [ j
↪→ ] ) ) ;

background += voigt_C [ j ]∗(−M_PI/2)+(
↪→ voigt_D [ j ] / 2 ) ∗(− l og ( (Y_val−voigt_A [
↪→ j ] ) ∗(Y_val−voigt_A [ j ] ) +((x−av_ [ 1 ] )
↪→ ∗2∗ s q r t ( l og (2 ) ) /av_[3]−voigt_B [ j ] )
↪→ ∗ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_[3]−
↪→ voigt_B [ j ] ) ) )+voigt_C [ j ] ∗ ( Y_val−
↪→ voigt_A [ j ] ) ∗(−atan ( ( x−av_ [ j ] ) ∗2∗ s q r t
↪→ ( l og (2 ) ) /(av_ [ 3 ] ∗ ( Y_val−voigt_A [ j ] ) )
↪→ −voigt_B [ j ] / ( Y_val−voigt_A [ j ] ) ) /(
↪→ Y_val−voigt_A [ j ] ) ) ;
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bg2_aTan = 2∗ s q r t ( l og (2 ) ) /(av_ [ 3 ] ∗ ( Y_val−
↪→ voigt_A [ j ] ) ) ;

bg2_bTan = av_ [ 1 ]∗2∗ s q r t ( l og (2 ) ) /(av_ [ 3 ] ∗ (
↪→ Y_val−voigt_A [ j ] ) )+voigt_B [ j ] / ( Y_val
↪→ −voigt_A [ j ] ) ;

bg2_aLog = (Y_val−voigt_A [ j ] ) ∗(Y_val−
↪→ voigt_A [ j ] ) ;

bg2_bLog = av_ [ 1 ]∗2∗ s q r t ( l og (2 ) ) /av_[3]+
↪→ voigt_B [ j ] ;

background2 += (−M_PI/2)∗voigt_C [ j ]∗ x−
↪→ voigt_C [ j ] ∗ ( ( l og (bg2_aTan∗bg2_aTan∗x
↪→ ∗x−2∗bg2_aTan∗bg2_bTan∗x+bg2_bTan∗
↪→ bg2_bTan+1)−2∗(bg2_bTan−bg2_aTan∗x )∗
↪→ atan (bg2_bTan−bg2_aTan∗x ) ) /(−2∗
↪→ bg2_aTan) )−(voigt_D [ j ] / 2 ) ∗(−(
↪→ bg2_bLog−x ) ∗( l og (bg2_aLog+(bg2_bLog−
↪→ x ) ∗(bg2_bLog−x ) )−2)−2∗ s q r t (bg2_aLog )
↪→ ∗atan ( ( bg2_bLog−x ) /( sq r t ( bg2_aLog ) ) )
↪→ ) ;

}
CALCULATE_VALUE_END((av_ [ 2 ] ∗ av_ [ 0 ] ∗ s q r t (M_PI)∗ s q r t ( l og (2 ) )

↪→ /av_ [ 3 ] ) ∗part ia lSum+av_ [ 4 ] ∗ constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗
↪→ s q r t ( l og (2 ) ) ) )∗background+av_ [ 5 ] ∗ constant ∗av_
↪→ [ 3 ]∗ ( 1 / ( 2∗ s q r t ( l og (2 ) ) ) ) ∗( background2−1) )

CALCULATE_DERIV_BEGIN( FuncVoigt4Lbg )
double X_val = (x − av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_ [ 3 ] ;
double Y_val = av_ [ 2 ] ∗ s q r t ( l og (2 ) ) /av_ [ 3 ] ;
double constant = av_ [ 2 ] ∗ av_ [ 0 ] ∗ s q r t (M_PI)∗ s q r t (

↪→ l og (2 ) ) /av_ [ 3 ] ;

double voigt_A [ 4 ] =
↪→ {−1.2150 ,−1.3509 ,−1.2150 ,−1.3509};

double voigt_B [ 4 ] =
↪→ {1.2359 ,0 .3786 , −1.2359 , −0.3786};

double voigt_C [ 4 ] =
↪→ { −0.3085 ,0 .5906 , −0.3085 ,0 .5906};

double voigt_D [ 4 ] =
↪→ {0.0210 , −1.1858 , −0.0210 ,1 .1858};

double alpha [ 4 ] , beta [ 4 ] ;
double part ia lSum = 0 , V = 0 , dVdx = 0 , dVdy = 0 ;
double background = 0 , dbglwidth = 0 , dbgpos = 0 ,

↪→ dbgx = 0 , dbggwidth = 0 ;

f o r ( i n t j = 0 ; j < 4 ; j++)
{
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part ia lSum += ( voigt_C [ j ] ∗ ( Y_val−voigt_A [ j
↪→ ] )+voigt_D [ j ] ∗ ( X_val−voigt_B [ j ] ) ) / ( (
↪→ Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [ j ] )
↪→ +(X_val−voigt_B [ j ] ) ∗(X_val−voigt_B [ j
↪→ ] ) ) ;

background += voigt_C [ j ]∗(−M_PI/2)+(
↪→ voigt_D [ j ] / 2 ) ∗(− l og ( (Y_val−voigt_A [
↪→ j ] ) ∗(Y_val−voigt_A [ j ] ) +((x−av_ [ 1 ] )
↪→ ∗2∗ s q r t ( l og (2 ) ) /av_[3]−voigt_B [ j ] )
↪→ ∗ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_[3]−
↪→ voigt_B [ j ] ) ) )+voigt_C [ j ] ∗ ( Y_val−
↪→ voigt_A [ j ] ) ∗(−atan ( ( x−av_ [ j ] ) ∗2∗ s q r t
↪→ ( l og (2 ) ) /(av_ [ 3 ] ∗ ( Y_val−voigt_A [ j ] ) )
↪→ −voigt_B [ j ] / ( Y_val−voigt_A [ j ] ) ) /(
↪→ Y_val−voigt_A [ j ] ) ) ;

alpha [ j ]=voigt_C [ j ] ∗ ( Y_val−voigt_A [ j ] )+
↪→ voigt_D [ j ] ∗ ( X_val−voigt_B [ j ] ) ;

beta [ j ]=(Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [
↪→ j ] ) +(X_val−voigt_B [ j ] ) ∗(X_val−
↪→ voigt_B [ j ] ) ;

V+=alpha [ j ] / beta [ j ] ;
dVdx+=(voigt_D [ j ]∗ beta [ j ] −2.0∗(X_val−

↪→ voigt_B [ j ] ) ∗alpha [ j ] ) /( beta [ j ]∗ beta [
↪→ j ] ) ;

dVdy+=(voigt_C [ j ]∗ beta [ j ] −2.0∗(Y_val−
↪→ voigt_A [ j ] ) ∗alpha [ j ] ) /( beta [ j ]∗ beta [
↪→ j ] ) ;

dbglwidth+=av_ [ 4 ] ∗ constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗
↪→ s q r t ( l og (2 ) ) ) ) ∗( (−voigt_D [ j ] / 2 )
↪→ ∗(2∗ (Y_val−voigt_A [ j ] ) ∗ s q r t ( l og (2 ) ) /
↪→ av_ [ 3 ] ) / ( (Y_val−voigt_A [ j ] ) ∗(Y_val−
↪→ voigt_A [ j ] ) +((x−av_ [ 1 ] ) ∗2∗ s q r t ( l og
↪→ (2 ) ) /av_[3]−voigt_B [ j ] ) ∗ ( ( x−av_ [ 1 ] )
↪→ ∗2∗ s q r t ( l og (2 ) ) /av_[3]−voigt_B [ j ] ) )
↪→ + (−voigt_C [ j ] ) ∗( −((x−av_ [ 1 ] ) ∗2∗
↪→ s q r t ( l og (2 ) )−voigt_B [ j ]∗av_ [ 3 ] ) ∗ (
↪→ s q r t ( l og (2 ) ) ) / ( ( ( x−av_ [ 1 ] ) ∗2∗ s q r t
↪→ ( l og (2 ) )−voigt_B [ j ]∗av_ [ 3 ] ) ∗ ( ( x−av_
↪→ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) )−voigt_B [ j ]∗av_
↪→ [ 3 ] )+av_ [ 3 ] ∗ av_ [ 3 ] ∗ ( Y_val−voigt_A [ j
↪→ ] ) ∗(Y_val−voigt_A [ j ] ) ) ) ) ;

dbgx+=av_ [ 4 ] ∗ constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗ s q r t (
↪→ l og (2 ) ) ) ) ∗( (−voigt_D [ j ] / 2 ) ∗ (2∗ ( (x−
↪→ av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_[3]−
↪→ voigt_B [ j ] ) ∗2∗ s q r t ( l og (2 ) ) /av_ [ 3 ] )
↪→ /( (Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [
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↪→ j ] ) +((x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_
↪→ [3]−voigt_B [ j ] ) ∗ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t (
↪→ l og (2 ) ) /av_[3]−voigt_B [ j ] ) ) + (−
↪→ voigt_C [ j ] ) ∗( (av_ [ 3 ] ∗ ( Y_val−voigt_A
↪→ [ j ] ) ∗(2∗ s q r t ( l og (2 ) ) ) ) / ( ( ( x−av_
↪→ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) )−voigt_B [ j ]∗av_
↪→ [ 3 ] ) ∗ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) )−
↪→ voigt_B [ j ]∗av_ [ 3 ] )+av_ [ 3 ] ∗ av_ [ 3 ] ∗ (
↪→ Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [ j ] )
↪→ ) ) ) ;

dbgpos+=av_ [ 4 ] ∗ constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗ s q r t (
↪→ l og (2 ) ) ) ) ∗( (−voigt_D [ j ] / 2 ) ∗ (2∗ ( (x−
↪→ av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_[3]−
↪→ voigt_B [ j ] ) ∗(−2)∗ s q r t ( l og (2 ) ) /av_
↪→ [ 3 ] ) / ( (Y_val−voigt_A [ j ] ) ∗(Y_val−
↪→ voigt_A [ j ] ) +((x−av_ [ 1 ] ) ∗2∗ s q r t ( l og
↪→ (2 ) ) /av_[3]−voigt_B [ j ] ) ∗ ( ( x−av_ [ 1 ] )
↪→ ∗2∗ s q r t ( l og (2 ) ) /av_[3]−voigt_B [ j ] ) )
↪→ + (−voigt_C [ j ] ) ∗( (av_ [ 3 ] ∗ ( Y_val−
↪→ voigt_A [ j ] ) ∗ (−2∗ s q r t ( l og (2 ) ) ) ) / (
↪→ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) )−voigt_B [
↪→ j ]∗av_ [ 3 ] ) ∗ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 )
↪→ )−voigt_B [ j ]∗av_ [ 3 ] )+av_ [ 3 ] ∗ av_ [ 3 ] ∗ (
↪→ Y_val−voigt_A [ j ] ) ∗(Y_val−voigt_A [ j ] )
↪→ ) ) ) ;

dbggwidth+=av_ [ 4 ] ∗ constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗
↪→ s q r t ( l og (2 ) ) ) ) ∗( (−voigt_D [ j ] / 2 ) ∗(
↪→ 2∗(Y_val−voigt_A [ j ] ) ∗(−av_ [ 2 ] ∗ s q r t (
↪→ l og (2 ) ) /(av_ [ 3 ] ∗ av_ [ 3 ] ) ) +2∗((x−av_
↪→ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_[3]−voigt_B [ i
↪→ ] ) ∗(−(x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) ∗ (1/(
↪→ av_ [ 3 ] ∗ av_ [ 3 ] ) ) ) ) / ( (Y_val−voigt_A [
↪→ j ] ) ∗(Y_val−voigt_A [ j ] ) +((x−av_ [ 1 ] )
↪→ ∗2∗ s q r t ( l og (2 ) ) /av_[3]−voigt_B [ j ] )
↪→ ∗ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) /av_[3]−
↪→ voigt_B [ j ] ) ) + (−voigt_C [ j ] ) ∗( (
↪→ voigt_A [ j ] ∗ ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) )
↪→ −voigt_B [ j ]∗av_ [ 2 ] ∗ s q r t ( l og (2 ) ) ) / (
↪→ ( ( x−av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) ) ∗ ( ( x−av_
↪→ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) ) −2∗((x−av_ [ 1 ] )
↪→ ∗2∗ s q r t ( l og (2 ) ) )∗voigt_B [ j ]∗av_[3]+
↪→ av_ [ 3 ] ∗ av_ [ 3 ] ∗ ( voigt_B [ j ]∗ voigt_B [ j
↪→ ]+voigt_A [ j ]∗ voigt_A [ j ] )+av_ [ 2 ] ∗ av_
↪→ [ 2 ] ∗ l og (2 )−2∗voigt_A [ j ]∗av_ [ 2 ] ∗ av_
↪→ [ 3 ] ∗ s q r t ( l og (2 ) ) ) ) ) ;

}

dy_dx = constant ∗dVdx∗2∗ s q r t ( l og (2 ) ) /av_[3]+dbgx ;
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dy_dv [ 0 ] = constant ∗V/av_[0]+av_ [ 4 ] ∗ constant ∗av_
↪→ [ 3 ]∗ ( 1 / ( 2∗ s q r t ( l og (2 ) ) ) )∗background/av_ [ 0 ] ;

dy_dv [ 1 ] = constant ∗dVdx∗(−2∗ s q r t ( l og (2 ) ) /av_ [ 3 ] )+
↪→ dbgpos ;

dy_dv [ 2 ] = constant ∗(V/av_[2]+dVdy∗ s q r t ( l og (2 ) ) /
↪→ av_ [ 3 ] )+av_ [ 4 ] ∗ constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗ s q r t (
↪→ l og (2 ) ) ) )∗background/av_[2]+ dbglwidth ;

dy_dv [ 3 ] = −constant ∗V/av_[3]+ constant ∗dVdx∗ ( ( x−
↪→ av_ [ 1 ] ) ∗2∗ s q r t ( l og (2 ) ) ) ∗(−1/(av_ [ 3 ] ∗ av_ [ 3 ] ) )
↪→ +constant ∗dVdy∗(av_ [ 2 ] ∗ s q r t ( l og (2 ) ) ∗(−1/(av_
↪→ [ 3 ] ∗ av_ [ 3 ] ) ) )+dbggwidth ;

dy_dv [ 4 ] = constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗ s q r t ( l og (2 ) ) ) )∗
↪→ background ;

dy_dv [ 5 ] = 0 ; //DEFINE!
CALCULATE_DERIV_END((av_ [ 2 ] ∗ av_ [ 0 ] ∗ s q r t (M_PI)∗ s q r t ( l og (2 ) )

↪→ /av_ [ 3 ] ) ∗part ia lSum+av_ [ 4 ] ∗ constant ∗av_ [ 3 ]∗ ( 1 / ( 2∗
↪→ s q r t ( l og (2 ) ) ) )∗background )

bool FuncVoigt4Lbg : : get_area ( r e a l t ∗ a ) const
{

double constant = av_ [ 2 ] ∗ av_ [ 0 ] ∗ s q r t (M_PI)∗ s q r t (
↪→ l og (2 ) ) /av_ [ 3 ] ;

double voigt_C [ 4 ] =
↪→ { −0.3085 ,0 .5906 , −0.3085 ,0 .5906};

double areaSum = 0 ;
f o r ( i n t i = 0 ; i < 4 ; i++)
{

areaSum += M_PI∗voigt_C [ i ]∗ constant ∗av_
↪→ [ 3 ] / ( 2 ∗ s q r t ( l og (2 ) ) ) ;

}
∗a = areaSum ;
re turn true ;

}
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