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#### Abstract

Abstrakt:

Vrstevnaté neuronové sítě jsou známé především díky své schopnosti dobře zobecňovat a odhalit v datech i složité nelineární závislosti. Na druhé straně má tento model tendenci vytvářet poměrně složitou vnitřní strukturu, a to především pro rozsáhlé datové sady. Při efektivním řešení náročných úloh jsou proto kladeny vysoké nároky především na rychlost procesu učení, schopnost sítě zobecňovat a na vytvoření jednoduché a transparentní struktury modelu.

V této práci jsme navrhli obecnou metodologii pro učení vrstevnatých neuronových sítí. Jejím základem je rychlá a robustní metoda škálovaných konjugovaných gradientů. Tento standardní algoritmus učení je rozšířen o analytické či aproximativní oslabování citlivosti a o vynucovaní kondenzované interní reprezentace. Redundantní vstupní a skryté neurony jsou prořezávány pomocí technik založených na citlivostní analýze a interní reprezentaci znalostí.

Vlastnosti navržené a implementované metodologie byly otestovány na řadě úloh, vesměs s pozitivním výsledkem. Vytvořený algoritmus učení je velmi rychlý a robustní k volbě parametrů. Alternativní testované metody překonává jak ve schopnosti naučených sítí zobecňovat, tak i v jejich citlivosti k šumu v datech. Metoda je schopna poměrně dobře rozpoznat irelevantní vstupní příznaky a vytvořit v průběhu učení jednoduchou a transparentní strukturu sítě. Tím usnadňuje interpretaci funkce naučené sítě.
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#### Abstract

:

The model of multi-layered feed-forward neural networks is well known for its ability to generalize well and to find complex non-linear dependencies in the data. On the other hand, it tends to create complex internal structures, especially for large data sets. Efficient solutions to demanding tasks currently dealt with require fast training, adequate generalization and a transparent and simple network structure.

In this thesis, we propose a general framework for training of BP-networks. It is based on the fast and robust scaled conjugate gradient technique. This classical training algorithm is enhanced with analytical or approximative sensitivity inhibition during training and enforcement of a transparent internal knowledge representation. Redundant hidden and input neurons are pruned based on internal representation and sensitivity analysis.

The performance of the developed framework has been tested on various types of data with promising results. The framework provides a fast training algorithm, robust to tunable parameters. Furthermore, it outperforms the reference techniques in the achieved generalization ability and robustness to noise in the data. It is very likely to identify redundant input features and create a simple and transparent network structure during training. In such a way it simplifies knowledge extraction from the model.
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## Introduction

The subject of our study is the computational model of artificial neural networks (ANNs). Artificial neural networks represent a well-established and widely acknowledged part of Machine Learning and Artificial Intelligence.

This robust and powerful computational model was originally inspired by neurobiology - by the mechanisms and processes that are expected to operate in the human brain. Similarly to human brains, the strength of ANNs stems from the massive parallelization of simple computational elements. Furthermore, ANNs have an outstanding ability to learn from data and make reasonable predictions. This makes them suitable to solve even complex tasks from many emerging areas. Until now, the model has been successfully applied to a wide range of real-world tasks like signal processing [92], time series analysis, bioinformatics, data and web mining or multimedia information processing.

In this thesis, we concentrate on the computational model of fully-connected multilayer feed-forward neural networks (BP-networks). When compared to other neural network and machine learning models (e.g., decision trees, linear regression), the model of BP-networks is appreciated for a relatively simple topology and robustness against noise and other problems of the data (e.g., outliers, high dimensionality). Further advantages of BP-networks are their superior approximation and generalization abilities and fast response once the model is trained. And above all, the model is very likely to find complex non-linear dependencies in the data.

In our research, we have worked a lot with real-world economical data obtained from the World Bank [109]. This data set comprises various economical and demographical characteristics of the particular countries - the so called World development indicators (WDI-indicators).

An interesting property of the World Bank data is, that it contains various mutual relationships among the input features. Some of the relationships are linear or logarithmic and therefore discoverable using the standard, mostly linear, methods (e.g., linear regression, PCA [53] or correlation coefficients [41). Such simple relationships have been studied a lot by economic researchers in the past years. For example, Baird et al. in [9] found a negative linear relationship between Gross domestic product per capita and Infant mortality.

In addition to relatively simple mutual relationships, the World Bank data contains also complex non-linear dependencies, that are very difficult to discover by means of standard methods. The process of their extraction is thus very timeconsuming and with no guarantee of success.

An example of a more complex mutual relationship between the WDI-indicators is shown in Figure 1. The figure depicts the values of the following input features: Fertility rate, Number of fixed line and mobile phone subscribers, Number of Internet users and Life expectancy at birth. We can clearly see, that these WDI-indicators give a very similar information. If we knew for a single country the value of just one of them, we could manually predict the others based on the graph. However, the mutual relationship among these four features is not simple enough to be detected using the above-listed standard methods. On the other hand, the computational model of BP-networks represents a valuable option, as it is very powerful in modeling even more complex relations.


Figure 1: Mutual relationship among the following WDI-indicators: Fertility rate, Number of fixed line and mobile phone subscribers, Number of Internet users and Life expectancy at birth.

To summarize our motivation example, the main objective of this thesis is to quickly extract complex non-linear dependencies present in the data and to describe them in a comprehensible way. To solve this task, we use the powerful and robust computational model of BP-networks.

On one hand, BP-networks are remarkably better in finding complex dependencies in the data than classical statistical models (e.g., decision trees or linear regression). On the other hand, they have a tendency to create relatively complex internal structures, especially for large and demanding tasks. In such a case, it may be difficult to describe the extracted knowledge in a simple way (e.g., in the form of rules). Complex tasks also have greater demands on the generalization ability of the BP-network model that the standard training algorithm (backpropagation) can only hardly achieve or it becomes extremely slow.

Fortunately, there are several enhancements of the standard BP-model and its training process, that overcome the above-sketched difficulties. Based on their main purpose, the enhancing techniques can be divided into the following categories: fast training, topology simplification, creation of a transparent network structure with greater expressive power and improvement of generalization ability. In the following paragraphs, we will provide a brief summary of these techniques.

When considering the techniques for faster training of BP-networks, we can choose among relatively simple enhancements of the standard back-propagation algorithm (e.g., learning with momentum, early stopping, adaptive learning rate methods [52, 99]) and sophisticated training techniques (e.g., second order or conjugate gradient optimization methods [14, 35, 71, 75, 91]). Especially the conjugate gradients methods (e.g., the Scaled conjugate gradients training algorithm (SCG) [75]) offer fast training and robustness to noise and outliers in
the data. They are appreciated for both adequate generalization and low space complexity.

While most of the standard training algorithms work with a fixed topology, structure optimization methods try to find the optimal network topology automatically during training. In such a way they simplify further knowledge extraction from the model. The key representatives of structure optimization methods are pruning algorithms [28, 34, 43, 62, 77, 126], regularization techniques [36, 111, 119] and network construction methods [33, 66]. Some of the pruning techniques also try to automatically identify relevant input features [29].

BP-networks represent knowledge in a distributed way. Although they tend to form relatively unclear internal structures, there are regularization techniques that help to make the internal structure more transparent (e.g., the methods of learning condensed or unambiguous internal representation [86]). The main purpose of these techniques is to improve the expressive power of the BP-network model.

Among the techniques that improve the generalization ability of the trained BP-networks, we may highlight especially learning from hints [2], training with jitter [73, 93, 104], cross-validation and early stopping [95], and the methods for structure optimization. Most of the above-listed methods also try to reduce the VC-dimension of the final network structures and make the network function smoother [114.

In Chapter 1, we state the basic concepts used in the thesis. We define formally the model of artificial neural networks and describe the standard back-propagation training algorithm. After that, we provide a brief analysis of this model and its training algorithm.

In Chapter 2, we state and discuss the main goals of this thesis. In Chapter 3, we continue with a thorough description of existing approaches to our goals. We structure Chapter 3 based on the following issues: fast training, feature selection, structure optimization, generalization improvement and transparency.

In Chapter 4, we propose a general framework for training of BP-networks. We introduce three successive versions of our framework (SCGIR, SCGS and SCGSA) that differ primarily in the regularization techniques included. Chapter 5 is devoted to experimental evaluation of the designed framework. The chapter is structured based on the following fields of interest - generalization, speed, transparency and structure optimization.

## 1. Basic concepts

In this chapter we will describe basic concepts used in the thesis. We will define formally the model of artificial neural networks and state the corresponding terminology used in the area of neural networks (Reed [95], Bishop [16], [15], Rojas [100] and Haykin [48]).

### 1.1 Formal neuron

An artificial neural network (ANN) is a computational model that consists of simple computational units called formal neurons (or just neurons) [101]. It was originally inspired by neurobiology - by the mechanisms and processes that are expected to operate in the human brain. Similarly to human brains, the strength of ANNs stems from the massive parallelization of simple computational elements. Furthermore, both types of neural networks (the biological as well as the artificial ones) have an outstanding ability to learn from the data and make reasonable predictions. This makes them suitable to solve even complex tasks such as signal processing [92].

The biological neuron is the elementary part of the nervous system. Its main purpose is to transfer and process signals - electric and electrochemical impulses. It consists of three main parts:

- dendrites that transfer the input signals into the neuron,
- cell body, which accumulates and processes the signal,
- and axon that transmits the output signal to other neurons.

The axon is connected to dendrites of other neurons. The neuron accumulates the input signals weighted by the strength of the corresponding dendrites. If the summed electric impulse exceeds a given threshold, the neuron becomes active it generates the electric impulse and transfers it to other neurons via the axon. The repeated excitation of a neuron magnifies the strength of the respective connections and so the neural network learns.

The model of a formal neuron was inspired by the biological neuron.
Definition 1. A formal neuron is a computational unit with the weight vector $\left(w_{1}, \ldots, w_{n}\right) \in \Re^{n}$, the threshold $h \in \Re$ and the transfer function $f: \Re \rightarrow \Re$. For an arbitrary input vector $\vec{x} \in \Re^{n}$ the neuron computes its output $y \in \Re$ as the value of the function $f$ at $\xi$. $\xi$ denotes the value of the inner potential of the neuron:

$$
\begin{equation*}
\xi=\sum_{i=1}^{n} w_{i} x_{i}-h . \tag{1.1}
\end{equation*}
$$

The output value $y=f(\xi)$ is called the activity of the neuron.
We will use the following formal modification of the definition of $\xi$ in order to simplify the notation in the further formulas:

$$
\begin{equation*}
\xi=\sum_{i=0}^{n} w_{i} x_{i}, \tag{1.2}
\end{equation*}
$$

where $x_{0}=1$ and $w_{0}=-h$ (the thresholds are represented by weights coming from fictive neurons with a constant output value 1). The structure of the formal neuron is shown in Figure 1.1.


Figure 1.1: A formal neuron.

Transfer functions The functionality of a neuron depends on the choice of the transfer function. Table 1.1 briefly summarizes some of the basic and most common variants of the transfer functions: step, signum, saturated linear, linear, sigmoidal and hyperbolic tangent functions. Some of the training algorithms described later in this work, such as back-propagation (sec. 1.4), put some further restrictions on the transfer functions, e.g., differentiability. For this reason, Table 1.1 shows also the derivatives of the functions that are differentiable on $\Re$. The graphs of the sigmoidal and hyperbolic tangent functions and their derivatives are depicted in Figure 1.2.

Table 1.1: Transfer functions and their derivatives.

| name |  | function value | derivative |
| :---: | :---: | :---: | :---: |
| step | $f: \Re \rightarrow\{0,1\}$ | $f(\xi)= \begin{cases}1, & \xi>0 \\ 0, & \xi \leq 0\end{cases}$ | - |
| signum | $f: \Re \rightarrow\{-1,0,1\}$ | $f(\xi)=\left\{\begin{array}{rr} 1, & \bar{\xi}>0 \\ 0, & \xi=0 \\ -1, & \xi<0 \end{array}\right.$ | - |
| saturated linear | $f: \Re \rightarrow\langle 0,1\rangle$ | $f(\xi)=\left\{\begin{array}{cc} 1, & \xi>1 \\ \xi, & 0 \leq \xi \leq 1 \\ 0, & \xi<0 \end{array}\right.$ | - |
| linear <br> sigmoidal | $\begin{aligned} & f: \Re \rightarrow \Re \\ & f: \Re \rightarrow(0,1) \end{aligned}$ | $\begin{aligned} & f(\xi)=\xi . \\ & f(\xi)=\frac{1}{1+e^{-\lambda \xi}}, \lambda>0 \end{aligned}$ | $\begin{aligned} \frac{\partial y}{\partial \xi} & =f^{\prime}(\xi)=1 \\ \frac{\partial y}{\partial \xi} & =f^{\prime}(\xi)=\frac{\lambda e^{-\lambda \xi}}{\left(1+e^{-\lambda \xi}\right)} \\ & =\lambda y(1-y) \end{aligned}$ |
| hyperbolic tangent | $f: \Re \rightarrow(-1,1)$ | $f(\xi)=\frac{1-e^{-a \xi}}{1+e^{-a \xi}}, a>0$ | $\begin{aligned} \frac{\partial y}{\partial \xi} & =f^{\prime}(\xi)=\frac{2 a e^{-a \xi}}{\left(1+e^{-a \xi}\right)^{2}} \\ & =\frac{a}{2}(1+y)(1-y) \end{aligned}$ |

### 1.2 Artificial neural network

The artificial neural network is a computational model that consists of neurons, which are mutually interconnected so that the output of each neuron can serve as the input of one or more other neurons. More formally:


Figure 1.2: Graphs of the sigmoidal and hyperbolic transfer functions and their derivatives on the interval $[-4,4]$.

Definition 2. The artificial neural network (ANN) is a tuple $M=(N, C, I, O$, $w, t$ ), where

- $N$ is the non-empty finite set of neurons,
- $C \subseteq N \times N$ is the non-empty set of oriented edges that connect the pairs of neurons,
- $I \subseteq N$ is the non-empty set of input neurons,
- $O \subseteq N$ is the non-empty set of output neurons,
- $w: C \rightarrow \Re$ is the weight function,
- $t: N \rightarrow \Re$ is the threshold function.

The topology of a neural network is given by the number of neurons and their mutual interconnections.

Definition 3. The topology of the ANN $M=(N, C, I, O, w, t)$ is an oriented graph with the set of nodes $N$ and the set of edges $C$. The edges are weighted by $w$.

There exist various topologies of ANNs. The so-called recurrent neural networks contain cycles. Acyclic ANNs are called feed-forward. For a feed-forward neural network, the input neurons are the neurons with only outgoing edges, while the output neurons have only incoming edges. If the neurons are arranged into multiple layers, we name the model multilayer. In the past years, a strong effort has been made in the field of so-called deep networks (introduced by LeCun et al. in [65]).

In this work, we will concentrate on the ANNS with the layered, fully-connected and feed-forward topology.

Definition 4. The fully-connected multilayer feed-forward neural network (BPnetwork) is an ANN that fulfills the following requirements:

- The set of edges $C$ together with the set of nodes $N$ form an acyclic oriented graph.
- The set $N$ consists of the sequence $L_{1}, \ldots, L_{l+2}$ of $(l+2)$ disjoint subsets called layers.
- Each neuron in the layer $L_{k}$ is connected to all neurons of the subsequent layer $L_{k+1}, k=1, \ldots, l+1 . C$ contains only edges from the $k$-th to the $(k+1)$-th layer, $k=1, \ldots, l+1$.
- The first layer, called the input layer, is the set of $n$ input neurons. The input neurons have just one input and their transfer function is linear identity.
- The last layer, denoted as the output layer, consists of $m$ output neurons.
- All other neurons are called hidden neurons. They are contained in the remaining $l$, hidden, layers $L_{2}, \ldots, L_{l+1}$.

Generally, each neuron in the BP-network can has its own transfer function. In this work, we will use the model, where all the hidden neurons have the hyperbolic tangent transfer functions, while all the output neurons implement the linear transfer functions.

The topology of a BP-network is usually a priori given and fixed. It can be described by the term $\left(l_{1}=n\right)-l_{2}-\ldots-l_{l+1}-\left(l_{l+2}=m\right)$, where $l_{k}$ is the number of neurons in the layer $L_{k}, k=1, \ldots, l+2$ and the sign "-" is the delimiter. Fig. 1.3 shows an example BP-network with the topology 4-3-4-2.


Figure 1.3: Example of the 4-3-4-2 BP-network topology.
Another important concept of the BP-networks is the configuration.

Definition 5. The configuration of the ANN is given by all the weights (and thresholds) in the ANN. It can be expressed by the weight vector $\vec{w}$ of size $W$ :

$$
\begin{equation*}
\vec{w}=\left(w_{i j}\right)_{[i, j] \in C}\left(t_{k}\right)_{k \in N}, \tag{1.3}
\end{equation*}
$$

where $W$ is the total number of weights and thresholds.
The function of the BP-network can be described by two different processes the recall process and the training process. We will describe them in more detail in the following subsections.

### 1.2.1 Recall process

Each BP-network implements a network function $\varphi: \Re^{n} \rightarrow \Re^{m}$. If we present an input vector $\vec{x} \in \Re^{n}$ to the model, it will compute the output vector $\vec{y}=\varphi(\vec{x}) \in$ $\Re^{m}$ in the following way: If all the hidden and output neurons have the same transfer function $f$, the j -th element of the output vector corresponding to the $j$-th output neuron is given by:

$$
\begin{equation*}
\varphi(\vec{x})_{j}=f\left(\sum_{i \in L_{l+1}} w_{i j} f\left(\ldots f\left(\sum_{i_{1} \in L_{1}} w_{i_{1} i_{2}} x_{i_{1}}\right) \ldots\right)\right), \tag{1.4}
\end{equation*}
$$

where $i, i_{1}$ and $i_{2}$ index the neurons in the layers $L_{l+1}, L_{1}$ and $L_{2}$, respectively. The recall process has the following schema:

1. Present an input vector $\vec{x} \in \Re^{n}$.
2. For $i=1, \ldots, n$, the activity of the $i$-th input neuron is set to the $i$-th element of the input vector, $y_{i}=x_{i}$.
3. For each network layer $L_{k}, k=2, \ldots, l+2$ (successively from the first hidden layer to the output layer) and for each neuron $j$ in the layer $L_{k}$ compute its potential with the use of the activities of the neurons in the preceding layer (indexed by $i$ ):

$$
\begin{equation*}
\xi_{j}=\sum_{i \in L_{k-1}} w_{i j} y_{i} . \tag{1.5}
\end{equation*}
$$

Then compute the activity of the neuron $j$ :

$$
\begin{equation*}
y_{j}=f\left(\xi_{j}\right)=f\left(\sum_{i \in L_{k-1}} w_{i j} y_{i}\right), \tag{1.6}
\end{equation*}
$$

where $f$ is the transfer function.
4. At the end of the recall process, the activities of all neurons are computed. The actual network output $\vec{y} \in \Re^{m}$ is given by the activities of the output neurons.

### 1.2.2 Training process

The objective of the training process of a BP-network is to approximate an sought after function as well as possible. The knowledge is stored in the network weights and thresholds, i.e., in the configuration. A natural way to train BP-networks is so-called supervised training, i.e., learning from examples. That means, that the wanted network function is unknown, its value is given just for a training set $T$ of $P$ input-output patterns:

$$
\begin{equation*}
T=\left\{\left(\vec{x}_{p}, \vec{d}_{p}\right) \mid \quad \vec{x}_{p} \in \Re^{n}, \quad \vec{d}_{p} \in \Re^{m}, \quad p \in\{1, \ldots, P\}\right\} . \tag{1.7}
\end{equation*}
$$

for a network with $n$ input neurons and $m$ output neurons. The input patterns $\vec{x}_{p}$ are the input vectors for the BP-network, while the output patterns $\vec{d}_{p}$ are the desired network outputs. The actual outputs produced by the network will be denoted by $\vec{y}_{p} \in \Re^{m}$. The elements $x_{p 1}, x_{p 2}, \ldots, x_{p n}$ of the input pattern $\vec{x}_{p}$ are called the input features. The dimensionality of the input data is defined as the number $n$ of input features.

At the end of the training process, the actual output for each input pattern should be as close as possible to the corresponding output pattern. Any difference is treated as an error to be minimized. The actual network behavior can be evaluated by the error function $E=E(\vec{w})$, where $\vec{w}$ is the current configuration. The standard performance measure is the sum of squared errors $E_{S S E}$ :
$E(\vec{w})=E=E_{S S E}=\sum_{p=1}^{P} E_{p}=\frac{1}{2} \sum_{p=1}^{P}\left\|\vec{y}_{p}-\vec{d}_{p}\right\|^{2}=\frac{1}{2} \sum_{p=1}^{P} \sum_{j=1}^{m}\left(y_{p j}-d_{p j}\right)^{2}$
where $p$ is an index over all training patterns, $j$ indexes all output neurons, and $E_{p}$ is the error corresponding to the $p$-th training pattern. The standard error function $E_{S S E}$ can be replaced by alternative performance measures. A common option is $E_{M S E}$ (mean square error), defined as:

$$
\begin{equation*}
E_{M S E}=\frac{1}{m P} E_{S S E}=\frac{1}{2 m P} \sum_{p=1}^{P} \sum_{j=1}^{m}\left(y_{p j}-d_{p j}\right)^{2} \tag{1.9}
\end{equation*}
$$

where $m$ and $P$ are the numbers of output neurons and patterns, respectively. $E_{M S E}$ is advisable for large training sets and networks with a large number of outputs. The error function can also be altered by the so-called penalty terms, reflecting various further training goals added to the performance (e.g., restrictions on the network function).

The error function $E(\vec{w})$ can be at the point $(\vec{w}+\vec{z})$ expressed by the Taylor series:

$$
\begin{equation*}
E(\vec{w}+\vec{z})=E(\vec{w})+E^{\prime}(\vec{w})^{T} \vec{z}+\frac{1}{2} \vec{z}^{T} E^{\prime \prime}(\vec{w}) \vec{z}+\cdots \tag{1.10}
\end{equation*}
$$

where $E^{\prime}(\vec{w})$ is the gradient vector of the length $W$ with the elements $E^{\prime}(\vec{w})_{i}=$ $\frac{\partial E}{\partial w_{i}}$, and $E^{\prime \prime}(\vec{w})$ is the $W \times W$ Hessian matrix of second derivatives with the elements $E^{\prime \prime}(\vec{w})_{i j}=\frac{\partial^{2} E}{\partial w_{i} \partial w_{j}}, W$ is the lenght of $\vec{w}$.

### 1.3 Generalization and VC-dimension

Generalization is the ability of a computational model to give correct outputs not only to the patterns in the training set, but also to previously unseen or noisy input patterns.

Poor generalization is often related to the problem of so called overtraining. If a computational model is overtrained, it tends to memorize the training patterns and is not able to recognize well patterns outside of the training set. The opposite problem to overtraining is called undertraining. A model is undertrained, if it is too simple and it doesn't fit the training data. Figure 1.4 illustrates both problems of undertraining and overtraining.


Figure 1.4: Generalization ability of a computational model. Training patterns are indicated by black circles, model function is indicated by a red line. (a) undertrained model (too simple approximation), (b) fitting model (good generalization), (c) overtrained model (poor generalization).

Generalization error In practice, the generalization ability can be roughly assessed as the performance error on the test set of patterns (patterns not present in the training set or noisy patterns). To achieve reliable results, the test set should be sufficiently large and mimic the actual data distribution.

Vapnik-Chervonenkis dimension The Vapnik-Chervonenkis dimension (or VC-dimension) was originally defined by Vapnik and Chervonenkis [113. It measures the complexity of a learning system as the maximum number of points that the learning system (i.e., the class of concepts) can shatter. The higher is the VCdimension of a learning system, the more training patterns are needed to achieve an acceptable generalization. A learning system is called learnable, if its VCdimension is finite.

### 1.4 Back-propagation algorithm

The back-propagation training algorithm (BP-algorithm) is one of the most commonly used concept for training BP-networks. The algorithm was independently discovered by several authors (Werbos [118], Parker [89], LeCun 63] and Rummelhart, Hinton and Williams [102]), however it became generally known mostly thanks to the last contribution [102].

BP-algorithm is an optimization method over the network weights and thresholds - the aim of training is to find a set of weights and thresholds that approximate the wanted network function as well as possible. It is designed for supervised training, i.e. it learns from examples. It uses the training set $T=$ $\left\{\left(\vec{x}_{p}, \vec{d}_{p}\right) \mid \quad \vec{x}_{p} \in \Re^{n}, \quad \vec{d}_{p} \in \Re^{m}, \quad p \in\{1, \ldots, P\}\right\}$ 1.7), for a network with $n$ input neurons and $m$ output neurons. As the performance measure, the standard BP-algorithm uses the sum of squared errors function $E=E_{S S E}=$ $\frac{1}{2} \sum_{p=1}^{P} \sum_{j=1}^{m}\left(y_{p j}-d_{p j}\right)^{2} \sqrt{1.8}$, where $p$ and $j$ are the indexes over all the training patterns and all the output neurons, respectively. Vectors $\vec{x}_{p}, \vec{y}_{p}$ and $\vec{d}_{p}$ are the input patterns, the actual outputs and the desired output patterns, respectively.

BP-algorithm is a gradient method. In each step we choose a direction, in which the error function decreases the most and adjust the weights in this direction (against the gradient of the error function). The optimization process is iterative and proceeds in discrete time steps. The basic schema of an iteration follows:

1. Select a training pattern from the training set.
2. Forward propagation: Present the selected training pattern to the network and compute the actual network output (in the direction from the input to the output layer).
3. Compare the actual and desired output and compute the error.
4. Back-propagation: Adjust the weights to minimize the error (backwards from the output to the input layer).

The process is repeated until the stop condition is satisfied - for example until the error is reasonably small or until a pre-set (maximal) number of iterations is reached.

In the following paragraphs, we will briefly describe the derivation of the adaptation rules for the described algorithm. We assume that all the network transfer functions are continuous and differentiable. The weights and thresholds of the network $w$ are adjusted iteratively after presenting each respective training pattern $\left(\vec{x}_{p}, \vec{d}_{p}\right)$ by:

$$
\begin{equation*}
w_{i j}(t+1)=w_{i j}(t)+\Delta w_{i j}(t) \tag{1.11}
\end{equation*}
$$

where $\Delta w_{i j}(t)$ is the change of $w_{i j}$ in time $t . t+1$ and $t$ index next and present weights, respectively.
$\Delta w_{i j}(t)$ is proportional to the negative partial derivative of the pattern error function:

$$
\begin{equation*}
\Delta w_{i j}(t) \simeq-\alpha \frac{\partial E_{p}}{\partial w_{i j}}, \tag{1.12}
\end{equation*}
$$

where $\alpha$ is a positive constant representing the learning rate - it defines the step length in the negative gradient direction and controls the speed of convergence. In the following terms, the actual output value and the potential of a neuron $j$ will be denoted as $y_{p j}$ and $\xi_{p j}$, respectively. We apply the chain rule for partial derivatives and obtain:

$$
\begin{equation*}
\frac{\partial E_{p}}{\partial w_{i j}}=\frac{\partial E_{p}}{\partial y_{p j}} \frac{\partial y_{p j}}{\partial \xi_{p j}} \frac{\partial \xi_{p j}}{\partial w_{i j}}=\frac{\partial E_{p}}{\partial y_{p j}} f^{\prime}\left(\xi_{p j}\right) y_{p i}=\delta_{p j} y_{p i}, \tag{1.13}
\end{equation*}
$$

where $\delta_{p j}=\frac{\partial E_{p}}{\partial y_{p j}} \frac{\partial y_{p j}}{\partial \xi_{p j}}$ is a useful notation often referred to as back-propagated error. For an output neuron $j$, the derivative can be computed directly:

$$
\begin{equation*}
\delta_{p j}=\left(y_{p j}-d_{p j}\right) f^{\prime}\left(\xi_{p j}\right) . \tag{1.14}
\end{equation*}
$$

For a hidden neuron $j, \frac{\partial E_{p}}{\partial y_{p j}}$ will be computed indirectly using the chain rule:

$$
\begin{gather*}
\frac{\partial E_{p}}{\partial y_{p j}}=\sum_{q} \frac{\partial E_{p}}{\partial \xi_{p q}} \frac{\partial \xi_{p q}}{\partial y_{p j}}=\sum_{q} \delta_{p q} w_{j q}  \tag{1.15}\\
\delta_{p j}=f^{\prime}\left(\xi_{p j}\right) \sum_{q} \delta_{p q} w_{j q} \tag{1.16}
\end{gather*}
$$

where $q$ indexes neurons in the layer above the neuron $j$.
Altogether:

$$
\begin{gather*}
w_{i j}(t+1)=w_{i j}(t)-\alpha \delta_{p j} y_{p i},  \tag{1.17}\\
\delta_{p j}= \begin{cases}\left(y_{p j}-d_{p j}\right) f^{\prime}\left(\xi_{p j}\right) & \text { for an output neuron }, \\
f^{\prime}\left(\xi_{p j}\right) \sum_{q} \delta_{p q} w_{j q} & \text { for a hidden neuron. }\end{cases} \tag{1.18}
\end{gather*}
$$

Algorithm 1.1 summarizes the steps of the BP-algorithm for the BP-network model with the hyperbolic tangent transfer function in the hidden layers and the linear transfer function in the output layer.

The behavior of the BP-algorithm varies depending on how the details are dealt with. For example, we can choose among various simple or sophisticated weight-initialization strategies [110]. An example of a simple heuristic is to select the weights randomly from an interval such as $\left(-\frac{2}{\sqrt{n}}, \frac{2}{\sqrt{n}}\right)$, where $n$ is the number of inputs. A more sophisticated possibility is e.g. the Nguyen-Widrow initialization technique [87] that forces the initial weight vectors to cover well the input space of each layer.

Because the BP-algorithm is not guaranteed to converge, there are various stop conditions, which are in applications usually combined. The basic stop criterion is a given maximal number of epochs / iterations or a time limit. Another possibility is to stop training if the average weight change $\Delta w_{i j}(t)$ falls under a pre-determined lower bound, i.e., if the adaptation process is too slow.

The stop criterion can also be based on the error function - we can define the requested value of network error (averaged over all training patterns and network outputs) on the training set or on previously unseen (validation) data. If the desired error value is reached, the training is stopped. We can similarly use also the pre-determined maximal number of consecutive epochs/iterations in which the training/validation error grows.

Algorithm 1.1 Back-propagation algorithm
0. Input:

BP-network $M=(N, C, I, O, w, t)$,
Training set $T=\left\{\left(\vec{x}_{p}, \vec{d}_{p}\right) \mid \quad \vec{x}_{p} \in \Re^{n}, \quad \vec{d}_{p} \in \Re^{m}, \quad p \in\{1, \ldots, P\}\right\}$,
Stop criteria, e.g.:
a. The training or validation error is lower than a pre-set value.
b. The time index $t$ has reached the pre-determined value.
c. The average validation error grows in a more consecutive iterations than allowed.

1. Initialization:

Initialize all the weights and thresholds with small random values.
Set discrete time index $t$ to 0 .
2. Present a newly chosen training pattern in the form $\left(\vec{x}_{p}, \vec{d}_{p}\right)$.
3. Forward propagation:

Compute the actual network output $\vec{y}_{p}$ :
For each network layer $L$ (in the direction from the input to the output layer) and for each neuron $j$ in layer $L$ compute its potential and activity with the use of activities of neurons in the preceding layer (indexed by $i$ ).

$$
\begin{aligned}
& \xi_{p j}=\sum_{i} w_{i j} x_{p i}, \\
& y_{p j}=f\left(\xi_{p j}\right)
\end{aligned}
$$

4. Back-propagation:

4a. Compute the value of back-propagated error:
For each network layer $L$ (in the direction from the output to the input layer) and for each neuron $j$ in layer $L$ compute the value of $\delta_{p j}$ with the use of actual values of $\delta_{p q}$ of neurons from the following layer (indexed by $q$ ):

$$
\delta_{p j}= \begin{cases}y_{p j}-d_{p j} & \text { for an output neuron } \mathrm{j}, \\ \left(1+y_{p j}\right)\left(1-y_{p j}\right) \sum_{q} \delta_{p q} w_{j q} & \text { for a hidden neuron } \mathrm{j} .\end{cases}
$$

4b. Adjust each network weight $w_{i j}$ (from the neuron $i$ to neuron $j$ ):

$$
w_{i j}(t+1)=w_{i j}(t)-\alpha \delta_{p j} y_{p i} .
$$

5. If the stop criteria are not satisfied, set $t=t+1$ and continue with step 2 .

Another issue is the ordering of training patterns. A common strategy, sometimes called online learning, is to select the patterns randomly, while each particular pattern can be presented once or in more consecutive iterations. Other variant is to present the whole training set systematically in cycles called epochs. This is typical for batch learning, where the weights and thresholds are adjusted only once per epoch after presenting all the training patterns. The formula 1.17 is in such a case modified in the following way:

$$
\begin{equation*}
w_{i j}(c+1)=w_{i j}(c)-\alpha \sum_{p=1}^{P} \frac{\partial E_{p}}{\partial w_{i j}}=w_{i j}(c)-\alpha \sum_{p=1}^{P} \delta_{p j} y_{p i}, \tag{1.19}
\end{equation*}
$$

where $p$ and $c$ index the training patterns and epochs, respectively. For batch learning, the adaptation process is usually smoother but slower than for the standard algorithm (it follows the gradient more precisely, however each training pattern weights less). The method is supposed to converge better and be more stable, however it may have a bigger chance of getting stuck in a poor local minimum of the error function [95].

Although we refer to the multi-layered fully connected feed-forward neural networks as to BP-networks, other optimization methods can be used to update the weights and thresholds of this model as well (e.g., second-order gradient techniques [12], genetic algorithms or simulated annealing [37]). On the other hand, the BP-algorithm is not restricted to the BP-networks, the Algorithm 1.1 can be easily extended to handle with different (i.e., not layered) network topologies.

### 1.5 Analysis of the BP-algorithm and the standard BP-model

In this section, we will discuss the main advantages and drawbacks of the standard BP-model and the BP-algorithm.

### 1.5.1 Analysis of the standard BP-model

The computational model of BP-networks is very efficient and robust, with remarkable approximation and generalization abilities. The tasks suitable to BPnetworks usually involve function approximation or pattern recognition. In the past years, the model has been successfully applied to a wide range of real-world problems (including signal processing, prediction and control systems, bioinformatics, data compression or web mining).

When compared to other neural network and 'general' machine learning models (e.g., decision trees, linear regression), the model of BP-networks is appreciated for its simple topology, robustness against the noise and other problems of the data (outliers, course of dimensionality) and fast response once the model is trained.

In the following paragraphs, we will discuss the following basic questions: a) what kind of functions can be approximated by the BP-networks, b) what is the expected computational complexity of the learning problem, and c) the question of learnability of this learning system.

Approximation Cybenko [25], Hornik [50] and others formulated and proved the ability of universal approximation for BP-networks. The universal approximation theorem states that BP-networks with one hidden layer (and meeting some additional conditions) are universal approximators for the class of real continuous functions on compact subsets of $\Re^{n}$. In detail, Cybenko [25] proved, that any real continuous function $f:[0,1]^{n} \rightarrow(0,1)$ can be approximated arbitrarily close by a BP-network with one hidden layer, sigmoidal transfer function in the hidden layer and linear transfer function in the output layer, while the BPnetwork might require any number of hidden neurons [25]:

Theorem 1. Let $\sigma$ be the sigmoidal function and $C\left(I_{n}\right)$ the space of continuous functions on $[0,1]^{n}$. Given any $f \in C\left(I_{n}\right)$ and $\epsilon>0$, there is a sum $G(x)$ of the form

$$
\begin{equation*}
G(\vec{x})=\sum_{j=1}^{N} a_{j} \sigma\left(\vec{w}_{j}^{T} \vec{x}+h_{j}\right) ; \vec{w}_{j} \in \Re^{n}, a_{j}, h_{j} \in \Re, j=1, \ldots, N \tag{1.20}
\end{equation*}
$$

for which

$$
\begin{equation*}
|G(\vec{x})-f(\vec{x})|<\epsilon \text { for all } \vec{x} \in[0,1]^{n} . \tag{1.21}
\end{equation*}
$$

Hornik [50], Kůrková [59] and others generalized this result to networks with other types of transfer functions in the hidden layer and for other classes of ANNs.

Based on the universal approximation theorem, it may seem like the BPnetwork topology with one hidden layer is always a sufficient choice. However, architectures with more hidden layers are more appropriate for many tasks - we may need less computational units in sum, the training could be easier and faster and the final network structure may be more transparent.

Computational complexity of the learning problem Judd [54] showed that the general learning problem for BP-networks with the step transfer function is NP-complete. That means, that no algorithm is known, that will solve the general learning problem for BP-networks with the step transfer function in polynomial time. In the worst case, the time grows exponentially with the problem size (i.e., with the number of weights and thresholds) [100]. Síma [107] proved the NP-hardness of the learning problem even for the minimal BP-network topology with a single neuron with the sigmoidal transfer function. However, some restricted architectures of BP-networks can be trained in a polynomial time [54].

These theoretical results show, that it makes sense to use approximative methods for BP-training (e.g., back-propagation) and to search for heuristics that will speed up the training process.

Learnability and VC-dimension The higher is the complexity of the learning problem, the more training patterns are needed to achieve sufficient model performance and generalization. This issue is related to the VC-dimension and learnability of the BP-networks (see Section 1.3). Baum and others [13] showed, that the VC-dimension $d^{V C}$ of a BP-network with $N$ neurons and $W$ weights can be estimated as:

$$
\begin{equation*}
d^{V C} \leq 2 W \log _{2}(e N), \tag{1.22}
\end{equation*}
$$

where $e$ is the base of the natural logarithm. To achieve a given generalization error rate $0<\epsilon \leq 1 / 8$, the needed number $P$ of randomly selected training patterns can be bounded as [13]:

$$
\begin{equation*}
P \geq O\left(\frac{W}{\epsilon} \log _{2} \frac{N}{\epsilon}\right) \tag{1.23}
\end{equation*}
$$

High VC-dimension is often connected with worse generalization. The VCdimension of BP-networks can be reduced, e.g., by learning from hints [2], regularization or pruning. If we reduce the number of degrees of freedom of the BPnetwork, we also reduce the inherent complexity of the learning problem [100].

### 1.5.2 Analysis of the BP-algorithm

Although there exist many more sophisticated training algorithms for BP-networks (and even more sophisticated neural network models), the standard back propagation method is still quite popular in real-world applications. The main reasons may be, that it is simple to implement and easy to understand, welldocumented and tested. Once the BP-network is trained, the response is also very fast.

On the other side, the main disadvantages of the standard BP-algorithm are the low speed of the training process (with a tendency to get stuck in local minima of the error function), its high sensitivity to the choice of initial parameters (especially topology) and low transparency of the final model. In the following paragraphs, we will discuss these topics in more detail.

Time costs Due to recurrent computations of the back-propagated error $\delta_{p j}$, the time complexity of one iteration of the BP-algorithm is $O\left(W^{2}\right)$, where $W$ is the number of weights (and thresholds) in the network. Nevertheless, for many even simple real applications the training process may be slow - especially in terms of the number of iterations and the total training time. The low speed is partly a coincidence of the simplicity of the algorithm, but it may be caused also by other factors, such as bad choice of the topology and other model parameters.

Furthermore, the training set should be prepared carefully. It should be wellbalanced, represent adequately the desired network function and cover the input space as well as possible. If the dimensionality of the input data is high, more training patterns are needed to achieve good model performance and generalization. Poor data representation with a larger number of irrelevant inputs may lead to slow convergence and may even prevent the BP-network from learning the task. To accelerate the training process, it is also important to normalize both the input and output patterns. According to LeCun [64], the input variables should be uncorrelated.

Long training times can be also caused by paralysis caused by sigmoid saturation. The back-propagated error $\delta_{p j}$ is proportional to the derivative of the transfer function $f^{\prime}\left(\xi_{j}\right)$. If the potentials $\xi_{j}$ are (absolutely) large, the values of $f^{\prime}\left(\xi_{j}\right)$ (and $\delta_{p j}$ ) are almost zero (it is caused by flat tails of sigmoidal and similar transfer functions). A neuron is saturated, if this happens for most of the training patterns. Input weights of a saturated neuron stop adapting. If there is a larger
number of saturated neurons in a BP-network, the training becomes extremely slow or it can even stop in a poor state.

Large potentials can be caused by great input weights or inputs. Therefore, the problem of paralysis can be significantly reduced by normalization of the input and output patterns - the desired outputs should be within the range of the corresponding transfer function. It is also advisable to initialize the weights adequately with small random values and to use an antisymmetric transfer function (such as hyperbolic tangent) [48], [95]. Further possibility is to detect and resolve the paralysis during training [116] (e.g., by reducing the training rate or by scaling the weights).

The speed of training and even the convergence depends on a careful choice of the learning rate $0<\alpha \leq 1$. If the value is too high, sufficient minima of the error function can be skipped or the algorithm may tend to oscillate around the minimum. If $\alpha$ is too small, the training will become extremely slow (and it can more easily get stuck in a poor local minimum of the error function).

The optimal choice of $\alpha$ depends not only on the given task, but also on other aspects, such as the current position in the weight space and the error surface. In flat regions of the error surface, the value of $\alpha$ could be higher, while in steep regions it should be lower. Faster training can be achieved (and the problems of local minima and loops can be fixed) by changing the learning rate dynamically during training according to the current error trend. There are various adaptive learning rate methods which differ in the heuristic rule that alters the training rate (e.g., delta-bar-delta [52] or Rprop [99]).

The problem of especially deep networks is that the first layers often learn very slowly - because the term $\delta_{p j}$ is diminished when back-propagated through the network layers. For each neuron $j$, the back-propagated error $\delta_{p j}$ is a linear combination of the error terms form the above layer multiplied by the derivative of the transfer function $f^{\prime}\left(\xi_{j}\right)$ 1.18). However, the value of $f^{\prime}\left(\xi_{j}\right)$ is for the common transfer functions between 0 and 1 (see Figure 1.2 on page 12). Therefore, $\delta_{p j}$ may become very small after passing through several network layers and the training process may become imbalanced.

A possible solution represent local learning rates $\alpha_{j}$, unique for each neuron $j$ [95]. To compensate the decreasing $\delta_{p j}, \alpha_{j}$ can grow in the direction from the output to the input layer. For neurons in the first layers, $\alpha_{j}$ can be even much greater than 1 .

In steep valleys of the error function, following the negative gradient of the error function can lead to frequent and huge oscillations even for relatively small values of the learning rate $\alpha$. To fix this problem, a common modification of the BP-algorithm - learning with momentum - can be useful. The idea is to stabilize the adaptation process by taking into account also previous weight changes. The formula 1.12 is modified in the following way:

$$
\begin{equation*}
\Delta w_{i j}(t+1) \simeq-\alpha \frac{\partial E_{p}}{\partial w_{i j}}+\alpha_{m} \Delta w_{i j}(t) \tag{1.24}
\end{equation*}
$$

where $0 \leq \alpha_{m}<1$ is the momentum rate.
When learning with momentum, the weight vector movement tends to be more stable. This may speed up training in flat regions of the error surface and
stabilize oscillations in narrow valleys. However, if the momentum rate is too high compared to the learning rate (and with respect to the solved task), the algorithm may skip shallow local minima of the error function and may not be able to follow a curved valley in the error surface. Simultaneous tuning of both the learning rate and the momentum rate is necessary, which brings a further difficulty into the training process.

If the training time is a critical option, there is also a possibility to use a more sophisticated (e.g., second order or conjugate gradient) optimization method. A disadvantage of faster training algorithms is, that their generalization ability can be comparable or even worse than for the standard BP-algorithm, because their chance of overtraining (during the same amount of time) is greater. However, various heuristics and even sophisticated techniques can be used without regard to the chosen training algorithm to assure sufficient generalization.

A common approach to avoid overtraining is the so-called early stopping (a stop criterion based on the network error on the validation data). A further possibility is to implement some of the general sampling methods (e.g., crossvalidation). Ensemble learning is in a way similar to cross-validation, it is based on training several models (e.g., BP-networks with different configurations) and combining their outputs. A problem of this method is inefficiency (a large number of BP-networks needs to be trained) and no guarantee of improved generalization compared to a single well-tuned model.

Sensitivity to parameters One of the main drawbacks of the BP-algorithm is its high sensitivity to the choice of initial parameters with respect to the given problem. When applied to real-world applications, the method is sometimes accused of poor performance and poor generalization, which is however an impact of little effort invested in tuning of the parameters (and poor preprocessing of the training set).

We already discussed the issue of the learning rate $\alpha$ and momentum rate $\alpha_{m}$. Further options that have to be pre-set, are the topology, transfer functions and their parameters, error function, weight initialization technique, stop conditions or weight update strategy (e.g., batch learning).

The search for an optimal combination of values of critical network parameters, such as the learning rate or topology, is a demanding part of the training process. The common approach is to train the BP-network more times with various parameters' settings and then to choose the best model. This is easy to implement, but usually extremely time consuming. Another possibility is to use methods that set the parameters dynamically (such as adaptive learning rate methods) or alternative training algorithms with less optional parameters or more robust to their actual setting (i.e., Quickprop [32]).

Maybe the most critical BP-network parameter is its topology. It should correspond to the complexity of the analyzed data. If the network is too small, it is not able to learn the task properly. On the contrary, if it is too large, it has a tendency to overtrain. Therefore, when training a larger network, we also need more training patterns to assure good generalization.

Unfortunately, even if the optimum size of the network were known, it might be difficult to train such a network completely from scratch [103], because it may
require a very specific set of weights. For larger networks there may be more ways to fit the data and therefore training may be faster and easier. Pruning techniques applied to larger already trained networks might represent a viable option in such a case [96]. An alternative to pruning methods is the opposite approach - the constructive methods (e.g., cascade correlation [33]).

Occam's razor, one of the basic principles of machine learning, prefers simple models to the complex ones. A simple model doesn't mean in the context of BP-networks just a smaller topology, but also smoother network function, lower curvature and a larger margin set along the separating hyper-planes. Such BPnetworks are expected to have smaller VC-dimension and generalize better [16, 46, 121.

To reduce the model complexity, an additional prior information about the problem beside the training set may be useful - in the form of a hint function [2], or in the form of additional training patterns. Another possibility is to add an appropriate penalty term to the error function. A widely-used example of such a regularization method is weight decay [119] that forces all the network weights to be smaller.

Training with noisy data (jitter) is based on adding noise to the input patterns during training. It was empirically proved to improve generalization and smoothness for a wide range of problems especially when there are not enough training patterns [69, 104]. However, it can be quite inefficient, because for some tasks a large (and a priori unknown) number of noisy patterns need to be generated.

Transparency of internal structure Another big disadvantage of standard BP-networks is that the model doesn't tend to develop a transparent network structure. For such networks, it is not clear, what is the relation between the training data and the weights and activities of hidden neurons. Therefore it is extremely difficult to 'guess' the real meaning of every particular hidden or even input neuron for a proper network output. Extracting knowledge, especially rules, from the model is extremely difficult. Such networks often use small differences of neuron outputs to distinguish between the presented patterns.

A possible solution is a penalty term added to the error function that enforces larger margins along the separating hyper-planes or even clear internal representation of the particular hidden neurons. An example of such approach is the method of learning internal representation [86].

It is also expected that it may be easier to extract the knowledge from BPnetworks with simple and smooth network functions. Therefore, pruning techniques and other methods reducing their VC-dimension may be helpful also in this respect.

Although there are various fast training algorithms and techniques that improve generalization, sometimes the standard BP-algorithm itself can yield results similar to more sophisticated approaches - especially for simpler tasks with a low dimension of the inputs and a sufficient number of training patterns. However, even in such a case, the procedure of parameter tuning can be difficult and timeconsuming. For large-scale and demanding tasks (like data and web mining or multimedia data processing), the more refined methods can definitely mean a significant improvement.

## 2. Goals of the thesis

### 2.1 Introduction

Real-world data often contains non-linear dependencies, that are very difficult to extract by means of standard methods. The process of knowledge-extraction is thus often very time-consuming, without the guarantee of success. We want to find such dependencies as quickly as possible and to describe them as simply as possible.

To solve this task, we decided to use the computational model of BP-networks. Our choice has several reasons: BP-networks are a robust computational model with good approximation and generalization abilities, capable of finding nonlinear dependencies in the data. Moreover, BP-networks are applicable to a wide range of complex problems. Both the model and its training process can be easily modified to overcome possible difficulties (e.g., overtraining) and achieve additional requirements (e.g., on the internal structure of the model or on the speed of the training process).

On the other hand, the BP-network model has a tendency to create relatively complex internal structures. When compared to the classical statistical models (e.g., linear regression, decision trees), BP-networks are more likely to find nonlinear dependencies in the data. However it may be more difficult to describe these relations (e.g., in the form of rules).

There are more reasons to seek a robust, transparent and simple internal structure of the BP-network: The main reason is the transparency and comprehensibility of the model. Moreover, if the created network function is overtrained rather than smooth, the model tends to be sensitive to noise in the data and generalize worse.

As we discussed in Section 1.5, the prediction and generalization abilities of a BP-network depend strongly on many aspects, including an appropriate choice of the topology and other tunable parameters. A further factor that affects generalization is the quality of the training set (particularly, the relevance and mutual dependence of the input features). Excessive task dimensionality is a serious problem of many practical implementations of BP-networks.

For these reasons, there has been a strong effort in recent years to develop techniques that will force the system to find by itself the optimal topology and to ignore redundant and irrelevant inputs. Further methods intend to force the BP-network model to create a robust, transparent and simple internal structure. Other methods are focused on fast training or on generalization improvement.

Unfortunately, a large number of the techniques that solve one of the discussed problems make some of the other problems worse. For example, techniques, which effectively simplify the BP-network structure (e.g., pruning methods), are usually very costly and parameter-sensitive. To reduce the problems of the particular methods, a possible solution is to combine several methods together (e.g., a fast training algorithm that generalizes worse with a technique that avoids overtraining).

### 2.2 Statement of the main goals

We focus on the usage of the computational model of BP-networks for fast extraction of non-linear dependencies that are hidden in the data. For this reason,
the main goal of this work is to develop a general framework for BP-network training with the following features:

- The trained BP-network should approximate well the desired network function and generalize adequately.
- The training process should be as fast as possible.
- The applied methods should have just a small number of tunable parameters and be robust to the choice of their values.
- The training algorithm should force the BP-network model to create a robust, transparent and simple internal structure.
- The model itself should identify relevant input features in the data.
- The formed network structure should simplify knowledge extraction from the model and make the interpretation of the extracted knowledge easier.

Better results can be achieved when combining advantages of several techniques together. Therefore, to reach our goals, our framework will take advantage of several existing and newly developed techniques for BP-network training.

The goals of the work will be achieved through the following steps:

1. We will theoretically analyze and discuss the related methods and their features. Related techniques will be divided into the following categories: fast training of BP-networks, feature selection, structure optimization, generalization improvement, and creation of a transparent network structure.
2. We will design and implement the framework for BP-network training that will have the above-specified properties.
3. We will evaluate the performance of the proposed methods. The behavior and the characteristics of the framework will also be compared experimentally with alternative techniques for BP-network training, regularization, feature selection and pruning.

The experiments will be performed on several data sets of various properties discrete and continuous, artificial and real-world, simple and complex. To achieve comprehensible and sufficiently general test results, representative datasets from the respective groups will be chosen carefully. Consequently, an appropriate preprocessing of the data will be done.

The experimental analysis will concentrate on practical features of the methods in order to answer the question whether and how well the set goals were achieved.

### 2.3 Chronological structure of the goals

As already stated, the main aim of this thesis is to develop and experimentally evaluate a general framework for BP-network training, with an emphasis put on the above-discussed requirements. To structure our work chronologically based on the successive progress of our research in the past years, we will now divide our goal into three sub-goals. Later in this thesis, in Chapter 4, we will propose three successive versions of our framework that will focus on solving the respective subgoals.

1. Fast knowledge extraction: We seek a training algorithm that will find a transparent structure of the entire network automatically during training. At the same time, the training algorithm should be fast and it should not reduce the prediction and generalization abilities of the trained BP-network.
2. Topology simplification: We want the training algorithm to find an adequate and simple topology of the BP-network automatically during training. Moreover, it should identify relevant input features in the data and important hidden neurons.
3. Fast creation of a simple and clear internal structure: We search for an efficient training algorithm, that will fulfill both previous goals at once. Namely, it should be fast and generalize well. It should also automatically identify important input features and form a simple and clear structure of the entire network. In this way, it should facilitate knowledge extraction from the model.

In the following paragraphs, we will discuss these three sub-goals in more detail.

### 2.3.1 The first goal - Fast knowledge extraction

Our first goal is to design a framework for training of BP-networks, that will provide:

- Speed: A fast training algorithm, that doesn't have many tunable parameters and is robust to their choice.
- Transparency: Techniques that force the model to create a clear and transparent internal structure that will simplify knowledge extraction from the model.
- Generalization: Techniques that force the BP-network function to be smooth and generalize well.

A brief analysis of these three topics follows.

Speed The standard method for training BP-networks is the BP-algorithm. As we discussed in Section 1.5, drawbacks of this simple training technique are both the relatively low speed of the training process and its high sensitivity to the choice of initial parameters.

However, there are enhancements of the BP-algorithm that speed up the training (e.g. learning with momentum, early stopping, adaptive learning rate methods), or we can choose among the more sophisticated training techniques (e.g., second order or conjugate gradient optimization methods).

A problem of most of the fast training algorithms (e.g., the adaptive learning rate methods) is that they introduce many tunable parameters. Multiple parameter tuning is a very demanding task when training BP-networks. Some of the methods can even worsen the generalization ability of the model (e.g., relaxation methods or weight decay) [100]. Other methods are impractical for largescale problems due to their great space complexity (e.g., quasi-Newton methods, Levenberg-Marquardt method [71]).

If we look for a fast training method with both adequate generalization and low space complexity, we can choose among the family of conjugate gradients methods. These techniques are also robust to noise and outliers in the data. Moreover, especially the Scaled conjugate gradients training algorithm (SCG) [75] reduces the number of parameters that have to be set.

Transparency Most of the standard methods for training of BP-networks (e.g., BP-algorithm, SCG, Levenberg-Marquardt) form models, where the role and importance of every single neuron or even whole parts of the original network remains unclear in general. Interpretation of knowledge extracted by a BP-or SCGtrained BP-network is difficult.

However, there are regularization techniques that help to make the internal structure more transparent - namely the method of learning condensed internal representation (IR-algorithm) and the method of learning unambiguous internal representation (UIR-algorithm) [86]. The objective of both methods is to obtain such a structure of the trained BP-network that would be equivalent to rules and enable thus easier knowledge extraction from the model.

An advantage of the IR- and UIR-methods is that they can be combined with all of the above-discussed training algorithms. They are also expected to improve the generalization ability of the trained BP-networks, because they favor smoother network functions and facilitate further pruning of the trained model 86.

A disadvantage of the IR- and UIR-methods is their sensitivity to the choice of the initial parameters that can affect also the prediction and generalization abilities of the final networks. The UIR-method suffers also from high time and space costs.

Generalization An adequate generalization ability of the BP-network model depends on many aspects (e.g., a careful choice of model parameters and preprocessing of the training set, choice of the training algorithm). Additional techniques are thus often needed to assure sufficient generalization and to avoid overtraining.

In this respect, we may highlight especially learning from hints [2], training with jitter [73, 93, 104], cross-validation and early stopping [95], and the methods for structure optimization. Early stopping and cross-validation are simple yet efficient mechanisms to prevent overtraining. Some of the more sophisticated methods (e.g., learning from hints, training with jitter, some of the regularization and pruning techniques) also try to reduce the VC-dimension of the final network structures and make the network function smoother. While training with jitter suffers from high time costs and is restricted to just some of the discussed training algorithms, learning from hints is a generally-usable method that can even make the training process faster.

To take advantage of the above-described methods and to overcome their limits, a possible solution is to combine them. Therefore, we decided to choose the most promising methods from each group and combine them together in order to achieve the above-stated requirements.

### 2.3.2 The second goal - Topology simplification

Our second goal is to enhance our framework for training of the BP-networks with Structure optimization:

- Simplification of the topology: Creation of a simple yet adequate model topology.
- Measuring relevance: Automatic detection of important and irrelevant parts of the BP-network.
- Feature selection: Sophisticated selection of relevant input features.

In the following paragraphs, we will discuss these topics in detail.

Simplification of the topology The topology of a BP-network is a very important model parameter. From our point of view, extracting knowledge from a smaller network with a simple structure is much easier. The optimal choice of topology is given by the task and it affects both the approximation and generalization abilities of the model. While most of the standard training algorithms work with a fixed topology, structure optimization methods (especially pruning algorithms, regularization techniques and network construction methods) try to find the optimal topology automatically during training.

Network construction techniques [5, 6] start with a small topology and incrementally add neurons and weights until a reasonable structure is reached. A disadvantage of these methods is that they usually require special training algorithms (e.g., genetic algorithms), the training process is usually very slow and the model has strong tendency to overtrain.

Pruning algorithms [94] start training with a large topology and then remove redundant parts of the model until a reasonable topology is achieved. The objects of pruning are usually edges, hidden neurons or input neurons.

An advantage of the pruning techniques is that they can be easily combined with most of the discussed training algorithms. Adequate pruning may improve generalization and prediction abilities of the model [34]. The main problem of the pruning methods is to set their optional parameters carefully. They are especially the relevance measure to identify redundant elements to be pruned, and the heuristic rules, that will control the pruning process.

Regularization techniques try to eliminate redundant elements (typically weights) from the network already during training. Most of such methods (e.g., weight decay [119], weight elimination [117]) add a penalty term to the error function that forces the BP-network, e.g., to decrease the absolute values of the weights. Weights smaller than a given threshold are then regarded as irrelevant and removed. A disadvantage of weight decay and similar methods is that they tend to decrease the generalization ability of the model and create smaller yet not transparent network structures.

Measuring relevance Some of the pruning techniques use a relevance measure to identify redundant elements to be pruned. They are thus able to identify significant input features and relevant hidden neurons or weights. If we knew, how the inputs impact the outputs and which inputs are more significant than the
other ones, we could understand better the internal structure of a BP-network and we could easier explain the underlying process.

Many relevance measures are based on the sensitivity analysis [123]. Sensitivity analysis tries to quantify the response of a computational model to parameter perturbations. There are more approaches to sensitivity measurements - with respect to the error function or with respect to the BP-network's outputs. Their advantage is a high accuracy. Their disadvantage is, that computing the exact sensitivity coefficients [34, 126] is relatively costly. However, there are also less precise, but efficient approximative measures (e.g., weight product [108] or optimal brain damage [62]).

Unfortunately, the sensitivity criteria alone are not capable of detecting all redundant neurons or weights, especially if the internal structure of the BP-network is too complex. Most of the sensitivity criteria assume that inputs and activities of hidden neurons are mutually independent and numerical. A possible solution may be to combine the chosen pruning technique with a suitable regularization technique that would make the relevance measurement easier.

Feature selection Because excessive task dimensionality started to be a problem of many computational models including BP-networks, feature selection has became an important part of data preprocessing.

There are many simple yet efficient model-independent feature selection techniques (e.g., filter methods based on correlation coefficients, on the information theory or on the clustering principle [40]). Their disadvantage is, that they are able to identify just linear dependencies between the input features and the outputs. Moreover, they are not able to identify redundant and mutually correlated input features.

In the case of BP-networks, feature selection can be considered as a part of structure optimization. Especially the above mentioned pruning techniques are useful in this respect. Some of them (e.g., sensitivity-based pruning methods) are able to identify also complex non-linear relationships between the input features and the outputs. Although such techniques usually perform better than filter methods, they suffer from higher computational costs.

To reach our second goal, we decided to use some the above-mentioned techniques for structure optimization. Especially the pruning techniques based on the sensitivity analysis [27, 28, 29, 34, 122, 126] seem to be advantageous, as they manage all our requirements (on structure optimization, feature selection and relevance measurement) at once. If we decide for pruning, we will have to choose a concrete relevance measure and a set of heuristic rules, that will control the pruning process. Another possibility is to use a suitable regularization technique to speed up and simplify pruning.

A further question is, which of the discussed techniques would fit most to the methods already included in our framework. Our effort is not only to adequately form during training as small BP-network topology as possible. The BP-network structure should also be comprehensible and it should simplify knowledge extraction from the model. Therefore, the chosen techniques should not work against the transparency of the model.

### 2.3.3 The third goal - Fast creation of a simple and clear internal structure

Our third goal will be to enhance our framework to achieve both the first and the second goals at once:

- Generalization: The framework should favor smooth BP-network functions that contribute to adequate generalization.
- Speed: The training process should be as fast as possible and robust to the choice of initial parameters.
- Transparency and structure optimization The BP-network should create a small, simple and transparent internal structure during training. It should also automatically identify relevant input features. The created model structure should simplify the further knowledge extraction.

Our second sub-goal didn't focus on efficiency. A problem of most of the methods for structure optimization (including pruning and regularization techniques) are high computational costs. The most promising pruning methods are based on the sensitivity analysis. Their advantage is that they are not in conflict with the methods for improved transparency, they improve generalization ability of the model, and that they support creation of a smooth network function.

To support the sensitivity-based pruning, a combination with a sensitivitybased regularization technique would be helpful. However, as the sensitivity coefficients are quite complex, we expect, that an exact sensitivity-regularization technique would also be very computationally costly. Therefore, in order to speed up the training process, we should look for approximative solutions - especially for an approximative sensitivity-based regularization technique.

## 3. Analyzed methods

### 3.1 Methods for fast training of BP-networks

The standard BP-training algorithm is based on the same strategy like most other optimization methods designed to minimize functions. The minimization is a local iterative process and the approximation is often given by the first or second order Taylor expansion of the error function (1.10).

Iterative weight adjustment begins in a starting point - configuration $\vec{w}_{1}$. For each point $\vec{w}_{t}$, determining the next point $\vec{w}_{t+1}$ involves two independent steps. First, the search direction $\vec{g}_{t}$ has to be determined, i.e., in what direction in the weight space we want to move in the search for a new point $\vec{w}_{t+1}$. Once the search direction has been found, the step size $\alpha_{t}$ has to be determined. The configuration $\vec{w}_{t}$ is then updated using the formula:

$$
\begin{equation*}
\vec{w}_{t+1}=\vec{w}_{t}+\alpha_{t} \vec{g}_{t} . \tag{3.1}
\end{equation*}
$$

If the search direction is set to the negative gradient $\vec{g}_{t}=-E^{\prime}\left(\vec{w}_{t}\right)$ and the step size to a constant (i.e., the learning rate), then the algorithm becomes the batch variant of the gradient descent based BP-algorithm. The gradient descent algorithm is based just on the linear approximation of the error function $E(\vec{w}+\vec{z}) \approx E(\vec{w})+E^{\prime}(\vec{w})^{T} \vec{z}$. The imprecise approximation may explain, why the convergence of the standard BP-algorithm is relatively slow, especially for largescale real data. In theory, the asymptotic convergence rate of the BP-algorithm is linear [95] - at each step, the error is reduced by a constant factor.

As discussed in Section 1.5.2, faster training of the BP-algorithm can be achieved by learning with momentum or/and by using an adaptive learning rate method, that changes the learning rates dynamically during training (e.g., the algorithm of Silva and Almeida [105], delta-bar-delta [52] or Rprop [99]). For the method of Silva and Almeida, the adaptation rule has the form $\vec{w}_{t+1}=\vec{w}_{t}+\vec{\alpha}_{t} \vec{g}_{t}$. The step size is local (unique for each weight) and is updated after each epoch $t$ according to the following heuristic:

$$
\alpha_{t+1, i}=\left\{\begin{align*}
u \alpha_{t, i}, & g_{t-1, i} g_{t, i}>0  \tag{3.2}\\
d \alpha_{t, i}, & g_{t-1, i} g_{t, i}<0 \\
\alpha_{t, i}, & \text { otherwise }
\end{align*}\right.
$$

where $i$ indexes the elements of $\vec{g}_{t}$ and $\vec{\alpha}_{t} . u>1$ and $0<d<1$ are pre-set constants. The step size is increased, if the partial derivation has the same sign in the steps $t-1$ and $t$. It is decreased, if the partial derivation has the opposite sign in the steps $t-1$ and $t$.

Adaptive learning rate methods automate the process of tuning the parameter $\alpha$ and are usually much faster than the standard BP-algorithm with a sub-optimal choice of $\alpha$. However, they are not guaranteed to be faster and generalize better than the well-tuned standard BP-algorithm. A disadvantage of most of the adaptive learning rate methods is that they need additional storage capacity (e.g., for the method of Silva and Almeida, for the vectors $\vec{g}_{t-1}$ and $\vec{\alpha}_{t}$ ). They also introduce further parameters to the model to be tuned.

On the contrary to the BP-algorithm and adaptive learning rate methods, the second-order optimization methods compute the search direction and step size more precisely. They use the quadratic approximation of the error function. Let
$E_{\vec{w}}$ denote the quadratic approximation of $E$ in the neighborhood of the point $\vec{w}$ :

$$
\begin{equation*}
E_{\vec{w}}(\vec{z})=E(\vec{w})+E^{\prime}(\vec{w})^{T} \vec{z}+\frac{1}{2} \vec{z}^{T} E^{\prime \prime}(\vec{w})^{T} \vec{z} . \tag{3.3}
\end{equation*}
$$

When minimizing $E_{\vec{w}}(\vec{z})$, we search for the solutions of the following linear equation:

$$
\begin{equation*}
E_{\vec{w}}^{\prime}(\vec{z})=E^{\prime \prime}(\vec{w}) \vec{z}+E^{\prime}(\vec{w})=0 . \tag{3.4}
\end{equation*}
$$

The Newton's method computes the solution directly:

$$
\begin{equation*}
\vec{z}=-\left(E^{\prime \prime}(\vec{w})\right)^{-1} E^{\prime}(\vec{w}), \tag{3.5}
\end{equation*}
$$

where $\left(E^{\prime \prime}(\vec{w})\right)^{-1}$ is the inverse Hessian matrix. The adaptation rule of the Newton method is:

$$
\begin{equation*}
\vec{w}_{t+1}=\vec{w}_{t}-\left(E^{\prime \prime}(\vec{w})\right)^{-1} E^{\prime}(\vec{w}) . \tag{3.6}
\end{equation*}
$$

An advantage of the Newton's method is its fast convergence [95]. A problem is, that to ensure fast training and convergence to the minimum of the error function, it requires the Hessian matrix to be symmetric and positive definite, which is usually not true for the real-world tasks.

Definition 6. The real $N \times N$ matrix $A$ is

1. symmetric, if $A^{T}=A$,
2. positive definite, if $\forall \vec{x} \neq 0, \vec{x} \in \Re^{N}: \vec{x}^{T} A \vec{x}>0$.

Another problem is, that computing and storing the Hessian matrix and/or its inverse can be a difficult task. The inverse of the Hessian matrix needs to be computed in each iteration. It requires the storage $O(W)^{2}$, where $W$ is the length of the weight vector, and up to $O\left(P W^{2}\right)$ operations to compute (3.6), where $P$ is the number of training patterns [16]. The time and space complexity can be enormous, especially for larger network topologies.

The quasi-Newton methods (e.g., the Levenberg-Marquardt method [71]) try to overcome the problems of the Newton method by computing just an approximation of the Hessian matrix. However, the space complexity is still $O(W)^{2}$ [48]. On the other hand, the Levenberg-Marquardt algorithm is faster than other firstand second-order training algorithms for many tasks [42]. However, the method is sensitive to the choice of initial parameters (especially weights), to the noise in the data and it tends to overtrain [20]. Furthermore, its storage requirements make it inefficient and impractical for large-scale problems 42].

Another group of efficient training algorithms that use the second-order information are Conjugate gradients methods.

### 3.1.1 Conjugate gradients methods

Unlike the full second-order optimization methods, the Conjugate gradients algorithms (CG-algorithms) don't compute or store the Hessian matrix. Instead, they are based on the concept of mutually conjugate search directions.

Definition 7. The non-zero vectors $\vec{p}_{1}, \cdots, \vec{p}_{k} \in \Re^{N}$ are mutually conjugate with respect to the symmetric and positive definite $N \times N$ matrix $M$, if $\vec{p}_{i}^{T} M \vec{p}_{j}=0$ for all $i \neq j, 1 \leq i, j \leq N$.

In each step of the algorithm, the actual search direction is determined to be conjugate (with respect to the Hessian matrix) to all preceding search directions. This prevents the respective adjustments of the weight vector to cancel out previous changes and speeds up the training process. Figure 3.1 shows a comparison of the convergence of the BP-algorithm and the CG-algorithms when minimizing a quadratic error function.


Figure 3.1: Example of the convergence of the BP-algorithm and CG-methods when minimizing a quadratic error function. $\vec{w}_{1}$ is the starting configuration, while $\vec{w}$ is the final configuration.

On the contrary to the Newton and quasi-Newton methods, the space complexity of the CG-algorithms is comparable to the standard Back-propagation. They require only $O(W)$ memory usage with $W$ being the size of the weight vector. That makes this class of models convenient also for large-scale problems with a large number of input features. Moreover, the CG-algorithms converge much faster than the BP-algorithm for many tasks [11, 21]. The training time of the efficient variants (e.g., the Scaled conjugate gradient method [75]), is usually comparable to the Levenberg-Marquardt algorithm (or even shorter for larger models [42]). Theoretically, the convergence rates are super-linear for most problems 95].

In the case of the CG-algorithms, the training process consists of independent one dimensional line-searches along the mutually conjugate directions. Similarly to other optimization methods, the adaptation rule has the form (3.1): $\vec{w}_{t+1}=$ $\vec{w}_{t}+\alpha_{t} \vec{g}_{t}$, where $\alpha_{t}$ is the step size and $\vec{g}_{t}$ is the search direction. Also the process of computing the mutually conjugate search directions is iterative. In the first step, the search direction $\vec{g}_{1}$ is set equal to the gradient descent direction, $\vec{g}_{1}=-E^{\prime}\left(\vec{w}_{1}\right)$. In each step $t>1$, the search direction $\vec{g}_{t}$ is determined as the combination of the previous search direction and the current gradient descent direction:

$$
\begin{equation*}
\vec{g}_{t}=-E^{\prime}\left(\vec{w}_{t}\right)+\beta_{t} \vec{g}_{t-1}, \tag{3.7}
\end{equation*}
$$

where $\beta_{t} \in \Re$ is a scaling factor.
The CG-algorithms are mostly efficient, if the error function $E(\vec{w})$ is locally quadratic with a positive definite Hessian matrix. In such a case, the minimum of $E(\vec{w})$ can be found by at most $W$ iterations [16]. Unfortunately, as the error
function is usually not quadratic with a positive definite Hessian matrix, the number of steps is usually higher than $W$. There are only $W$ mutually conjugate search directions, and therefore the methods need to restart periodically. During the restart, the actual search direction is set to the current steepest descend direction. The basic restart rule is to restart after every $W$ iterations. The efficiency of the algorithm can be increased by the use of a more sophisticated restart method, e.g., the Powell-Beale restart rule [14, 91]. The algorithm is then restarted, if the Powell's inequality holds:

$$
\begin{equation*}
\left|\vec{g}_{t}^{T} \vec{g}_{t-1}\right| \geq c\left\|\vec{g}_{t}\right\|^{2}, \quad c \in(0,1) \tag{3.8}
\end{equation*}
$$

The variants of the CG-methods differ in the way, how they compute the values of the parameters $\beta_{t}$ and $\alpha_{t}$. The most common formulae for the calculation of $\beta_{t}$ without the explicit knowledge of the Hessian were introduced by Fletcher-Reeves (35):

$$
\begin{equation*}
\beta_{t}=\frac{\left\|\vec{r}_{t}\right\|^{2}}{\left\|\vec{r}_{t-1}\right\|^{2}} \tag{3.9}
\end{equation*}
$$

and Polak-Ribiere 90]:

$$
\begin{equation*}
\beta_{t}=\frac{\vec{r}_{t}^{T}\left(\vec{r}_{t}-\vec{r}_{t-1}\right)}{\left\|\vec{r}_{t-1}\right\|^{2}} \tag{3.10}
\end{equation*}
$$

where $\vec{r}_{t}=-E^{\prime}\left(\vec{w}_{t}\right)$. These expressions are mutually equivalent for the quadratic error function, but can yield different results for real-world tasks.

If the error function $E(\vec{w})$ is locally quadratic with a positive definite Hessian matrix, the parameter $\alpha_{t}$ can be computed exactly. In the following paragraphs, we will derive the corresponding formula. Equally to the full second-order optimization methods, the techniques of conjugate gradients minimize the quadratic approximation of the error function $E_{\vec{w}}(\vec{z})=E(\vec{w})+E^{\prime}(\vec{w})^{T} \vec{z}+\frac{1}{2} \vec{z}^{T} E^{\prime \prime}(\vec{w}) \vec{z}$ by searching for the solution $\vec{z}^{*}$ of the equation (3.4): $E_{\vec{w}}^{\prime}(\vec{z})=E^{\prime \prime}(\vec{w}) \vec{z}+E^{\prime}(\vec{w})=0$.

Let $\vec{g}_{1}, \ldots, \vec{g}_{W}$ be mutually conjugate with respect to the positive definite Hessian matrix $E^{\prime \prime}(\vec{w})$. They form the basis in $\Re^{W}$ [75]. Let $\vec{w}$ be the initial weight vector and $\overrightarrow{z_{1}}=\overrightarrow{0}$ be the starting point when searching for $\vec{z}^{*}$ minimizing $E_{\vec{w}}(\vec{z})$. Then $\vec{z}^{*}-\vec{z}_{1}$ can be expressed as the linear combination of the vectors $\vec{g}_{1}, \cdots, \vec{g}_{W}$ :

$$
\begin{equation*}
\vec{z}^{*}-\vec{z}_{1}=\sum_{t=1}^{W} \alpha_{t} \overrightarrow{g_{t}} ; \alpha_{t} \in \Re \tag{3.11}
\end{equation*}
$$

If the coefficients $\alpha_{t}$ are known, $\vec{z}^{*}$ can be computed by $\vec{z}^{*}=\vec{z}_{1}+\alpha_{1} \vec{g}_{1}+\cdots+$ $\alpha_{W} \vec{g}_{W}$, or iteratively in $W$ steps:

$$
\begin{align*}
\vec{z}_{t+1} & =\vec{z}_{t}+\alpha_{t} \vec{g}_{t} ; 1 \leq t \leq W, \\
\vec{z}^{*} & =\vec{z}_{W+1} \tag{3.12}
\end{align*}
$$

A question remains, how to compute the coefficients $\alpha_{t}$ minimizing $E_{\vec{w}}(\vec{z})$. Let $\vec{w}_{1}=\vec{w}+\vec{z}_{1} ; \vec{w}_{t+1}=\vec{w}_{t}+\vec{z}_{t+1} ; 1 \leq t \leq W$. Then $\vec{w}_{W+1}=\vec{w}_{1}+\vec{z}^{*}$ is the final weight vector. Because $\vec{g}_{i}^{T} E^{\prime \prime}\left(\vec{w}_{t}\right) \vec{g}_{j}=0$ for all $i \neq j, 1 \leq i, j \leq W$, by multiplying the equation (3.11) with $\vec{g}_{t}^{T} E^{\prime \prime}\left(\vec{w}_{t}\right)$, we gain:

$$
\begin{equation*}
\vec{g}_{t}^{T}\left(E^{\prime \prime}\left(\vec{w}_{t}\right) \vec{z}^{*}-E^{\prime \prime}\left(\vec{w}_{t}\right) \vec{z}_{1}\right)=\alpha_{t} \vec{g}_{t}^{T} E^{\prime \prime}\left(\vec{w}_{t}\right) \vec{g}_{t} . \tag{3.13}
\end{equation*}
$$

Because of (3.4), we can substitute $-E^{\prime}\left(\vec{w}_{t}\right)$ for $E^{\prime \prime}\left(\vec{w}_{t}\right) \vec{z}^{*}$ and compute the coefficients $\alpha_{t}$ minimizing $E_{\vec{w}}(\vec{z})$ :

$$
\begin{equation*}
\alpha_{t}=\frac{\vec{g}_{t}^{T}\left(-E^{\prime}\left(\vec{w}_{t}\right)-E^{\prime \prime}\left(\vec{w}_{t}\right) \vec{z}_{1}\right)}{\vec{g}_{t}^{T} E^{\prime \prime}\left(\vec{w}_{t}\right) \vec{g}_{t}}=\frac{-\vec{g}_{t}^{T} E_{\vec{w}_{t}}^{\prime}\left(\vec{z}_{1}\right)}{\vec{g}_{t}^{T} E^{\prime \prime}\left(\vec{w}_{t}\right) \vec{g}_{t}} . \tag{3.14}
\end{equation*}
$$

To avoid the evaluation of the Hessian matrix, the expression (3.14) can be simplified in the following way: The value of $E^{\prime \prime}\left(\vec{w}_{t}\right) \vec{g}_{t}$ can be approximated by the vector $\vec{s}_{t}$ :

$$
\begin{equation*}
\vec{s}_{t}=\frac{E^{\prime}\left(\vec{w}_{t}+\sigma_{t} \vec{g}_{t}\right)-E^{\prime}\left(\vec{w}_{t}\right)}{\sigma_{t}} ; 0<\sigma_{t} \ll 1 . \tag{3.15}
\end{equation*}
$$

Then, the parameter $\alpha_{t}$ can be computed by:

$$
\begin{equation*}
\alpha_{t}=\frac{-\vec{g}_{t}^{T} E^{\prime}\left(w_{t}\right)}{\vec{g}_{t}^{T} \vec{s}_{t}} \approx \frac{-\vec{g}_{t}^{T} E_{w_{t}}^{\prime}\left(\vec{z}_{1}\right)}{\vec{g}_{t}^{T} E^{\prime \prime}\left(\vec{w}_{t}\right) \vec{g}_{t}} . \tag{3.16}
\end{equation*}
$$

If the error function is locally quadratic and the Hessian matrix $E^{\prime \prime}(\vec{w})$ is positive definite, the process is guaranteed to find the global minimum of $E_{\vec{w}}$. Otherwise, it can easily fail. Unfortunately, the quadratic approximations on which the algorithms work can be very poor when the current point is far from the desired minimum. The solution to the problem is to alter the search in such a way that it prevents the difficulties with the indefinite Hessian matrices. Therefore the 'classical' CG-algorithms don't use the exact calculation, but find the value of the step size $\alpha_{t}$ by a line-search along the search direction $\vec{g}_{t}$ :

$$
\begin{equation*}
\alpha_{t}=\operatorname{argmin}_{\alpha} E\left(\vec{w}_{t}+\alpha \vec{g}_{t}\right) \tag{3.17}
\end{equation*}
$$

using, e.g., the Charalambous' method [21]. For the quadratic error function, the Charalambous' method will find the optimal step size, otherwise it at least ensures that the error doesn't increase at any step.

Algorithm 3.1 summarizes the steps of the 'classical' CG-algorithms (with the Fletcher-Reeves expression for the calculation of $\beta_{t}$ ).

The line-search per each iteration to determine a better step size $\alpha_{t}$ is a critical part of the 'classical' CG-training, because it requires a large amount of computational time. The main reason is, that it is necessary to compute the value of the error function and the gradient several times, which can be time-expensive. A further disadvantage of this approach is that it introduces problem-dependent parameters that need to be tuned (e.g., the maximum number of iterations of the line-search). In the following section, we will discuss the method of scaled conjugate gradients that computes the parameter $\alpha_{t}$ in a different and more effective way.

### 3.1.2 Scaled conjugate gradients

An extremely efficient variant to the classical conjugate gradients methods represents the method of scaled conjugate gradients (SCG). This method has been proposed by Møller in [75]. It avoids the line-search, typical for other conjugate gradients methods. Instead, it computes the parameter $\alpha_{t}$ in a way inspired by the Levenberg-Marquardt approach [67]. Furthermore, SCG also eliminates most of the problem-dependent parameters, typical for the 'classical' CG-algorithms.

```
Algorithm 3.1 General schema of the Conjugate gradients algorithms
0. Input:
    BP-network \(M=(N, C, I, O, w, t)\) with the weight vector \(\vec{w}\) of the size \(W\).
    Training set \(T=\left\{\left(\vec{x}_{p}, \vec{d}_{p}\right) \mid \quad \vec{x}_{p} \in \Re^{n}, \quad \vec{d}_{p} \in \Re^{m}, \quad p \in\{1, \ldots, P\}\right\}\).
```

1. Initialization:

Set the discrete time variable $t=1$.
Initialize the weight vector $\overrightarrow{w_{1}}$ with small random values.
Compute the steepest descent direction $\vec{r}_{1}=-E^{\prime}\left(\vec{w}_{1}\right)$.
Set the search direction $\vec{g}_{1}=\vec{r}_{1}$.
2. Compute the step size $\alpha_{t}$ :
$\alpha_{t}=\operatorname{argmin}_{\alpha} E\left(\vec{w}_{t}+\alpha \vec{g}_{t}\right)$.
3. Update the weight vector and compute the new steepest descent direction:
$\vec{w}_{t+1}=\vec{w}_{t}+\alpha_{t} \vec{g}_{t}$,
$\vec{r}_{t+1}=-E^{\prime}\left(\vec{w}_{t+1}\right)$.
4. If the restart condition is satisfied (e.g., $t \bmod W=0$ ),
restart the algorithm and re-initialize the search direction $\vec{g}_{t+1}$ :
$\vec{g}_{t+1}=\vec{r}_{t+1}$.
Else compute $\beta_{t+1}$ and the new search direction:
$\beta_{t+1}=\frac{\left\|\vec{t}_{t+1}\right\|^{2}}{\left\|\beta_{t}\right\|^{2}}$,
$\vec{g}_{t+1}=\vec{r}_{t+1}+\beta_{t+1} \vec{g}_{t}$.
5. If the stop condition is not satisfied (e.g., $\vec{r}_{t} \neq 0$ ), set $t=t+1$
and go to step 2 .,
else terminate and return the weight vector $\vec{w}_{t}$ as the desired minimum of the error function $E$.

The basic idea is to regulate the indefiniteness of the Hessian matrix by a control parameter $\lambda_{t}>0$ (Lagrange multiplier). The Hessian matrix $E^{\prime \prime}\left(\vec{w}_{t}\right)$ is then replaced by the matrix $E^{\prime \prime}\left(\vec{w}_{t}\right)+\lambda_{t} I$. The quadratic approximation $E_{\vec{w}_{t}}$ of the error $E$ in the neighborhood of the point $\vec{w}_{t}$ is altered in the following way:

$$
\begin{equation*}
E_{\vec{w}_{t}, \lambda_{t}}(\vec{z})=E\left(\vec{w}_{t}\right)+E^{\prime}\left(\vec{w}_{t}\right)^{T} \vec{z}+\frac{1}{2} \vec{z}^{T}\left(E^{\prime \prime}\left(\vec{w}_{t}\right)+\lambda I\right) \vec{z} . \tag{3.18}
\end{equation*}
$$

The optimal step size $\alpha_{t}$ (see Eq. 3.14) can be expressed using the following expression:

$$
\begin{equation*}
\alpha_{t}=\frac{-\vec{g}_{t}^{T} E_{\vec{w}_{t}, \lambda_{t}}^{\prime}\left(\vec{z}_{1}\right)}{\vec{g}_{t}^{T} E^{\prime \prime}\left(\vec{w}_{t}\right) \vec{g}_{t}+\lambda_{t}\left\|\vec{g}_{t}\right\|^{2}}=\frac{-\vec{g}_{t}^{T} E_{\vec{w}_{t}, \lambda_{t}}^{\prime}\left(\vec{z}_{1}\right)}{\vec{g}_{t}^{T}\left(E^{\prime \prime}\left(\vec{w}_{t}\right)+\lambda_{t} I\right) \overrightarrow{g_{t}}} \tag{3.19}
\end{equation*}
$$

and it can be controlled by the value of $\lambda_{t}$ : the higher is the value of $\lambda_{t}$, the smaller is the step size. Similarly to the 'classical' CG-algorithms, the Hessian matrix is not evaluated. The value of $\left(E^{\prime \prime}\left(\vec{w}_{t}\right)+\lambda_{t} I\right) \vec{g}_{t}$ is approximated by the vector $\vec{s}_{t}$ :

$$
\begin{equation*}
\vec{s}_{t}=\frac{E^{\prime}\left(\vec{w}_{t}+\sigma_{t} \vec{g}_{t}\right)-E^{\prime}\left(\vec{w}_{t}\right)}{\sigma_{t}}+\lambda_{t} \vec{g}_{t} ; 0<\sigma_{t} \ll 1 . \tag{3.20}
\end{equation*}
$$

Furthermore (because $\vec{z}_{1}=\overrightarrow{0}$ ):

$$
\begin{equation*}
E_{\vec{w}_{t}, \lambda_{t}}^{\prime}\left(\vec{z}_{1}\right)=\left(E^{\prime \prime}\left(\vec{w}_{t}\right)+\lambda_{t} I\right) \vec{z}_{1}+E^{\prime}\left(\vec{w}_{t}\right)=E^{\prime}\left(\vec{w}_{t}\right) \tag{3.21}
\end{equation*}
$$

The step size $\alpha_{t}$ is computed by:

$$
\begin{equation*}
\alpha_{t}=\frac{-\vec{g}_{t}^{T} E^{\prime}\left(\vec{w}_{t}\right)}{\vec{g}_{t}^{T} \vec{s}_{t}}=\frac{\mu_{t}}{\delta_{t}} \approx \frac{-\vec{g}_{t}^{T} E_{\vec{w}_{t}, \lambda_{t}}^{\prime}\left(\vec{z}_{1}\right)}{\vec{g}_{t}^{T}\left(E^{\prime \prime}\left(\vec{w}_{t}\right)+\lambda_{t} I\right) \vec{g}_{t}}, \tag{3.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{t}=\vec{g}_{t}^{T} \vec{s}_{t} \quad, \quad \mu_{t}=-\vec{g}_{t}^{T} E^{\prime}\left(\vec{w}_{t}\right) . \tag{3.23}
\end{equation*}
$$

The value of the parameter $\delta_{t} \approx \vec{g}_{t}^{T}\left(E^{\prime \prime}\left(\vec{w}_{t}\right)+\lambda_{t} I\right) \vec{g}_{t}$ indicates, whether the altered Hessian matrix is positive definite: If for a given time step $t: \delta_{t} \leq 0$, the altered Hessian matrix is not positive definite. In such a case, the value of $\lambda_{t}$ should be increased in order to make $\delta_{t}$ positive and the altered Hessian matrix positive definite. Let $\overline{\lambda_{t}}, \overline{\vec{s}_{t}}$ a $\overline{\delta_{t}}$ denote the new values of $\lambda_{t}, \vec{s}_{t}$ a $\delta_{t}$, respectively. The values of $\overline{\overrightarrow{s_{t}}}$ and $\overline{\delta_{t}}$ can be computed using the following formulae:

$$
\begin{align*}
\overline{\overrightarrow{s_{t}}} & =\frac{E^{\prime}\left(\vec{w}_{t}+\sigma_{t} \vec{g}_{t}\right)-E^{\prime}\left(\vec{w}_{t}\right)}{\sigma_{t}}+\overline{\lambda_{t}} \overrightarrow{g_{t}} \\
& =\frac{E^{\prime}\left(\vec{w}_{t}+\sigma_{t} \vec{g}_{t}\right)-E^{\prime}\left(\vec{w}_{t}\right)}{\sigma_{t}}+\lambda_{t} \vec{g}_{t}+\left(\overline{\lambda_{t}}-\lambda_{t}\right) \overrightarrow{g_{t}} \\
& =\overrightarrow{s_{t}}+\left(\overline{\lambda_{t}}-\lambda_{t}\right) \overrightarrow{g_{t}}, \tag{3.24}
\end{align*}
$$

$$
\overline{\delta_{t}}={\overrightarrow{g_{t}}}^{T} \overline{\vec{s}_{t}}={\overrightarrow{g_{t}}}^{T} \overrightarrow{s_{t}}+{\overrightarrow{g_{t}}}^{T}\left(\overline{\lambda_{t}}-\lambda_{t}\right) \overrightarrow{g_{t}}
$$

$$
\begin{equation*}
=\delta_{t}+\left(\overline{\lambda_{t}}-\lambda_{t}\right)\left\|\overrightarrow{g_{t}}\right\|^{2} \tag{3.25}
\end{equation*}
$$

To ensure $\overline{\delta_{t}}>0$, it is necessary that $\overline{\lambda_{t}}>\lambda_{t}-\frac{\delta_{t}}{\left\|\overrightarrow{g_{t}}\right\|^{2}}$.
A question is, how to set $\overline{\lambda_{t}}$ to get an optimal solution, i.e., to force $E_{\vec{w}_{t}, \lambda_{t}}$ to be a good quadratic approximation of $E$ in the neighborhood of $\vec{w}_{t}$. Møller in [75] recommends to set

$$
\begin{equation*}
\overline{\lambda_{t}}=2\left(\lambda_{t}-\frac{\delta_{t}}{\left\|\overrightarrow{g_{t}}\right\|^{2}}\right) . \tag{3.26}
\end{equation*}
$$

In such a case:

$$
\begin{align*}
\overline{\delta_{t}} & =\delta_{t}+\left(\overline{\lambda_{t}}-\lambda_{t}\right)\left\|\overrightarrow{g_{t}}\right\|^{2} \\
& =\delta_{t}+\left(2 \lambda_{t}-2 \frac{\delta_{t}}{\left\|\overrightarrow{g_{t}}\right\|^{2}}-\lambda_{t}\right)\left\|\overrightarrow{g_{t}}\right\|^{2} \\
& =-\delta_{t}+\lambda_{t}\left\|\overrightarrow{g_{t}}\right\|^{2}, \tag{3.27}
\end{align*}
$$

and

$$
\begin{align*}
\overrightarrow{s_{t}} & =\overrightarrow{s_{t}}+\left(\overrightarrow{\lambda_{t}}-\lambda_{t}\right) \overrightarrow{g_{t}}=\overrightarrow{s_{t}}+\left(2 \lambda_{t}-2 \frac{\delta_{t}}{\left\|\overrightarrow{g_{t}}\right\|^{2}}-\lambda_{t}\right) \overrightarrow{g_{t}} \\
& =\vec{s}_{t}+\left(\lambda_{t}-2 \frac{\delta_{t}}{\left\|\overrightarrow{g_{t}}\right\|^{2}}\right) \overrightarrow{g_{t}} . \tag{3.28}
\end{align*}
$$

Because $\lambda_{t}>0, \delta_{t} \leq 0$, it is ensured that $\overline{\delta_{t}}=-\delta_{t}+\lambda_{t}\left\|\overrightarrow{g_{t}}\right\|^{2}>0$
Because the parameter $\lambda_{t}$ alters the Hessian matrix in an artificial way, $E_{\vec{w}_{t}, \lambda_{t}}$ may not be a very good approximation of $E$ in some points even if the altered Hessian matrix is positive definite [75]. A solution is to measure the quality of the quadratic approximation $E_{\vec{w}_{t}, \lambda_{t}}$ and dynamically change $\lambda_{t}$ in the following way:

If $E_{\vec{w}_{t}, \lambda_{t}}\left(\alpha_{t} \vec{g}_{t}\right)$ is close to $E\left(\vec{w}_{t}+\alpha_{t} \vec{g}_{t}\right), \lambda_{t}$ should be reduced. If the quadratic approximation is poor, $\lambda_{t}$ should be increased. This can be achieved by the comparison parameter $\Delta_{t}$, that measures the quality of the quadratic approximation:

$$
\begin{align*}
\Delta_{t} & \approx \frac{E\left(\vec{w}_{t}\right)-E\left(\vec{w}_{t}+\alpha_{t} \vec{t}_{t}\right)}{E\left(\vec{w}_{t}\right)-E_{\vec{w}_{t}, \lambda_{t}}\left(\alpha_{t} \vec{g}_{t}\right)}=\frac{E\left(\vec{w}_{t}\right)-E\left(\vec{w}_{t}+\alpha_{t} \overrightarrow{g_{t}}\right)}{-E^{\prime}\left(\vec{w}_{t}\right)^{T} \alpha_{t} \vec{g}_{t}-\frac{1}{2} \alpha_{t} \vec{g}_{t}^{T}\left(E^{\prime \prime}\left(\vec{w}_{t}\right)+\lambda_{t} I\right) \alpha_{t} \vec{g}_{t}} \\
& =\frac{E\left(\vec{w}_{t}\right)-E\left(\vec{w}_{t}+\alpha_{t} \overrightarrow{g_{t}}\right)}{\alpha_{t} \mu_{t}-\frac{1}{2} \alpha_{t}^{2} \delta_{t}}=\frac{2 \delta_{t}\left[E\left(\vec{w}_{t}\right)-E\left(\vec{w}_{t}+\alpha_{t} \overrightarrow{g_{t}}\right)\right]}{\mu_{t}^{2}} . \tag{3.29}
\end{align*}
$$

The parameter $\lambda_{t}$ is altered in each step $t$ of the SCG-algorithm using the following rules:

- If $\Delta_{t} \geq 0.75$, then $\lambda_{t+1}=\frac{1}{4} \lambda_{t}$.
- If $\Delta_{t}<0.25$, then $\lambda_{t+1}=\lambda_{t}+\frac{\delta_{t}\left(1-\Delta_{t}\right)}{\| \|_{\vec{g}} \|^{2}}$.

Algorithm 3.2 describes in detail the respective steps of the SCG-algorithm.
The SCG-algorithm belongs to the most efficient methods for BP-network training. The calculation complexity of the SCG-algorithm is $O\left(W^{2}\right)$ per iteration and just $\mathrm{O}(\mathrm{W})$ memory usage [75]. For many tasks, the convergence is a degree faster then for the BP-algorithm, while the approximation and generalization abilities of the trained networks are comparable [42], [95]. It is not clear, which variant of the CG-algorithms is the best in practice, because different variants outperform the others for different tasks [42]. On the contrary to the classical CGalgorithms, the SCG-algorithm computes the step size in a more sophisticated way. Moreover, it minimizes the number of tunable parameters. For this reason, we preferred to use this method in our framework.

```
Algorithm 3.2 Scaled conjugate gradients algorithm (SCG):
```

0. Input:

BP-network $M=(N, C, I, O, w, t)$ with the weight vector $\vec{w}$ of the size $W$.
Training set $T=\left\{\left(\vec{x}_{p}, \vec{d}_{p}\right) \mid \quad \vec{x}_{p} \in \Re^{n}, \quad \vec{d}_{p} \in \Re^{m}, \quad p \in\{1, \ldots, P\}\right\}$,

1. Initialization:

Set the discrete time variable $t=1$ and set success $=$ true .
Initialize the weight vector $\vec{w}_{1}$ with small random values.
Set scalars such that $0<\sigma \leq 10^{-4}, 0<\lambda_{1} \leq 10^{-8}$ and $\bar{\lambda}_{1}=0$.
Calculate the steepest descent direction $\vec{r}_{1}=-E^{\prime}\left(\vec{w}_{1}\right)$.
Set the search direction $\vec{g}_{1}=\vec{r}_{1}$.
2. If success $=$ true, then calculate the second-order information:

$$
\sigma_{t}=\frac{\sigma}{\left\|\overrightarrow{g_{t}}\right\|} \quad ; \quad \vec{s}_{t}=\frac{E^{\prime}\left(\vec{w}_{t}+\sigma_{t} \vec{g} t_{t}\right)-E^{\prime}\left(\vec{w}_{t}\right)}{\sigma_{t}} \quad ; \quad \delta_{t}=\vec{g}_{t}^{T} \vec{s}_{t} .
$$

3. Scale $\vec{s}_{t}, \delta_{t}$ :

$$
\vec{s}_{t}=\vec{s}_{t}+\left(\lambda_{t}-\overline{\lambda_{t}}\right) \vec{g}_{t} \quad ; \quad \delta_{t}=\delta_{t}+\left(\lambda_{t}-\overline{\lambda_{t}}\right)\left\|\vec{g}_{t}\right\|^{2}
$$

4. If $\delta_{t} \leq 0$, then make the Hessian matrix positive definite by setting:

$$
\begin{aligned}
& \vec{s}_{t}=\vec{s}_{t}+\left(\lambda_{t}-2 \frac{\delta_{t}}{\left\|\vec{g}_{t}\right\|^{2}}\right) \vec{g}_{t} \quad ; \quad \bar{\lambda}_{t}=2\left(\lambda_{t}-\frac{\delta_{t}}{\left\|\vec{g}_{t}\right\|^{2}}\right) \quad ; \\
& \delta_{t}=-\delta_{t}+\lambda_{t}\left\|\vec{g}_{t}\right\|^{2} ; \quad \lambda_{t}=\overline{\lambda_{t}} .
\end{aligned}
$$

5. Calculate step size $\alpha_{t}: \quad \mu_{t}=\vec{g}_{t}^{T} \vec{r}_{t} ; \quad \alpha_{t}=\frac{\mu_{t}}{\delta_{t}}$.
6. Calculate the comparison parameter $\Delta_{t}$ :

$$
\Delta_{t}=\frac{2 \delta_{t}\left[E\left(\vec{w}_{t}\right)-E\left(\vec{w}_{t}+\alpha_{t} \vec{g}_{t}\right)\right]}{\mu_{t}^{2}} .
$$

7. If $\Delta_{t} \geq 0$, then a successful reduction in the value of the error function $E$ can be made:

$$
\begin{aligned}
& \vec{w}_{t+1}=\vec{w}_{t}+\alpha_{t} \vec{g}_{t} ; \quad \vec{r}_{t+1}=-E^{\prime}\left(\vec{w}_{t+1}\right) ; \\
& \bar{\lambda}_{t}=0 ; \text { success }=\text { true } .
\end{aligned}
$$

7.a If $t \bmod W=0$, then restart the algorithm by setting: $\vec{g}_{t+1}=\vec{r}_{t+1}$, else create a new conjugate direction:

$$
\beta_{t+1}=\frac{\vec{r}_{t+1}^{T}\left(\vec{r}_{t+1}-\vec{r}_{t}\right)}{\left\|\vec{r}_{t}\right\|^{2}} \quad \text { and } \quad \vec{g}_{t+1}=\vec{r}_{t+1}+\beta_{t+1} \vec{g}_{t}
$$

7.b If $\Delta_{t}>0.75$ then reduce the scale parameter: $\lambda_{t}=\frac{1}{4} \lambda_{t}$, else reduction in error is not possible:

$$
\bar{\lambda}_{t}=\lambda_{t} \quad ; \quad \text { success }=\text { false } .
$$

8. If $\Delta_{t}<0.25$ then increase the scale parameter: $\lambda_{t}=\lambda_{t}+\frac{\delta_{t}\left(1-\Delta_{t}\right)}{\left\|\vec{g}_{t}\right\|^{2}}$
9. If the stop condition is not satisfied ( e.g., the steepest descent direction $\vec{r}_{t} \neq 0$ ), set $t=t+1$ and go to step 2 ),
else terminate and return the weight vector $\vec{w}_{t}$ as the desired minimum for the error function $E$.

### 3.2 Feature selection techniques

When using the BP-networks and other computational models (e.g., decision trees) to solve real-world problems, the proper preparation of the training data is essential. That involves particularly the process of feature subset selection (FSS) that focuses on the serious problem of excessive task dimensionality [114]. The input to the FSS process is a set on input features that includes relevant features important for the training but also redundant and irrelevant features that will make the training more difficult or even impossible. The aim of the FSS techniques is to identify a subset of significant input features and discard the remaining ones.

There are several reasons, why to do feature selection 41]:

1. General data reduction decreases storage requirements and it may make the training process faster.
2. When reducing the feature set, we save resources in the next round of data collection and preprocessing.
3. A smaller set of informative and relevant features may improve the model performance and increase its predictive accuracy. It is useful especially if there is only a limited number of training patterns available.
4. Feature selection may supply to better data understanding and improve the comprehensibility of the model.

In practice, superfluous inputs may also lead to worse generalization. Intuitively, the intrinsic generalization of an input pattern $\vec{x}_{p}$ includes all the input patterns $\vec{x}_{q}, q \neq p$ that cannot be distinguished from $\vec{x}_{p}$ under the (low-dimensional) internal representation $r$ : $r\left(\vec{x}_{p}\right)=r\left(\vec{x}_{q}\right)$. Quite naturally, one would like to group all the patterns from each class into a small number of equivalence classes, with each class having its cardinality as large as possible. A lower number of equivalence classes implies reduced dimensionality of trained networks resulting into a lower VC-dimension and improved generalization [114]. This general idea has inspired several cluster-based feature selection techniques and methods based on the sensitivity analysis.

Some of the techniques for feature extraction like PCA [53] try to identify mutual correlations among the input features. Most of such techniques (e.g., PCA) can detect just linear dependencies among the data. However, some sophisticated methods can also detect non-linear relations among the data, e.g., the sensitivitybased methods [29, 34].

Generally, feature selection methods can be classified into three categories: filter, wrapper and embedded methods [17]. Filter methods are independent of the selected computational model and training algorithm, which may be very complex and sophisticated. Instead, they focus on efficiency and they are based on a simple, often heuristic principle. Wrapper models use a predictor as a black box to score the feature subsets. The embedded methods are usually specific to the chosen computational model, while the feature selection process is a part of the model training. Typically, wrapper and embedded methods have a better performance than filter methods but require heavier computation costs. In the following paragraphs, we will describe some of the methods for feature selection in more detail.

### 3.2.1 Feature ranking methods

A high percentage of the filter methods are based on feature ranking. They use a relevance measure that computes a complete order of features, while each input feature is processed separately. Let $R_{i}$ denote the relevance of the input feature $i, i=1, \ldots, n$, where $n$ is the total number of input features. Then the FSS process consists of the following steps:

1. Compute the relevance coefficients $R_{i}$ for each input feature $i=1, \ldots, n$.
2. Rank the input features according to their relevance.
3. Select $n^{\prime}$ features with the highest values of relevance.

## Correlation coefficients and information theoretic relevance measures

To detect relevant input features, we can choose among various simple or sophisticated relevance measures [40, 41]. A simple approach to feature relevance measurement represent the correlation coefficients. They assess the degree of linear dependence of individual input feature with the outputs. A widely used correlation coefficient is the Pearson's coefficient, that is restricted to tasks with just one numerical output. For the wanted model function $\varphi: \Re^{n} \rightarrow \Re$ and the training set $T=\left\{\left[\vec{x}_{p}, y_{p}\right] \mid \quad \vec{x}_{p} \in \Re^{n}, \quad y_{p} \in \Re, \quad p \in\{1, \ldots, P\}\right\}$, the Pearson's coefficient is defined as

$$
\begin{equation*}
R_{i}=\frac{\operatorname{cov}\left(X_{i}, Y\right)}{\sqrt{\operatorname{var}\left(X_{i}\right) \operatorname{var}(Y)}}, \tag{3.30}
\end{equation*}
$$

with the estimate:

$$
\begin{equation*}
R_{i}=\frac{\sum_{p=1}^{P}\left(x_{p i}-\bar{x}_{i}\right)\left(y_{p}-\bar{y}\right)}{\sqrt{\sum_{p=1}^{P}\left(x_{p i}-\bar{x}_{i}\right)^{2} \sum_{p=1}^{P}\left(y_{p}-\bar{y}\right)^{2}}}, \tag{3.31}
\end{equation*}
$$

where $\bar{y}=\operatorname{mean}_{\{q \in\{1, \ldots, P\}\}} y_{q}$ and $\bar{x}_{i}=\operatorname{mean}_{\{q \in\{1, \ldots, P\}\}} x_{q i}, X_{i}$ is the i-th input variable and $Y$ is the output variable. Further correlation coefficients are based on the classical test statistics (e.g.,T-test, F-test, $\chi^{2}$-test). Disadvantage of the correlation criteria such as Pearson's coefficient is that they can only detect linear dependencies between input features and the output.

Several filters are based on Information theory [40]. Many of such filters rely on empirical estimates of the mutual information between each input feature and the output:

$$
\begin{equation*}
R_{i}=M I\left(Y, X_{i}\right)=\int_{x_{i}} \int_{y} p\left(x_{i}, y\right) \log _{2} \frac{p\left(x_{i}, y\right)}{p\left(x_{i}\right) p(y)} d x_{i} d y=H(Y)-H\left(Y \mid X_{i}\right) \tag{3.32}
\end{equation*}
$$

where $p\left(x_{i}\right)$ and $p(y)$ are the probability densities of $x_{i}$ and $y, p\left(x_{i}, y\right)$ is the joint density. $H(Y)=-\int_{y} p(y) \log _{2} p(y) d y$ is the entropy of $Y, H\left(Y \mid X_{i}\right)=$ $\int_{x_{i}} p\left(x_{i}\right)\left(-\int_{y} p\left(y \mid x_{i}\right) \log _{2} p\left(y \mid x_{i}\right)\right) d x_{i}$ is the conditional entropy of $Y$ given $X_{i}$. The difficulty of the information theoretic criteria is that the densities $p\left(x_{i}\right), p(y)$ and $p\left(x_{i}, y\right)$ are all unknown and are hard to estimate from data, especially for the continuous data and when the number of training patterns is small.

An advantage of the simple feature ranking methods sketched above is that they are very efficient. Therefore, they can be used as preprocessing for more
sophisticated methods to spare computational costs, especially for tasks with very large numbers of features.

On the other side, most of these methods require probabilities that are not easy to estimate for continuous features, especially when the number of training patterns is small. Some of the methods are even restricted to a particular type of the data (e.g., discrete, with just one output).

A further disadvantage is, that most of the methods identify just linear dependencies between the input features and the outputs. They are also not able to identify redundant and mutually correlated input features [40]. The methods assume that the input features are mutually independent and they rank variables just based on their individual predictive qualities. However, input features that are useless by themselves can be useful together with others.

## Feature construction methods

A special class of filter methods is based on the construction of higher order features from the original ones. The higher order features are then ordered based on the variance they explain and only the best features are selected. The classical representative of this approach is the Principal component analysis (PCA) [53]. This method generates linear combinations of features. The new feature vectors are orthogonal in the original space. PCA has been used successfully in many tasks to reduce the dimensionality of the data [53]. Yet in principle, PCA can detect just linear dependencies among the data.

## Cluster-based relevance measures

Many of the relevance measures are restricted to classification tasks and are based on clustering [18, [24, 68]. Clustered data provide namely automatically an intrinsic equivalence class structure expected to yield improved generalization [114]. The aim of a classification task is to divide the training patterns into several classes. In such a case, the training set has the form

$$
\begin{equation*}
T=\left\{\left[\vec{x}_{p}, d_{p}\right] \mid \quad \vec{x}_{p} \in \Re^{n}, \quad d_{p} \in\{1, \ldots, c l\}, \quad p \in\{1, \ldots, P\}\right\} \tag{3.33}
\end{equation*}
$$

where $c l$ is the number of classes.
The training set $T$ can be divided by a chosen clustering method (e.g., cmeans [70]) into $k$ clusters $C_{1}, \ldots, C_{k}$ for a chosen $k>0$. Let $\vec{c}_{1}, \ldots, \vec{c}_{k}$ be the centroids of the clusters $C_{1}, \ldots, C_{k}$. Let $O_{l} \in\{1, \ldots, c l\}$ be the majority class for the input patterns in cluster $C_{l}$ and vector $\vec{A}_{l} \in[0,1]^{c l}, A_{l j}=1 \Longleftrightarrow O_{l}=j$. For each training input pattern $\vec{x}_{p}, p \in\{1, \ldots, P\}$ belonging to the cluster $C_{l_{p}}$, let $\vec{a}_{p}=\vec{A}_{l_{p}}$. Then $\hat{T}=\left\{\left(\vec{x}_{1}, \vec{a}_{1}\right), \ldots,\left(\vec{x}_{P}, \vec{a}_{P}\right)\right\}$ is the new training set.

Several relevance measures may be used to select the subset $S_{F} \subset\{1, \ldots, n\}$ of relevant input features. At first, the relevance $R_{l i}$ of the feature $i$ for the cluster $C_{l}$ is computed for each input feature and each cluster:

$$
\begin{equation*}
R_{l i}=\operatorname{mean}_{\left\{p, \bar{x}_{p} \in C_{l}\right\}} r_{p i}, \tag{3.34}
\end{equation*}
$$

where $r_{p i}$ denotes for an input pattern $\vec{x}_{p}$ and feature $i$ one of the relevance measures listed below. Then, $S_{F}$ is selected in the following way: For each cluster $C_{l}$, order the features according to $R_{l i}$ in the descending order and select
the first $k_{l}$ features before a great fall in $R_{l i}$. If there occur more possible splits, that one yielding less features is chosen. The resulting feature set is the union of the feature sets for the particular clusters.

Distance-relevance [83] (dist) For the input pattern $\vec{x}_{p}$ belonging to the cluster $C_{k_{p}}$ with the centroid $\vec{c}_{k_{p}}$ and the input feature $i$ :

$$
\begin{equation*}
r_{p i}=-\frac{\left|x_{p i}-c_{k_{p} i}\right|}{\sum_{l \neq k_{p}}\left|x_{p i}-c_{l i}\right|} \tag{3.35}
\end{equation*}
$$

Minimum-relevance [83] (min) For the input pattern $\vec{x}_{p}$ belonging to the cluster $C_{k_{p}}$ with the centroid $\vec{c}_{k_{p}}$ and the input feature $i$ :

$$
\begin{equation*}
r_{p i}=-\min \left(1, \frac{\left|x_{p i}-c_{k_{p} i}\right|}{\min _{l \neq k_{p}}\left|x_{p i}-c_{l i}\right|}\right) \tag{3.36}
\end{equation*}
$$

for $\min _{l \neq k_{p}}\left|x_{p i}-c_{l i}\right| \neq 0$. Otherwise, $r_{p i}=-1$.

Maximum-relevance [83] (max) For the input pattern $\vec{x}_{p}$ belonging to the cluster $C_{k_{p}}$ with the centroid $\vec{c}_{k_{p}}$ and the input feature $i$ :

$$
\begin{equation*}
r_{p i}=-\min \left(1, \frac{\max _{l \neq k_{p}}\left(x_{p i}-c_{l i}\right)^{-2}}{\left(x_{p i}-c_{k_{p} i}\right)^{-2}}\right) \tag{3.37}
\end{equation*}
$$

for $\max _{l \neq k_{p}}\left(x_{p i}-c_{l i}\right)^{-2} \neq \infty$. Otherwise, $r_{p i}=-1$.

Entropy-relevance [55] (entro) The relevance measure $R_{i}$ does not depend on clustering. For input patterns $\vec{x}_{p}, \vec{x}_{q}$, let

$$
\begin{gather*}
D_{p q}\left(S_{F}\right)=\sqrt{\sum_{i \in S_{F}}\left(\frac{x_{p i}-x_{q i}}{\max _{r} x_{r i}-\min _{r} x_{r i}}\right)^{2}}  \tag{3.38}\\
\hat{D}_{p q}\left(S_{F}\right)=2^{\frac{D_{p q}\left(S_{F}\right)}{\operatorname{mean} p, q D_{p q}\left(S_{F}\right)}}  \tag{3.39}\\
\hat{R}(F)=-\sum_{p=1}^{n-1} \sum_{q=p+1}^{n}\left[\hat{D}_{p q}\left(S_{F}\right) \log \hat{D}_{p q}\left(S_{F}\right)+\right.  \tag{3.40}\\
\left.+\left(1-\hat{D}_{p q}\left(S_{F}\right)\right) \log \left(1-\hat{D}_{p q}\left(S_{F}\right)\right)\right] \tag{3.41}
\end{gather*}
$$

for the set of features $S_{F} \subset\{1, \ldots, n\}$. For the feature $i$, the relevance measure is:

$$
\begin{equation*}
R_{i}=\hat{R}(\{1, \ldots, n\})-\hat{R}(\{1, \ldots, n\} \backslash i) \tag{3.42}
\end{equation*}
$$

## Example

We will illustrate the cluster-based approach to feature selection on the Iris data set [8] (Figure 3.2). The data set contains 150 training patterns, 4 input features and 1 output feature. The output feature indicates one of three classes ('Iris Setosa', 'Iris Versicolor', and 'Iris Virginica'), where each class refers to a type of iris plant. The four input features are denoted as 'Sepal length in cm' (SL), 'Sepal width in cm ' (SW), 'Petal length in cm' (PL), and 'Petal width in cm ' (PW).


Figure 3.2: Graph of the Iris data set. The training patterns are denoted by signs that indicate one of the three classes 'Iris Setosa','Iris Versicolor', and 'Iris Virginica'.
To make the graphs comprehensible, each graph shows just three of the four input features (via axes) - 'Sepal Length', 'Sepal Width' and 'Petal Length' (on the left) and 'Sepal Length', 'Petal Length', and 'Petal Width' (on the right).


Figure 3.3: Clustering of the Iris data set into three clusters using the c-means algorithm. Centroids of the clusters are denoted by small black circles.
To make the graphs comprehensible, each graph shows just three of the four input features (via axes) - 'Sepal Length', 'Sepal Width' and 'Petal Length' (on the left) and 'Sepal Length', 'Petal Length', and 'Petal Width' (on the right).

Figure 3.3 shows a clustering of the Iris data into three clusters using the cmeans algorithm. Based on the data and its clustering, the above-listed relevance measures can be computed in order to evaluate the relevance $R_{l i}$ of the particular input features $i \in\{S L, S W, P L, P W\}$ for each cluster $l \in\{1,2,3\}$. Bars in Figure 3.4 illustrate, how the relevances $R_{l i}$ look like for the distance-relevance and minimum-relevance measures.


Figure 3.4: Relevance of the input features ('Sepal Length', 'Sepal Width', 'Petal Length', and 'Petal Width') for each cluster $l \in\{1,2,3\}$. The relevance is computed using the distance-relevance measure (on the left) and the minimumrelevance measure (on the right). The most relevant input features are denoted by black arrows.

After computing the relevance $R_{l i}$, the most relevant features can be selected using the following heuristic: For each cluster $l$, order the input features according to $R_{l i}$ in the descending order and select the first $k_{l}$ mostly-relevant features before a great fall in $R_{l i}$. The resulting feature set is the union of the feature sets for the particular clusters.

Table 3.1 shows features selected using the the distance-relevance ( dist), min-imum-relevance ( $\min$ ), maximum-relevance ( $\max$ ), entropy-relevance ( entro), Pearson's correlation coefficient ( pearson, see Subsection 3.2.1 on page 46) and sensitivity-relevance ( sens, see Subsection 3.2 .3 on page 52 ) measures.

Table 3.1: Features denoted as relevant for the respective clusters and for the entire data using the chosen feature selection techniques.

| cluster | dist | min | max | entro | pearson | sens |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | SW | SW | SW | SW, SL | PL, PW | PL, PW |
| 2 | SW | all | all | SW, PL, PW | PL, PW | PL, PW |
| 3 | PL, PW | PL, PW | PL, PW | PL | - | PL, PW |
| all | SW, PL, PW | all | all | all | SL, PL, PW | PL, PW |

An interesting observation is, that for clusters 1 and 3, all of the cluster-based methods denoted almost the same features as the most relevant (i.e., SW for cluster 1 and PL, PW for cluster 3). However, the particular methods have various outcomes for cluster 2. In sum, for a majority of the cluster-based methods, each of the four input features was denoted as relevant for at least one of the three
clusters. Therefore, such methods (i.e., min, max and entro) selected all the input features.

Another interesting observation is, that the sens method (that is independent on the chosen clustering) selected the features PL, PW as the most relevant for all the clusters and also for the entire data and the respective classes ('Iris Setosa', 'Iris Versicolor', and 'Iris Virginica').

### 3.2.2 Wrapper methods

Contrary to the feature ranking methods, the wrapper methods don't measure the relevance of each input feature separately, but they assess the relative usefulness of the particular subsets of input features.

The FSS process consists in searching for an optimal subset of input features in the space of all possible feature subsets. The quality of the subsets $S_{F} \subset\{1, \ldots, n\}$ is evaluated based on the performance of the chosen computational model on $S_{F}$. In practice, important questions are:

1. Which computational model to use?
2. How to score the feature subsets based on the performance of the chosen computational model?
3. How to search the space of all possible feature subsets?

Computational models widely used in this respect include decision trees, naive Bayes, support vector machines and BP-networks, where especially BP-networks are able to identify also non-linear dependencies in the data. Performance assessments are usually done using a validation set.

An exhaustive search of the space of all possible feature subsets becomes for higher numbers of input features computationally intractable. Therefore, the wrapper methods usually use heuristic search strategies, e.g., branch-and-bound, simulated annealing, genetic algorithms, or greedy search [58]. Computationally advantageous are especially the greedy search strategies, namely forward selection and backward elimination. In forward selection, we start with a single input feature and progressively incorporate other features into larger and larger subset. In backward elimination we start with the set of all input features and progressively eliminate the least promising ones.

When compared to filter methods, wrappers are still a relatively simple, however universal approach to FSS. They are in principle applicable to any type of data. A disadvantage of wrapper methods are high computational costs, because the chosen computational model has to be trained from scratch and evaluated several times for various feature subsets. To decrease the computational complexity, there is a need to reduce the number of examined feature subsets as much as possible. However, if we choose a too rough search strategy, the method will tend to overtrain [98].

A further disadvantage of the embedded methods is, that they may yield very different feature subsets if the training data changes a little (e.g., if it is corrupted by noise), or for various initial settings of the chosen computational model [41]. A possible solution of this problem is the use of ensemble models [112]. Ensemble models combine outputs from multiple computational models to get a more precise and stable prediction. However, the price for the robustness are greater computational costs.

### 3.2.3 Embedded models

Ideally, the system should learn to ignore redundant and irrelevant inputs by itself. Embedded methods thus incorporate feature selection as a part of the training process. They may be faster than the wrapper methods, because the chosen computational model is trained only once. However the training process may be more complex and computationally expensive than without the embedded feature extraction.

## BP-networks and feature selection

For BP-networks, the issue of feature selection can be looked at as the part of structure optimization (see Section 3.3). Especially the pruning techniques try to identify and eliminate irrelevant parts from the BP-network - edges, hidden neurons and also input neurons, that correspond to the input features.

Most of the methods for pruning of the input neurons are based on the main principles of sensitivity analysis (see Section 3.3 .3 for details). A representative of this approach is the method of Fidalgo [34] that is capable of detecting also nonlinear dependencies among the data. The sensitivity coefficients $S_{i j}$ are computed as the mean absolute value of the derivatives of the $j$-th output with respect to the $i$-th input over all of the $P$ input patterns:

$$
\begin{equation*}
S_{i j}=\frac{1}{P} \sum_{p=1}^{P}\left|\frac{\partial y_{p j}}{\partial x_{p i}}\right| \tag{3.43}
\end{equation*}
$$

and express how and how much the solution to a given problem depends on the data. Input neurons with low sensitivity coefficients are considered to be less important and can be pruned from the network.

To measure also the curvature, both the first- and second-order partial derivatives of the output variables with respect to the input variables can be used [122].

Sensitivity relevance (sens) The sensitivity coefficients can be used also as a relevance measure for a feature ranking method. A neural network is then trained on the training set $T$ using the selected training algorithm, e.g., the SCGIR algorithm (Algorithm 4.1). For the $j$-th BP-network output and input feature $i$, let $S_{i j}$ be the sensitivity of the output j on the input i . Then

$$
\begin{equation*}
R_{i}=\underset{j}{\operatorname{mean}} S_{i j} \tag{3.44}
\end{equation*}
$$

A problem of this method is that the sensitivity coefficients are specific to a concrete BP-network. Two well-trained BP-networks can produce very different sensitivities. If we want to use the sensitivity coefficients as a universal feature ranking measure, we have to average the results over a higher number of trained BP-networks or to use an ensemble model [41].

Contrary to filters and wrappers, embedded methods are not a universal tool. However, they can benefit from the skills of the chosen computational model, while reducing the computational costs of the wrapper methods. Namely the
methods based on the BP-networks are able to capture also non-linear relationships among input features and the outputs. Both embedded and wrapper methods tend to have higher capacity than filter methods and are therefore more likely to overtrain [41. Thus the filter methods may perform better for very small training sets. Embedded and wrapper methods will eventually outperform filter methods as the number of training patterns increases.

### 3.3 Methods for structure optimization

As already discussed, the topology of a BP-network is a very important optional parameter, that significantly affects both the performance and generalization abilities of the model. Topology of the network should correspond to the complexity of the analyzed data. If the BP-network is too small, it is not able to learn the task properly. On the contrary, if it is too large, it has a tendency to overtrain - it memorizes the training patterns but is not able to recognize patterns outside of the training set. Therefore, when training a larger network, we also need more training patterns to avoid overtraining.

There are several reasons for searching optimal (i.e., minimal) structure of BPnetworks. The main goal is to improve and speed up prediction and to achieve better generalization. We appreciate the effectiveness of computation especially when working with large data sets. Other objectives are to decrease sensitivity to noisy data and to detect and manage the overtraining problem. Smaller networks also need less training patterns.

Nevertheless, searching for an optimal topology has more objectives than just an improved generalization and computational efficiency. It can also help create a clear and transparent structure of the network. This simplifies the following knowledge extraction. Moreover, some of the techniques for structure optimization are able to identify significant input parameters and relevant hidden neurons or weights. When we knew, how the inputs impact the outputs and which inputs are more significant than others, we could understand better the internal structure of a BP-network and we could also easier explain the underlying process. Extracting knowledge from a smaller network with a clear and simple structure is also much easier.

There are many different approaches to structure optimization, which can be divided into categories based on their principles and goals:

- Brute-force.
- Pruning algorithms.
- Network construction techniques.
- Probability optimization techniques.
- Regularization techniques.

Some of the methods just incrementally increase the number of neurons (e.g., network construction techniques), other techniques only decrease the network size (e.g., pruning algorithms), some adaptive methods enable both types of modifications (e.g., probability optimization techniques). In the following paragraphs, we will describe each approach in more detail.

### 3.3.1 Brute-force methods

Brute-force is the most common approach, how to find the optimal network size [94. It is based on successive training of smaller networks, until the smallest topology is found, which still fits the data. This process is very time-consuming - many networks have to be trained. We also have to consider the remaining
initial parameters, because the behavior of the trained network is very sensitive to them.

There are also other problems connected with training of networks with topology, which is for a given task nearly optimal [43]. For such a network, it is difficult to converge and to learn the correct function. The smaller the network is, the more often it gets stuck in a local minimum during training. The training process is also usually much slower for networks with minimal topology than for larger ones.

### 3.3.2 Pruning algorithms

The principle of the pruning algorithms [94] is to train a larger network than necessary and then remove redundant parts of the final network until a reasonable topology is achieved. The usual training and pruning process can be described

## Algorithm 3.3 General principle of pruning

1. Training: Train a BP-network with a reasonable fixed topology.
2. Performance evaluation: Compute the performance error on the validation data (the validation data should be disjoint from the training set).
3. Pruning: Repeat:
(a) Relevance evaluation: Compute the relevance of hidden neurons, input neurons or weights using the chosen heuristic.
(b) Removal of insignificant elements: Remove the least relevant element(s).
(c) Retraining: Retrain the BP-network.
(d) Performance evaluation: Compute the performance error on the validation data.

Until a stop criterion for pruning is satisfied (e.g., the actual error on the validation data is lower than a given threshold, or it stops decreasing from one iteration of pruning to another.
in few steps, as shown in Algorithm 3.3.
The respective pruning algorithms differ in the way, how they solve the following important tasks:

1. Which elements of the network to remove?
2. When to stop pruning?
3. How to evaluate the significance or relevance of single network elements (i.e., weights or neurons)?
4. How to successively detect and remove the unimportant elements based on the chosen relevance measure?

Most of the pruning techniques target the pruning of edges (weights) or hidden neurons. A more difficult task is to remove also the irrelevant input neurons. Pruning of network inputs corresponds to the identification of as input features,
which are not needed for training (see Section 3.2). By their elimination we can obtain a network, which will generalize better [126].

Most of the pruning techniques establish a set of heuristic rules, that controls the pruning process. The heuristics must be created carefully - they should not work with a high number of optional parameters, the number of pruned elements must be reasonable (not too large or too small), and the pruning process should not be very costly.

Particular pruning methods use different strategies for measuring relevance. One of the most common relevance measures for weights is called weight saliency [62, 77]. Saliency is the sensitivity of the error function to the removal or change of a single weight. Actually, the removal of a weight corresponds to setting the weight equal zero. The sensitivity of weight $w_{i}$ is formally defined as: $S\left(w_{i}\right)=$ $E\left(w_{i}=0\right)-E\left(w_{i}=w_{i}^{f}\right)$ where $w_{i}^{f}$ is the final value of weigh $w_{i}$ after training. Weight saliency is a very sophisticated and precise relevance measure, which is however highly inefficient [56, 77].

Several pruning methods approximate the weight saliency in order to improve computational efficiency (e.g., optimal brain damage (OBD) 62], optimal brain surgeon (OBS) [47] and others [77], [56]). In the case of OBD, the saliency is approximated by the second derivative of the error function with respect to the weight, where OBD assumes that the error function is quadratic and that the Hessian is diagonal. The OBS method is motivated by OBD, but differs in the way, in which the saliency is approximated. The OBS method iteratively computes the full Hessian, which leads to a more accurate approximation of the error function. The main weakness of the OBD and OBS techniques is their relatively low computational efficiency. Nevertheless, many modifications and approximations have been introduced - e.g., in [7], which try to deal with this problem.

The previous methods targeted pruning of weights. Hagiwara in [43] suggests three simple and effective strategies for detecting both redundant hidden neurons and weights (called Goodness factor, Consuming energy and Weights power). These measures are less sophisticated and precise than OBD or OBS, but require significantly less computational time.

The goodness factor is defined as:

$$
\begin{equation*}
G_{i}=\sum_{p} \sum_{j}\left(y_{p i} w_{i j}\right)^{2}, \tag{3.45}
\end{equation*}
$$

where $p$ is an index over all training patterns, $i$ is an index over all neurons in a fixed hidden layer, $y_{p i}$ is their output, $j$ is an index over all neurons in the next layer, and $w_{i j}$ is the weight from the i-th to the j -th neuron. The goodness factor favors neurons with high absolute values of weights and activities for most patterns.

The so-called consuming energy is defined as it follows:

$$
\begin{equation*}
E_{i}=\sum_{p} \sum_{j} y_{p i} w_{i j} y_{p j}, \tag{3.46}
\end{equation*}
$$

where $y_{p j}$ is the output of the j -th neuron in the next layer. Consuming energy favors neurons, which excite frequently and at the same time as neurons in the next layer.

The so-called weight power subsumes only the weights and is defined as it follows:

$$
\begin{equation*}
W_{i}=\sum_{j}\left(w_{i j}\right)^{2} . \tag{3.47}
\end{equation*}
$$

Hagiwara in [43] has shown on the mirror symmetry problem, that all the three strategies massively reduce the network size and lead to better generalization, while the simplest strategy, Weight power, reaches the best results. However, the methods based on weight magnitude often remove also important parts of the network [47].

### 3.3.3 Sensitivity analysis

Generally, sensitivity analysis is a study of how to quantify the response of a computational model to parameter perturbations [123]. For BP-networks, there are two main approaches to sensitivity analysis [28, 123]:

1. with respect to the error function,
2. with respect to the BP-network's outputs.

The first approach - the error function sensitivity analysis - assesses the sensitivity of the applied error function to changes (or removals) of single weights and other parameters. Representatives of this approach were some of the previously discussed pruning methods (Saliency, OBD, OBS). Except weight pruning, the error function sensitivity can also be used to develop sophisticated training algorithms with improved convergence and stability [12, [57. Other application is the study of the robustness and stability of the BP-networks - study of the conditions, under which the outputs of the BP-network change [4, 88].

The second approach - the output sensitivity analysis - evaluates the impact of small perturbations of the BP-network inputs and other parameters on its outputs. It has a wide range of applications [28, 123]: e.g., to study the generalization abilities of BP-networks [22], to measure the non-linearity of the training data [60], to detect and visualize decision boundaries [31], for selective learning [30, 51], to assess the significance of the input features [29], and for pruning of irrelevant input features and hidden neurons [28, 29, 34, 126].

The approaches to output sensitivity analysis differ in the way, how they compute the sensitivity coefficients. Tchaban et al. [108] suggested a simple, yet less precise sensitivity measure called weight product. For a neuron $i$ and a neuron $j$ from the immediately following layer that are connected by the weight $w_{i j}$, and for a training pattern $p$, the weight product $S_{i j}^{p}$ is defined by:

$$
\begin{equation*}
S_{i j}^{p}=\frac{x_{p i} w_{i j}}{y_{p j}} \tag{3.48}
\end{equation*}
$$

where $x_{p i}$ denotes the $i$-th input element of the neuron $j$ and $y_{p j}$ corresponds to its output value. Empirical studies [36, 115] have, however, shown that the approach of Tchaban et al. [108] is ineffective when examining the influence of the inputs on outputs.

A different definition of sensitivity in BP-networks has been suggested by Zurada et al. 126 and Fidalgo [34. The sensitivity coefficients $S_{i j}$ are computed
as the mean absolute value of the derivatives of the $j$-th output with respect to the $i$-th input over all of the $P$ input patterns:

$$
\begin{equation*}
S_{i j}=\frac{1}{P} \sum_{p=1}^{P}\left|S_{i j}^{p}\right|=\frac{1}{P} \sum_{p=1}^{P}\left|\frac{\partial y_{p j}}{\partial x_{p i}}\right| . \tag{3.49}
\end{equation*}
$$

This principle can be generalized to measure the sensitivity $S_{i j}^{p}$ of the activity of a neuron $j$ (in the output or in a hidden layer) to the activity of a neuron $i$ (in one of the preceding layers).

Anyway, the coefficients $S_{i j}^{p}$ can simply be computed recursively from the input layer to the output layer (or analogically in the opposite direction):

$$
\begin{equation*}
S_{i j}^{p}=\frac{\partial y_{p j}}{\partial y_{p i}}=f^{\prime}\left(\xi_{p j}\right) w_{i j} \tag{3.50}
\end{equation*}
$$

for the sensitivity of the activity of a single neuron $j$ to the activity of a neuron $i$ in the preceding layer and

$$
\begin{equation*}
S_{i j}^{p}=\frac{\partial y_{p j}}{\partial y_{p i}}=\sum_{k} S_{k j}^{p} S_{i k}^{p}=\sum_{k} f^{\prime}\left(\xi_{p j}\right) w_{k j} S_{i k}^{p} \tag{3.51}
\end{equation*}
$$

for the sensitivity of the activity of the neuron $j \in L_{l_{j}}$ to the activity of the neuron $i \in L_{l_{i}}, l_{j}>l_{i}+1$. $k$ indexes the neurons in the hidden layer preceding $j$.

Such sensitivity measure $S_{i j}^{p}$ can be used to evaluate the significance of input features, hidden neurons or input patterns with respect to the model outputs. However, we must take into consideration, that the sensitivity coefficients are computed separately for each training pattern. The significance of the input features for the outputs can be very different for various training patterns. An input feature (or a hidden neuron) can be assigned as superfluous only if the corresponding sensitivity coefficients are low for all the training patterns. Naturally, the sensitivity coefficients are specific to a concrete BP-network. Two well-trained BP-networks can produce very different sensitivities.

Several variants of sensitivity analysis use the computed sensitivity coefficients for pruning. In this respect, the key questions refer to the detection of redundant neurons and to the stop criteria for pruning. A. P. Engelbrecht, I. Cloete, J. M. Zurada and others [27, 29, 34, 126] use heuristics, which remove inputs and hidden neurons with the smallest sensitivity, Engelbrecht [28] suggests to remove neurons with minimum variance of sensitivity. Yeh and Cheng [122] use both the first- and second-order partial derivatives of the output variables with respect to the input variables.

Pruning based on the sensitivity coefficients may improve the generalization ability of the trained BP-networks [34]. Unfortunately, the sensitivity criteria alone are not capable of detecting all redundant neurons, because they assume that inputs and activities of hidden neurons are mutually independent and numerical. J. J. Montaño and A. Palmer [76] presents an extension called Numeric sensitivity analysis, which handles also quantitative or discrete input parameters.

The sensitivity coefficients can also be used for knowledge extraction from the BP-network model - we can, e.g., divide the training patterns into equivalence classes or clusters characterized by similar sensitivities [122].

## Sensitivity analysis used for training

The concept of network sensitivities can be used also for learning. The SensitivityBased Linear Learning Method (SBLLM) [19] proposed for BP-networks with one hidden layer, calculates the weights by solving a system of linear equations. Assuming that the applied non-linear transfer functions are invertible, the method minimizes for each training pattern the difference between the actual and desired neuron potentials. For both the hidden and output neurons, the desired potential value can be determined as the value of the inverse transfer function of their desired activities.

During training, the error $Q$ of the network is evaluated as the sum of the error $Q^{H I D}$ (determined as the difference between the desired and actual potential values over all hidden neurons) and $Q^{O U T}$ (determined as the difference between the desired and actual potential values over all output neurons):

$$
\begin{gather*}
Q=Q^{H I D}+Q^{O U T},  \tag{3.52}\\
Q^{H I D}=\sum_{p} \sum_{h}\left(\sum_{i} w_{i h} x_{p i}-f_{h}^{-1}\left(y_{p h}\right)\right)^{2},  \tag{3.53}\\
Q^{\text {OUT }}=\sum_{p} \sum_{j}\left(\sum_{h} w_{h j} y_{p h}-f_{j}^{-1}\left(y_{p j}\right)\right)^{2}, \tag{3.54}
\end{gather*}
$$

where $p$ indexes the training patterns, $i$ is the index of all the input neurons, $h$ indexes all the hidden neurons and $j$ indexes all the output neurons, $f_{h}$ is the transfer function corresponding to neuron $h$.

This leads to a system of linear equations to be solved for both considered layers. Afterwards, the sensitivity terms for the sensitivity of the error $Q^{H I D}$ of the hidden neuron potentials to actual activities of the hidden neurons $\frac{\partial Q^{H I D}}{\partial y_{p h}}$ and for the sensitivity of the error $Q^{O U T}$ of the output neuron potentials to actual activities of the hidden neurons $\frac{\partial Q^{O U T}}{\partial y_{p h}}$ are computed and then also used to adjust the estimated "desired" activities for the hidden neurons:

$$
\begin{gather*}
\frac{\partial Q^{H I D}}{\partial y_{p h}}=-\frac{2\left(\sum_{i} w_{i h} x_{p i}-f_{h}^{-1}\left(y_{p h}\right)\right)}{f_{h}^{\prime}\left(y_{p h}\right)} ; \text { for all } p, h,  \tag{3.55}\\
\frac{\partial Q^{O U T}}{\partial y_{p h}}=2 \sum_{j}\left(\sum_{h} w_{h j} y_{p h}-f_{j}^{-1}\left(y_{p j}\right)\right) w_{h j} ; \text { for all } p, h . \tag{3.56}
\end{gather*}
$$

These sensitivities allow then for an efficient and extremely fast iterative gradientbased update of the "desired" hidden neuron activities to be applied.

This method reaches a minimum error in a few epochs of training. This behavior is very convenient when dealing with huge data sets and large networks. However, when the training set is not representative enough, the few iterations employed by the method make it very difficult to avoid overtraining with techniques like early stopping.

A usual technique to avoid over-training is regularization that consists in adding a penalty term to the loss function. Therefore, a generalization of the SBLLM method [39] uses a regularization term based on the weight decay regularizer that is defined as the sum of squares of all the weights and thresholds in
the network. As a result, the weights of both layers are calculated independently by minimizing a new error function $\hat{Q}^{(l)}$ for each of the respective layers, $l$ :

$$
\begin{equation*}
\hat{Q}^{(l)}=L^{(l)}+\alpha \sum_{i} \sum_{j} w_{i j}^{2}, \tag{3.57}
\end{equation*}
$$

where

$$
\begin{align*}
L^{(l)} & =\sum_{p} \sum_{j}\left(f_{j}^{\prime}\left(y_{p j}\right) \varepsilon_{p j}\right)^{2}  \tag{3.58}\\
& =\sum_{p} \sum_{j}\left(f_{j}^{\prime}\left(y_{p j}\right)\left(\sum_{i} w_{i j} x_{p i}-f_{j}^{-1}\left(y_{p j}\right)\right)\right)^{2}
\end{align*}
$$

In the above equations (3.57) and (3.58), $\alpha$ is the regularization parameter, the second term on the right-hand side of (3.57) is the regularization term, and $i$, and $j$ are the indexes over the inputs and outputs of the considered layer $l, y_{p j}$ is the desired output for the neuron $j$.

The term $L^{(l)}$ measures the training error also as the sum of squared errors before the non-linear transfer functions. However, as big differences of the potentials matter more around zero desired potentials, a scaling term to the sensitivity loss function has been introduced that multiplies it by the derivative of the transfer function applied to the desired layer output, $f_{j}^{\prime}\left(y_{p j}\right)$. This equalizes the errors calculated before and after the non-linearities.

The method of Zhong et al. [125] employs the output sensitivity of a binary BP-network to its parameter variation. The neuron with the highest sensitivity (to the output) will be selected for training, because in this way, the output can be altered the most.

Although the three above-sketched sensitivity-based techniques exhibit fast convergence, they are primarily aimed at training instead of feature selection and pruning. Due to the character of the networks found by solving a system of linear equations, the first two methods might also tend to overtrain [19, 125].

### 3.3.4 Network construction techniques

Network construction techniques start with a small network and incrementally add hidden neurons and weights until a reasonable topology is achieved [5, 6]. A similar approach is to split existing neurons if the performance of the network is not sufficient [66]. Network construction methods are usually not based on training from examples, as they require different training paradigms, such as genetic algorithms. Therefore, they are hardly comparable to the standard pruning or regularization techniques.

The best-known example of this approach is cascade correlation [33]. This method has several advantages: the training process is very quick, the network determines size and topology without outside interventions, and the algorithm is robust to changes of the training set during training. The key problems, crucial for the success of cascade correlation and other network construction techniques, are to decide, when to stop adding new neurons and when and in which place to add a new neuron or edge. A wrong treatment of these questions can lead to overtraining and strong slow-down of the construction process.

### 3.3.5 Probability optimization techniques

Probability optimization techniques dynamically alter the BP-network topology already during training. They are usually based on genetic algorithms or simulated annealing. Particular methods differ in the way, in which they code the solution.

A method introduced by Whitley et al. 120 trains a fully connected BPnetwork, then prunes weights using genetic operators and finally retrains the BPnetwork. In one iteration of the algorithm, more instances of the pruned and retrained network compete for survival and are awarded for fewer parameters and better generalization.

An advantage of these techniques consists in the fact, that they usually lead to good generalization, even if the training set is relatively small [44]. The main disadvantage is that the pruning process is very time-consuming.

### 3.3.6 Regularization techniques

Regularization techniques try to eliminate redundant weights already during training. A penalty term added to the error function usually enforces a decrease of absolute weight values during training. Weights smaller than a given threshold are regarded as useless and removed.

The well-known representative of this approach is called weight decay [119]. The penalty term added to the error function has the form

$$
\begin{equation*}
F=\beta \sum_{i} w_{i}^{2} \tag{3.59}
\end{equation*}
$$

where $0<\beta \ll 1$ is a constant and $i$ indexes all the weights and thresholds in the BP-network.

Each weight $w_{i}$ is altered using:

$$
\begin{equation*}
w_{i}(t+1)=w_{i}(t)-\alpha \frac{\partial E_{t}}{\partial w_{i}}-\beta \frac{\partial F}{\partial w_{i}}=w_{i}(t)-\alpha \frac{\partial E_{t}}{\partial w_{i}}-\beta w_{i}(t) \tag{3.60}
\end{equation*}
$$

where $\alpha, \beta$ are positive constants, $E_{t}$ is the standard error function of the BPalgorithm corresponding to the training pattern that is presented to the BPnetwork in time $t$ (see Eq. (1.8), (1.11), and (1.12)). The main idea of this process is, that unimportant weights have $\frac{\partial E_{t}}{\partial w_{i}} \simeq 0$ and therefore their values decrease exponentially:

$$
\begin{equation*}
w_{i}(t) \approx \beta^{t} w_{i}(0) \text { for } 0<\beta \ll 1 \tag{3.61}
\end{equation*}
$$

A drawback of this method is that it favors weight vectors with many small elements to weight vectors with a few large elements, although the BP-network with the configuration of the second type may perform and generalize better 95 .

Another regularization technique is weight elimination [117]. It uses the following penalty term:

$$
\begin{equation*}
F=\lambda \sum_{i} \frac{w_{i}^{2} / w_{0}^{2}}{1+w_{i}^{2} / w_{0}^{2}}, \tag{3.62}
\end{equation*}
$$

where $\lambda$ and $w_{0}$ are problem-dependent constants, that have to be chosen carefully. The penalty term measures the complexity of the BP-network as a function of weight magnitudes related to the parameter $w_{0}$.

Other variants of the penalty terms - e.g. [36, 111] - yield varying results. Their main weakness consists in their relatively high computational costs and worse generalization [45].

### 3.3.7 Remarks

Besides structure optimization techniques, other methods can be used to improve the generalization, create simpler and smoother network function and thus enable simpler knowledge extraction - namely the methods of learning from hints and learning internal representation. These techniques will be described in the following Sections 3.4 and 3.5. Such methods can be easily combined with some of the techniques for structure optimization to achieve better results.

## Analysis of the structure optimization methods

The above-discussed approaches to architecture optimization differ in many ways - they employ different principles, characteristics, and even goals. Some of the methods just try to shrink the network size and speed up the recall (e.g., regularization techniques). Other techniques are capable of improving generalization and robustness to noisy data (e.g., pruning algorithms and probability optimization techniques). More sophisticated strategies (e.g., sensitivity analysis) rather identify significant network elements and facilitate knowledge extraction.

Each of the described methods has its advantages but also drawbacks. No one can be denoted as the best in any situation and for all reasons. For example, regularization techniques can be easily and efficiently combined only with gradientbased training algorithms, such as back-propagation. On the other hand, network construction techniques usually require different training paradigms, such as genetic algorithms. Some of the pruning algorithms (OBS, weight magnitude, and sensitivity analysis) can be used with both types of learning algorithms.

A significant drawback of most standard methods consists in their low efficiency. Real-world applications therefore prefer simpler and more efficient methods, such as weight magnitude. Even though more sophisticated methods reach better results, precision is usually compensated by disproportional increase in computation time. The best results are thus often obtained by a combination of several applicable methods.

### 3.4 Methods for improved generalization

Although the standard BP-algorithm has the potential to generalize remarkably well, this ability strongly depends on many aspects (e.g., careful choice of model parameters and preprocessing of the training set). Additional techniques are thus often needed to assure sufficient generalization and to avoid overtraining [95. Beside methods for structure optimization, that were described in Section 3.3, there are other techniques helpful in this respect (e.g., cross-validation and early stopping, learning with hints, training with jitter). In this section, we will discuss some of these methods in more detail.

### 3.4.1 Early stopping

A common heuristic approach to avoid overtraining is the so-called early stopping. It is based on the observation, that during the training the generalization error (see Section 1.3) typically tends to decrease firstly similarly to the performance error on the training data. However, after some time it reaches a minimum and begins to increase, while the error on the training set continues decreasing and the model overtrains.

Early stopping tries to identify the iteration of best generalization. It is a stop criterion based on the performance error on the validation data. The original training set $T$ is divided into two disjoint parts: the new training set $T_{1}$ and the so called validation set $V$. The BP-network is trained on $T_{1}$, while $V$ is used to assess, whether the overtraining has begun. In each iteration, we compute the performance error on $V$. We stop training as soon as the error on $V$ is growing in $k \geq 1$ consecutive steps and return the model with the lowest validation error.

An advantage of early stopping is, that it often speeds up the training process, because it reduces the number of epochs. It also often helps to avoid overtraining [42]. A problem is, that for many tasks, the validation error doesn't follow the simple trend assumed by the method. It may not decrease monotonically and the local minima can simply confuse the method to stop too soon [10, 95]. The method may also be less effective for second-order training algorithms that are characterized by relatively high weight changes per iteration [10, 95].

### 3.4.2 Learning from Hints

Learning from hints was originally proposed by Abu-Mostafa [2, 3]. It is a powerful method for incorporating prior knowledge as a learning aid into the supervised training process.

A hint is any piece of information about the unknown function except the training set. It may take the form of naturally or even artificially generated inputoutput patterns or the form of a global constraint of the unknown function. Hints may have even local character or they may be related to the model architecture.

A hint may be helpful in the training process in two main ways: a) It may reduce the number of functions that are candidates to be the wanted network function. That may result in better generalization. b) It may reduce the number of steps necessary to find an appropriate approximation of the wanted function. In [2, 3], Abu-Mostafa has shown that restricting the space of candidate hypotheses for the wanted network function by learning from hints can reduce the VC-
dimension of the final network structures. Consequently, a hint may reduce the number of training patterns needed to learn the solution.

In the following paragraphs, we will describe two systematical ways, how to integrate hints into the training process: the extra examples hint method [1] and the extra output hint method [38]. An advantage of these two approaches is, that they present a general guideline for the treatment of almost any type of hints. Moreover, these methods are easy to implement. Unlike for most other hint methods, they don't require changes of the chosen training method or error criterion and thus they can be easily applied both to the standard BP-algorithm and its modifications like SCG and others. When solving a concrete task, the choice of one of these approaches depends on the character of the data and on the hints that are available.

Extra examples hint method The extra examples hint method was proposed by Abu-Mostafa in [1]. The principle of this approach is to represent hints in the form of input-output patterns. Such hints can become a part of the training set. Important questions are: a) How to transform hints into the training patterns? b) How many patterns to create for each hint? The training set should be wellbalanced to enable the BP-network to learn simultaneously both the wanted network function and the hints.

We will illustrate the process of generation of the new training patterns on a simple example. Let $F: \Re^{n} \rightarrow[-1,1]$ be the wanted network function and a hint be the knowledge that $F$ is odd, i.e. $F(-\vec{x})=-F(\vec{x})$. Then for each original training pattern $\left(\vec{x}_{p}, \vec{d}_{p}\right), p=1, \ldots, P$, we create and add to the training set a new one: $\left(-\vec{x}_{p},-\vec{d}_{p}\right)$. A similar principle can be applied also to more complex hints, such as monotonicity or invariance [1].

Abu-Mostafa in [1] and others [61] propose various sophisticated strategies that prescribe, in which order and frequency to present the training patterns including hints to the BP-network during the training process. The goal of these strategies is that the BP-network learns as many hints as possible as well as possible.

An example of a simple training strategy is to present the training patterns cyclically in so called batches [1]. A batch is a subset of training patterns that correspond to a single hint. The number of patterns in a batch may change during the training process reflecting the actual importance of the particular hint.

The success of the extra examples hint method depends on the quality of the hints available and on the chosen training strategy. Abu-Mostafa in [1] has shown, that if the hints and the training strategy were chosen adequately, this method would improve and speed up the training process and reduce the number of training patterns required.

Extra output hint method The extra output hint method was originally proposed by Suddarth and others in [38, [106, [124. This method consists in supplying the network with additional target outputs during training which express some knowledge about the problem. The hints have the form of a function with the same domain as the wanted network function. Similarly to the extra examples hint method, no modification of the training algorithm or error criterion is involved and the extra added outputs can be removed after training is finished.

Let $F: \Re^{n} \rightarrow[-1,1]^{m}$ be the unknown function and let $h: \Re^{n} \rightarrow[-1,1]^{m^{\prime}}$ be the chosen hint function. $T=\left\{\left(\vec{x}_{p}, \vec{d}_{p}\right) \mid \vec{x}_{p}=\left(x_{p 1}, \ldots, x_{p n}\right), \vec{d}_{k}=\right.$ $\left.\left(d_{p 1}, \ldots, d_{p m}\right), 1 \leq k \leq P\right\}$ denotes the 'classical' training set for $F$. The form considered for the training set $T^{\prime}$ of the hint $H$ will be: $T^{\prime}=\left\{\left(\vec{x}_{p}, \vec{d}_{p}\right) \mid \vec{x}_{p}=\right.$ $\left.\left(x_{p 1}, \ldots, x_{p n}\right), \vec{d}_{k}=\left(d_{p 1}^{\prime}, \ldots, d_{p m^{\prime}}^{\prime}\right), 1 \leq k \leq P\right\}$ When applying the hint $H$ during training, the modified network will have $m+m^{\prime}$ output neurons. The number of its input and hidden neurons will remain the same. The extended training set $T^{\prime \prime}$ will correspond to: $T^{\prime \prime}=\left\{\left(\vec{x}_{p}, \vec{d}_{p}^{\prime}\right) \mid \vec{x}_{p}=\left(x_{p 1}, \ldots, x_{p n}\right), \vec{d}_{p}^{\prime}=\right.$ $\left.\left(d_{p 1}, \ldots, d_{p m}, d_{p 1}^{\prime}, \ldots, d_{p m^{\prime}}^{\prime}\right), 1 \leq p \leq P\right\}$.

The resulting network comprises two structures sharing their hidden neurons but learning to implement two distinct functions. In this way, the network is forced to develop an internal representation supporting an adequate approximation of both functions.

If the hint function is well-chosen, it may reduce the size of the weight space that a BP-network has to search for an appropriate set of weights. Then the training process will be faster and the chance to find a simpler model that generalizes better will be higher. On the other hand, a poor choice of a hint may even reduce the generalization ability [23, 38, 106]. That happens especially if the target and hint functions don't share a common sub-function for the BP-network to find. Similar problem occurs, if the hint function is too complex, so the model is not able to approximate both functions at the same time. In the second case, a possible solution is to train a bigger BP-network topology with more hidden neurons.

A simple heuristic, of how to find a good hint, is that it should be relevant to the problem and not too complex [38. Examples of such hints are the knowledge about monotonic regions of the target function [38] or a suitable clustering of the training data [23]. Especially clustering of the training data is a hint that can be used in a wide range of problems, even if no more task-specific hints are available. Clustered data provide an intrinsic equivalence class structure expected to yield improved generalization.

### 3.4.3 Training with Jitter

The idea of training with jitter is to add a small random noise to the training input patterns during the training. In such a case, we never present to the BP-network exactly the same input pattern twice, so the model cannot simply memorize the training data and overtrain. This is helpful especially for larger BP-networks and if the number of training patterns is limited. The further goal of training with jitter is to make the wanted network function simpler and smoother and less sensitive to noise in the data.

Training with jitter succeeded in improving the generalization ability of the trained BP-networks in many practical applications [73, 93, 104]. A disadvantage of the method is that it requires small learning rates and more training epochs in order to average over the noise 93. Another problem is the choice of an appropriate noise variance [49] that significantly affects the success of the method.

Training with Static Jitter Unfortunately, the training with jitter cannot be applied to the training algorithms, where the learning rates or the step sizes
depend on the change of the error from one iteration to the next (e.g., adaptive learning rate methods, conjugate gradients methods). It would make the training process very unstable.

A possible solution is a static variant of learning with jitter. Its idea is to create a larger training set by adding a sufficiently large amount of training patterns with an added random noise. A big problem of this method is the choice of an appropriate size of the training set with noisy training patterns. Reed in [95] showed on practical examples, that in many cases the sufficient training set with noisy patterns was even 100 -times greater than the original one, while also the required number of iterations was about 100 - 1000-times higher than when training without jitter.

While this method seems to be very parameter-dependent and inefficient, it is also not as powerful to avoid overtraining and to create a smoother network function as training with dynamic noise [95].

### 3.4.4 Summary of Section 3.4

In this section, we described some of the methods, that improve the generalization ability of the BP-networks, especially early stopping, learning from hints and training with jitter. While early stopping is a simple yet efficient heuristic to prevent overtraining, the other two methods, similarly to the regularization techniques, try to reduce the complexity of the model by reducing the number of functions that are candidates to be the wanted function.

While training with jitter naturally makes the training process much slower, learning from hints can even reduce the number of iterations needed. While training with jitter is restricted to just some of the training algorithms for BPnetworks, especially the extra output hint method is not limited in this respect. However, success of the hint methods depends on the quality of the given hints, so choice of which method to use will always depend on the given task and other aspects.

### 3.5 Methods for creation of a transparent network structure

Standard BP-algorithm usually tends to create a non-transparent network structure. For such networks, it is not clear, what is the relation between the training data and the weights and activities of hidden neurons. Therefore it is extremely difficult to 'guess' the real meaning of every particular hidden or even input neuron for a proper network output. Such networks often use small differences of neuron outputs to distinguish between the presented patterns.

### 3.5.1 Learning condensed internal representation

A possible solution is the method of learning condensed internal representation (IR-algorithm) by Mrázová and Wang [86]. This regularization technique is designed for BP-networks with the sigmoidal transfer function.

The main idea of the IR-algorithm is to group the activities of the hidden neurons around three possible values $-0, \frac{1}{2}$ and 1 . Intuitively, the activity 1 corresponds to the active state of the neuron and to the value 'yes', 0 (the passive state) has the meaning 'no', and $\frac{1}{2}$ (the silent state) means 'don't know'. Such internal structure of the BP-network is equivalent to rules and enables an easy interpretation of the extracted knowledge, especially if the number of equivalence classes, given by the states of the hidden neurons, is not high.

The criterion for developing a transparent internal network structure is formulated as an additional term of the error function to be minimized during training - the representation error function.

Definition 8. For a given BP-network with $h$ hidden neurons and an input pattern $\vec{x} \in \Re^{n}$, we call the vector $\vec{r} \in \Re^{h}$ of activities of all hidden neurons the internal representation of the given BP-network.
The internal representation $\vec{r}=\left(r_{1}, \ldots, r_{h}\right)$ of the given BP-network is called binar, if $r_{i} \in\{0,1\}$ for $i=1, \ldots, h$. It is called condensed, if $r_{i} \in\left\{0, \frac{1}{2}, 1\right\}$ for $i=1, \ldots, h$.

Definition 9. For a given BP-network and a training set $T$, the hidden neuron $i$ with the sigmoidal transfer function $f_{i}$ forms:

1. the uniform representation, if $f_{i}\left(\xi_{p i}\right)=c \in \Re$ for all input patterns from $T$ (indexed by $p$ ).
2. the representation identical to the representation of the hidden neuron $j$, if $f_{i}\left(\xi_{p i}\right)=f_{j}\left(\xi_{p j}\right)$ for all input patterns from $T$ (indexed by $p$ ).
3. the representation complementary to the representation of the hidden neuron $j$, if $f_{i}\left(\xi_{p i}\right)=1-f_{j}\left(\xi_{p j}\right)$ for all input patterns from $T$ (indexed by p).

The aim of the IR-algorithm is to develop a condensed internal representation of the BP-network or of its part during the training. Mrázová and Wang in [86] concentrated on the last hidden layer, i. e., the layer immediately connected to the output layer. In [80], Mrázová generalized the IR-algorithm also to other
hidden layers. Furthermore, the authors restrict the method to the model of BPnetwork with sigmoidal transfer function.

In the following paragraphs, we will discuss the form of the representation error function of the IR-method and show the derivation of the rules for weight adjustment. The representation error function should penalize hidden neurons with activities far from the values 1,0 and $\frac{1}{2}$. It should be differentiable and nonnegative, with local minima corresponding to hidden neuron activities equal to 1,0 and $\frac{1}{2}$. This could be achieved by including the multiplicative terms $(1-y)$, $y$ and $\left(y-\frac{1}{2}\right)^{2}$ into the representation error function. These terms achieve their minima on the interval $[0,1]$ in the values $-1,0$ and $\frac{1}{2}$, respectively.

Figure 3.5 shows the graph of the term $y(1-y)\left(y-\frac{1}{2}\right)^{2}$. Although this


Figure 3.5: Graph of the function $x(1-x)\left(x-\frac{1}{2}\right)^{2}$ on the interval $[0,1]$.
function meets all the given requirements, there is a problem: The local minima 0 and 1 are disadvantaged with regard to $\frac{1}{2}$. Maxima of this function are situated relatively close to 0 and 1 , while there is a wide valley around the local minimum $\frac{1}{2}$. Such a penalty term would force hidden neurons to remain in silent states for most of the training patterns.

To move the two distant local maxima closer together, the term $y(1-y)(y-$ $\left.\frac{1}{2}\right)^{2}$ can be replaced by the term $y^{s}(1-y)^{s}\left(y-\frac{1}{2}\right)^{2}$ with $s>1$. Mrázová and Wang [86] recommend to set $s=4$. Such a penalty term would approach the local minima at 0 and 1 much smoother, as shown in Figure 3.6.

In sum, the wanted representation error function $F$ is formulated as it follows:

$$
\begin{equation*}
F=\sum_{p} \sum_{j^{\prime}} y_{p j^{\prime}}^{s}\left(1-y_{p j^{\prime}}\right)^{s}\left(y_{p j^{\prime}}-\frac{1}{2}\right)^{2}=\sum_{p} F_{p} \tag{3.63}
\end{equation*}
$$

where $p$ is an index over all training patterns and $j^{\prime}$ an index over all hidden neurons. $y$ represents their activity and $s$ is a parameter for tuning the shape of the representation error function. $F_{p}$ is the representation error function corresponding to the $p$-th training pattern.

The overall error function of the IR-method has the form:

$$
\begin{equation*}
G=E+c_{F} F \tag{3.64}
\end{equation*}
$$

where $E$ represents the standard error function of the BP-algorithm (see Eq. 1.8 ) and $F$ stands for the above defined representation error function. The coefficient


Figure 3.6: Graph of the function $x^{s}(1-x)^{s}\left(x-\frac{1}{2}\right)^{2}$ on the interval [ 0,1$]$ for $s=1,2$ (on the left) and $s=4$ (on the right).
$c_{F} \geq 0$ reflects the trade-off between the influence of $E$ and $F$ in $G$. Its right choice can be crucial for the quality of the solution obtained. Small values of $c_{F}$ will prevent the BP-network to form a condensed internal representation during the training. On the other hand, too large values of $c_{F}$ can result into BP-networks with a perfectly formed condensed internal representation but incapable of approximating the desired function because of saturated hidden neuron outputs.

The training process of the IR-method is identical to the standard BP-algorithm, however with $G$ as the error function. During the training process, both $E$ and $F$ are minimized simultaneously. The terms for adjusting the weights with respect to the error function $E$ were stated in equations (1.17) and (1.18). To minimize also the representation error function $F$, the basic idea of gradient descent is applied as well. Let $\left(\vec{x}_{p}, \vec{d}_{p}\right)$ be the training pattern presented to the BP-network in time $t$. The change of the weight $w_{i j}$ in time $t$ corresponding to $F$ will be denoted as $\Delta_{F} w_{i j}(t)$. It is proportional to the negative partial derivative of $F_{p}$ with respect to this weight:

$$
\begin{equation*}
\Delta_{F} w_{i j}(t) \simeq-\frac{\partial F_{p}}{\partial w_{i j}} \tag{3.65}
\end{equation*}
$$

In the derivations below, neurons from the layer above the neuron $j$ will be declared as those indexed by $k$. The actual output value and the potential of a neuron $j$ will be denoted as $y_{p j}$ and $\xi_{p j}$, respectively. Then, the terms for $\frac{\partial F_{p}}{\partial w_{i j}}$ can be derived in the following way:

- For neuron $j$ from the output layer $L_{l+2}$ :

$$
\begin{equation*}
\frac{\partial F_{p}}{\partial w_{i j}}=0 \tag{3.66}
\end{equation*}
$$

- For neuron $j$ from the last hidden layer $L_{l+1}$ :

$$
\begin{equation*}
\frac{\partial F_{p}}{\partial w_{i j}}=\frac{\partial F_{p}}{\partial w_{i j}}=\frac{\partial F_{p}}{\partial y_{p j}} \frac{\partial y_{p j}}{\partial \xi_{p j}} \frac{\partial \xi_{p j}}{\partial w_{i j}}=\frac{\partial F_{p}}{\partial y_{p j}} f^{\prime}\left(\xi_{p j}\right) y_{p i}=\varrho_{p j} y_{p i}, \tag{3.67}
\end{equation*}
$$

where $\varrho_{p j}=\frac{\partial F_{p}}{\partial \xi_{p j}}=\frac{\partial F_{p}}{\partial y_{p j}} \frac{\partial y_{p j}}{\partial \xi_{p j}}=\frac{\partial F_{p}}{\partial y_{p j}} f^{\prime}\left(\xi_{p j}\right)$ is an auxiliary term that can be denoted as the back-propagated representation error. For $j$ from the last
hidden layer, $\frac{\partial F_{p}}{\partial y_{p j}}$ can be computed using the sum and product rules:

$$
\begin{align*}
\frac{\partial F_{p}}{\partial y_{p j}} & =\frac{\partial}{\partial y_{p j}}\left(\sum_{j^{\prime}} y_{p j^{\prime}}^{s}\left(1-y_{p j^{\prime}}\right)^{s}\left(y_{p j^{\prime}}-\frac{1}{2}\right)^{2}\right)= \\
& =\frac{\partial\left[y_{p j}^{s}\left(1-y_{p j}\right)^{s}\left(y_{p j}-\frac{1}{2}\right)^{2}\right]}{\partial y_{p j}}= \\
& =y_{p j}{ }^{s-1}\left(1-y_{p j}\right)^{s-1}\left(y_{p j}-\frac{1}{2}\right)\left[2(s+1) y_{p j}\left(1-y_{p j}\right)-\frac{1}{2} s\right], \tag{3.68}
\end{align*}
$$

where $j^{\prime}$ indexes all hidden neurons. Altogether, because $f^{\prime}\left(\xi_{p j}\right)=\lambda y_{p j}(1-$ $y_{p j}$ ) :

$$
\begin{align*}
\frac{\partial F_{p}}{\partial w_{i j}} & =\lambda y_{p j}^{s}\left(1-y_{p j}\right)^{s}\left(y_{p j}-\frac{1}{2}\right)\left[2(s+1) y_{p j}\left(1-y_{p j}\right)-\frac{1}{2} s\right] y_{p i}= \\
& =\varrho_{p j} y_{p i} \tag{3.69}
\end{align*}
$$

- For neuron $j$ from one of the other hidden layers $L_{2}, \ldots, L_{l}$ :

The equation (3.67) holds also for neurons $j$ from hidden layers other than last. $\frac{\partial F_{p}}{\partial y_{p j}}$ will be computed indirectly using the sum and chain rules:

$$
\begin{align*}
& \frac{\partial F_{p}}{\partial y_{p j}}= \frac{\partial\left[y_{p j}^{s}\left(1-y_{p j}\right)^{s}\left(y_{p j}-\frac{1}{2}\right)^{2}\right]}{\partial y_{p j}}+\sum_{q} \frac{\partial F_{p}}{\partial y_{p q}} \frac{\partial y_{p q}}{\partial \xi_{p q}} \frac{\partial \xi_{p q}}{\partial y_{p j}}= \\
&=y_{p j}^{s-1}\left(1-y_{p j}\right)^{s-1}\left(y_{p j}-\frac{1}{2}\right)\left[2(s+1) y_{p j}\left(1-y_{p j}\right)-\frac{1}{2} s\right]+ \\
& \quad+\sum_{q} \varrho_{p q} w_{j q}, \tag{3.70}
\end{align*}
$$

where $q$ indexes neurons in the layer above the neuron $j$. Altogether:

$$
\begin{align*}
\frac{\partial F_{p}}{\partial w_{i j}}= & \left\{y_{p j}^{s-1}\left(1-y_{p j}\right)^{s-1}\left(y_{p j}-\frac{1}{2}\right)\left[2(s+1) y_{p j}\left(1-y_{p j}\right)-\frac{1}{2} s\right]+\right. \\
& \left.\quad+\sum_{q} \varrho_{p q} w_{j q}\right\} \lambda y_{p j}\left(1-y_{p j}\right) y_{p i}= \\
= & \varrho_{p j} y_{p i} . \tag{3.71}
\end{align*}
$$

The term 1.17) for weight adjustment will be altered in the following way:

$$
\begin{equation*}
w_{i j}(t+1)=w_{i j}(t)-\alpha \delta_{j p} y_{p i}-\alpha_{r} \varrho_{p j} y_{p i}, \tag{3.72}
\end{equation*}
$$

where the term $\delta_{j p}$ was defined in Eq. (1.18) and
$\alpha$ and $\alpha_{r}$ from Equation (3.72) are constants representing the particular learning rates. $\lambda$ is the parameter of the sigmoidal transfer function, $s$ is the parameter for tuning the shape of the representation error function.

For the choice of the parameter $s=4$, the formulated adaptation rules based on $F$ lower down both the first- and second-order derivatives of the sigmoidal transfer function. The first-order derivative is equal $y^{\prime}=y(1-y)$. The secondorder derivative is equal $y^{\prime \prime}=y(1-y)(1-2 y)$. The term $y^{4}(1-y)^{4}\left(y-\frac{1}{2}\right)^{2}$ can be expressed in the form $\frac{1}{4}\left(y^{\prime}\right)^{2}\left(y^{\prime \prime}\right)^{2}$. The terms (3.72) and (3.73) for weight adjustment include both $y^{\prime}$ and $y^{\prime \prime}$. As a result, the hidden neurons are penalized during the training for absolutely high values of the first- and second-order derivatives of their transfer functions. In other words, the hidden neurons are punished for high curvature and great input-output sensitivity. In this way, the IR-method contributes to a smoother network function and better generalization ability of the trained model.

Pruning The IR-method also significantly supports subsequent pruning of redundant edges and neurons. Obviously, neurons providing identical internal representation can be more easily recognized and subsequently also removed with minor changes of the network - e.g. using the approach described by J. Sietsma and R. J. F. Dow [104]. The same holds for neurons yielding for all the patterns identical or complementary internal representation to another hidden neuron.

In the following paragraphs, we will describe the pruning method of Sietsma and Dow [104] in more detail:

- Let $i$ be a neuron, that forms a uniform representation. So for a constant $c \in \Re$, its activities $y_{p i}$ are equal to $c$ for all training input patterns (indexed by $p$ ). To keep the same network outputs after the removal of the neuron $i$, it is sufficient to adjust the thresholds of all the neurons $j$ in the following layer: $w_{0 j}^{\text {new }}=w_{0 j}+c w_{i j}$.
- Let $i_{1}$ and $i_{2}$ be two neurons from the same hidden layer that form identical representations to each other - their activities are identical for all training input patterns $\left(y_{p i_{1}}=y_{p i_{2}}\right)$. We will combine these neurons into a single unit $i$. To keep the same network outputs after this change, we have to set the weights from $i$ to all the neurons $j$ in the following layer in the following way: $w_{i j}^{\text {new }}=w_{i_{1} j}+w_{i_{2} j}$.
- Let $i_{1}$ and $i_{2}$ be two neurons from the same hidden layer that have complementary activities for all training input patterns $\left(y_{p i_{1}}=1-y_{p i_{2}}\right)$. Analogously to the previous case, we will combine these neurons into a single unit $i$. To keep the same network outputs after this change, we have to set the weights from $i$ to all the neurons $j$ in the following hidden layer and to adjust the thresholds of the neurons $j$ in the following way: $w_{i j}^{n e w}=w_{i_{1} j}-w_{i_{2} j}$, $w_{0 j}^{\text {new }}=w_{0 j}+w_{i_{2} j}$.

An advantage of this pruning technique is, that it needs no further retraining because the network outputs on the training data remain the same after pruning.

Remarks The main purpose of the IR-method is to create a transparent internal structure of the BP-network during the training process. The formed condensed internal representation is equivalent to rules and enables easier knowledge extraction from the model.

Another great advantage of the IR-method is, that it is expected to improve the generalization ability of the trained BP-networks, because it favors smoother network functions and facilitates further pruning of the trained model.

A disadvantage of the IR-method is its sensitivity to the parameters $\alpha$ and $\alpha_{r}$ that need to be tuned carefully. Poor choice of these parameters may result in a worsened prediction and generalization abilities of the trained model caused by overtraining or by saturation of the hidden neuron outputs. In this respect, combination of the IR-method with techniques that prevent overtraining (e.g. early stopping) and methods that improve the generalization ability (e.g. learning from hints) may be very helpful.

Further drawback of the IR-method are its relatively high time costs. They are caused mainly be the use of the standard BP-algorithm, which is relatively slow. However, the principle of the IR-method is general enough to be applied also to some of the faster training algorithms, which may largely solve the efficiency problem.

### 3.5.2 Learning unambiguous internal representation

An enhancement of the IR-method is the method of learning unambiguous internal representation (UIR-algorithm) [86]. This method forces the formed internal representation of the BP-network not only to be transparent, but also to differ as much as possible for substantially different output patterns.

Similarly to the IR-method, the method of learning unambiguous internal representation is a regularization technique that adds an additional term to the error function to be minimized during the training:

$$
\begin{equation*}
F^{*}=-\frac{1}{2} \sum_{p} \sum_{q \neq p} \sum_{j^{\prime}} \sum_{o}\left(d_{p o}-d_{q o}\right)^{2}\left(y_{p j^{\prime}}-y_{q j^{\prime}}\right)^{2} \tag{3.74}
\end{equation*}
$$

where $p$ and $q$ are indexes over all training patterns, $j^{\prime}$ an index over all neurons in the last hidden layer and $o$ indexes all neurons in the output layer. $y$ represents the activity of the hidden neurons and $d$ represents the output patterns.

The UIR-algorithm is expected to improve generalization ability and decrease sensitivity of the trained BP-networks when compared to the IR-method. However, a great disadvantage of this method are its high time and space complexities, which are caused by the complexity of $F^{*}$ and the corresponding rules for weight adaptation. After presenting each of the training pattern to the BP-network, it is necessary to compare it with all other training patterns. Moreover, it is needed to store the activities of all neurons in the last hidden layer for each training pattern.
4. Results achieved

### 4.1 Fast knowledge extraction

### 4.1.1 Introduction

The first goal - recalled In this section, we will design the first version of our framework for training of BP-networks, that will provide:

- Speed: A fast training algorithm, that doesn't have many tunable parameters and is robust to their choice.
- Transparency: Techniques that force the model to create a clear and transparent internal structure that will simplify knowledge extraction from the model.
- Generalization: Techniques that force the BP-network function to be smooth and generalize well.

In Chapter 2, we discussed the existing approaches to this goal and its subtasks. Now, we will briefly outline our approach and explain the reasons for our choice. A detailed description of our framework follows later in this section.

Speed: Among the fast training algorithms for BP-network training, we decided for the SCG-algorithm. Its advantages are low space complexity, robustness to noise and outliers in the data and a low number of tunable parameters. Its disadvantage is that it tends to create a complex and not transparent internal structure of the trained BP-network.

Transparency: To improve the transparency of the SCG-trained BP-networks, we decided for the IR-method. This regularization technique forces the BP-network to form a condensed internal representation during training. The condensed internal representation is equivalent to rules and enables an easier knowledge extraction from the model.

An advantage of this method is that it can be easily combined with many training algorithms, including SCG. Another great advantage of the IR-method is, that it is expected to improve the generalization ability of the trained BPnetworks, because it favors smoother network functions and facilitates further pruning of the trained model [86].

A drawback of the original IR-method are its relatively high time costs that are caused mainly by the increased number of training epochs when compared to the standard BP-algorithm. However, the application of the IR-method to the SCG-algorithm may solve this problem.

Generalization: A disadvantage of the IR-method is its sensitivity to its parameters that need to be tuned carefully. A poor choice of parameters may result in worsened prediction and generalization abilities of the trained model. In this respect, a combination of the IR-method with techniques that prevent overtraining (e.g. early stopping) and methods that improve the generalization ability (e.g. learning from hints) may be very helpful. Learning from hints may also make the training process faster and improve the ability of the IR-method to create a
transparent structure of the BP-network. Knowledge extraction from the trained $\mathrm{BP}-$ network will be further supported by sensitivity analysis.

In the following paragraphs, we will describe our approach in detail.

### 4.1.2 Proposal of the SCGIR-method

In this section, we will describe the first version of our framework for training of the BP-networks called SCGIR [78, 82, 97]. It is based on the SCG-training algorithm (see Section 3.1.2) enhanced with the method of learning internal representation (described in Section 3.5) and with learning from hints (see Section 3.4.2).

## IR-method for the 'bipolar' BP-network model

In this work, we decided for the so called 'bipolar' BP-network model, where all the hidden neurons have the hyperbolic tangent transfer function, while all the output neurons implement the linear transfer function. For the 'bipolar' BPnetwork model, the activities of the hidden neurons are from the interval $(-1,1)$. This interval corresponds to the range of the hyperbolic tangent transfer function. Also the input patterns are usually normalized to the interval $[-1,1]^{n}$, where $n$ is the number of input features.

However, the IR-method, as proposed by the authors in [86] and [80], is designed for the 'binary' BP-network model, where all the hidden and output neurons implement the sigmoidal transfer function. Fortunately, the principle of the IR-method can be applied also to BP-networks with other continuous and differentiable transfer functions (including hyperbolic tangent and linear).

To alter the IR-algorithm to fit the 'bipolar' BP-network model 97], we have to define the representation error function and other concepts in a slightly different way than they were established in Section 3.5. We also have to alter the rules for weight adjustment to reflect the new representation error function and the derivatives of the applied transfer functions.

Definition 10. The internal representation $\vec{r}=\left(r_{1}, \ldots, r_{h}\right)$ of a BP-network with $h$ hidden neurons is called bipolar, if $r_{i} \in\{-1,1\}$ for $i=1, \ldots, h$. It is called condensed, if $r_{i} \in\{-1,0,1\}$ for $i=1, \ldots, h$.

Definition 11. For a given BP-network and a training set $T$, the hidden neuron $i$ with the hyperbolic tangent transfer function $f_{i}$ forms:

1. the uniform representation, if $f_{i}\left(\xi_{p i}\right)=c \in \Re$ for all input patterns from $T$ (indexed by $p$ ).
2. the representation identical to the representation of the hidden neuron $j$, if $f_{i}\left(\xi_{p i}\right)=f_{j}\left(\xi_{p j}\right)$ for all input patterns from $T$ (indexed by $p$ ).
3. the representation complementary to the representation of the hidden neuron $j$, if $f_{i}\left(\xi_{p i}\right)=-f_{j}\left(\xi_{p j}\right)$ for all input patterns from $T$ (indexed by $p$ ).

The aim of the representation error function is to force the BP-network to develop a condensed internal representation during training. In the following paragraphs, we will propose its form for the model of 'bipolar' BP-networks.

Our goal is to group the activities of the hidden neurons around the values 1 ('yes'), -1 ('no') and 0 ('don't know'). Therefore, the error term corresponding to the activity $y$ of a given hidden neuron will have the form $(1-y)^{s}(1+y)^{s} y^{2}$ with $s \geq 1$. Figure 4.1 shows the graph of this term for various values of the parameter $s$.


Figure 4.1: Graph of the function $(1-y)^{s}(1+y)^{s} y^{2}$ on the interval $[-1,1]$ for $s=1,2,3,4$ (on the left) and $s=3$ (on the right).

The parameter $s$ has to be set adequately to move the two distant local maxima farther from the values -1 and 1 towards 0 . We decided to choose $s=3$. For $s=3$, the local maxima are closest to the values $-\frac{1}{2}$ and $\frac{1}{2}$, as shown in Figure 4.1.

The altered representation error function $F$ [78] is given by the sum of the particular error terms over all hidden neurons (indexed by $j^{\prime}$ ) and over all training patterns (indexed by $p$ ):

$$
\begin{equation*}
F=F(\vec{w})=\sum_{p} \sum_{j^{\prime}}\left(1+y_{p j^{\prime}}\right)^{s}\left(1-y_{p j^{\prime}}\right)^{s} y_{p j^{\prime}}^{2}=\sum_{p} F_{p}(\vec{w}), \tag{4.1}
\end{equation*}
$$

where $y_{p j^{\prime}}$ is the activity of a neuron $j^{\prime}$ for the $p$-th training pattern, $s$ is a parameter for tuning the shape of the representation error function. $F_{p}$ is the representation error function corresponding to the $p$-th training pattern.

The overall error function $G$ will have the form:

$$
\begin{align*}
G & =G(\vec{w})=E(\vec{w})+c_{F} F(\vec{w})= \\
& =\sum_{p} G_{p}(\vec{w})=\sum_{p}\left[E_{p}(\vec{w})+c_{F} F_{p}(\vec{w})\right]= \\
& =\frac{1}{2} \sum_{p} \sum_{j}\left(y_{p j}-d_{p j}\right)^{2}+c_{F} \sum_{p} \sum_{j^{\prime}}\left(1+y_{p j^{\prime}}\right)^{s}\left(1-y_{p j^{\prime}}\right)^{s} y_{p j^{\prime}}^{2}, \tag{4.2}
\end{align*}
$$

where $E$ represents the performance error function (defined by Equation 1.8) and $F$ stands for the above defined representation error function. The coefficient $c_{F} \geq 0$ reflects the trade-off between the influence of $E$ and $F$ in $G . c_{F}$ remains constant throughout the whole training process but might be variable, too. $p$ goes over all training patterns, $j$ and $j^{\prime}$ are indexes over all output neurons and hidden neurons, respectively. $y$ denotes the activity of a neuron while $d$ is its desired output value.

The derivation of the rules for weight adjustment with respect to the altered error function $F$ (defined by (4.1)) [97] is analogical to the standard IR-method (see Section 3.5 and equations (3.66), ..., 3.71)), however with some differences. Let $\left(\vec{x}_{p}, \vec{d}_{p}\right)$ be the training pattern presented to the BP-network in time $t$ and let $\Delta_{F} w_{i j}(t) \simeq-\frac{\partial F_{p}}{\partial w_{i j}}$ be the change of the weight $w_{i j}$ in time $t$ corresponding to $F$. In the following paragraph, we will describe the derivation of the term $\frac{\partial F_{p}}{\partial w_{i j}}$.

In the derivations below, neurons from the layer above the neuron $j$ will be declared as those indexed by $q$. The activity and the potential of a neuron $j$ will be denoted as $y_{p j}$ and $\xi_{p j}$, respectively. The terms for $\frac{\partial F_{p}}{\partial w_{i j}}$ are derived in the following way:

- For neuron $j$ from the output layer $L_{l+2}$ :

$$
\begin{equation*}
\frac{\partial F_{p}}{\partial w_{i j}}=0 \tag{4.3}
\end{equation*}
$$

- For neuron $j$ from the last hidden layer $L_{l+1}$ :

$$
\begin{equation*}
\frac{\partial F_{p}}{\partial w_{i j}}=\frac{\partial F_{p}}{\partial y_{p j}} \frac{\partial y_{p j}}{\partial \xi_{p j}} \frac{\partial \xi_{p j}}{\partial w_{i j}}=\varrho_{p j} y_{p i}, \tag{4.4}
\end{equation*}
$$

where $\varrho_{p j}=\frac{\partial F_{p}}{\partial y_{p j}} \frac{\partial y_{p j}}{\partial \xi_{p j}}$ is the back-propagated representation error. It is computed differently to the standard IR-method. The first derivative is given by:

$$
\begin{equation*}
\frac{\partial F_{p}}{\partial y_{p j}}=\frac{\partial}{\partial y_{p j}}\left(\sum_{j^{\prime}}\left(1+y_{p j^{\prime}}\right)^{s}\left(1-y_{p j^{\prime}}\right)^{s} y_{p j^{\prime}}^{2}\right) \tag{4.5}
\end{equation*}
$$

where $j^{\prime}$ indexes all hidden neurons. Because

$$
\begin{align*}
& \frac{\partial\left[\left(1+y_{p j^{\prime}}\right)^{s}\left(1-y_{p j^{\prime}}\right)^{s} y_{p j^{\prime}}^{2}\right]}{\partial y_{p j}} \quad=0 \\
& \quad \text { for all } j^{\prime},\left(j^{\prime} \in L_{l+1}, j^{\prime} \neq j\right) \text { or }\left(j^{\prime} \in L_{k}, 2 \leq k \leq l\right) \tag{4.6}
\end{align*}
$$

we can use the product rule and compute:

$$
\begin{align*}
\frac{\partial F_{p}}{\partial y_{p j}}= & \frac{\partial\left[\left(1+y_{p j}\right)^{s}\left(1-y_{p j}\right)^{s} y_{p j}^{2}\right]}{\partial y_{p j}}= \\
= & s\left(1+y_{p j}\right)^{s-1}\left(1-y_{p j}\right)^{s} y_{p j}^{2}+\left(1+y_{p j}\right)^{s}(-s)\left(1-y_{p j}\right)^{s-1} y_{p j}^{2}+ \\
& \quad+\left(1+y_{p j}\right)^{s}\left(1-y_{p j}\right)^{s} 2 y_{p j}= \\
= & 2\left[1-(s+1) y_{p j}^{2}\right]\left(1+y_{p j}\right)^{s-1}\left(1-y_{p j}\right)^{s-1} y_{p j} . \tag{4.7}
\end{align*}
$$

The derivative of the hyperbolic tangent transfer function is given by:

$$
\begin{equation*}
\frac{\partial y_{p j}}{\partial \xi_{p j}}=f^{\prime}\left(\xi_{p j}\right)=\left(1+y_{p j}\right)\left(1-y_{p j}\right)=\left(1-y_{p j}^{2}\right) . \tag{4.8}
\end{equation*}
$$

Altogether:

$$
\begin{equation*}
\frac{\partial F_{p}}{\partial w_{i j}}=2\left[1-(s+1) y_{p j}^{2}\right]\left(1-y_{p j}^{2}\right)^{s} y_{p j} y_{p i}=\varrho_{p j} y_{p i} . \tag{4.9}
\end{equation*}
$$

- For neuron $j$ from a hidden layer $L_{k}, 2 \leq k \leq l$ :

The equations (4.4) and (4.5) hold also for neurons $j$ from hidden layers other than last. Moreover,

$$
\begin{align*}
& \frac{\partial\left[\left(1+y_{p j^{\prime}}\right)^{s}\left(1-y_{p j^{\prime}}\right)^{s} y_{p j^{\prime}}^{2}\right]}{\partial y_{p j}}=0 \\
& \quad \text { for all } j^{\prime},\left(j^{\prime} \in L_{k}, j^{\prime} \neq j\right) \text { or }\left(j^{\prime} \in L_{k^{\prime}}, 2 \leq k^{\prime} \leq k\right) \tag{4.10}
\end{align*}
$$

$\frac{\partial F_{p}}{\partial y_{p j}}$ will be computed indirectly using the sum and chain rules:

$$
\begin{align*}
\frac{\partial F_{p}}{\partial y_{p j}} & =\frac{\partial\left[\left(1+y_{p j}\right)^{s}\left(1-y_{p j}\right)^{s} y_{p j}^{2}\right]}{\partial y_{p j}}+\sum_{q} \frac{\partial F_{p}}{\partial y_{p q}} \frac{\partial y_{p q}}{\partial \xi_{p q}} \frac{\partial \xi_{p q}}{\partial y_{p j}}= \\
& =2\left[1-(s+1) y_{p j}^{2}\right]\left(1-y_{p j}^{2}\right)^{s-1} y_{p j}+\sum_{q} \varrho_{p q} w_{j q} \tag{4.11}
\end{align*}
$$

where $q$ indexes the neurons in the layer above the neuron $j$. Altogether:

$$
\begin{align*}
\frac{\partial F_{p}}{\partial w_{i j}} & =\left[2\left[1-(s+1) y_{p j}^{2}\right]\left(1-y_{p j}^{2}\right)^{s-1} y_{p j}+\sum_{q} \varrho_{p q} w_{j q}\right]\left(1-y_{p j}^{2}\right) y_{p i}= \\
& =\varrho_{p j} y_{p i} . \tag{4.12}
\end{align*}
$$

If we combine the altered IR-method with the standard BP-algorithm (we will call this method GDIR), the term for weight adjustment will be analogical to the IR-method (see Equation (3.72)):

$$
\begin{equation*}
w_{i j}(t+1) \simeq w_{i j}(t)-\frac{\partial G}{\partial w_{i j}}(t)=w_{i j}(t)-\alpha \delta_{p j} y_{p i}-\alpha_{r} \varrho_{p j} y_{p i}, \tag{4.13}
\end{equation*}
$$

where the term $\delta_{p j}$ was defined in Eq. (1.18) and

$$
\varrho_{p j}= \begin{cases}0, & j \in L_{l+2}  \tag{4.14}\\ 2\left[1-(s+1) y_{p j}^{2}\right]\left(1-y_{p j}^{2}\right)^{s} y_{p j}, & j \in L_{l+1} \\ 2\left[1-(s+1) y_{p j}^{2}\right]\left(1-y_{p j}^{2}\right)^{s} y_{p j}+ & \\ +\left(1-y_{p j}^{2}\right) \sum_{q} \varrho_{p q} w_{j q}, & j \in L k, 2 \leq k \leq l\end{cases}
$$

In the above equations, $\alpha$ and $\alpha_{r}$ are constants representing the particular learning rates, $s$ is the parameter for tuning the shape of the representation error function, $q$ indexes neurons in the layer above the neuron $j$.

## The SCGIR-method

Our new SCGIR-method [78, 97] combines the altered IR-method with the SCG training algorithm. The training process of the SCGIR-method is identical to the standard SCG-algorithm, however with $G$ (defined by (4.2)) as the error function. Algorithm 3.2 on page 44 will be modified in the following way: The
terms $\vec{r}_{k}=-E^{\prime}\left(\vec{w}_{k}\right)$ will be replaced by the terms $\vec{r}_{k}=-G^{\prime}\left(\vec{w}_{k}\right)$. For details, see Algorithms 4.1 and 4.2 on pages 79 and 80 .

The derivative of the error function $G^{\prime}(\vec{w})=\left(\ldots, \frac{\partial G}{\partial w_{i j}}, \ldots\right)$, can be computed as $G^{\prime}(\vec{w})=E^{\prime}(\vec{w})+c_{F} F^{\prime}(\vec{w})$, where $\frac{\partial G}{\partial w_{i j}}=\frac{\partial E}{\partial w_{i j}}+c_{F} \frac{\partial F}{\partial w_{i j}}$.

To simplify the description, we will set $G^{\prime}(\vec{w})=\sum_{p} G_{p}^{\prime}(\vec{w})$, where $G_{p}^{\prime}(\vec{w})=$ $\left(\ldots, \frac{\partial G_{p}}{\partial w_{i j}}, \ldots\right)$ is the derivative of the error function corresponding to the p-th training pattern, with the elements $\frac{\partial G_{p}}{\partial w_{i j}}=\frac{\partial E_{p}}{\partial w_{i j}}+c_{F} \frac{\partial F_{p}}{\partial w_{i j}}$. They are computed in the following way:

$$
\frac{\partial G_{p}}{\partial w_{i j}}=\left\{\begin{array}{cl}
\left(y_{p j}-d_{p j}\right) y_{p i}, & j \in L_{l+2}  \tag{4.15}\\
\left\{\sum_{q} \delta_{p q} w_{j q}+2 c_{F}\left[1-(s+1) y_{p j}^{2}\right] .\right. & j \in L_{l+1} \\
\left.\cdot\left(1-y_{p j}^{2}\right)^{s-1} y_{p j}\right\}\left(1-y_{p j}^{2}\right) y_{p i}, & \\
\left\{\sum_{q}\left(\delta_{p q}+c_{F} \varrho_{p q}\right) w_{j q}+2 c_{F}\left[1-(s+1) y_{p j}^{2}\right] \cdot\right. \\
\left.\cdot\left(1-y_{p j}^{2}\right)^{s-1} y_{p j}\right\}\left(1-y_{p j}^{2}\right) y_{p i}, & j \in L_{k}, 2 \leq k \leq l
\end{array}\right.
$$

$\vec{w}$ is the actual configuration of the BP-network, $y$ denotes the activity of a neuron while $d$ is its desired output value. $q$ indexes neurons in the layer above the neuron $j, s$ is the parameter for tuning the shape of the representation error function $F . c_{F}$ is a constant representing the influence of $F$ in $G . \delta_{p q}$ and $\varrho_{p q}$ can be determined according to (1.18) and (4.14), resp.
$\overline{\text { Algorithm 4.1 Function } \operatorname{SCGIR}() \text { (Scaled conjugate gradients algorithm with }}$ learning internal representation):

1. Input:

BP-network $M=(N, C, I, O, w, t)$ with the weight vector $\vec{w}$ of size $W$.
A training set $T=\left\{\left(\vec{x}_{p}, \vec{d}_{p}\right) \mid \quad \vec{x}_{p} \in \Re^{n}, \quad \vec{d}_{p} \in \Re^{m}, \quad p \in\{1, \ldots, P\}\right\}$.
2. Train:

Train the BP-network $M$ on the training set $T$ using the SCG-training algorithm (described by Algorithm 4.2 on page 80) and the overall error function $G(\vec{w})=\sum_{p} G_{p}(\vec{w})$ defined by (4.2) with $\frac{\partial \dot{t}_{p}}{\partial w_{i j}}$ defined by 4.15). $M^{\prime}=\operatorname{SCG}(M, T, G)$.
3. Return: $M^{\prime}$.

Similarly to the standard IR-method, the choice of the parameter $s$ for tuning the shape of the representation error function $F$ is an important issue. We decided to set $s=3$. For this choice, the formulated adaptation rules based on $F$ minimize both the first- and second-order derivatives of the hyperbolic tangent transfer function. The first-order derivative is equal $y^{\prime}=(1+y)(1-y)$. The second-order derivative is equal $y^{\prime \prime}=-2 y$. The term $(1+y)^{3}(1-y)^{3} y^{2}$ can be expressed in the form $\frac{1}{4}\left(y^{\prime}\right)^{3}\left(y^{\prime \prime}\right)^{2}$. Therefore, similarly to the standard IR-method (and $s=4$ ), the hidden neurons are penalized during training for absolutely high values of the first- and second-order derivatives of their transfer functions. In other words, the hidden neurons are punished for high curvature and input-output sensitivity.

Algorithm 4.2 Function $S C G()$ (General schema of the SCG-like training algorithms)
0. Input:

BP-network $M=(N, C, I, O, w, t)$ with the weight vector $\vec{w}$ of size $W$.
A training set $T=\left\{\left(\vec{x}_{p}, \vec{d}_{p}\right) \mid \quad \vec{x}_{p} \in \Re^{n}, \quad \vec{d}_{p} \in \Re^{m}, \quad p \in\{1, \ldots, P\}\right\}$,
An error function $\operatorname{Err}(\vec{w})$ with the derivative $\operatorname{Err}^{\prime}(\vec{w})$.

1. Initialization:

Set the discrete time variable $t=1$ and set success $=$ true .
Initialize the weight vector $\overrightarrow{w_{1}}$ with small random values.
Set scalars such that $0<\sigma \leq 10^{-4}, 0<\lambda_{1} \leq 10^{-8}$ and $\bar{\lambda}_{1}=0$.
Calculate the direction based on the error function $\vec{r}_{1}=-\operatorname{Err}\left(\vec{w}_{1}\right)$.
Set the search direction $\vec{g}_{1}=\vec{r}_{1}$.
2. If success $=$ true, then calculate the second-order information:

$$
\sigma_{t}=\frac{\sigma}{\left\|\overrightarrow{g_{t}}\right\|} \quad ; \quad \vec{s}_{t}=\frac{E r r^{\prime}\left(\vec{w}_{t}+\sigma_{t} \overrightarrow{g_{t}}\right)-E r r^{\prime}\left(\vec{w}_{t}\right)}{\sigma_{t}} \quad ; \quad \delta_{t}=\vec{g}_{t}^{T} \vec{s}_{t} .
$$

3. Scale $\vec{s}_{t}, \delta_{t}$ :

$$
\vec{s}_{t}=\vec{s}_{t}+\left(\lambda_{t}-\overline{\lambda_{t}}\right) \vec{g}_{t} \quad ; \quad \delta_{t}=\delta_{t}+\left(\lambda_{t}-\overline{\lambda_{t}}\right)\left\|\vec{g}_{t}\right\|^{2} .
$$

4. If $\delta_{t} \leq 0$, then make the Hessian matrix positive definite by setting:

$$
\begin{aligned}
& \vec{s}_{t}=\vec{s}_{t}+\left(\lambda_{t}-2 \frac{\delta_{t}}{\left\|\vec{g}_{t}\right\|^{2}}\right) \vec{g}_{t} \quad ; \quad \bar{\lambda}_{t}=2\left(\lambda_{t}-\frac{\delta_{t}}{\left\|\vec{g}_{t}\right\|^{2}}\right) ; \\
& \delta_{t}=-\delta_{t}+\lambda_{t}\left\|\vec{g}_{t}\right\|^{2} ; \quad \lambda_{t}=\overline{\lambda_{t}} .
\end{aligned}
$$

5. Calculate step size $\alpha_{t}: \mu_{t}=\vec{g}_{t}^{T} \vec{r}_{t} ; \quad \alpha_{t}=\frac{\mu_{t}}{\delta_{t}}$.
6. Calculate the comparison parameter $\Delta_{t}$ :

$$
\Delta_{t}=\frac{2 \delta_{t}\left[G\left(\vec{w}_{t}\right)-G\left(\vec{w}_{t}+\alpha_{t} \vec{g}_{t}\right)\right]}{\mu_{t}^{2}} .
$$

7. If $\Delta_{t} \geq 0$, then a successful reduction in the value of the error function $G$ can be made:

$$
\begin{aligned}
& \vec{w}_{t+1}=\vec{w}_{t}+\alpha_{t} \vec{g}_{t} ; \quad \vec{r}_{t+1}=-\operatorname{Err}^{\prime}\left(\vec{w}_{t+1}\right) ; \\
& \bar{\lambda}_{t}=0 ; \quad \text { success }=\text { true } .
\end{aligned}
$$

7.a If $t \bmod W=0$, then restart the algorithm by setting: $\vec{g}_{t+1}=\vec{r}_{t+1}$, else create a new conjugate direction:

$$
\beta_{t+1}=\frac{\vec{r}_{t+1}^{T}\left(\vec{r}_{t+1}-\vec{r}_{t}\right)}{\left\|\vec{r}_{t}\right\|^{2}} \quad \text { and } \quad \vec{g}_{t+1}=\vec{r}_{t+1}+\beta_{t+1} \vec{g}_{t}
$$

7.b If $\Delta_{t}>0.75$ then reduce the scale parameter: $\lambda_{t}=\frac{1}{4} \lambda_{t}$, else reduction in error is not possible:

$$
\bar{\lambda}_{t}=\lambda_{t} \quad ; \quad \text { success }=\text { false }
$$

8. If $\Delta_{t}<0.25$ then increase the scale parameter: $\lambda_{t}=\lambda_{t}+\frac{\delta_{t}\left(1-\Delta_{t}\right)}{\left\|\vec{g}_{t}\right\|^{2}}$
9. If the stop condition is not satisfied ( e.g., the steepest descent direction $\left.\overrightarrow{r_{t}} \neq 0\right)$, set $t=t+1$ and go to step 2),
else terminate and return the BP-network with the weight vector $\vec{w}_{t}$ as the final one.

In this way, also the SCGIR-method contributes to a smoother network function and better generalization ability of the trained model [16].

## Further supplements of the SCGIR-method

A problem of the IR-method is its sensitivity to the choice of parameter $c_{F}$. Too small values of $c_{F}$ may prevent the BP-network from forming a condensed internal representation during training. On the other hand, larger values of $c_{F}$ may lead to worse generalization and approximation because of saturated hidden neuron outputs.

We assume that also the SCGIR-method will suffer from the $c_{F}$-sensitivity problem. However we expect that it will be less serious than in the case of the IRmethod due to the robustness of the SCG-training algorithm. On the other hand, it may be more difficult to achieve a perfect transparent internal representation using the fast and robust SCG-algorithm than using the standard BP-algorithm - due to the reduced number of training epochs and greater step sizes.

Nevertheless, we decide to combine the proposed technique (Algorithm 4.1 on page (79) with further enhancements, that will support improved generalization and transparency:

Learning from hints To improve the generalization ability and stability of the trained networks, we decided to implement learning from hints, namely the extra output hint method [106]. As hints we use c-means clustering of the training data [23]. It is a general approach independent on the choice of the training algorithm and error function. Clustered data provide an intrinsic equivalence class structure expected to yield improved generalization.

We hope that learning from hints will help the SCGIR-method to create a condensed internal representation of the trained network and to identify redundant hidden and input neurons. Learning from hints may also make the training process faster. A further advantage of the extra output hint method is that no modification of the network algorithm or error criterion is involved.

Pruning based on the internal representation The IR-method together with learning from hints may help to simpler identification of redundant hidden neurons identified by uniform, identical or complementary representations. Such hidden neurons can be simply pruned using the approach described by J. Sietsma and R. J. F. Dow [104]. This pruning technique was described in detail in Subsection 3.5.1 on page 71. Its enhancement to the 'bipolar' BP-network model will be introduced in the following Section 4.2.2. This pruning technique needs no retraining of the once trained and pruned BP-network, because the network outputs on the training data remain the same after pruning.

Knowledge extraction based on the sensitivity analysis Knowledge extraction from the trained and pruned BP-network can be further supported by the sensitivity analysis. We decided to use it especially to detect and visualize decision boundaries 31 and to assess the significance of the input features [29].

### 4.1.3 Summary of Section 4.1

In this section, we proposed the first version of our framework - the SCGIRmethod. It is intended to be fast and relatively insensitive to the choice of tunable parameters, to provide improved generalization, to create a transparent network structure and allow an easy interpretation of the extracted knowledge. The qualities and drawbacks of this method will be assessed in the experimental part of this work in Chapter 5. For more experimental results, see also [78, 82, 97].

### 4.2 Topology simplification

### 4.2.1 Introduction

The second goal - recalled In this section, we will enhance our framework for training of the BP-networks to fulfill also the second of our goals:

- Simplification of the topology: Creation of a simple yet adequate model topology.
- Measuring relevance: Automatic detection of important and irrelevant parts of the BP-network.
- Feature selection: Sophisticated selection of relevant input features.

Possible approaches to this task and its subtasks were discussed in Chapter 2. In this section, we will derive our approach to these tasks and explain the main reasons for our choice.

Among the techniques for structure optimization, we decided for pruning based on the formed internal representation and on the output sensitivity analysis [83, 85]. The main reasons for our choice are the following:

- Both methods are very efficient, generally usable and compatible with the techniques already included in our framework. They are intended to help the SCGIR-method to create a simple and transparent structure of the BPnetwork and thus simplify knowledge extraction from the model.
- Both methods should also contribute to smoother network functions and improved generalization ability of the trained model.
- Namely the sensitivity analysis also satisfies all of our requirements on structure optimization, feature selection and relevance measurement at once.

Moreover, the pruning method based on internal representation and the IR-regularization technique are supposed to mutually facilitate each other: not only that the creation of the condensed internal representation should be improved by pruning, but also that the IR-method should simplify pruning based on internal representation.

Similarly, to accelerate and simplify pruning based on sensitivity analysis, a well-designed regularization technique might be useful. Unfortunately, existing regularization methods are mostly focused on different tasks (e.g., weight minimization). For this reason, we decided to design and integrate into our framework a new analytical sensitivity-based (SC) regularization technique [83, 84, 85].

In the following subsections, we will describe our training and pruning approach in detail. Later in this section, we will introduce the new SC-regularization technique.

### 4.2.2 Pruning based on internal representation

The SCGIR-method together with learning from hints may supply to simpler identification of redundant hidden neurons identified by uniform, identical or complementary representations. Such hidden neurons can be simply pruned using the approach described by J. Sietsma and R. J. F. Dow [104]. An advantage of this pruning technique is high efficiency, because the network outputs on the training
data remain the same after pruning and no further retraining of the pruned BPmodel is needed.

This pruning technique was originally proposed for the standard 'binary' BPnetwork model [104]. A detailed description of the pruning mechanism is stated in Subsection 3.5.1 on page 71. To alter the technique to fit the 'bipolar' BPnetwork model, we have to change slightly the pruning rules for the case of two hidden neurons with complementary representations to each other:

- Let $i_{1}$ and $i_{2}$ be two neurons from the same hidden layer that have complementary activities for all training input patterns (indexed by $p$ ): $y_{p i_{1}}=$ $-y_{p i_{2}}$. These neurons will be combined into a single unit $i$. To keep the same network outputs after this change, we have to set the weights from $i$ to all the neurons $j$ in the following hidden layer in the following way: $w_{i j}^{\text {new }}=w_{i_{1} j}-w_{i_{2} j}$.

Pruning rules for the cases of two hidden neurons with identical representations to each other and for neurons with uniform representations are the same like for the 'binary' BP-network model. The pruning strategy based on internal representation is summarized in Step 2. of Algorithm 4.4 on page 90 .

### 4.2.3 Pruning based on sensitivity analysis

The general principle of the so-called relevance-based pruning algorithms [94] is to train a larger network than necessary and then remove redundant parts of the final network until a reasonable topology and model performance is achieved. When designing a pruning technique, we can follow the following questions:

1. Which parts of the BP-network to prune and how to evaluate their relevance?
2. How to identify the redundant elements to be pruned?
3. How to control the pruning process (e.g., when to stop pruning)?

In the following paragraphs, we will present a detailed description of our sensitivity-based pruning algorithm [83, 85] through successive answering of these questions.

## 1. Which parts of the BP-network to prune and how to evaluate their relevance?

We decided to prune both the hidden neurons and input neurons that correspond to input features. This way we can manage feature selection as an integral part of the training-and-pruning process. As a relevance measure, we use the exact sensitivity coefficients $S_{i j}^{p}$ suggested by Zurada et al. [126] and Fidalgo [34] (defined by Equations (3.50) and (3.51)). See Subsection 3.3.3 for a detailed description of this approach and its alternatives.

We preferred this sophisticated sensitivity-based relevance measure over the other ones (e.g., the so-called weight product [108] defined by Equation (3.48), or the so-called consuming energy [43] defined by Equation (3.46) due to its exactness and accuracy. The exact sensitivity coefficients may be more likely to correctly identify the important and redundant parts of the BP-network than
their less precise yet computationally more efficient alternatives. Some of the approximative sensitivity measures (e.g., weight product [108]) may prune more neurons, however the prediction and generalization abilities of the pruned model may be worse.

In our case, we use the coefficient $S_{i v}^{p}$ to measure the sensitivity of the activity of a neuron $v$ in the output layer to the activity of a neuron $i$ from one of the preceding layers. Because for the 'bipolar' BP-network model, $f^{\prime}\left(\xi_{p v}\right)=1$ for all the output neurons (indexed by $v$ ) and $f^{\prime}\left(\xi_{p h}\right)=\left(1-y_{p h}^{2}\right)$ for all the hidden neurons (indexed by $h$ ), $S_{i v}^{p}$ can be determined as:

$$
\begin{equation*}
S_{i v}^{p}=\frac{\partial y_{p v}}{\partial y_{p i}}=f^{\prime}\left(\xi_{p v}\right) w_{i v}=w_{i v} \tag{4.16}
\end{equation*}
$$

for the sensitivity of the activity of the output neuron $v \in L_{l+2}$ to the activity of a neuron $i$ in the last hidden layer $L_{l+1}$ and

$$
\begin{equation*}
S_{i v}^{p}=\frac{\partial y_{p v}}{\partial y_{p i}}=\sum_{g} S_{g v}^{p} S_{i g}^{p}=\sum_{g} S_{g v}^{p} f^{\prime}\left(\xi_{p g}\right) w_{i g}=\sum_{g} S_{g v}^{p}\left(1-y_{p g}^{2}\right) w_{i g} \tag{4.17}
\end{equation*}
$$

for the sensitivity of the activity of the output neuron $v \in L_{l+2}$ to the activity of the neuron $i \in L_{k}, 1 \leq k \leq l . g$ indexes the neurons in the layer $L_{k+1}$. For the input neurons $i$, their activity $y_{p i}=x_{p i}$, where $x_{p i}$ is the $i$-th input feature. The coefficients $S_{i j}^{p}$ can be computed recursively (in the direction from the last hidden layer to the input layer).

A big advantage of the sensitivity relevance measure $S_{i v}^{p}$ is, that it can be used in addition to pruning also for other purposes that simplify knowledge extraction from the BP-network model:

1. to assess the significance of input features [29],
2. to assess the significance of training patterns [51,
3. to detect and visualize decision boundaries 31.

The significance of an input feature $u$ for the network outputs can be computed e.g., by:

$$
\begin{equation*}
S_{u}=\operatorname{mean}_{\{p, v\}}\left|S_{u v}^{p}\right|, \tag{4.18}
\end{equation*}
$$

where $p$ indexes the training patterns, $v$ indexes the network outputs and $S_{u v}^{p}$ is the sensitivity of the output neuron $v$ to the activity of the input neuron $u$ for the input pattern $p$. The coefficients $S_{u}$ can be used as a relevance measure to rank the input features [29].

Similarly, the significance of a training input pattern $p$ for the network outputs can be computed by:

$$
\begin{equation*}
S^{p}=\operatorname{mean}_{\{u, v\}}\left|S_{u v}^{p}\right|, \tag{4.19}
\end{equation*}
$$

where $u$ indexes the input features and $v$ indexes the network outputs. The coefficients $S^{p}$ can be used as a relevance measure to rank the training patterns [51], to detect the decision boundaries [31] and for selective learning [30]. The idea of these techniques is that the training patterns closest to the decision boundaries are the most informative and are characterized by high values of $S^{p}$ [31].

A problem of the relevance measures $S_{u}$ and $S^{p}$ is, that they are specific to a concrete BP-network. To achieve more general results, we would have to normalize the values of $S_{u}$ and $S^{p}$ and average them over a higher number of trained BP-networks.

## 2. How to identify the redundant elements to be pruned?

Another question is, how to use the coefficients $S_{i v}^{p}$ to identify superfluous neurons to be pruned. A problem of this relevance measure arises from the fact that the sensitivity coefficients are computed separately for each training pattern and for each network output. The significance of the input features and hidden neurons for the outputs can be very different for various training patterns and for various outputs. The existing pruning strategies [27, [28, 34, 122, 126] differ in the way, how they get over this problem.

A possible solution is to average the sensitivity coefficients over the training patterns in some way. Zurada et al. [126] concentrate only on input neurons. They suggest to compute the so called mean squared average sensitivity coefficients $S_{u v}^{*}$ as the square root of the squared sensitivity coefficients averaged over the input patterns (indexed by $p$ ):

$$
\begin{equation*}
S_{u v}^{*}=\sqrt{\operatorname{mean}_{p}\left(S_{u v}^{p}\right)^{2}}=\sqrt{\frac{1}{P} \sum_{p=1}^{P}\left(S_{u v}^{p}\right)^{2}}=\sqrt{\frac{1}{P} \sum_{p=1}^{P}\left(\frac{\partial y_{p v}}{\partial y_{p u}}\right)^{2}} . \tag{4.20}
\end{equation*}
$$

The significance of an input neuron $u$ over all outputs (indexed by $v$ ) is computed by:

$$
\begin{equation*}
S_{u}^{*}=\max _{v} S_{u v}^{*}=\max _{v} \sqrt{\frac{1}{P} \sum_{p=1}^{P}\left(\frac{\partial y_{p v}}{\partial y_{p u}}\right)^{2}} . \tag{4.21}
\end{equation*}
$$

The coefficients $S_{u}^{*}$ for all input neurons $u$ are sorted in the descending order. After that, if a great fall in the sequence of $S_{u}^{*}$ is found (i.e., $\frac{S_{u^{\prime}}^{*}}{S_{u^{\prime}+1}}<\beta$ for a given neuron $u^{\prime}$ and a constant parameter $0<\beta<1$ ), all neurons $i$ in the input layer such that $S_{i}^{*} \leq S_{u^{\prime}}^{*}$ are removed from the BP-network.

We took inspiration from the above described approach and proposed a simple pruning strategy applicable to both input and hidden neurons:

1. For each hidden and input layer $L$, we compute a pruning threshold $\delta_{L}$ in the following way:

$$
\begin{equation*}
\delta_{L}=\beta \operatorname{mean}_{\{v, j, p\}}\left|S_{j v}^{p}\right|=\beta \operatorname{mean}_{\{v, j, p\}}\left|\frac{\partial y_{p v}}{\partial y_{p j}}\right|, \tag{4.22}
\end{equation*}
$$

where $p$ indexes the training patterns, $v$ indexes the output neurons, $j$ indexes the neurons in layer $L, S_{j v}^{p}$ is the sensitivity of the output neuron $v$ to the activity of neuron $j$ for the input pattern $p$, and $0<\beta \leq 1$ is a given constant parameter. In our experiments, $\beta$ was set to 0.7 .
2. If a neuron $i$ in a hidden or input layer $L$ fulfills the following condition:

$$
\begin{equation*}
\max _{p} \operatorname{mean}_{v}\left|S_{i v}^{p}\right|<\delta_{L}, \tag{4.23}
\end{equation*}
$$

$i$ is selected to be pruned.
3. All hidden and input neurons satisfying condition 4.23) are pruned at once.

The idea of our pruning criterion is, that an input or hidden neuron should be labeled as superfluous only if the corresponding sensitivity coefficients are low for all the training patterns. Our pruning strategy based on sensitivity analysis is summarized in Step 3. of Algorithm 4.4 on page 90 .

## 3. How to control the pruning process?

In the following paragraphs, we will describe our training-and-pruning methodology [83, 85]. Although the methodology is independent of the chosen training algorithm, we hope it will be advantageous especially together with the SCGIRalgorithm and its enhancements.

Let $T=\left\{\left(\vec{x}_{p}, \vec{d}_{p}\right) \mid \vec{x}_{p} \in \Re^{n}, \vec{d}_{p} \in \Re^{m}, p \in\{1, \ldots, P\}\right\}$ be the training set and $V_{p r}=\left\{\left(\vec{x}_{r}, \vec{d}_{r}\right) \mid \vec{x}_{r} \in \Re^{n}, \vec{d}_{r} \in \Re^{m}, r \in\{1, \ldots, R\}\right\}$ and let $V_{e s}=$ $\left\{\left(\vec{x}_{q}, \vec{d}_{q}\right) \mid \vec{x}_{q} \in \Re^{n}, \vec{d}_{q} \in \Re^{m}, q \in\{1, \ldots, Q\}\right\}$ be two mutually disjoint validation sets. We denote the vectors $\vec{x}$ as the input patterns, and the vectors $\vec{d}$ as the desired network outputs. To control both the training and pruning processes together, we use a parameter maxEpochs and the validation sets $V_{p r}$ and $V_{e s}$. The training process with pruning can be briefly described by the following schema:

1. Initialize the BP-network.
2. Repeat the following two steps:
(a) Training:
(Re)train the BP-network on the training set $T$ with early stopping and with the following stop criteria:

- the overall error on the validation set $V_{e s}$ grows five times in a row,
- or the maximum number of training epochs indicated by parameter maxEpochs is reached.
Save the BP-network.
(b) Pruning:
i. Prune from the BP-network hidden neurons based on internal representation.
ii. Prune from the BP-network hidden and input neurons based on sensitivity analysis.
iii. Adjust input patterns from the training set $T$ and the validation sets $V_{e s}$ and $V_{p r}$.

Until no further pruning is possible (i.e., no input or hidden neurons were pruned during the last pruning phase).
3. Select the BP-network with the lowest performance error on the validation set $V_{p r}$ to be the final one.

Now, we will describe the key aspects of the above specified methodology in detail. The parameter maxEpochs denotes the maximum total number of training epochs over all phases of (re)training. After each training phase, the parameter maxEpochs is reduced by the number of training epochs actually
used by the training algorithm. If maxEpochs falls to zero, the following training phases are implicitly skipped.

After each pruning phase $t$, the training set $T$ and the validation sets $V_{e s}$ and $V_{p r}$ are adjusted by removing from the input patterns all features corresponding to the input neurons actually pruned from the BP-network. For a BP-network $M_{t}$ with the given $n_{t}$ inputs, its training set $T_{t}$ will have the form $T_{t}=\left\{\left(\vec{x}_{p}^{t}, \vec{d}_{p}\right) \mid \vec{x}_{p}^{t} \in\right.$ $\left.\Re^{n_{t}}, \vec{d}_{p} \in \Re^{m}, p \in\{1, \ldots, P\}\right\}$, where the input patterns $\vec{x}_{p}^{t}$ contain exactly the features corresponding to the inputs of $M_{t}$. Analogically, $V_{p r, t}=\left\{\left(\vec{x}_{r}^{t}, \vec{d}_{r}\right) \mid \vec{x}_{r}^{t} \in\right.$ $\left.\Re^{n_{t}}, \vec{d}_{r} \in \Re^{m}, r \in\{1, \ldots, R\}\right\}$ and $V_{e s, t}=\left\{\left(\vec{x}_{q}^{t}, \vec{d}_{q}\right) \mid \vec{x}_{q}^{t} \in \Re^{n_{t}}, \vec{d}_{q} \in \Re^{m}, q \in\right.$ $\{1, \ldots, Q\}\}$.

The validation set $V_{p r, t}$ is used to measure the performance error of the corresponding BP-network $M_{t}$. For a BP-network $M_{t}$ with the weight vector $\vec{w}_{t}$ and $n_{t}$ inputs, the performance error $e\left(V_{p r, t}\right)_{t}$ of $M_{t}$ on $V_{p r, t}$ is computed using the following formula:

$$
\begin{equation*}
e\left(V_{p r, t}\right)_{t}=E^{V_{p r, t}}\left(\vec{w}_{t}\right)=\frac{1}{2} \sum_{r}\left\|\vec{y}_{r}^{t}-\vec{d}_{r}\right\|^{2}=\frac{1}{2} \sum_{r} \sum_{v}\left(y_{r v}^{t}-d_{r v}\right)^{2}, \tag{4.24}
\end{equation*}
$$

where $r$ indexes all patterns from $V_{p r, t}, v$ indexes all output neurons of $M_{t}$, and $\vec{y}_{r}^{t} \in \Re^{m}$ denotes the actual output produced by $M_{t}$ for the input pattern $\vec{x}_{r}^{t}$. After each iteration $t$ of the algorithm, we save the actual BP-network $M_{t}$ and its performance $e\left(V_{p r, t}\right)_{t}$. At the end, the BP-network with lowest value of $e\left(V_{p r}\right)_{t}$ is selected to be the final one.

The validation sets $V_{e s, t}$ are used by the early stopping strategy (see Section 3.4.1 for details). The training in each training phase $t$ is stopped, if the overall error of the actual BP-network $M_{t}$ on the corresponding validation set $V_{e s, t}$ grows five times in a row or if the maximal number of training epochs (indicated by the parameter maxEpochs) is reached. The overall error function is specific to the chosen training algorithm (e.g., $E$ defined by $(1.8)$ for the standard BP-algorithm or the SCG-algorithm, or $G$ defined by (4.2) for the SCGIR-algorithm).

Our training-and-pruning methodology [83, 85] is summarized by Algorithms 4.3 and 4.4 on pages 89 and 90 .

### 4.2.4 Analytical sensitivity control

In the previous subsections, we introduced a methodology for training of BPnetworks with pruning of hidden and input neurons based on internal representation and sensitivity analysis [83, 85] (described by Algorithms 4.3 and 4.4). The methodology can be combined e.g., with the formerly proposed SCGIR-training algorithm (described by Algorithm 4.1 on page 79). However, a sophisticated enhancement of the training method could make the pruning process much easier. It might also increase the chance that the trained and pruned BP-networks would have an (sub)optimal and transparent structure and that they would generalize adequately.

Especially the pruning process based on sensitivity analysis could be further simplified and improved by a well-designed and sophisticated regularization technique. However, most of the existing regularization techniques for structure optimization (e.g., weight decay [119], weight elimination [117]) are based on the minimization of the magnitudes of weights. Weights smaller than a given

> Algorithm 4.3 Function train_and_prune() (training-and-pruning methodology based on internal representation and sensitivity analysis)

1. Input:

BP-network $M=(N, C, I, O, w, t)$ with the weight vector $\vec{w}$ of size $W$.
A training algorithm $A L G$.
Three mutually disjoint data sets:

- a training set $T=\left\{\left(\vec{x}_{p}, \vec{d}_{p}\right) \mid \vec{x}_{p} \in \Re^{n}, \vec{d}_{p} \in \Re^{m}, p \in\{1, \ldots, P\}\right\}$,
- a validation set for early stopping $V_{e s}=\left\{\left(\vec{x}_{q}, \vec{d}_{q}\right) \mid \vec{x}_{q} \in \Re^{n}, \vec{d}_{q} \in\right.$ $\left.\Re^{m}, q \in\{1, \ldots, Q\}\right\}$,
- a validation set for pruning $V_{p r}=\left\{\left(\vec{x}_{r}, \vec{d}_{r}\right) \mid \vec{x}_{r} \in \Re^{n}, \vec{d}_{r} \in \Re^{m}, r \in\right.$ $\{1, \ldots, R\}\}$.
The maximum number of training epochs maxEpochs, maxEpochs $\in N$.
The pruning parameter $\beta, 0<\beta \leq 1$.

2. Initialization:

Set the discrete time variable $t=1$.
Set $M_{1}=M, T_{1}=T, V_{e s, 1}=V_{e s}, V_{p r, 1}=V_{p r}$.
3. Repeat:
(a) Training / retraining:
i. Train the BP-network $M_{t}$ on the training set $T_{t}$ using the training algorithm $A L G$ with early stopping (see Section 3.4.1) with the validation set $V_{e s, t}$ and the maximum number of training epochs maxEpochs. Apply the following stop criteria on $A L G$ :

- The overall error on the validation set $V_{e s, t}$ grows five times in a row.
- The maximum number of training epochs is reached.
ii. Adjust the parameter maxEpochs:

Let epochs $_{t} \leq$ maxEpochs be the number of epochs used by the $A L G$-algorithm. Then:
maxEpochs $=$ maxEpochs - epochs.$~$.
iii. Performance evaluation:

Compute the performance error $e\left(V_{p r, t}\right)_{t}$ of the BP-network $M_{t}$ on the validation set $V_{p r, t}$ :
$e\left(V_{p r, t}\right)_{t}=\frac{1}{2} \sum_{r} \sum_{v}\left(y_{r v}-d_{r v}\right)^{2}$,
where $y_{r v}$ denotes the $v$-th actual output produced by $M_{t}$ for the $r$-th input pattern from $V_{p r, t}$.
(b) Pruning:
i. Identify and remove from the BP-network the redundant hidden and input neurons (Algorithm 4.4):
$M_{t+1}=$ prune_hidden_and_input_neurons $\left(M_{t}, \beta\right)$.
ii. Adjust the sets $T_{t}, V_{e s, t}$ and $V_{p r, t}$ : remove from the input patterns all features corresponding to the input neurons pruned from $M_{t}$.
(c) Set $t=t+1$.

Until the following stop criterion for pruning is satisfied:

- $M_{t}$ and $M_{t-1}$ have equal topologies (i.e., no input or hidden neurons were pruned during the $t$-th iteration of pruning).

4. Select the network $M_{t^{\prime}}$ with the lowest error $e\left(V_{p r, t^{\prime}}\right)_{t^{\prime}}=\min _{i \in\{1, \ldots, t\}} e\left(V_{p r, i}\right)_{i}$ to be the final one.
```
Algorithm 4.4 Function prune_hidden_and_input_neurons() (one iteration of
the pruning method)
```

    1. Input:
    BP-network \(M=(N, C, I, O, w, t)\) with the weight vector \(\vec{w}\) of size \(W\).
    The pruning parameter \(\beta, 0<\beta \leq 1\).
    2. Remove redundant hidden neurons based on the formed internal represen-
    tation: For each hidden layer \(L_{k}, 1<k \leq l+1\) :
    (a) For each neuron $i$ in layer $L_{k}$ :

If $i$ forms a uniform representation (there exists $c \in \Re$ such that for all training patterns $p: y_{p i}=c$ ):
i. Remove $i$ and the corresponding edges from the BP-network $M$.
ii. For all $j \in L_{k+1}$ : set $w_{0 j}^{n e w}=w_{0 j}+c w_{i j}$.
(b) For each pair of neurons $i_{1}$ and $i_{2}$ in layer $L_{k}$ :

If $i_{1}$ and $i_{2}$ form identical representations to each other $\left(y_{p i_{1}}=y_{p i_{2}}\right.$ for all training patterns $p$ ):
i. Remove $i_{2}$ and the corresponding edges from the BP-network $M$.
ii. For all $j \in L_{k+1}$ : set $w_{i_{1} j}^{n e w}=w_{i_{1} j}+w_{i_{2} j}$.

If $i_{1}$ and $i_{2}$ form complementary representations to each other ( $y_{p i_{1}}=$ $-y_{p i_{2}}$ for all training patterns $p$ ):
i. Remove $i_{2}$ and the corresponding edges from the BP-network $M$.
ii. For all $j \in L_{k+1}$ : set $w_{i_{1} j}^{n e w}=w_{i_{1} j}-w_{i_{2} j}$.
3. Remove redundant hidden and input neurons based on sensitivity analysis:
(a) Relevance evaluation: For each hidden and input layer $L$ (in the direction from the output to the input layer) and for each neuron $i$ in layer $L$, compute the values of the sensitivity coefficients $S_{i v}^{p}$ :
$S_{i v}^{p}= \begin{cases}f^{\prime}\left(\xi_{p v}\right) w_{i v} ; & i \in L_{l+1} \\ \sum_{g} S_{g v}^{p} f^{\prime}\left(\xi_{p g}\right) w_{i g} ; & i \in L_{k}, g \in L_{k+1}, 1 \leq k \leq l+1,\end{cases}$
for all output neurons (indexed by $v$ ) and all training patterns (indexed by $p$ ).
(b) Identification of redundant hidden and input neurons:

Set $I=\{ \}$.
For each hidden and input layer $L$ :
i. Compute the threshold $\delta_{L}$ :
$\delta_{L}=\beta \operatorname{mean}_{\{v, i, p\}}\left|S_{i v}^{p}\right|$,
where $p$ indexes the training pattern, $v$ indexes the output neurons, $i$ indexes the neurons in layer $L$.
ii. For each neuron $i$ in layer $L$ :

If $i$ fulfills the following condition:
$\max _{p} \operatorname{mean}_{v}\left|S_{i v}^{p}\right|<\delta_{L}$,
insert $i$ into $I$.
(c) Remove redundant neurons:

Remove all the neurons $i \in I$ and the corresponding edges from the BP-network $M$.
4. Return: The pruned BP-network $M$.
threshold are regarded as useless and removed. A question is, whether such regularization techniques would also make easier the pruning of hidden and input neurons.

A problem of the regularization techniques based on weights' minimization is, that they favor configurations with many small weights to configurations with a few large weights. However, a BP-network with the configuration of the second type may perform and generalize better [95] and its internal structure may be simpler and more transparent. Moreover, regularization based on weights' minimization could prevent the BP-network from forming a condensed (or even bipolar) internal representation and make thus the pruning of hidden neurons based on their representations more difficult. Also the impact of weight minimization on the sensitivity based pruning is questionable.

For these reasons, rather than minimizing the magnitudes of weights, we decided to minimize directly the absolute sensitivity coefficients, which are a key part of our pruning strategy. In [83, 84, 85], we proposed a new regularization technique SC for analytical sensitivity control. The criterion for sensitivity control is formulated as a penalty term added to the error function to be minimized during training - the sensitivity error function.

In essence, there are two main options for sensitivity control in BP-networks - sensitivity can be either inhibited or enforced [79, 83]. Both variants are assumed to increase the differences among the achieved sensitivity coefficients of the respective neurons and restrict the space of candidate hypotheses for the wanted network function. Anyway, we expect that BP-networks with an inhibited sensitivity might yield better results due to their smoother function.

We call the SC-regularization technique analytical, because it works exactly with the sensitivity coefficients (defined by Equations (4.16) and (4.17)) and it doesn't attempt to approximate them in some way. Such regularization could make the training process computationally expensive. On the other side, it is maximally compatible with the proposed sensitivity-based pruning rule (Equation (4.23)). Thus the analytical SC-regularization might simplify and improve the pruning process more than a less precise yet more efficient regularization technique.

In sum, the SC-regularization technique is intended to impact pruning of more input and hidden neurons and easier optimization of the network structure. It should also contribute to smoother network functions and improved generalization ability of the trained model [16]. At the same time, the SC-regularization technique should improve (or at least not reduce) the ability of the trained BPnetworks to form a condensed internal representation during training and support thus an easy interpretation of the extracted knowledge.

## The sensitivity error function

In the following paragraphs, we will discuss the form of the sensitivity error function for the SC-method. In the case of sensitivity inhibition, the sensitivity error function should penalize input (and indirectly also hidden) neurons for high magnitudes of sensitivity coefficients $S_{i v}^{p}$ (see Equations (4.16), 4.17) for the definition of $S_{i v}^{p}$ ). This would help the proposed pruning technique (Algorithm 4.4 on page 90) to identify and prune from the BP-network hidden and input neurons with low influence on the network outputs. Such redundant hidden and
input neurons are characterized by absolutely low sensitivity coefficients for all training patterns and network outputs.

In general, the sensitivity error function $G$ will be formulated as it follows [83):

$$
\begin{equation*}
G=G(\vec{w})=\sum_{p} G_{p}(\vec{w})=\frac{1}{2} \sum_{p} \sum_{u} \sum_{v}\left(S_{u v}^{p}\right)^{2}=\frac{1}{2} \sum_{p} \sum_{u} \sum_{v}\left(\frac{\partial y_{p v}}{\partial x_{p u}}\right)^{2}, \tag{4.25}
\end{equation*}
$$

where $p$ indexes the training patterns, $v$ indexes the output neurons, $u$ indexes the input neurons. For a given training pattern $p$, the term $\frac{\partial y_{p v}}{\partial x_{p u}}$ corresponds to the sensitivity $S_{u v}^{p}$ of the activity $y_{p v}$ of the output neuron $v$ to the $u$-th input feature $x_{p u} . G_{p}(\vec{w})=\frac{1}{2} \sum_{u, v}\left(S_{u v}^{p}\right)^{2}$ is the sensitivity error function corresponding to the $p$-th training pattern.

During the training process, the above-defined sensitivity error function $G$ is optimized simultaneously with the performance error function $E$ (defined by Equation (1.8)) and the representation error function $F$ (defined by Equation (4.1)). We will thus use the following modification of the overall error function H:

$$
\begin{equation*}
H(\vec{w})=E(\vec{w})+c_{F} F(\vec{w})+c_{G} G(\vec{w}), \tag{4.26}
\end{equation*}
$$

where $c_{F} \geq 0$ and $c_{G} \in \Re$ are coefficients reflecting the trade-off between the influence of $E, F$ and $G$ in $H$. The parameters $c_{F}$ and $c_{G}$ remain constant throughout the whole training process but might be variable, too. The parameter $c_{G}$ controls, whether the sensitivity is inhibited or enforced during training. For sensitivity inhibition, we must set $c_{G}>0$. For sensitivity enforcement (see, e.g., [79, 83]), it is necessary to set $c_{G}<0$. In [79], sensitivity control is used for improved information transfer in modular networks.

In the following subsections, we will derive the rules for weight adjustment corresponding to the overall error function $H(\vec{w})$.

## The derivation of the rules for weight adjustment

Because of the complexity of the error function $G(\vec{w})$ defined by Equation (4.25), we firstly derived in [85] the rules for weight adjustment of the SC-regularization technique for the simplified BP-network topology with just one hidden layer. In [84], we generalized the SC-technique to the the model of 'bipolar' BP-networks with an arbitrary number of hidden layers.

In the equations in this subsection, we will use the following notation: $p$ will be an index over all training patterns, $v$ will index all output neurons and $u$ will index all input neurons. A weight from a neuron $i$ to a neuron $j$ will be denoted by $w_{i j}, y$ will denote the activity of a neuron while $\xi$ will be its potential. x will correspond to the considered element of the presented input pattern. For a given training pattern $p$, the term $\partial y_{p j} / \partial y_{p i}$ will correspond to the sensitivity $S_{i j}^{p}$ of the activity $y_{p j}$ of the (hidden or output) neuron $j$ to the activity $y_{p j}$ of the neuron $i$ in one of the preceding layers. For the input neurons $u$, their activity is equal to their input (i.e., $y_{p u}=x_{p u}$ ).

We will work with the general form of the sensitivity error function $G$ (defined by (4.25). The overall error function $H(\vec{w})=E(\vec{w})+c_{F} F(\vec{w})+c_{G} G(\vec{w})$ will be
evaluated according to:

$$
\begin{align*}
H(\vec{w})= & \frac{1}{2} \sum_{p} \sum_{v}\left(y_{p v}-d_{p v}\right)^{2}+c_{F} \sum_{p} \sum_{j^{\prime}}\left(1+y_{p j^{\prime}}\right)^{s}\left(1-y_{p j^{\prime}}\right)^{s} y_{p j^{\prime}}^{2}+ \\
& +c_{G} \frac{1}{2} \sum_{p} \sum_{u} \sum_{v}\left(S_{u v}^{p}\right)^{2} . \tag{4.27}
\end{align*}
$$

In the above expression, $j^{\prime}$ indexes all hidden neurons, $d$ denotes the desired activity of a neuron and $s$ is a parameter for tuning the shape of the representation error function.

To minimize $H(\vec{w})$, the functions $E(\vec{w}), c_{F} F(\vec{w})$ and $c_{G} G(\vec{w})$ are minimized simultaneously. The derivative of $H(\vec{w})$ is given by $H^{\prime}(\vec{w})=E^{\prime}(\vec{w})+c_{F} F^{\prime}(\vec{w})+$ $c_{G} G^{\prime}(\vec{w})$. It is computed as $H^{\prime}(\vec{w})=\sum_{p} H_{p}^{\prime}(\vec{w})$, where $H_{p}^{\prime}(\vec{w})=\left(\ldots, \frac{\partial H_{p}}{\partial w_{i j}}, \ldots\right)$ and

$$
\begin{equation*}
\frac{\partial H_{p}}{\partial w_{i j}}=\frac{\partial E_{p}}{\partial w_{i j}}+c_{F} \frac{\partial F_{p}}{\partial w_{i j}}+c_{G} \frac{\partial G_{p}}{\partial w_{i j}} . \tag{4.28}
\end{equation*}
$$

The partial derivatives in $\partial E_{p} / \partial w_{i j}+c_{F} \partial F_{p} / \partial w_{i j}$ were already stated in Equation (4.15). To inhibit also the sensitivity of the network, we have to determine the terms $\partial G_{p} / \partial w_{i j}$ as well.

Let $\left(\vec{x}_{p}, \vec{d}_{p}\right)$ be the training pattern presented to the BP-network in time $t$ and let $i$ be the neuron connected with neuron $j$ via the weight $w_{i j}$. In the derivations below, all neurons in the same layer as neuron $i$ will be indexed by $g$, all neurons in the same layer as neuron $j$ will be indexed by $h$.

The derivative $\frac{\partial G_{p}}{\partial w_{i j}}$ we can be computed using the sum and chain rules:

$$
\begin{equation*}
\frac{\partial G_{p}}{\partial w_{i j}}=\frac{\partial}{\partial w_{i j}}\left(\frac{1}{2} \sum_{u} \sum_{v}\left(S_{u v}^{p}\right)^{2}\right)=\sum_{u} \sum_{v} S_{u v}^{p}\left(\frac{\partial S_{u v}^{p}}{\partial w_{i j}}\right) . \tag{4.29}
\end{equation*}
$$

- For neuron $j$ in the output layer $L_{l+2}$ :

The term $S_{u v}^{p}$ can be formulated as:

$$
\begin{equation*}
S_{u v}^{p}=\sum_{g} S_{g v}^{p} S_{u g}^{p}=\sum_{g} w_{g v} S_{u g}^{p}, \tag{4.30}
\end{equation*}
$$

where $g$ indexes neurons in the last hidden layer $L_{l+1}$. Therefore,

$$
\begin{equation*}
\frac{\partial G_{p}}{\partial w_{i j}}=\sum_{u} \sum_{v} S_{u v}^{p} \frac{\partial}{\partial w_{i j}}\left(\sum_{g} w_{g v} S_{u g}^{p}\right)=\sum_{u} \sum_{v} S_{u v}^{p} \sum_{g} S_{u g}^{p} \frac{\partial w_{g v}}{\partial w_{i j}} . \tag{4.31}
\end{equation*}
$$

Because

$$
\frac{\partial w_{g v}}{\partial w_{i j}}= \begin{cases}1 & \text { for }(g=i) \text { and }(v=j)  \tag{4.32}\\ 0 & \text { otherwise }\end{cases}
$$

we obtain:

$$
\begin{equation*}
\frac{\partial G_{p}}{\partial w_{i j}}=\sum_{u} S_{u j}^{p} S_{u i}^{p} \tag{4.33}
\end{equation*}
$$

- For neuron $j$ in a hidden layer other than first $\left(j \in L_{k}, i \in L_{k-1}, 2<k \leq\right.$ $l+1)$ :
The term $S_{u v}^{p}$ can be formulated as:

$$
\begin{align*}
S_{u v}^{p} & =\sum_{g} S_{u g}^{p} S_{g v}^{p}=\sum_{g} S_{u g}^{p}\left(\sum_{h} S_{g h}^{p} S_{h v}^{p}\right)= \\
& =\sum_{g} S_{u g}^{p} \sum_{h}\left(1-y_{p h}^{2}\right) w_{g h} S_{h v}^{p} \tag{4.34}
\end{align*}
$$

where $g$ indexes all neurons in the layer $L_{k-1}, h$ indexes all neurons in the layer $L_{k}$. Therefore, we can apply the sum and product rules and obtain:

$$
\begin{align*}
\frac{\partial G_{p}}{\partial w_{i j}}= & \sum_{u} \sum_{v} S_{u v}^{p} \frac{\partial}{\partial w_{i j}}\left(\sum_{g} S_{u g}^{p} \sum_{h}\left(1-y_{p h}^{2}\right) w_{g h} S_{h v}^{p}\right)= \\
= & \sum_{u} \sum_{v} S_{u v}^{p} \sum_{g} S_{u g}^{p} \sum_{h} \frac{\partial\left[\left(1-y_{p h}^{2}\right) w_{g h} S_{h v}^{p}\right]}{\partial w_{i j}}= \\
= & \sum_{u} \sum_{v} S_{u v}^{p} \sum_{g} S_{u g}^{p} \sum_{h}\left[\frac{\partial\left(1-y_{p h}^{2}\right)}{\partial w_{i j}} w_{g h} S_{h v}^{p}+\right. \\
& \left.\quad+\left(1-y_{p h}^{2}\right) \frac{\partial w_{g h}}{\partial w_{i j}} S_{h v}^{p}+\left(1-y_{p h}^{2}\right) w_{g h} \frac{\partial S_{h v}^{p}}{\partial w_{i j}}\right] \tag{4.35}
\end{align*}
$$

The particular derivatives will be computed in the following way: $\frac{\partial\left(1-y_{p h}^{2}\right)}{\partial w_{i j}}=$ 0 for $h \neq j$ and

$$
\begin{equation*}
\frac{\partial\left(1-y_{p j}^{2}\right)}{\partial w_{i j}}=\frac{\partial\left(1-y_{p j}^{2}\right)}{\partial y_{p j}} \frac{\partial y_{p j}}{\partial \xi_{p j}} \frac{\partial \xi_{p j}}{\partial w_{i j}}=\left(-2 y_{p j}\right)\left(1-y_{p j}^{2}\right) x_{p i} \tag{4.36}
\end{equation*}
$$

The derivative $\frac{\partial w_{g h}}{\partial w_{i j}}$ can be computed analogically to the Equation 4.32) and

$$
\begin{equation*}
\frac{\partial S_{h v}^{p}}{\partial w_{i j}}=\frac{\partial S_{h v}^{p}}{\partial y_{p j}} \frac{\partial y_{p j}}{\partial \xi_{p j}} \frac{\partial \xi_{p j}}{\partial w_{i j}}=T_{h v, j}^{p}\left(1-y_{p j}^{2}\right) y_{p i} \tag{4.37}
\end{equation*}
$$

where $T_{h v, j}^{p}$ denotes an auxiliary term, $T_{h v, j}^{p}=\frac{\partial S_{h v}^{p}}{\partial y_{p j}}$.
To obtain the value of $T_{h v, j}^{p}$, the term $T_{q v, j}^{p}=\frac{\partial S_{q v}^{p}}{\partial y_{p j}}$ has to be computed recursively backwards from the output layer towards the hidden layer $L_{k}$ containing the neurons $h$ and $j$.

- For a neuron $q$ in the last hidden layer $L_{l+1}$ :

$$
\begin{equation*}
T_{q v, j}^{p}=\frac{\partial S_{q v}^{p}}{\partial y_{p j}}=\frac{\partial w_{q v}}{\partial y_{p j}}=0 \tag{4.38}
\end{equation*}
$$

- For a neuron $q$ in the hidden layer $L_{k^{\prime}}, k \leq k^{\prime} \leq l$ :

$$
\begin{align*}
T_{q v, j}^{p} & =\frac{\partial}{\partial y_{p j}}\left(\sum_{r} S_{q r}^{p} S_{r v}^{p}\right)=\frac{\partial}{\partial y_{p j}}\left(\sum_{r} w_{q r}\left(1-y_{p r}^{2}\right) S_{r v}^{p}\right)= \\
& =\sum_{r} w_{q r} \frac{\partial\left[\left(1-y_{p r}^{2}\right) S_{r v}^{p}\right]}{\partial y_{p j}}= \\
& =\sum_{r} w_{q r}\left[\frac{\partial\left(1-y_{p r}^{2}\right)}{\partial y_{p j}} S_{r v}^{p}+\left(1-y_{p r}^{2} \frac{\partial S_{r v}^{p}}{\partial y_{p j}}\right]=\right. \\
& =\sum_{r} w_{q r}\left[\frac{\partial\left(1-y_{p r}^{2}\right)}{\partial y_{p r}} \frac{\partial y_{p r}}{\partial y_{p j}} S_{r v}^{p}+\left(1-y_{p r}^{2}\right) T_{r v, j}^{p}\right]= \\
& =\sum_{r} w_{q r}\left[\left(-2 y_{p r}\right) S_{j r}^{p} S_{r v}^{p}+\left(1-y_{p r}^{2}\right) T_{r v, j}^{p}\right] \tag{4.39}
\end{align*}
$$

where $r$ indexes neurons from the hidden layer $L_{k^{\prime}+1}$.
Altogether:

$$
\begin{align*}
& \frac{\partial G_{p}}{\partial w_{i j}}=\sum_{u} \sum_{v} S_{u v}^{p}\left[\sum_{g} S_{u g}^{p}\left(-2 y_{p j}\right)\left(1-y_{p j}^{2}\right) y_{p i} w_{g j} S_{j v}^{p}+\right. \\
&+S_{u i}^{p}\left(1-y_{p j}^{2}\right) S_{j v}^{p}+ \\
&\left.+\sum_{g} S_{u g}^{p} \sum_{h}\left(1-y_{p h}^{2}\right) w_{g h} T_{h v, j}^{p}\left(1-y_{p j}^{2}\right) y_{p i}\right]= \\
&=\left(-2 y_{p j}\right) y_{p i} \sum_{u} \sum_{v} S_{u v}^{p} S_{j v}^{p} \sum_{g} S_{u g}^{p} w_{g j}\left(1-y_{p j}^{2}\right)+ \\
&+\left(1-y_{p j}^{2}\right) \sum_{u} \sum_{v} S_{u v}^{p} S_{u i}^{p} S_{j v}^{p}+ \\
&+\left(1-y_{p j}^{2}\right) y_{p i} \sum_{u} \sum_{v} S_{u v}^{p} \sum_{g} S_{u g}^{p} \sum_{h}\left(1-y_{p h}^{2}\right) w_{g h} T_{h v, j}^{p} . \tag{4.40}
\end{align*}
$$

Because for the first subterm,

$$
\begin{equation*}
\sum_{g} S_{u g}^{p} w_{g j}\left(1-y_{p j}^{2}\right)=\sum_{g} S_{u g}^{p} S_{g j}^{p}=S_{u j}^{p} \tag{4.41}
\end{equation*}
$$

we obtain:

$$
\begin{align*}
& \frac{\partial G_{p}}{\partial w_{i j}}=\left(-2 y_{p j}\right) y_{p i} \sum_{u} \sum_{v} S_{u v}^{p} S_{j v}^{p} S_{u j}^{p}+ \\
&+\left(1-y_{p j}^{2}\right) \sum_{u} \sum_{v} S_{u v}^{p} S_{u i}^{p} S_{j v}^{p}+ \\
&+\left(1-y_{p j}^{2}\right) y_{p i} \sum_{u} \sum_{v} S_{u v}^{p} \sum_{g} S_{u g}^{p} \sum_{h}\left(1-y_{p h}^{2}\right) w_{g h} T_{h v, j}^{p} . \tag{4.42}
\end{align*}
$$

- For neuron $j$ in the first hidden layer $L_{2}$ (neuron $i$ is in the input layer $L_{1}$ ): The term $S_{u v}^{p}$ can be formulated as:

$$
\begin{equation*}
S_{u v}^{p}=\sum_{h} S_{u h}^{p} S_{h v}^{p}=\sum_{h}\left(1-y_{p h}^{2}\right) w_{u h} S_{h v}^{p}, \tag{4.43}
\end{equation*}
$$

where $h$ indexes all neurons in the first hidden layer.
Therefore, we can apply the sum and product rules and obtain:

$$
\begin{align*}
& \frac{\partial G_{p}}{\partial w_{i j}}=\sum_{u} \sum_{v} S_{u v}^{p} \frac{\partial}{\partial w_{i j}}\left(\sum_{h}\left(1-y_{p h}^{2}\right) w_{u h} S_{h v}^{p}\right)= \\
&= \sum_{u} \sum_{v} S_{u v}^{p} \sum_{h} \frac{\partial\left[\left(1-y_{p h}^{2}\right) w_{u h} S_{h v}^{p}\right]}{\partial w_{i j}}= \\
&= \sum_{u} \sum_{v} S_{u v}^{p} \sum_{h}\left[\frac{\partial\left(1-y_{p h}^{2}\right)}{\partial w_{i j}} w_{u h} S_{h v}^{p}+\left(1-y_{p h}^{2}\right) \frac{\partial w_{u h}}{\partial w_{i j}} S_{h v}^{p}+\right. \\
&\left.\quad+\left(1-y_{p h}^{2}\right) w_{u h} \frac{\partial S_{h v}^{p}}{\partial w_{i j}}\right] . \tag{4.44}
\end{align*}
$$

The particular derivatives can be computed analogically to the previous case. Altogether:

$$
\begin{align*}
& \frac{\partial G_{p}}{\partial w_{i j}}=\sum_{u} \sum_{v} S_{u v}^{p}\left(-2 y_{p j}\right)\left(1-y_{p j}^{2}\right) x_{p i} w_{u j} S_{j v}^{p}+ \\
&+\sum_{v} S_{i v}^{p}\left(1-y_{p j}^{2}\right) S_{j v}^{p}+ \\
&+\sum_{u} \sum_{v} S_{u v}^{p} \sum_{h}\left(1-y_{p h}^{2}\right) w_{u h} T_{h v, j}^{p}\left(1-y_{p j}^{2}\right) x_{p i}= \\
&=\left(-2 y_{p j}\right) x_{p i} \sum_{u} \sum_{v} S_{u v}^{p} S_{u j}^{p} S_{j v}^{p}+ \\
&+\left(1-y_{p j}^{2}\right) \sum_{v} S_{i v}^{p} S_{j v}^{p}+ \\
&+\left(1-y_{p j}^{2}\right) x_{p i} \sum_{u} \sum_{v} S_{u v}^{p} \sum_{h}\left(1-y_{p h}^{2}\right) w_{u h} T_{h v, j}^{p} \tag{4.45}
\end{align*}
$$

The SCGS-algorithm The second version of our framework for training of the BP-networks will be called SCGS [83, 84, 85]. It combines the SC- and IR-regularization techniques with the SCG-algorithm (described by Algorithm 4.2 on page 80) and with the above-defined training-and-pruning methodology (Algorithms 4.3 and 4.4 on pages 89 and 90 ).

The training process of the SCGS-method is identical to the standard SCGalgorithm (see Algorithm 4.2 on page 80 for the general schema of the SCG-like algorithms), however with $H(\vec{w})=E(\overrightarrow{\vec{w}})+c_{F} F(\vec{w})+c_{G} G(\vec{w})$ (defined by (4.26) ) as the error function. The derivative of $H(\vec{w})$ is given by $H^{\prime}(\vec{w})=E^{\prime}(\vec{w})+c_{F} F^{\prime}(\vec{w})+$ $c_{G} G^{\prime}(\vec{w})$. It is computed as: $H^{\prime}(\vec{w})=\sum_{p} H_{p}^{\prime}(\vec{w})$, where $H_{p}^{\prime}(\vec{w})=\left(\ldots, \frac{\partial H_{p}}{\partial w_{i j}}, \ldots\right)$ and $\partial H_{p} / \partial w_{i j}=\frac{\partial E_{p}}{\partial w_{i j}}+c_{F} \frac{\partial F_{p}}{\partial w_{i j}}+c_{G} \frac{\partial G_{p}}{\partial w_{i j}}$.

For the considered 'bipolar' BP-network model with an arbitrary number of hidden layers, the terms $\partial H_{p} / \partial w_{i j}$ correspond to:

$$
\begin{align*}
& \begin{cases}\left(y_{p j}-d_{p j}\right) y_{p i}+c_{G} \sum_{u} S_{u j}^{p} S_{u i}^{p} & \\
\left\{\sum_{q} \delta_{p q} w_{j q}+2 c_{F}\left[1-(s+1) y_{p j}^{2}\right]\left(1-y_{p j}^{2}\right)^{s-1} y_{p j}\right\}\left(1-y_{p j}^{2}\right) y_{p i}+\end{cases} \\
& +c_{G}\left[\left(-2 y_{p j}\right) y_{p i} \sum_{u, v} S_{u v}^{p} S_{j v}^{p} S_{u j}^{p}+\right. \\
& +\left(1-y_{p j}^{2}\right) \sum_{u, v} S_{u v}^{p} S_{u i}^{p} S_{j v}^{p}+ \\
& \left.+\left(1-y_{p j}^{2}\right) y_{p i} \sum_{u, v} S_{u v}^{p} \sum_{g} S_{u g}^{p} \sum_{h}\left(1-y_{p h}^{2}\right) w_{g h} T_{h v, j}^{p}\right] \\
& \text { for neuron } j \in L_{l+1} \\
& \frac{\partial H_{p}}{\partial w_{i j}}=\left\{\begin{array}{c}
\left\{\sum_{q}\left(\delta_{p q}+c_{F} \varrho_{p q}\right) w_{j q}+2 c_{F}\left[1-(s+1) y_{p j}^{2}\right]\left(1-y_{p j}^{2}\right)^{s-1} y_{p j}\right\} \\
\cdot\left(1-y_{p j}^{2}\right) y_{p i}+ \\
+c_{G}\left[\left(-2 y_{p j}\right) y_{p i} \sum_{u, v} S_{u v}^{p} S_{j v}^{p} S_{u j}^{p}+\right. \\
\quad+\left(1-y_{p j}^{2}\right) \sum_{u, v} S_{u v}^{p} S_{u i}^{p} S_{j v}^{p}+ \\
\\
\left.+\left(1-y_{p j}^{2}\right) y_{p i} \sum_{u, v} S_{u v}^{p} \sum_{g} S_{u g}^{p} \sum_{h}\left(1-y_{p h}^{2}\right) w_{g h} T_{h v, j}^{p}\right] \\
\text { for neuron } j \in L_{k}, 3 \leq k \leq l
\end{array}\right\} \begin{array}{c}
\left\{\begin{array}{c}
\left.\sum_{q}\left(\delta_{p q}+c_{F} \varrho_{p q}\right) w_{j q}+2 c_{F}\left[1-(s+1) y_{p j}^{2}\right]\left(1-y_{p j}^{2}\right)^{s-1} y_{p j}\right\}
\end{array}\right\} \\
\cdot\left(1-y_{p j}^{2}\right) y_{p i}+ \\
\quad+c_{G}\left[\left(-2 y_{p j}\right) x_{p i} \sum_{u, v} S_{u v}^{p} S_{u j}^{p} S_{j v}^{p}+\left(1-y_{p j}^{2}\right) \sum_{v} S_{i v}^{p} S_{j v}^{p}+\right. \\
\left.\quad+\left(1-y_{p j}^{2}\right) x_{p i} \sum_{u, v} S_{u v}^{p} \sum_{h}\left(1-y_{p h}^{2}\right) w_{u h} T_{h v, j}^{p}\right] \\
\text { for neuron } j \in L_{2}
\end{array} \tag{4.46}
\end{align*}
$$

In the above expression, $s$ denotes the parameter for tuning the shape of the representation error function, $g, h$ index the neurons in the same layers as $i$ and $j$, respectively, $q$ is the index of the neurons in the layer above the neuron $j . c_{F}$ and $c_{G}$ are constants representing the influence of the respective error terms, $\delta_{p q}$ can be determined according to (1.18) and $\varrho_{p q}$ according to (4.14). The terms $T_{h v, j}^{p}=\partial S_{h v}^{p} / \partial y_{p j}$ are computed recursively backwards from the output layer towards the hidden layer $L_{k}$ containing the neuron $j$ :

1. For each neuron $h$ in the last hidden layer $L_{l+1}$ :

$$
\begin{equation*}
T_{h v, j}^{p}=0 . \tag{4.47}
\end{equation*}
$$

2. For each neuron $h$ in the hidden layer $L_{k^{\prime}}, k \leq k^{\prime} \leq l, j \in L_{k}$ :

$$
\begin{equation*}
T_{h v, j}^{p}=\sum_{r} w_{h r}\left[\left(-2 y_{p r}\right) S_{j r}^{p} S_{r v}^{p}+\left(1-y_{p r}^{2}\right) T_{r v, j}^{p}\right] \tag{4.48}
\end{equation*}
$$

where $r$ indexes neurons from the hidden layer above the neuron $h$.
To speed up the training process, all the terms $S_{u v}^{p}, S_{u h}^{p}$ and $S_{h v}^{p}$ (for all the training patterns $p$, hidden neurons $h$, output neurons $v$ and input neurons $u$ ) are computed and saved before the computation of $H^{\prime}(\vec{w})$ using the following schema:

- The values of sensitivity coefficients $S_{u j}^{p}$ for all training patterns (indexed by $p$ ), all input neurons (indexed by $u$ ) and for all hidden and output neurons (denoted by $j$ ) are determined recursively in the direction from the first hidden layer towards the output layer:

1. For a neuron $j$ in the first hidden layer:

$$
\begin{equation*}
S_{u j}^{p}=\frac{\partial y_{p j}}{\partial x_{p i}}=\left(1-y_{p j}^{2}\right) w_{u j} . \tag{4.49}
\end{equation*}
$$

2. For a neuron $j$ in a hidden layer other than first or in the output layer:

$$
\begin{equation*}
S_{u j}^{p}=\sum_{g} S_{g j}^{p} S_{u g}^{p}=\left(1-y_{p j}^{2}\right) \sum_{g} w_{g j} S_{u g}^{p} \tag{4.50}
\end{equation*}
$$

where $g$ indexes neurons from the layer below the neuron $j$.

- Similarly, the values of sensitivity coefficients $S_{i v}^{p}$ for all training patterns (indexed by $p$ ), all output neurons (indexed by $v$ ) and for all hidden neurons (denoted by $i$ ) are determined recursively in the direction from the last hidden layer towards the first hidden layer:

1. For a neuron $i$ in the last hidden layer:

$$
\begin{equation*}
S_{i v}^{p}=w_{i v} \tag{4.51}
\end{equation*}
$$

2. For a neuron $j$ in a hidden layer other than last:

$$
\begin{equation*}
S_{i v}^{p}=\sum_{h} S_{i h}^{p} S_{h v}^{p}=\sum_{h} w_{i h}\left(1-y_{p h}^{2}\right) S_{h v}^{p} \tag{4.52}
\end{equation*}
$$

where $h$ stands for the neurons from the layer above the neuron $i$.
The SCGS-method is summarized by Algorithm 4.5 on page 98 .

[^0]
### 4.2.5 Summary of Section 4.2

In the first part of this section, we proposed a methodology for training of BP-networks with pruning of hidden and input neurons based on internal representation and sensitivity analysis (Algorithms 4.3 and 4.4). After that, we designed a new analytical sensitivity-based regularization technique SC. Finally, we combined the SC-regularization technique and the new-proposed training-and-pruning methodology with the formerly defined SCGIR-algorithm (see Algorithm 4.1 on page 79 ) - in the SCGS-algorithm (Algorithm 4.5).

The presented training-and-pruning methodology with the help of the proposed regularization techniques is intended to find an adequate and simple topology of the BP-network automatically during training. Moreover, it should identify relevant input features in the data and important hidden neurons. Both regularization techniques might also contribute to a smoother network function and better generalization ability of the trained BP-networks. As a result, the SCGSalgorithm should take advantage of all of the included techniques and provide a general framework capable of

1. analytical sensitivity control during training,
2. enforcement of condensed internal representation during training,
3. sophisticated pruning of hidden and input neurons and identification of significant input features,
4. improved generalization,
5. and easier interpretation of the extracted knowledge.

An expected drawback of the SCGS-method are its excessive time costs, which increase with the growing number of hidden layers. They are caused mainly by the complexity of the SC-regularization technique. The evaluation of the sensitivity error function and the corresponding rules for weight adjustment require timeconsuming computation. Moreover, in each step of the training algorithm, we have to go through the whole network several times (e.g., to compute the values of the sensitivity coefficients and their derivatives).

The qualities and drawbacks of our training-and-pruning methodology and of the SCGS-method will be assessed in the experimental part of this work in Chapter 5. For more experimental results, see also [83, 84, 85].

### 4.3 Fast creation of a simple and clear internal structure

### 4.3.1 Introduction

The third goal - recalled Our third goal will be to enhance our framework to achieve both the first and the second goals at once:

- Generalization: The framework should favor smooth BP-network functions that contribute to adequate generalization.
- Speed: The training process should be as fast as possible and robust to the choice of initial parameters.
- Creation of a simple and transparent network structure: The BPnetwork should create a small, simple and transparent internal structure during training. It should also automatically identify relevant input features. The created model structure should simplify the further knowledge extraction.

In the previous Section 4.2, we proposed the SCGS-method for training of BPnetworks (Algorithm 4.5 on page 98). It fulfills two of the above requirements - on creation of a simple and transparent network structure and on improved generalization. On the other hand, a problem of this method is its low efficiency.

The high time and space complexities of the SCGS-algorithm are caused mainly by the SC-regularization technique. The efficiency problem of the SC-method arises from the analytical nature of the sensitivity error function and from the complexity of the corresponding rules for weight adjustment. On the other hand, the SC-regularization technique is (thanks to its analytical character) highly precise and maximally compatible with our sensitivity-based pruning technique (Algorithm 4.4 on page 90 ).

Contrary to the SC-regularization technique, some other methods included in our framework are very efficient. They are especially the IR-regularization technique together with the SCG-training algorithm and our training-and-pruning methodology. For this reason, when proposing our approach to the third goal, we will keep these methods in our framework. However, we will introduce a new approximative sensitivity-based regularization technique that will substitute the analytical one.

The new approximative sensitivity-based regularization technique should be as efficient as possible. At the same time, it should also keep most of the good qualities of the analytical method:

1. it should simplify pruning based on sensitivity analysis,
2. it shouldn't be in conflict with the methods for improved transparency,
3. it should improve the generalization ability of the model,
4. and it should support creation of a smooth network function.

In the following paragraphs, we will describe our approach in detail.

### 4.3.2 Approximative sensitivity control

In this subsection, we will introduce our new approximative regularization technique for sensitivity control. We will call the method SCA [81]. In order to avoid the huge computational complexity of the analytical SC-technique, we will replace the sensitivity error function $G$ (defined by (4.25) by an alternative (approximative) expression. Naturally, there are more possible ways, in which $G$ could be approximated. For this reason, we have decided to introduce several variants of the approximative sensitivity error function and select the most promising expression to be the final one.

We will propose the SCA-regularization technique for the 'bipolar' BP-network model, where all the hidden neurons have the hyperbolic tangent transfer functions, while all the output neurons implement the linear transfer functions. The approach could be applied also to BP-networks with other continuous and differentiable transfer functions, but the adaptation rules had to be slightly altered, reflecting the derivatives of the applied transfer functions.

In the equations in this subsection, we will use the following notation: $p$ will be an index over all training patterns, $v$ will index all output neurons, $u$ will index all input neurons. A weight from a neuron $i$ to a neuron $j$ will be denoted by $w_{i j}, y$ will denote the activity of a neuron while $\xi$ will be its potential. $x$ will correspond to the considered element of the presented input pattern.

In the following paragraphs, we will describe two possible expressions of the sensitivity error function and discuss their advantages and limitations.

## The SCA1-method

We will denote the initial variant of the SCA-method as SCA1. It is based on a straightforward approximation of the overall network sensitivity. The exact sensitivity terms $S_{u v}^{p}=\frac{\partial y_{p v}}{\partial x_{p u}}$ (defined by Equations 4.16) and 4.17) are approximated by the terms

$$
\begin{equation*}
T_{u v}^{p}=\frac{\Delta y_{p v}}{\Delta x_{p u}}=\frac{y_{p u}-y_{p u}^{*}}{x_{p u}-x_{p u}^{*}} \tag{4.53}
\end{equation*}
$$

with $\Delta x_{p u}=x_{p u}-x_{p u}^{*}$ and $\Delta y_{p v}=y_{p v}-y_{p v}^{*} . x_{p u}^{*}$ denotes the value of $x_{p u}$ corrupted by a small amount of random noise (in or experiments usually chosen within the range of $0.01-1 \%)$. $y_{p v}^{*}$ corresponds to the $v$-th actual network output determined for the noise-corrupted input pattern $\overrightarrow{x_{p}^{*}}$.

The sensitivity error function $G(\vec{w})=\frac{1}{2} \sum_{p, u, v}\left(\frac{\partial y_{p v}}{\partial x_{p u}}\right)^{2}$ is replaced by the following alternative expression of the overall network sensitivity:

$$
\begin{align*}
G^{1} & =G^{1}(\vec{w})=\sum_{p} G_{p}^{1}(\vec{w})=\frac{1}{2} \sum_{p} \sum_{u} \sum_{v}\left(T_{u v}^{p}\right)^{2}= \\
& =\frac{1}{2} \sum_{p} \sum_{u} \sum_{v}\left(\frac{\Delta y_{p v}}{\Delta x_{p u}}\right)^{2}=\frac{1}{2} \sum_{p} \sum_{u} \sum_{v} \frac{\left(y_{p v}-y_{p v}^{*}\right)^{2}}{\left(x_{p u}-x_{p u}^{*}\right)^{2}}, \tag{4.54}
\end{align*}
$$

where $G_{p}^{1}(\vec{w})=\frac{1}{2} \sum_{u, v}\left(\frac{\Delta y_{p v}}{\Delta x_{p u}}\right)^{2}$ is the approximative sensitivity error function corresponding to the $p$-th training pattern. The idea of this error criterion is, that the network outputs shouldn't be too sensitive to small changes of the inputs.

The overall error function is defined as $H(\vec{w})=E(\vec{w})+c_{F} F(\vec{w})+c_{G} G^{1}(\vec{w})$. $E(\vec{w})$ represents here the performance error function (defined by Equation (1.8)), $F(\vec{w})$ stands for the representation error function (defined by Equation (4.1)) and $G^{1}(\vec{w})$ corresponds to the new-proposed network criterion minimized during training. The coefficients $c_{F}$ and $c_{G}$ reflect the trade-off between the influence of $E, F$ and $G^{1}$ in $H$.

In sum, $H(\vec{w})$ has the form:

$$
\begin{align*}
H(\vec{w})= & \frac{1}{2} \sum_{p} \sum_{v}\left(y_{p v}-d_{p v}\right)^{2}+c_{F} \sum_{p} \sum_{j^{\prime}}\left(1+y_{p j^{\prime}}\right)^{s}\left(1-y_{p j^{\prime}}\right)^{s} y_{p j^{\prime}}^{2}+ \\
& +c_{G} \frac{1}{2} \sum_{p} \sum_{u} \sum_{v}\left(\frac{\Delta y_{p v}}{\Delta x_{p u}}\right)^{2}, \tag{4.55}
\end{align*}
$$

where $j^{\prime}$ indexes all hidden neurons, $d$ denotes the desired activity of a neuron and $s$ is a parameter for tuning the shape of the representation error function.

To minimize $H(\vec{w})$, the functions $E(\vec{w}), c_{F} F(\vec{w})$ and $c_{G} G^{1}(\vec{w})$ are minimized simultaneously. The derivative of $H(\vec{w})$ is given by $H^{\prime}(\vec{w})=E^{\prime}(\vec{w})+c_{F} F^{\prime}(\vec{w})+$ $c_{G} G^{1^{\prime}}(\vec{w})$. It is computed as: $H^{\prime}(\vec{w})=\sum_{p} H_{p}^{\prime}(\vec{w})$, where $H_{p}^{\prime}(\vec{w})=\left(\ldots, \frac{\partial H_{p}}{\partial w_{i j}}, \ldots\right)$ and

$$
\begin{equation*}
\frac{\partial H_{p}}{\partial w_{i j}}=\frac{\partial E_{p}}{\partial w_{i j}}+c_{F} \frac{\partial F_{p}}{\partial w_{i j}}+c_{G} \frac{\partial G_{p}^{1}}{\partial w_{i j}} . \tag{4.56}
\end{equation*}
$$

The partial derivatives in $\partial E_{p} / \partial w_{i j}+c_{F} \partial F_{p} / \partial w_{i j}$ were already stated in Equation (4.15). To inhibit also the sensitivity of the network, we have to determine also the terms $\partial G_{p}^{1} / \partial w_{i j}$.

The derivation of the rules for weight adjustment: Let $\left(\vec{x}_{p}, \vec{d}_{p}\right)$ be the training pattern presented to the BP-network in time $t$ and $\overrightarrow{x_{p}^{*}}$ be the noisecorrupted input pattern.

In the following paragraphs, $v$ will index all output neurons and $u$ will index all input neurons. All neurons from the layer above the neuron $j$ will be declared as those indexed by $q$. The activity and the potential of a neuron $j$ corresponding to the input pattern $\vec{x}_{p}$ will be denoted as $y_{p j}$ and $\xi_{p j}$, respectively. The activity and the potential of a neuron $j$ corresponding to the noise-corrupted input pattern $\overrightarrow{x_{p}^{*}}$ will be denoted as $y_{p j}^{*}$ and $\xi_{p j}^{*}$, respectively. For the input neurons $u$, their activity is equal to their input (i.e., $y_{p u}=x_{p u}, y_{p u}^{*}=x_{p u}^{*}$ ), $\Delta x_{p u}=x_{p u}-x_{p u}^{*}$. For the output neurons $v, \Delta y_{p v}=y_{p v}-y_{p v}^{*}$.

Let $i$ be the neuron connected with neuron $j$ via the weight $w_{i j}$. The terms for $\frac{\partial G_{p}^{1}}{\partial w_{i j}}$ can be computed using the sum and chain rules:

$$
\begin{equation*}
\frac{\partial G_{p}^{1}}{\partial w_{i j}}=\frac{\partial}{\partial w_{i j}}\left(\frac{1}{2} \sum_{u} \sum_{v} \frac{\Delta^{2} y_{p v}}{\Delta^{2} x_{p u}}\right)=\frac{1}{2}\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right) \sum_{v} \frac{\partial\left(\Delta^{2} y_{p v}\right)}{\partial w_{i j}} . \tag{4.57}
\end{equation*}
$$

Because

$$
\begin{equation*}
\frac{\partial\left(\Delta^{2} y_{p v}\right)}{\partial w_{i j}}=2 \Delta y_{p v} \frac{\partial\left(\Delta y_{p v}\right)}{\partial w_{i j}}=2 \Delta y_{p v}\left(\frac{\partial y_{p v}}{\partial w_{i j}}-\frac{\partial y_{p v}^{*}}{\partial w_{i j}}\right), \tag{4.58}
\end{equation*}
$$

we obtain:

$$
\begin{equation*}
\frac{\partial G_{p}^{1}}{\partial w_{i j}}=\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v} \frac{\partial y_{p v}}{\partial w_{i j}}-\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v} \frac{\partial y_{p v}^{*}}{\partial w_{i j}} . \tag{4.59}
\end{equation*}
$$

Let

$$
\begin{align*}
\sigma_{p j} & =\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v} \frac{\partial y_{p v}}{\partial \xi_{p j}}, \\
\sigma_{p j}^{*} & =\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v} \frac{\partial y_{p v}^{*}}{\partial \xi_{p j}^{*}} \tag{4.60}
\end{align*}
$$

be auxiliary terms for the back-propagated sensitivity errors. Because $\frac{\partial \xi_{p j}}{\partial w_{i j}}=y_{p i}$ and $\frac{\partial \epsilon_{p j}^{*}}{\partial w_{i j}}=y_{p i}^{*}$, we can apply the chain rule to (4.59) and get:

$$
\begin{align*}
\frac{\partial G_{p}^{1}}{\partial w_{i j}}= & \left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v} \frac{\partial y_{p v}}{\partial \xi_{p j}} \frac{\partial \xi_{p j}}{\partial w_{i j}}- \\
& \quad-\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v} \frac{\partial y_{p v}^{*}}{\partial \xi_{p j}^{*}} \frac{\partial \xi_{p j}^{*}}{\partial w_{i j}}= \\
= & \sigma_{p j} y_{p i}-\sigma_{p j}^{*} y_{p i}^{*} . \tag{4.61}
\end{align*}
$$

It remains to derive the terms for $\sigma_{p j}$ and $\sigma_{p j}^{*}$.

- For neuron $j$ in the output layer $L_{l+2}$ :

The derivative $\frac{\partial y_{p v}}{\partial \xi_{p j}}$ is given by:

$$
\frac{\partial y_{p v}}{\partial \xi_{p j}}= \begin{cases}0 & \text { for } j \neq v  \tag{4.62}\\ f^{\prime}\left(\xi_{p j}\right) & \text { for } j=v .\end{cases}
$$

Similarly, the derivative $\frac{\partial y_{p v}^{*}}{\partial \xi_{p j}^{*}}$ will be computed as:

$$
\frac{\partial y_{p v}^{*}}{\partial \xi_{p j}^{*}}= \begin{cases}0 & \text { for } j \neq v  \tag{4.63}\\ f^{\prime}\left(\xi_{p j}^{*}\right) & \text { for } j=v .\end{cases}
$$

For the considered 'bipolar' BP-network model and the output neuron $j$, $f^{\prime}\left(\xi_{p j}\right)=f^{\prime}\left(\xi_{p j}^{*}\right)=1$.
Therefore, the terms $\sigma_{p j}$ and $\sigma_{p j}^{*}$ will be computed as it follows:

$$
\begin{equation*}
\sigma_{p j}=\sigma_{p j}^{*}=\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right) \Delta y_{p j} . \tag{4.64}
\end{equation*}
$$

- For neuron $j$ in a hidden layer $\left(j \in L_{k}, i \in L_{k-1}, 1<k \leq l+1\right)$ :

The terms $\frac{\partial y_{p v}}{\partial \xi_{p j}}$ and $\frac{\partial y_{p v}^{*}}{\partial \xi_{p j}^{*}}$ will be computed indirectly using the chain rule:

$$
\begin{equation*}
\frac{\partial y_{p v}}{\partial \xi_{p j}}=\sum_{q} \frac{\partial y_{p v}}{\partial \xi_{p q}} \frac{\partial \xi_{p q}}{\partial y_{p j}} \frac{\partial y_{p j}}{\partial \xi_{p j}}=\sum_{q} \frac{\partial y_{p v}}{\partial \xi_{p q}} w_{j q} f^{\prime}\left(\xi_{p j}\right), \tag{4.65}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial y_{p v}^{*}}{\partial \xi_{p j}^{*}}=\sum_{q} \frac{\partial y_{p v}^{*}}{\partial \xi_{p q}^{*}} \frac{\partial \xi_{p q}^{*}}{\partial y_{p j}^{*}} \frac{\partial y_{p j}^{*}}{\partial \xi_{p j}^{*}}=\sum_{q} \frac{\partial y_{p v}^{*}}{\partial \xi_{p q}^{*}} w_{j q} f^{\prime}\left(\xi_{p j}^{*}\right), \tag{4.66}
\end{equation*}
$$

where $q$ indexes all neurons in the layer $L_{k+1}$.
Therefore:

$$
\begin{align*}
\sigma_{p j} & =\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v} \frac{\partial y_{p v}}{\partial \xi_{p j}}= \\
& =\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v}\left[\sum_{q} \frac{\partial y_{p v}}{\partial \xi_{p q}} w_{j q} f^{\prime}\left(\xi_{p j}\right)\right]= \\
& =f^{\prime}\left(\xi_{p j}\right) \sum_{q} w_{j q}\left[\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v} \frac{\partial y_{p v}}{\partial \xi_{p q}}\right]= \\
& =f^{\prime}\left(\xi_{p j}\right) \sum_{q} w_{j q} \sigma_{p q} \tag{4.67}
\end{align*}
$$

and

$$
\begin{align*}
\sigma_{p j}^{*} & =\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v} \frac{\partial y_{p v}^{*}}{\partial \xi_{p j}^{*}}= \\
& =\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v}\left[\sum_{q} \frac{\partial y_{p v}^{*}}{\partial \xi_{p q}^{*}} w_{j q} f^{\prime}\left(\xi_{p j}^{*}\right)\right]= \\
& =f^{\prime}\left(\xi_{p j}^{*}\right) \sum_{q} w_{j q}\left[\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v} \frac{\partial y_{p v}^{*}}{\partial \xi_{p q}^{*}}\right]= \\
& =f^{\prime}\left(\xi_{p j}^{*}\right) \sum_{q} w_{j q} \sigma_{p q}^{*} \tag{4.68}
\end{align*}
$$

For the considered 'bipolar' BP-network model and the hidden neuron $j$, $f^{\prime}\left(\xi_{p j}\right)=\left(1-y_{p j}^{2}\right)$ and $f^{\prime}\left(\xi_{p j}^{*}\right)=\left(1-y_{p j}^{* 2}\right)$.
Altogether:

$$
\begin{equation*}
\frac{\partial G_{p}^{1}}{\partial w_{i j}}=\sigma_{p j} y_{p i}-\sigma_{p j}^{*} y_{p i}^{*} \tag{4.69}
\end{equation*}
$$

where the terms $\sigma_{p j}$ and $\sigma_{p j}^{*}$ are computed recursively according to:

$$
\begin{align*}
& \sigma_{p j}= \begin{cases}\left(\sum_{u} \frac{1}{\left(x_{p u}-x_{p u}^{*}\right)^{2}}\right)\left(y_{p j}-y_{p j}^{*}\right), & j \in L_{l+2} \\
\left(1-y_{p j}^{2}\right) \sum_{q} w_{j q} \sigma_{p q}, & j \in L_{k}, 1<k \leq(l+1),\end{cases}  \tag{4.70}\\
& \sigma_{p j}^{*}= \begin{cases}\left(\sum_{u} \frac{1}{\left(x_{p u}-x_{p u}^{*}\right)^{2}}\right)\left(y_{p j}-y_{p j}^{*}\right), & j \in L_{l+2} \\
\left(1-y_{p j}^{* 2}\right) \sum_{q} w_{j q} \sigma_{p q}^{*}, & j \in L_{k}, 1<k \leq(l+1) .\end{cases} \tag{4.71}
\end{align*}
$$

In the above equations, $q$ indexes neurons in the layer above the neuron $j$.
An advantage of the above-defined rules for weight adjustment corresponding to $G^{1}(\vec{w})$ is, that they are relatively simple and may not much slower down the training process. Although there are two recursive terms $\sigma_{p j}$ and $\sigma_{p j}^{*}$, their complexity is similar to the complexity of the recursive terms $\delta_{p j}$ corresponding the performance error function (defined by Equation (1.18)).

Problems of the SCA1-method A serious problem of the sensitivity error function $G^{1}(\vec{w})$ is, that it requires all denominators $\Delta x_{p u}$ to be different from zero. Otherwise, the expressions (4.53), (4.54) and (4.69) can't be evaluated. However, even if $\Delta x_{p u} \neq 0$ for all training patterns $p$ and network inputs $u$, the computation of the error function $G^{1}(\vec{w})=1 / 2 \sum_{p, u, v}\left(T_{u v}^{p}\right)^{2}$ and the corresponding rules for weight adjustment can lead to serious rounding problems. The reason is, that the approximative sensitivity measure $T_{u v}^{p}=\Delta y_{p v} / \Delta x_{p u}$ computes the division of each couple of input and output dimensions separately.

When computing $\frac{\partial G_{p}^{1}}{\partial w_{i j}}$, the worse rounding problems occur in the evaluation of the sub-terms $\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right)$. If for a certain training pattern $p$ and a network input $u$, the term $\Delta x_{p u}$ is very close to zero, the terms $\frac{1}{\Delta^{2} x_{p u}}$ will yield values of a high order of magnitude. If $x_{p u}^{*}$ is created by adding random noise within the range of $0.01-1 \%$ to $x_{p u}$, the value of $\frac{1}{\Delta^{2} x_{p u}}$ is from the range $10^{4}-10^{8}$. Also the terms $\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right)$ thus have very different orders of magnitude for the respective training patterns, typically from the range $10^{5}-10^{8}$.

We will illustrate the issue on an example of a training set with 192 training patterns and 18 input features (this training set corresponds to the BIN2 data set that is described in Subsection 5.1.1 on page 114). Table 4.1 contains the average numbers of training patterns with the value of $\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right)$ with the given order of magnitude.

Table 4.1: Average numbers of training patterns, for which the value of $\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right)$ has the given order of magnitude.

| order of magnitude | $10^{5}$ | $10^{6}$ | $10^{7}$ | $10^{8}$ | all |
| :--- | :--- | :--- | :--- | :--- | :--- |
| average number of training patterns | 7.1 | 91.8 | 91.2 | 2.0 | 192 |

As a result, the adaptation rules for $G^{1}(\vec{w})$ extremely overrate training patterns, for which $\Delta x_{p u}$ is close to zero for some of the inputs and thus $\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right)$ has a higher-than-average order of magnitude (e.g., $10^{8}$ in the above example). For such training patterns, the value of $\left|\frac{\partial G_{p}^{1}}{\partial w_{i j}}\right|$ is at least one or two orders of magnitude higher than for an average training pattern. Therefore, a small number of such extreme training patterns entirely defuse the impact of all other training patterns on weight adaptation during training.

Example: Although the rounding problem of the SCA-method becomes more serious with the growing number of input features, it can be illustrated also on the following example of a BP-network with just two inputs, one output and an arbitrary internal structure. In such a case, the approximative sensitivity error function corresponding to a given training pattern $p$ has the following form:

$$
\begin{equation*}
2 G_{p}^{1}(\vec{w})=\left(\frac{\Delta y_{p 1}}{\Delta x_{p 1}}\right)^{2}+\left(\frac{\Delta y_{p 1}}{\Delta x_{p 2}}\right)^{2}=\frac{\left(y_{p 1}-y_{p 1}^{*}\right)^{2}}{\left(x_{p 1}-x_{p 1}^{*}\right)^{2}}+\frac{\left(y_{p 1}-y_{p 1}^{*}\right)^{2}}{\left(x_{p 2}-x_{p 2}^{*}\right)^{2}} . \tag{4.72}
\end{equation*}
$$

Figure 4.2 and Table 4.2 illustrate, how the terms $\Delta x_{p 1}, \Delta x_{p 2}$ and $\Delta y_{p 1}$ can look like for concrete training patterns. Table 4.2 contains also the corresponding
values of the error function $G_{p}^{1}(\vec{w})$ and its subterms.


Figure 4.2: The graphs of the network function $f$ and of the terms $\Delta x_{p 1}, \Delta x_{p 2}$ and $\Delta y_{p 1}$ for two considered training patterns $(p=1,2)$. The terms $\Delta x_{p 1}, \Delta x_{p 2}$ are depicted by green lines and $\Delta y_{p 1}$ are depicted by red lines.

The graph on the left side of Figure $4.2(p=1)$ corresponds to a training pattern, where the terms $\Delta x_{11}, \Delta x_{12}$ and $\Delta y_{11}$ have the same orders of magnitude. The graph on the right $(p=2)$ corresponds to a training pattern, where $\Delta x_{22} \sim 0$ (it has smaller order of magnitude than $\Delta x_{21}$ ). In the second case, the absolute values of $G_{2}^{1}(\vec{w})$ and $\frac{\partial G_{2}^{1}}{\partial w_{i j}}$ will be extremely high when compared to the first example (regardless of the concrete values of $\Delta x_{21}$ and $\Delta y_{21}$ ). Therefore, the second training pattern will have an unreasonably great impact on weight adaptation when compared to the first one.

Table 4.2: Values of the error function $G_{p}^{1}=\frac{1}{2}\left(\frac{\Delta^{2} y_{p 1}}{\Delta^{2} x_{p 1}}+\frac{\Delta^{2} y_{p 1}}{\Delta^{2} x_{p 2}}\right)$ and its subterms for three representative training patterns (indexed by $p$ ) for a simple BP-network with no hidden neurons and a single output neuron with the linear transfer function and the weights $w_{01}=0.1, w_{11}=0.9$ and $w_{21}=-0.1$.
$\left.\begin{array}{|l|rrr|rrr|rr|r|r|r|}\hline p & x_{p 1} & x_{p 2} & y_{p 1} & \Delta x_{p 1} & \Delta x_{p 2} & \Delta y_{p 1} & \frac{1}{\Delta^{2} x_{p 1}} & \frac{1}{\Delta^{2} x_{p 2}} & \Delta^{2} y_{p 1} & \frac{1}{\Delta^{2} x_{p 1}} & G_{p}^{1} \\ & & & & & & & & \\ \hline \Delta^{2} x_{p 2}\end{array}\right]$.

The same problem is shown on the third row of Table 4.3. Because for the third training pattern, the values of $\Delta x_{p 1}$ and $\Delta x_{p 2}$ have different orders of magnitude, its impact on weight adjustment is overrated (as indicated by the value of $G_{p}^{1}(\vec{w})$ ).

## The final version of the SCA-method

To avoid serious rounding problems during training of the SCA1 method, we decided to replace the error function $G^{1}(\vec{w})=\frac{1}{2} \sum_{p, u, v}\left(\frac{\Delta y_{p v}}{\Delta x_{p u}}\right)^{2}$ (defined by Equation (4.54) by an alternative, more robust expression. In the following paragraph, we will discuss the new form of the approximative sensitivity error function.

To avoid the rounding problem, the error function and the terms for weight adjustment shouldn't include the sub-terms $\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right)$. To achieve this requirement, we won't process each pair of input and output dimensions separately as it is done by the approximative sensitivity measure $T_{u v}^{p}=\Delta y_{p v} / \Delta x_{p u}$ (Equation (4.53)). Instead, we will project all the network inputs into a single dimension using the squared (Euclidean) distance. We will do the same also with network outputs. In such a case, a zero or small value of $\Delta x_{p u}$ for a single dimension of the input won't cause problems.

The new approximative sensitivity error function $G^{A}$ [81] thus has the form

$$
\begin{equation*}
G^{A}(\vec{w})=\frac{1}{2} \sum_{p} \frac{\sum_{v} \Delta^{2} y_{p v}}{\sum_{u} \Delta^{2} x_{p u}}=\sum_{p} G_{p}^{A}(\vec{w}), \tag{4.73}
\end{equation*}
$$

where $G_{p}^{A}(\vec{w})=\frac{1}{2} \frac{\sum_{v} \Delta^{2} y_{p v}}{\sum_{u} \Delta^{2} x_{p u}}$ is the approximative sensitivity error function corresponding to the training pattern $p . G^{A}$ expresses for the training patterns the ratio between the squared (Euclidean) distances of the outputs, $\sum_{v} \Delta^{2} y_{p v}$, and the squared (Euclidean) distances of the inputs, $\sum_{u} \Delta^{2} x_{p u}$.

Example: We will illustrate the form of the approximative sensitivity error function $G^{A}$ on the example of a BP-network with just two inputs, one output and an arbitrary internal structure. In such a case, the approximative sensitivity error function corresponding to a given training pattern $p$ has the following form:

$$
\begin{equation*}
2 G_{p}^{A}(\vec{w})=\frac{\Delta^{2} y_{p 1}}{\Delta^{2} x_{p 1}+\Delta^{2} x_{p 2}}=\frac{\left(y_{p 1}-y_{p 1}^{*}\right)^{2}}{\left(x_{p 1}-x_{p 1}^{*}\right)^{2}+\left(x_{p 2}-x_{p 2}^{*}\right)^{2}} . \tag{4.74}
\end{equation*}
$$

Figure 4.3 illustrates, how the terms $\Delta y_{p 1}$ and $\sqrt{\Delta^{2} x_{p 1}+\Delta^{2} x_{p 2}}$ can look like for a concrete training pattern.


Figure 4.3: The graph of the network function $f$ and of the terms $\Delta x_{p 1}, \Delta x_{p 2}$ (depicted by black lines), $\sqrt{\Delta^{2} x_{p 1}+\Delta^{2} x_{p 2}}$ (depicted by green line) and $\Delta y_{p 1}$ (depicted by red line) for a certain training pattern $(p=1)$.

Table 4.3: Values of the error functions $G_{p}^{1}=\frac{1}{2}\left(\frac{\Delta^{2} y_{p 1}}{\Delta^{2} x_{p 1}}+\frac{\Delta^{2} y_{p 1}}{\Delta^{2} x_{p 2}}\right)$ and $G_{p}^{A}=$ $\frac{1}{2} \frac{\Delta^{2} y_{p 1}}{\Delta^{2} x_{p 1}+\Delta^{2} x_{p 2}}$ for three representative training patterns (indexed by $p$ ) and a simple BP-network with no hidden neurons and a single output neuron with the linear transfer function and the weights $w_{01}=0.1, w_{11}=0.9$ and $w_{21}=-0.1$.

| $p$ | $x_{p 1}$ | $x_{p 2}$ | $y_{p 1}$ | $\Delta x_{p 1}$ | $\Delta x_{p 2}$ | $\Delta y_{p 1}$ | $\frac{1}{\Delta^{2} x_{p 1}}$ | $\frac{1}{\Delta^{2} x_{p 1}+\Delta^{2} x_{p 2}}$ | $\Delta^{2} y_{p 1}$ | $G_{p}^{1}$ | $G_{p}^{A}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $+\frac{1}{\Delta^{2} x_{p 2}}$ |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 0 | 1 | 0 | $-1.66 \cdot 10^{-3}$ | $9.09 \cdot 10^{-3}$ | $2.40 \cdot 10^{-3}$ | $3.76 \cdot 10^{5}$ | $1.17 \cdot 10^{4}$ | $5.76 \cdot 10^{-6}$ | 1.1 | 0.03 |
| 2 | -1 | 1 | -0.9 | $4.11 \cdot 10^{-3}$ | $-7.43 \cdot 10^{-3}$ | $-4.44 \cdot 10^{-3}$ | $7.74 \cdot 10^{4}$ | $1.39 \cdot 10^{4}$ | $1.97 \cdot 10^{-6}$ | 0.8 | 0.14 |
| 3 | 1 | 1 | 0.9 | $-6.68 \cdot 10^{-3}$ | $3.34 \cdot 10^{-4}$ | $6.05 \cdot 10^{-3}$ | $8.97 \cdot 10^{6}$ | $2.23 \cdot 10^{4}$ | $3.66 \cdot 10^{-5}$ | 164.1 | 0.41 |

Table 4.3 shows a comparison of the values of the error functions $G_{p}^{A}(\vec{w})$ and $G_{p}^{1}(\vec{w})$ (defined by Equation (4.72)) for three representative training patterns (indexed by $p$ ). As shown on the third row of Table 4.3, even if $\Delta x_{2} \sim 0$ (i.e., if $\Delta x_{1}$ and $\Delta x_{2}$ had different orders of magnitude) for a given training pattern, it wouldn't cause rounding problems when computing $G_{p}^{A}(\vec{w})$. Moreover, the impact of such training pattern on weight adjustment wouldn't be overrated.

The overall error function $H(\vec{w})=E(\vec{w})+c_{F} F(\vec{w})+c_{G} G^{A}(\vec{w})$ will be evaluated according to:

$$
\begin{align*}
H(\vec{w})= & \frac{1}{2} \sum_{p} \sum_{v}\left(y_{p v}-d_{p v}\right)^{2}+c_{F} \sum_{p} \sum_{j^{\prime}}\left(1+y_{p j^{\prime}}\right)^{s}\left(1-y_{p j^{\prime}}\right)^{s} y_{p j^{\prime}}^{2}+ \\
& +c_{G} \frac{1}{2} \sum_{p} \frac{\sum_{v} \Delta^{2} y_{p v}}{\sum_{u} \Delta^{2} x_{p u}} \tag{4.75}
\end{align*}
$$

where $j^{\prime}$ indexes all hidden neurons, $d$ denotes the desired activity of a neuron and $s$ is a parameter for tuning the shape of the representation error function. The coefficients $c_{F}$ and $c_{G}$ reflect the trade-off between the influence of $E, F$ and $G^{A}$ in $H$.

The derivative of the overall error function $H^{\prime}(\vec{w})=E^{\prime}(\vec{w})+c_{F} F^{\prime}(\vec{w})+$ $c_{G} G^{A^{\prime}}(\vec{w})$ is computed as: $H^{\prime}(\vec{w})=\sum_{p} H_{p}^{\prime}(\vec{w})$, where $H_{p}^{\prime}(\vec{w})=\left(\ldots, \frac{\partial H_{p}}{\partial w_{i j}}, \ldots\right)$ and

$$
\begin{equation*}
\frac{\partial H_{p}}{\partial w_{i j}}=\frac{\partial E_{p}}{\partial w_{i j}}+c_{F} \frac{\partial F_{p}}{\partial w_{i j}}+c_{G} \frac{\partial G_{p}^{A}}{\partial w_{i j}} . \tag{4.76}
\end{equation*}
$$

The partial derivatives in $\partial E_{p} / \partial w_{i j}+c_{F} \partial F_{p} / \partial w_{i j}$ were already stated in Equation (4.15). It remains to determine the terms $\partial G_{p}^{A} / \partial w_{i j}$.

The derivation of the rules for weight adjustment The derivation of the rules for weight adjustment with respect to the error function $G^{A}$ (defined by (4.73) is analogical to the SCA1-method and the error function $G^{1}$ (see Subsection 4.3.2 and equations (4.57), .., 4.68).

Let $\left(\vec{x}_{p}, \vec{d}_{p}\right)$ be the training pattern presented to the BP-network in time $t$ and $\overrightarrow{x_{p}^{*}}$ be the noise-corrupted input pattern. Let $i$ be the neuron connected with neuron $j$ via the weight $w_{i j}$.

In the following paragraphs, $v$ will index all output neurons and $u$ will index all input neurons. All neurons from the layer above the neuron $j$ will be declared as
those indexed by $q$. The activity and the potential of a neuron $j$ corresponding to the input pattern $\vec{x}_{p}$ will be denoted as $y_{p j}$ and $\xi_{p j}$, respectively. The activity and the potential of a neuron $j$ corresponding to the noise-corrupted input pattern $\overrightarrow{x_{p}^{*}}$ will be denoted as $y_{p j}^{*}$ and $\xi_{p j}^{*}$, respectively. For the output neurons $v, \Delta y_{p v}=$ $y_{p v}-y_{p v}^{*}$. For the input neurons $u$, their activity is equal to their input (i.e., $\left.y_{p u}=x_{p u}, y_{p u}^{*}=x_{p u}^{*}\right), \Delta x_{p u}=x_{p u}-x_{p u}^{*}$.

The terms for $\frac{\partial G_{p}^{A}}{\partial w_{i j}}$ can be computed using the sum and chain rules:

$$
\begin{equation*}
\frac{\partial G_{p}^{A}}{\partial w_{i j}}=\frac{\partial}{\partial w_{i j}}\left(\frac{1}{2} \frac{\sum_{v} \Delta^{2} y_{p v}}{\sum_{u} \Delta^{2} x_{p u}}\right)=\frac{1}{2}\left(\frac{1}{\sum_{u} \Delta^{2} x_{p u}}\right) \sum_{v} \frac{\partial\left(\Delta^{2} y_{p v}\right)}{\partial w_{i j}} \tag{4.77}
\end{equation*}
$$

Because

$$
\begin{align*}
\frac{\partial\left(\Delta^{2} y_{p v}\right)}{\partial w_{i j}} & =2 \Delta y_{p v} \frac{\partial\left(\Delta y_{p v}\right)}{\partial w_{i j}}=2 \Delta y_{p v}\left(\frac{\partial y_{p v}}{\partial w_{i j}}-\frac{\partial y_{p v}^{*}}{\partial w_{i j}}\right)= \\
& =2 \Delta y_{p v}\left(\frac{\partial y_{p v}}{\partial \xi_{p j}} \frac{\partial \xi_{p j}}{\partial w_{i j}}-\frac{\partial y_{p v}^{*}}{\partial \xi_{p j}^{*}} \frac{\partial \xi_{p j}^{*}}{\partial w_{i j}}\right), \tag{4.78}
\end{align*}
$$

we obtain:

$$
\begin{align*}
\frac{\partial G_{p}^{A}}{\partial w_{i j}}=( & \left.\frac{1}{\sum_{u} \Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v} \frac{\partial y_{p v}}{\partial \xi_{p j}} \frac{\partial \xi_{p j}}{\partial w_{i j}}- \\
& \quad-\left(\frac{1}{\sum_{u} \Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v} \frac{\partial y_{p v}^{*}}{\partial \xi_{p j}^{*}} \frac{\partial \xi_{p j}^{*}}{\partial w_{i j}} . \tag{4.79}
\end{align*}
$$

The auxiliary terms $\sigma_{p j}$ and $\sigma_{p j}^{*}$ for the back-propagated sensitivity errors will be defined as:

$$
\begin{align*}
\sigma_{p j} & =\left(\frac{1}{\sum_{u} \Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v} \frac{\partial y_{p v}}{\partial \xi_{p j}}, \\
\sigma_{p j}^{*} & =\left(\frac{1}{\sum_{u} \Delta^{2} x_{p u}}\right) \sum_{v} \Delta y_{p v} \frac{\partial y_{p v}^{*}}{\partial \xi_{p j}^{*}} \tag{4.80}
\end{align*}
$$

Because $\frac{\partial \xi_{p j}}{\partial w_{i j}}=y_{p i}$ and $\frac{\partial \xi_{p_{j}}^{*}}{\partial w_{i j}}=y_{p i}^{*}$, we get:

$$
\begin{equation*}
\frac{\partial G_{p}^{A}}{\partial w_{i j}}=\sigma_{p j} y_{p i}-\sigma_{p j}^{*} y_{p i}^{*}, \tag{4.81}
\end{equation*}
$$

where the terms $\sigma_{p j}$ and $\sigma_{p j}^{*}$ can be computed recursively according to:

$$
\begin{align*}
& \sigma_{p j}= \begin{cases}\left(\frac{1}{\sum_{u}\left(x_{p u}-x_{p u}^{*}\right)^{2}}\right)\left(y_{p j}-y_{p j}^{*}\right), & j \in L_{l+2} \\
\left(1-y_{p j}^{2}\right) \sum_{q} w_{j q} \sigma_{p q}, & j \in L_{k}, 1<k \leq(l+1),\end{cases}  \tag{4.82}\\
& \sigma_{p j}^{*}= \begin{cases}\left(\frac{1}{\sum_{u}\left(x_{p u}-x_{p u}^{*}\right)^{2}}\right)\left(y_{p j}-y_{p j}^{*}\right), & j \in L_{l+2} \\
\left(1-y_{p j}^{* 2}\right) \sum_{q} w_{j q} \sigma_{p q}^{*}, & j \in L_{k}, 1<k \leq(l+1) .\end{cases} \tag{4.83}
\end{align*}
$$

In the above equations, $q$ indexes all neurons in the layer above the neuron $j$.

The rules for weight adjustment corresponding to $G^{A}(\vec{w})$ differ from the rules for $G^{1}(\vec{w})$ (defined by Equations (4.69), 4.70) and (4.71)) just in small details. The derivation of the terms for $\sigma_{p j}$ and $\sigma_{p j}^{*}$ (Equations 4.82) and 4.83) is analogical to the SCA1-method (Subsection 4.3.2). We just substitute all the sub-terms $\left(\sum_{u} \frac{1}{\Delta^{2} x_{p u}}\right)$ by the sub-terms $\left(\frac{1}{\sum_{u} \Delta^{2} x_{p u}}\right)$.

Although there are two recursive error terms $\sigma_{p j}$ and $\sigma_{p j}^{*}$, the overall complexity of the adaptation rules for $G^{A}(\vec{w})$ is similar to the complexity of the adaptation rules for the performance error function (defined by Equations (1.17) and (1.18)). For this reason, the SCA-regularization technique is expected to be very efficient when compared to the analytical SC-regularization technique and may not much slower down each iteration of the training process.

The SCGSA-training algorithm The last version of our framework, the so called SCGSA-training algorithm [81], combines the SCA- and IR-regularization techniques with the SCG-training algorithm (Algorithm 4.2 on page 80) and with our training-and-pruning methodology (Algorithms 4.3 and 4.4 on pages 89 and 900 .

The training process of the SCGSA-method is identical to the standard SCGalgorithm (see Algorithm 4.2 on page 80 for the general schema of the SCG-like algorithms), however with $H(\vec{w})=E(\vec{w})+c_{F} F(\vec{w})+c_{G} G^{A}(\vec{w})$ (defined by (4.75)) as the error function. The derivative of $H(\vec{w})$ is computed as: $H^{\prime}(\vec{w})=\sum_{p} H_{p}^{\prime}(\vec{w})$, where $H_{p}^{\prime}(\vec{w})=\left(\ldots, \frac{\partial H_{p}}{\partial w_{i j}}, \ldots\right)$. For the considered 'bipolar' BP-network model, the terms $\partial H_{p} / \partial w_{i j}$ correspond to:

$$
\frac{\partial H_{p}}{\partial w_{i j}}=\left\{\begin{array}{c}
\left(y_{p j}-d_{p j}\right) y_{p i}+c_{G}\left(\sigma_{p j} y_{p i}-\sigma_{p j}^{*} y_{p i}^{*}\right)  \tag{4.84}\\
\text { for neuron } j \in L_{l+2} \\
\left\{\sum_{q} \delta_{p q} w_{j q}+2 c_{F}\left[1-(s+1) y_{p j}^{2}\right]\left(1-y_{p j}^{2}\right)^{s-1} y_{p j}\right\} \\
\cdot\left(1-y_{p j}^{2}\right) y_{p i}+c_{G}\left(\sigma_{p j} y_{p i}-\sigma_{p j}^{*} y_{p i}^{*}\right) \\
\text { for neuron } j \in L_{l+1} \\
\left\{\begin{array}{c}
\left.\sum_{q}\left(\delta_{p q}+c_{F} \varrho_{p q}\right) w_{j q}+2 c_{F}\left[1-(s+1) y_{p j}^{2}\right]\left(1-y_{p j}^{2}\right)^{s-1} y_{p j}\right\} \\
\cdot\left(1-y_{p j}^{2}\right) y_{p i}+c_{G}\left(\sigma_{p j} y_{p i}-\sigma_{p j}^{*} y_{p i}^{*}\right) \\
\text { for neuron } j \in L_{k}, 2 \leq k \leq l .
\end{array} .\right.
\end{array}\right.
$$

In the above expressions, $s$ denotes the parameter for tuning the shape of the representation error function, $q$ indexes the neurons in the layer above the neuron $j . c_{F}$ and $c_{G}$ are constants representing the influence of the respective error terms. $\delta_{p q}$ can be determined according to (1.18), $\varrho_{p q}$ according to (4.14), $\sigma_{p j}$ according to (4.82) and $\sigma_{p j}^{*}$ according to (4.83).

The SCGSA-method is summarized in Algorithm 4.6.

### 4.3.3 Summary of Section 4.3

In this section, we designed a new approximative sensitivity-based regularization technique SCA. It replaced in our framework the formerly-proposed SC-regularization technique for analytical sensitivity control. The main reasons for the

```
\(\overline{\text { Algorithm 4.6 Function } S C G S A() \text { (Scaled conjugate gradients algorithm with }}\)
learning internal representation and approximative sensitivity control):
    1. Input:
        BP-network \(M=(N, C, I, O, w, t)\) with the weight vector \(\vec{w}\) of the size \(W\).
        A training set \(T=\left\{\left(\vec{x}_{p}, \vec{d}_{p}\right) \mid \quad \vec{x}_{p} \in \Re^{n}, \quad \vec{d}_{p} \in \Re^{m}, \quad p \in\{1, \ldots, P\}\right\}\).
    2. Initialize:
        For each training input pattern \(\vec{x}_{p} \in T\), create a new input pattern \(\overrightarrow{x_{p}^{*}} \in \Re^{n}\)
        by adding a small amount of random noise (within the range of \(0.01-1 \%\) )
        to each input feature.
    3. Train:
    Train the BP-network \(M\) on the training set \(T\) using the SCG-training
        algorithm (described by Algorithm 4.2 on page 80) and the overall error
        function \(H(\vec{w})=\sum_{p} H_{p}(\vec{w})\) defined by 4.75) with \(\frac{\partial H_{p}}{\partial w_{i j}}\) defined by 4.84).
        \(M^{\prime}=S C G(M, T, H)\).
    4. Return: \(M^{\prime}\).
```

change were great computational costs of the SC-technique. The SCA-regularization technique is expected to be very fast when compared to SC-method. Despite of the approximative nature of the SCA-method, it should keep the good qualities of the SC-method as much as possible:

- It should simplify pruning based on sensitivity analysis.
- It should contribute to a smoother network function and better generalization ability of the trained BP-networks.

The new-proposed SCGSA method (Algorithm 4.6) combines SCA with the SCG-training algorithm, our formerly defined training-and-pruning methodology and the IR-regularization technique. The qualities and drawbacks of the SCGSAmethod will by assessed in the experimental part of this work in Chapter 5. For a detailed experimental evaluation, see also [81].

## 5. Experiments

### 5.1 Introduction

This chapter is devoted to experimental evaluation of our framework. In our experiments, we concentrated mainly on the following issues:

1. To verify the behavior and the required abilities of our framework on various types of the data.
2. To assess the benefits and drawbacks of the introduced methods when compared with related techniques.

The experiments were performed on a 2.8 GHz quad core processor, 12 GB RAM. Our system was implemented in Matlab ${ }^{\circledR} 7.0 .1$ [72] and used a single processor and 2 GB RAM. Our implementation uses functions from the Neural Network Toolbox ${ }^{\mathrm{TM}} 5.0$ [26] (especially, for the standard BP-algorithm and the SCG-training algorithm). The methods for training of BP-networks, that were not included in the Neural Network Toolbox ${ }^{\text {TM }}$, were newly implemented (including the algorithms for learning from hints, learning internal representation and all the new-proposed techniques). The created library is available as an attachment of this thesis.

### 5.1.1 Data sets

The experiments involved several data sets of various properties - discrete and continuous, artificial and real-world, simple and complex. Especially for the realworld data, an advanced sophisticated preprocessing had to be done. To examine, whether the tested methods are able to recognize relevant input features, some of the data sets were enhanced by several irrelevant, randomly generated input features.

Generally, our experiments concern three tasks, which we denoted as Binary Addition, Binary Multiplication and World Bank. In the following paragraphs, we will describe these tasks and the corresponding data sets in detail.

## Binary addition of two 3-bit numbers

For the Binary Addition task, we created two data sets: BIN2A and BIN2.
The BIN2A data set consists of all 64 possible training patterns with 6 bipolar input features and 4 bipolar output features. Each input pattern consists of the bipolar codes of the two numbers to be added. The bipolar code of their sum represents the desired output. When adding $4(\sim(+1,-1,-1))$ and $7(\sim$ $(+1,+1,+1))$ yielding the sum $11(\sim(+1,-1,+1,+1))$, the corresponding training pattern would have the form: $[[+1,-1,-1,+1,+1,+1],[+1,-1,+1,+1]]$. All of the 64 patterns formed the training set. As the optional hint output, we provided the carry-information to the second output bit.

The BIN2 data set consists of 320 patterns with 18 bipolar input features and 4 bipolar output features. The first 6 input features represent two three-bit binary numbers and the four bits of the output indicate the sum of the two binary numbers. The other 12 input features are bipolar bits generated randomly with a uniform distribution. When adding $4(\sim(+1,-1,-1))$ and $7(\sim(+1,+1,+1))$ yielding the sum $11(\sim(+1,-1,+1,+1))$, the corresponding training pattern would have the form: $[[+1,-1,-1,+1,+1,+1, \ldots],[+1,-1,+1,+1]]$.

The BIN2 data set is divided into the training set of the size 192, the validation set and the test set, both of the size 64 . Each of the 64 possible training patterns is present three-times in the training set and once in the other two subsets. The fact, that $2 / 3$ of the input features are irrelevant (randomly generated), makes the BIN2 task much more difficult than the BIN2A task.

## Binary multiplication of two 3-bit numbers

The first data set for the Binary Multiplication task is denoted as BIN3. The BIN3 data set consists of 320 patterns with 18 bipolar input features and 6 bipolar output features. 192 of the patterns are contained in the training set, 64 in the validation set and 64 in the test set.

The first 6 input features stand for the two three-bit binary numbers to be multiplied and the six bits of the output indicate the product of the two factors. The other 12 input features are bipolar bits generated randomly with a uniform distribution. When multiplying, e.g., $4(\sim(+1,-1,-1))$ and $7(\sim(+1,+1,+1))$ yielding $28(\sim(-1,+1,+1,+1,-1,-1))$, the corresponding training pattern would have the form: $[[+1,-1,-1,+1,+1,+1, \ldots],[-1,+1,+1,+1,-1,-1]]$.

All of the 64 possible training patterns are present 3 -times in the training set and once in the other two subsets. Binary Multiplication is indeed a rather difficult task due to the unbalanced number of -1 and 1 at the outputs (1365: 555). In addition, $2 / 3$ of the input features of the BIN3 data set are irrelevant (randomly generated).

## Binary multiplication of two 2-bit numbers

The second data set for the Binary Multiplication task is denoted as BIN3A. It consists of 16 patterns with 4 bipolar input features and 4 bipolar output features. All of the 16 patterns form the training set. The 4 input features are the two two-bit binary numbers to be multiplied and the four bits of the output indicate the product of the two factors. When multiplying, e.g., $2(\sim(+1,-1))$ and $3(\sim(+1,+1))$ yielding $6(\sim(-1,+1,+1,+1))$, the corresponding training pattern would have the form: $[[+1,-1,+1,+1],[-1,+1,+1,+1]]$.

## World Bank

The World Bank task is based on continuous real-world data obtained from the World Bank [109]. The collected data set consists of 972 patterns comprising 25 World development indicators (WDI-indicators) for each of the respective 162 countries and over the years 2001-2006. Each pattern has thus 25 input features listed in Table 5.1. There are two alternative output features: PPP-GNI (with continuous numerical values) and the so-called Income group (with 5 possible discrete values).

For the World Bank task, we created two data sets: WBA (a regression task) and WB (a classification task):

- The WBA data set consists of 956 patterns with 25 numerical input features encoding the WDI-indicators (listed in Table 5.1). As the output feature, we have used the PPP-GNI indicator.

Table 5.1: World development indicators

## Input features:

25
rate
uct)
Purchasing power parity conversion factor (local currency units per in-
ternational dollar)
Ratio of purchasing power parity conversion factor to official exchange
Present value of debt( \% of exports of goods, services nd income)
Short-term debt (\% of total debt)
Short-term debt (\% of exports of goods, services, and income)
Total debt service (\% of gross national income)
GINI-Index
Tax revenue collected by central government (\% of gross domestic prod-
Taxes on income, profits, and capital gains (\% of revenue)
Taxes on goods and services (\% of revenue)
Taxes on international trade (\% of revenue)
Social contributions (\% of revenue)
Expenditures for Research \& Education (\% of gross domestic product)
GDP deflator (implicit price deflator for gross domestic product, \%
growth)
Fertility rate, total (births per woman)
Fixed line and mobile phone subscribers (per 1,000 people)
GDP growth (annual percentage growth rate of gross domestic product)
High-technology exports (\% of manufactured exports)
Inflation (as measured by the GDP deflator, annual \%)
Internet users (per 1,000 people)
Life expectancy at birth, total (years)
Military expenditure (\% of gross domestic product)
Poverty head-count ratio at national poverty line (\% of population)
Present value of debt (\% of gross national income)
Total debt service (\% of exports of goods, services and income)
Output features:
PPP-GNI (Gross national income converted to international dollars using
purchasing power parity rates)
Income group (High income OECD, High income nonOECD, Upper mid-
dle income, Lower middle income, Low income)

In the experiments with hints, we used the Income group (hint IG) to create 5 hint outputs that label the five classes of the Income Groups. The other option was to use clustering of the input data into $k$ groups as a hint. For clustering, the c-means algorithm with Euclidean distance measure has been applied.

- The WB data set consists of 956 patterns with 35 numerical input features. 25 of the input features encode the WDI-indicators (listed in Table 5.1). The other 10 input features were generated randomly (each from the interval $[-1,1])$ with a uniform distribution. There are 5 output features that label the five classes of the Income Groups.

Table 5.2 briefly summarizes the basic characteristics of the respective data sets.

Table 5.2: Data sets and their characteristics.

|  | number of |  |  |  | type of data |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| data set | training <br> patterns | output <br> features | all input <br> features | random <br> input <br> features | artificial/ | discrete/ | simple/ |
| continuous | medium/ |  |  |  |  |  |  |
| complex |  |  |  |  |  |  |  |$|$

## Preprocessing of the World Bank data

The data sets corresponding to the World Bank task required an advanced preprocessing. In the following paragraphs, we will describe the whole process in detail.

At first, we had to decide, what would be the input and output features, and acquire the data from the World Bank. As a task, we decided to predict the gross national income of the particular countries over the years 2001-2006. It is quantified by the indicators PPP-GNI and Income group. Then, we had to select an informative set of input features that would facilitate the prediction. The World Bank publishes annually hundreds of WDI-indicators. From this amount, we selected 25 WDI-indicators to be the input features, while we followed our knowledge of the domain.

The acquirement of the data from the World Bank was a challenging task, because the values of the chosen WDI-indicators were not simply available in one source. On the contrary, the data was spread over a high number of tables and text documents with various formatting. For this reason, we collected the data manually and converted it into a single text format that can be processed by Matlab ${ }^{\circledR}$.

A further problem of the original data was, that some of the WDI-Indicators were available just as total values that can hardly be mutually compared (e.g., the total debt service of a country, the total number of Internet users in a country).

Therefore, we transformed the values of such WDI-indicators in a way to relate them to the appropriate basic entities (e.g., as a $\%$ of gross national income, as a $\%$ of revenue, or per 1,000 people).

Another serious problem of the original data was its sparsity. To solve this problem, we firstly removed from the data patterns without output features and patterns with less than $50 \%$ of input features. There remained 956 patterns from the original 1350 ones. After that, we estimated the remaining missing values either from known values (using linear interpolation) or we replaced them by mean value.

The data was normalized such that in every dimension the mean was 0 and standard deviation was 1 . We used the following formula:

$$
\begin{equation*}
x_{p i}(n e w)=\frac{x_{p i}-\operatorname{mean}_{j} x_{p j}}{\operatorname{std}_{j} x_{p j}} \tag{5.1}
\end{equation*}
$$

where $i$ and $j$ index the $n$ input features, $p$ indexes the training patterns, $x$ is the original value of a an input feature and $x(n e w)$ is its new value. The standard deviation (std) is defined by:

$$
\begin{equation*}
\operatorname{std}_{i} x_{p i}=\left[\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{p i}-\underset{j}{\operatorname{mean}} x_{p j}\right)^{2}\right]^{\frac{1}{2}} . \tag{5.2}
\end{equation*}
$$

The same normalization was done also for the output feature PPP-GNI. For the Income Group indicator, we created 5 output features that label the five classes of the Income groups (with the values 1 and -1 ).

### 5.1.2 Performance evaluation

To compare the performance of the tested methods, several approaches were used depending on the character of the respective data sets. Typically, the data sets were divided into the training, validation and test sets. The training set was used for training. The validation set was used by the early stopping strategy (for a detailed description, see Section 3.4.1) and by the training-and-pruning methodology (Algorithms 4.3 and 4.4). The test set was used to estimate the generalization ability of the trained BP-networks (measured, e.g., as the mean squared error (MSE, defined by Equation 1.9) on the test set).

The BIN2 and BIN3 data sets were divided into the training, validation and test sets a priori. The BIN2A data set was not divided - all of the training patterns formed the training set. During experimental testing, each tested training algorithm was evaluated on the same set of 100 different randomly initialized networks (with the weights from the interval $[-1,1]$ ). For each of the 100 trained BP-networks, we computed the values of the tested parameters (e.g., of the mean squared error on the test set or of the number of epochs) and averaged them over the 100 experiments.

For the WBA and WB data sets, we kept $\frac{1}{10}$ of the original data as a validation set and used the remaining $\frac{9}{10}$ for training and testing. To compare the performance of tested methods, we used the 10-fold cross-validation [74] (alternatively, the 10 -times repeated 10 -fold cross-validation). Similarly to the previous
case, all the tested training algorithms and their parameter settings were applied to the same set of 10 (respectively, 100) different randomly initialized BPnetworks.

The principle of the k -fold cross-validation is to divide the data set into $k$ disjoint parts with (almost) the same number of training patterns. One of the $k$ parts forms the test set, while the other $(k-1)$ parts form the training set. There are $k$ possible ways, how to split the data into the training and test sets. Thus, each of the tested training algorithms is repeated $k$-times, each time using a randomly initialized BP-network and a different pair of training and test sets. For each of the $k$ trained BP-networks, we computed the values of the tested parameters and averaged them over the $k$ experiments. The principle of k -fold cross-validation is summarized by Algorithm 5.1 on page 119 .

```
Algorithm 5.1 General principle of the k-fold cross-validation
```

    1. Input:
        A training algorithm \(A L G\).
        A data set \(T\).
        \(k\) randomly initialized BP-networks \(M_{1}, \ldots, M_{k}\).
        The tested criterion \(E=E(M, T)\).
    2. Remove a part (e.g., \(\frac{1}{10}\) ) of the patterns from \(T\) to form a validation set \(T_{v}\).
    3. Divide \(T\) into \(k\) disjoint subsets \(T_{1}, \ldots, T_{k}\) of (almost) equal sizes, where
        \(\left|T_{i}\right| \geq 30, i=1, \ldots, k\).
    4. For \(i=1, \ldots, k\) :
        (a) Form the training set \(T_{t r}\) and the test set \(T_{t}\) :
            \(T_{t}=T_{i}, T_{t r}=T \backslash T_{i}\).
            (b) Train the BP-network \(M_{i}\) on the training set \(T_{t r}\) using the training
                algorithm \(A L G\) and the validation set \(T_{v}\).
            (c) Compute the value of the tested criterion of the trained BP-network
            \(M_{i}\) on the test set \(T_{t}\) :
            \(e_{i}=E\left(M_{i}, T\right)\).
    5. Compute and return the mean and standard deviation of the values of the tested criterion over the $k$ experiments:
$\left[\operatorname{mean}_{i} e_{i} \pm \operatorname{std}_{i} e_{i}\right]$

### 5.1.3 Settings and notation

## BP-network model

In our experiments, we use the so called 'bipolar' BP-network model, where all the hidden neurons have the hyperbolic tangent transfer functions, while all the output neurons implement the linear transfer functions. The weights are randomly initialized from the interval $[-1,1]$.

## Training algorithms

Table 5.3 contains the notation of the training algorithms used in the experiments. For all of the training algorithms, we applied the following stop criteria:

1. The training is stopped, if the maximal number of training epochs (indicated by the parameter maxEpochs) is reached.
2. The training is stopped, if the overall error on the validation set grows five times in a row. This stop criterion was omitted for the BIN2A data set.

When training together with pruning, we used our training-and-pruning methodology described by Algorithms 4.3 and 4.4 on pages 89 and 90 . If not said otherwise, both pruning strategies based on internal representation and sensitivity analysis were applied.

When training together with learning from hints, we implemented the extra output hint method [106] (described in Subsection 3.4.2). After the BP-network was trained, we removed all the hint outputs and retrained the BP-network again.

Table 5.3: Training algorithms.

| N | nce |  |
| :---: | :---: | :---: |
| Reference techniques |  | Standard back-propagation (BP-) algorithm |
| GD | Algorithm <br> Page 19 |  |
| GDM | Subsection <br> Page 23 | BP-algorithm with momentum. |
| GDIR | Subsection <br> Page 67 | BP-algorithm with learning internal representation. <br> BP-algorithm with momentum and with learning internal representation. <br> Scaled conjugate gradients algorithm. |
| GDMIR SCG | Subsection <br> Page 67 |  |
| SCG | Algorithm <br> Page 44 |  |
| New-proposed techniques |  |  |
| SCGIR | $\begin{aligned} & \text { Algorithm } 4.1 \\ & \text { Page } 79 \end{aligned}$ | Scaled conjugate gradients algorithm with learning internal representation. |
| SCGS | $\begin{aligned} & \text { Algorithm } 4.5 \text {. } \\ & \text { Page } 98 \end{aligned}$ | Scaled conjugate gradients algorithm with learning internal representation and analytical sensitivity control. |
| SCGS | Algorithm $\text { Page } 111$ | Scaled conjugate gradients algorithm with learning internal representation and approximative sensitivity control. |
| Enhancements: |  |  |
| ALGIR | Subsection 4.1.2, Page 75 | Algorithm ALG together with learning internal representation (with the altered IR-regularization technique). |
| ALGWD | $\begin{aligned} & \text { Subsection 3.3.6, } \\ & \text { Page 61 } \end{aligned}$ | Algorithm ALG together with the weight decay regularization technique. |
| ALG-hint | Subsection 3.4.2, $\text { Page } 64$ | Algorithm ALG together with learning fro hints. |
| ALG* | Subsection <br> Page 65 | Algorithm ALG combined with training with ter 95 . |

Table 5.4: Notation of the tested criteria.

| $\begin{aligned} & M S E_{t r} \\ & M S E_{v} \\ & M S E_{t} \\ & M S E\left(n_{t}\right) \end{aligned}$ | the average mean squared error: <br> ... on the training set <br> ... on the validation set <br> ... on the test set <br> ... on the noisy test set |
| :---: | :---: |
| $E_{t r}$ <br> $E_{v}$ <br> $E_{t}$ <br> $E\left(n_{t}\right)$ | the average value of an alternative error function (e.g., the classification error): <br> ... on the training set <br> ... on the validation set <br> ... on the test set <br> ... on the noisy test set |
| $\begin{aligned} & \text { imp } \\ & c \\ & c_{n} \\ & \hline \end{aligned}$ | the improvement of the error when compared to the $S C G$ method the number of networks with no error on the test set the number of networks with no error on the noisy test set |
| arch <br> H <br> I | the average number of input and hidden neurons after training (delimited by -) <br> the average number of hidden neurons after training the average number of input neurons after training |
| $\begin{aligned} & n_{H} \\ & n_{A} \end{aligned}$ | the number of networks that achieved during training the optimum number: <br> ... of hidden neurons <br> ... of both hidden and input neurons |
| $n_{I}$ | the number of networks that pruned during training all of the input neurons corresponding to the randomly generated input features |
| $S_{t}$ $w_{m}$ | the average (analytical) sensitivity of the trained BP-network on the test data <br> the average absolute value of all weights and thresholds in the BPnetwork |
| $\begin{aligned} & p_{I R} \\ & p_{I R, 3} \end{aligned}$ | the percentages of the activities of hidden neurons that differ from the values $-1,0$, and $1 \ldots$ <br> ... at most by 0.1 <br> ... at most by 0.3 |
| $c_{R}$ $c_{A}$ | the number of networks with a well-formed condensed internal representation ... <br> ... and no errors on the training, validation and test sets <br> ... and an optimum number of hidden and input neurons, no errors on the training, validation and test sets |
| $\begin{aligned} & \text { epochs } \\ & \mathrm{t}(\mathrm{~s}) \end{aligned}$ | the average number of training epochs the elapsed training time (in seconds) |

## Tested criteria

Table 5.4 shows the basic notation used in the experiments to evaluate the performance of the methods. The criterion $M S E$ corresponds to the mean squared error (defined by Equation (1.9) ) averaged over all network outputs and training patterns. For the BIN2, BIN2A and BIN3 data sets, $E_{t r}, E_{v}, E_{t}$ and $E\left(n_{t}\right)$ denote the average numbers of patterns with incorrect outputs on the training, validation, test and noisy test sets, respectively. For the WB and WBA data sets, $E_{t r}, E_{v}, E_{t}$ and $E\left(n_{t}\right)$ denote the classification error on the training, validation, test and noisy test sets. The noisy test set is created from the original test set by adding a random normally distributed noise (up to $5 \%$ ) to all the input features.

The average (analytical) sensitivity $S_{t}$ on the test data is defined as $S_{t}=$ $\operatorname{mean}_{i, v, p}\left|S_{i v}^{p}\right|$, where $p$ indexes all training patterns, $v$ indexes all output neurons, and $i$ indexes all input and hidden neurons, the sensitivity coefficients $S_{i v}^{p}$ are defined by Equations (4.16) and 4.17).

### 5.1.4 The structure of supporting experiments

In Chapter 4, we designed three successive versions of our general framework for training of BP-networks - the SCGIR, SCGS and SCGSA training algorithms. In the following sections, we will concentrate on an experimental evaluation, whether and how these methods fulfill the requirements that we declared in Chapter 21). We will structure this chapter based on the following fields of interest - Generalization, Speed, Transparency and Structure optimization.

### 5.2 Generalization

In this section, we are interested in answering of the following questions:

1. What are the prediction and generalization abilities of the trained BP-networks? Do the new-proposed methods (SCGIR, SCGS and SCGSA) favor smoother BP-network functions and do they contribute to an improved generalization ability of the trained BP-networks?
2. Are the methods sensitive to the noise in the data?

The SCGIR, SCGS and SCGSA methods were compared with the standard training algorithms (i.e., SCG, GD) and also with related techniques that might positively influence the network's robustness and generalization capabilities (e.g., learning internal representation [86 (GDIR), training with jitter 95] (ALG*), weight decay [119] (ALGWD) and learning from hints [106](ALG-hint)).

In this section, we use the notation described in Table 5.4 and in Subsection 5.1 .3 on page 122. The generalization abilities of the trained BP-networks and their behavior on noisy data is indicated by the average value of the chosen error function on the test set $\left(M S E_{t}, E_{t}\right)$ and on the noisy test set $\left(M S E\left(n_{t}\right)\right.$, $E\left(n_{t}\right)$ ), respectively. In some of the experiments, we also compared the number of networks with no error on the test and noisy test sets $\left(c, c_{n}\right)$ and the improvement of the error when compared to the SCG algorithm (imp).

The smoothness of the created network functions is indicated partly by the average values of absolute sensitivity coefficients on the test set $\left(S_{t}\right)$ and by the average absolute values of weights and thresholds in the BP-network $\left(w_{m}\right)$. The robustness of the training algorithms to noise in the data is further measured by the value of the error on the test data corrupted by varying amount of noise. In the following paragraphs, we will describe the settings and results of the experiments performed.

### 5.2.1 Experiment 5.2.1-General results

## Experiment setting

In Experiment 5.2.1 [81, we compared the SCGIR, SCGS and SCGSA training algorithms with pure scaled conjugate gradients (SCG) and other related techniques (SCG*, SCGIR*). We evaluated the generalization abilities of BPnetworks trained by the above listed methods and their sensitivity to noise in the data.

SCG* and SCGIR* denote the SCG and SCGIR training algorithms combined with training with jitter [95]. See Section 3.4 .3 on page 65 for a detailed description of this technique. For SCG* and SCGIR*, the training set was extended by noisy training patterns. The extended training set contained for each original training pattern also its copy corrupted by noise ( $0.01-1 \%$ of the original input values), the outputs remained the same. The chosen level of noise kept the input alterations within the same range like SCGSA. In the case of noisy test sets, however, larger amounts of added noise (5\%) had been involved.

The tests involved two types of data: binary (Binary Addition and Binary Multiplication tasks - data sets BIN2 and BIN3) and continuous (World Bank task - data set WB). These data sets contain several randomly generated input
features that made the training process more difficult. All methods were trained together with pruning of both input and hidden neurons (by the use of our train-ing-and-pruning methodology described by Algorithms 4.3 and 4.4 on pages 89 and 900 . The results for the WB data set were obtained by a 10 -times repeated 10 -fold cross-validation. Each tested method was applied to the same set of 100 different randomly initialized networks.

The parameters $c_{F}$ and $c_{G}$ of the SCGIR, SCGS and SCGSA methods were set experimentally, separately for each task. For the BIN2 data set, all the trained networks had the initial topology 18-12-4, the parameter maxEpochs was set to 2001. For the BIN3 data set, the initial networks' topologies were 18-12-12-6. The parameter maxEpochs was set to 1001 for the SCG* and SCGIR* methods, and to 601 for the other training algorithms. For the WB data set, we worked with two initial topologies: $35-50-5$ and $35-15-15-5$. For the network topology 35-50-5, the parameter maxEpochs was set to 1101, for the topology 35-15-15-5, it was set to 311 .

The results obtained for the BIN2 and BIN3 data sets are stated in Table 5.5. Table 5.6 contains the results for the WB data set. Figure 5.1 depicts the histograms of $\operatorname{MSE}\left(n_{t}\right)$ for the chosen training algorithms and all of the data sets. Figure 5.2 shows the average values of $\operatorname{MSE}\left(n_{t}\right)$ for various levels of noise in the noisy test sets (for the chosen training algorithms and all of the data sets). In the tables and figures, the generalization abilities of the trained BP-networks and their sensitivity to noise in the data are indicated by the values of $M S E_{t}$, $E_{t}, c$ and $\operatorname{MSE}\left(n_{t}\right), E\left(n_{t}\right), c_{n}, i m p$, respectively.


Figure 5.1: Experiment 5.2.1 - Histograms of $\operatorname{MSE}\left(n_{t}\right)$ for the SCG, SCGIR, SCGS and SCGSA methods with pruning for the Binary Addition, Binary Multiplication and World Bank tasks (for networks with one and two hidden layers, respectively).


Figure 5.2: Experiment 5.2.1 - Average values of $\operatorname{MSE}\left(n_{t}\right)$ for various noise levels and the SCG, SCG*, SCGIR, SCGS and SCGSA methods enhanced with pruning for the Binary Addition, Binary Multiplication and World Bank tasks (for networks with one and two hidden layers, respectively).

## Results - On the generalization abilities of the networks

The experiments done on all datasets confirmed that both SCGS and SCGSA techniques significantly improve generalization capabilities of the trained networks. For the BIN3 data set, the average value of $\operatorname{MSE}\left(n_{t}\right)$ is for SCGS and SCGSA about 3.0-times smaller than for SCG, while for the BIN2 and WB data sets, it is about 1.2 -times smaller. The results for the SCGIR method are comparable with the SCG method. For the BIN2 and WB data sets, the SCGS method outperformed all the other methods, while for the BIN3 data set, the SCGSA method performed the best.

The SCGS and SCGSA methods remarkably reduce the overall network sensitivity indicated by the value of $S_{t}$ (especially for the WB and BIN3 data sets), while the average absolute value of weights $\left(w_{m}\right)$ is comparable to SCG. These facts support the idea, that both SCGS and SCGSA methods favor smoother network functions. Not surprisingly, the exact SCGS method reduces the sensitivity
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| I＇9 | 0＇109 | LZ＇0干60＇L $\quad$ Z $Z^{\circ} 0$ 干 $87^{\circ} 0$ | 00． I | $68 \mathrm{I}^{\circ} 0$ 干 $26 \mathrm{Z}^{\circ} 0$ | 090．0 干 9 $500^{\circ}$ | $070^{\circ} 0$ 干 $780^{\circ} 0$ | 00＇I | $0 \cdot \angle \mp \varepsilon^{\circ} \mathrm{C} Z$ | g 6 F 9.2 | \＆92 | $\begin{array}{lllll}0 & L G & E \&\end{array}$ | 6．8－9．6－2．2 |  | － | DOS |
| （s）7 | sцวodə | ${ }^{w_{m}} \quad{ }^{7} S$ | du？ | （ ${ }^{7}$ ）具SW | ${ }^{7}$ 年S W | ${ }^{17}$ 鸟SW | du？ | （ ${ }^{7}$ ）乐 | ${ }^{7}$ 年 | HId | $u_{5} \quad 5 \quad 1 u$ | YวıD | S | H0 | рочдәи |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

 and standard deviation over 100 random network initializations．


The performance of the SCG, SCG*, SCGIR, SCGIR*, SCGSA and SCGS methods (with pruning) on Table 5.6: Experiment 5.2.1 the WB data set (World Bank task). The stated values correspond to the mean and standard deviation over 100 random network initializations.

| method | $c_{F}$ | $c_{G}$ | arch | $n_{I}$ | $p_{I R}$ | $E_{t}$ | $E\left(n_{t}\right)$ | P | MSE ${ }_{\text {tr }}$ | $M S E_{t}$ | $\operatorname{MSE}\left(n_{t}\right)$ | imp | $S_{t}$ | $w_{m}$ | epochs | ts) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SCG | - | - | 2.2-24.8 | 97 | 65.5 | $0.029 \pm 0.016$ | $0.033 \pm 0.017$ | 1.00 | $0.058 \pm 0.000$ | $0.058 \pm 0.017$ | $0.063 \pm 0.017$ | 1.00 | $0.09 \pm 0.03$ | $0.36 \pm 0.16$ | 969.0 | 23.6 |
| SCG* | - | - | 22.1-23.5 | 96 | 70.5 | $0.031 \pm 0.016$ | $0.033 \pm 0.017$ | 1.00 | $0.057 \pm 0.000$ | $0.057 \pm 0.017$ | $0.062 \pm 0.017$ | 1.02 | $0.09 \pm 0.03$ | $0.39 \pm 0.18$ | 974.5 | 32.0 |
| SCGIR | $10^{-4}$ |  | 4.3-17.8 | 71 | 91.2 | $0.041 \pm 0.019$ | $0.041 \pm 0.018$ | 0.80 | $0.066 \pm 0.000$ | $0.066 \pm 0.020$ | $0.070 \pm 0.020$ | 0.90 | $0.05 \pm 0.02$ | $0.48 \pm 0.17$ | 855.4 | 27.6 |
| SCGIR | $10^{-5}$ | - | 23.1-23.7 | 88 | 74.1 | $0.032 \pm 0.017$ | $0.034 \pm 0.018$ | 0.96 | $0.059 \pm 0.000$ | $0.059 \pm 0.018$ | $0.063 \pm 0.017$ | 1.00 | $0.08 \pm 0.03$ | $0.37 \pm 0.14$ | 970.8 | 37. |
| SCGIR | $10^{-6}$ | - | 23.1-25.5 | 93 | 64.8 | $0.030 \pm 0.016$ | $0.032 \pm 0.018$ | 1.0 | $0.058 \pm 0.000$ | $0.058 \pm 0.017$ | $0.063 \pm 0.017$ | 1.00 | $0.09 \pm 0.03$ | $0.34 \pm 0.15$ | 68.0 | 48.5 |
| SCGIR | $10^{[-7,-5]}$ | _ | 1-24.3 | 95 | 67.9 | $0.030 \pm 0.018$ | $0.033 \pm 0.017$ | . 01 | $0.057 \pm 0.000$ | $0.057 \pm 0.017$ | $0.062 \pm 0.017$ | 1.0 | $0.09 \pm 0.03$ | $0.38 \pm 0.19$ | 1014.8 | . 7 |
| SCGIR* | $10^{-6}$ | - | 24. | 93 | . 2 | $0.029 \pm 0.016$ | $0.034 \pm 0.018$ | 97 | $0.057 \pm 0.000$ | $0.057 \pm 0.017$ | $0.062 \pm 0.018$ | 1.0 | $0.08 \pm 0.03$ | $0.37 \pm 0.13$ | 7.6 | 78.2 |
| SCGS | - | $10^{-}$ | 1.9 | 9 | 73.2 | $0.028 \pm 0.017$ | $0.032 \pm 0.017$ | 1.03 | 000 | 01 | . 016 | 1.23 | 0.0 | 0.38 | 964.0 | 6.0 |
| SCGS | - | $10^{[-6,-}$ | 23.6-24.5 | 82 | 67.2 | $0.029 \pm 0.017$ | $0.031 \pm 0.016$ | 1.07 | $0.052 \pm 0.000$ | $0.052 \pm 0.015$ | $0.054 \pm 0.015$ | 1.16 | $0.05 \pm 0.02$ | $0.33 \pm 0.16$ | 955.3 | 2050.3 |
| SCGS | $10^{-6}$ | $10^{-}$ | 22.7-22.0 | 88 | 75.3 | $0.030 \pm 0.018$ | $0.032 \pm 0.019$ | 1.04 | $0.048 \pm 0.000$ | $0.048 \pm 0.015$ | $0.050 \pm 0.016$ | 1.25 | $0.05 \pm 0.02$ | $0.39 \pm 0.14$ | 968.4 | 1984.2 |
| SCGS | $10^{-6}$ | $10^{[-6,-4]}$ | 4.1-23. | 80 | 70.2 | $0.028 \pm 0.016$ | $0.030 \pm 0.016$ | 1.08 | $0.051 \pm 0.000$ | $0.051 \pm 0.016$ | $0.054 \pm 0.016$ | 1.17 | $0.05 \pm 0.02$ | $0.34 \pm 0.14$ | 52. | 1951.3 |
| SCGS | $10^{[-7,-5]}$ | $10^{-5}$ | 23.9-22.4 | 66 | 76 | $0.028 \pm 0.017$ | 0.03 | 1.06 | $0.048 \pm 0.000$ | $0.048 \pm 0.016$ | $0.051 \pm 0.016$ | 1.23 | 0.0 | $0.38 \pm 0.1$ | 985.9 | . 9 |
| SCGS | $10^{[-7,-5]}$ | $10^{[-6,-4]}$ | 24.5-23.9 | 59 | 73.8 | $0.028 \pm 0.014$ | $0.031 \pm 0.015$ | 1.07 | $0.051 \pm 0.000$ | $0.051 \pm 0.016$ | $0.054 \pm 0.016$ | 1.16 | $0.05 \pm 0.02$ | $0.37 \pm 0.18$ | 987.0 | 1704.2 |
| SCGSA | - | $2 \cdot 10^{-4}$ | 22.8-22.9 | 97 | 70 | $0.028 \pm 0.018$ | $0.031 \pm 0.018$ | 1.06 | $0.050 \pm 0.000$ | $0.050 \pm 0.016$ | $0.054 \pm 0.015$ | 1.17 | $0.06 \pm 0.03$ | $0.37 \pm 0.13$ | 978.2 | 35.2 |
| SCGSA | - | $2 \cdot 10^{[-5,-3}$ | 23.0-22.6 | 93 | 70.5 | $0.031 \pm 0.018$ | $0.034 \pm 0.018$ | 0.98 | $0.054 \pm 0.000$ | $0.054 \pm 0.018$ | $0.057 \pm 0.018$ | 1.10 | $0.06 \pm 0.03$ | $0.39 \pm 0.18$ | 962.3 | 35 |
| SCGSA | $10^{-6}$ | $2 \cdot 10^{-4}$ | 22.4-21.6 | 97 | 73.3 | $0.028 \pm 0.018$ | $0.031 \pm 0.018$ | 1.07 | $0.051 \pm 0.000$ | $0.051 \pm 0.017$ | $0.055 \pm 0.017$ | 1.14 | $0.06 \pm 0.02$ | $0.41 \pm 0.19$ | 945.4 | 59.0 |
| SCGSA | $10^{-6}$ | $2 \cdot 10^{[-5,-3]}$ | 23.2-23.5 | 92 | 70.2 | $0.030 \pm 0.019$ | $0.031 \pm 0.017$ | 1.05 | $0.053 \pm 0.000$ | $0.053 \pm 0.016$ | $0.056 \pm 0.016$ | 1.12 | $0.06 \pm 0.03$ | $0.37 \pm 0.13$ | 965.2 | 58.0 |
| SCGSA | $10^{[-7,-5]}$ | $2 \cdot 10^{-4}$ | 22.9-24.1 | 89 | 72.4 | $0.028 \pm 0.016$ | $0.032 \pm 0.017$ | 1.02 | $0.052 \pm 0.000$ | $0.052 \pm 0.016$ | $0.056 \pm 0.016$ | 1.12 | $0.07 \pm 0.02$ | $0.37 \pm 0.13$ | 978.8 | 52. |
| SCGSA | $10^{[-7,-5]}$ | $2 \cdot 10^{[-5,-3]}$ | 23.1-23.8 | 86 | 71.2 | $0.032 \pm 0.019$ | $0.033 \pm 0.016$ | 1.0 | $0.055 \pm 0.001$ | $0.055 \pm 0.016$ | $0.058 \pm 0.0$ | 1.09 | $0.07 \pm 0.03$ | $0.37 \pm 0.13$ | 990. | 48.3 |


| World Bank task - using the 35-15-15-5 network topology |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| method | $c_{F}$ | $c_{G}$ | arch | $n_{I}$ | $p_{\text {IR }}$ | $E_{t}$ | $E\left(n_{t}\right)$ | imp | MSEtr | MSE ${ }_{\text {t }}$ | $\operatorname{MSE}\left(n_{t}\right)$ | imp | $S_{t}$ | $w_{m}$ | epochs | t(s) |
| SCG | - | - | 21.2-11.2-7.3 | 88 | 78.2 | $0.031 \pm 0.017$ | $0.036 \pm 0.020$ | 1.00 | $0.027 \pm 0.037$ | $0.061 \pm 0.037$ | $0.064 \pm 0.038$ | 1.00 | $0.05 \pm 0.02$ | $0.52 \pm 0.12$ | 305.1 | 15.6 |
| SCG* | - | - | 21.0-11.4-7.1 | 72 | 79.1 | $0.031 \pm 0.017$ | $0.039 \pm 0.021$ | 0.94 | $0.021 \pm 0.019$ | $0.055 \pm 0.025$ | $0.057 \pm 0.025$ | 1.11 | $0.04 \pm 0.02$ | $0.47 \pm 0.10$ | 305.9 | 8.5 |
| SCGIR | $10^{-4}$ | - | 21.8-10.8-7.5 | 76 | 87.2 | $0.037 \pm 0.020$ | $0.044 \pm 0.022$ | 0.83 | $0.027 \pm 0.021$ | $0.061 \pm 0.029$ | $0.065 \pm 0.029$ | 0.98 | $0.05 \pm 0.03$ | $0.57 \pm 0.14$ | 302.3 | 18.8 |
| SCGIR | $10^{-5}$ | - | 22.0-11.6-7.8 | 82 | 80.6 | $0.033 \pm 0.017$ | $0.039 \pm 0.018$ | 0.93 | $0.023 \pm 0.022$ | $0.058 \pm 0.026$ | $0.061 \pm 0.026$ | 1.04 | $0.04 \pm 0.02$ | $0.52 \pm 0.14$ | 303.6 | 20.4 |
| SCGIR | $10^{-6}$ | - | 21.1-11.7-7.4 | 90 | 77.6 | $0.031 \pm 0.017$ | $0.036 \pm 0.020$ | 1.02 | $0.030 \pm 0.037$ | $0.061 \pm 0.037$ | $0.064 \pm 0.037$ | 0.99 | $0.05 \pm 0.02$ | $0.50 \pm 0.11$ | 304.5 | 24.2 |
| SCGIR | $10^{[-7,-5]}$ | - | 20.3-11.3-7.3 | 90 | 78.6 | $0.032 \pm 0.017$ | $0.038 \pm 0.020$ | 0.97 | $0.023 \pm 0.022$ | $0.057 \pm 0.028$ | $0.061 \pm 0.032$ | 1.05 | $0.05 \pm 0.02$ | $0.52 \pm 0.11$ | 305 | 20.7 |
| SCGIR* | $10^{-6}$ | - | 21.4-11.5-7.4 | 76 | 79.5 | $0.032 \pm 0.018$ | $0.039 \pm 0.020$ | 0.94 | $0.025 \pm 0.028$ | $0.060 \pm 0.029$ | $0.062 \pm 0.029$ | 1.03 | $0.04 \pm 0.02$ | $0.49 \pm 0.10$ | 301.9 | 33.8 |
| SCGS | - | $10^{-5}$ | 21.8-11.8-7.5 | 89 | 79.6 | $0.029 \pm 0.018$ | $0.032 \pm 0.019$ | 1.14 | $0.021 \pm 0.015$ | $0.050 \pm 0.021$ | $0.050 \pm 0.021$ | 1.26 | $0.03 \pm 0.01$ | $0.53 \pm 0.13$ | 302.7 | 53188.0 |
| SCGS | - | $10^{[-6,-4]}$ | 22.6-11.9-7.6 | 92 | 78.1 | $0.032 \pm 0.019$ | $0.029 \pm 0.019$ | 1.26 | $0.032 \pm 0.037$ | $0.060 \pm 0.033$ | $0.049 \pm 0.034$ | 1.30 | $0.03 \pm 0.02$ | $0.52 \pm 0.12$ | 304.4 | 54040.0 |
| SCGSA | - | $10^{-4}$ | 21.0-11.7-7.4 | 94 | 78.6 | $0.029 \pm 0.016$ | $0.034 \pm 0.017$ | 1.08 | $0.021 \pm 0.017$ | $0.050 \pm 0.021$ | $0.052 \pm 0.022$ | 1.23 | $0.04 \pm 0.02$ | $0.51 \pm 0.10$ | 303.4 | 19.8 |
| SCGSA | - | $10^{[-5,-3]}$ | 21.6-11.8-7.5 | 89 | 78.0 | $0.028 \pm 0.017$ | $0.036 \pm 0.019$ | 1.02 | $0.023 \pm 0.028$ | $0.053 \pm 0.029$ | $0.055 \pm 0.029$ | 1.15 | $0.04 \pm 0.02$ | $0.50 \pm 0.12$ | 304.6 | 19.3 |
| SCGSA | $10^{-6}$ | $10^{-4}$ | 21.1-11.4-7.0 | 95 | 78.6 | $0.029 \pm 0.016$ | $0.035 \pm 0.016$ | 1.04 | $0.022 \pm 0.023$ | $0.052 \pm 0.025$ | $0.054 \pm 0.025$ | 1.19 | $0.04 \pm 0.02$ | $0.51 \pm 0.10$ | 304.1 | 28.5 |
| SCGSA | $10^{-6}$ | $10^{[-5,-3]}$ | 21.5-11.7-7.5 | 89 | 78.5 | $0.030 \pm 0.017$ | $0.034 \pm 0.018$ | 1.07 | $0.027 \pm 0.033$ | $0.056 \pm 0.032$ | $0.058 \pm 0.031$ | 1.11 | $0.04 \pm 0.02$ | $0.50 \pm 0.13$ | 304.7 | 27.6 |
| SCGSA | $10^{[-7,-5]}$ | $10^{-4}$ | 21.1-11.7-7.2 | 84 | 78.5 | $0.030 \pm 0.017$ | $0.036 \pm 0.019$ | 1.01 | $0.025 \pm 0.047$ | $0.056 \pm 0.041$ | $0.058 \pm 0.042$ | 1.09 | $0.04 \pm 0.02$ | $0.51 \pm 0.11$ | 304.6 | 24.1 |

more efficiently than the approximative SCGSA method for most of the data sets (except BIN3, for which the SCGSA-trained networks generalize even slightly better).

The SCG* and SCGIR* methods don't improve the generalization ability of the trained BP-networks as significantly as SCGS and SCGSA (as indicated, e.g., by $\operatorname{MSE}\left(n_{t}\right)$ and $i m p$ in Tables 5.5 and 5.6). For some of the tasks (BIN3 and WB with the topology 35-50-5), SCG* and SCGIR* don't even outperform SCG.

## Results - On the robustness to the level of noise in the data

In Figure 5.2, we can clearly see, that both the SCGS and SCGSA methods are remarkably stable when tested on data corrupted by various amounts of noise. The SCG* and SCGIR methods are less stable when compared to SCGS and SCGSA, their robustness to noise is similar to SCG.

### 5.2.2 Experiment 5.2.2- Extended results

## Experiment setting

In Experiment 5.2.2 [83, 84, we extended the setting of Experiment 5.2.1 on BP-networks trained without pruning or with pruning of only hidden or only input neurons. We compared the SCGIR, SCGS and SCGSA methods with the standard SCG training algorithm and with the variant of the SCGS method, where the sensitivity is enforced ( $c_{G}<0$, we denote this method as SCGS-ES). The sensitivity enforcement is assumed to increase the differences among the achieved sensitivity coefficients of the respective neurons and restrict the space of candidate hypotheses for the wanted network function [83].

The tests involved two types of data: binary (Binary Addition and Binary Multiplication tasks - data sets BIN2 and BIN3) and continuous (World Bank task - data set WB). The experiment setting is analogical to Experiment 5.2.1 on page 123 with the following exceptions: For the BIN2 data set, the parameter maxEpochs was set to 5001 and the tests comprise more possible values of the parameters $c_{F}$ and $c_{G}$. The results for the $\mathbf{W B}$ data set were obtained by 10 -fold cross-validation. For the BIN2 and BIN3 data sets, each tested method was repeated 100-times on 100 different randomly initialized BP-networks.

Tables 5.7 and 5.8 contain the results for the BIN2 data set, while Tables 5.9 and 5.11 summarize the experiment on the WB data set. The results obtained for the BIN3 data set are stated in Table 5.10. In the tables, the generalization abilities of the trained BP-networks and their sensitivity to noise in the data are indicated by the values of $M S E_{t}, E_{t}, c$ and $\operatorname{MSE}\left(n_{t}\right), E\left(n_{t}\right), c_{n}, S_{t}, i m p$, respectively.

## Results - On the generalization abilities of the networks

All experiments confirmed that the both the SCGS and SCGSA methods significantly improve generalization capabilities while maintaining a relatively stable behavior on noisy data even when trained without pruning or with pruning of just input or just hidden neurons. Sensitivity enforcement (SCGS-ES) showed in this respect only marginal improvements.

Table 5.7: Experiment 5.2 .2 - The performance of the SCG, SCGIR, SCGS-ES, SCGS and SCGSA methods without pruning on the BIN2 data set using the 18-12-4 network topology. The stated values correspond to the mean and standard deviation over 100 random network initializations.

| method | $c_{F}$ | $c_{G}$ | $E_{v}$ | $E_{t r}$ | $E_{t}$ | $c$ | epochs | $\mathrm{t}(\mathrm{s})$ |
| :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| SCG | - | - | $3.05 \pm 11.14$ | $4.38 \pm 9.92$ | $4.60 \pm 10.36$ | 76 | 342.1 | 1.1 |
| SCGIR | $2 \cdot 10^{-6}$ | - | $3.04 \pm 11.21$ | $4.32 \pm 9.96$ | $4.36 \pm 10.29$ | 76 | 357.1 | 2.9 |
| SCGIR | $2 \cdot 10^{-5}$ | - | $3.04 \pm 11.26$ | $4.39 \pm 10.06$ | $4.31 \pm 10.06$ | 79 | 638.3 | 4.6 |
| SCGIR | $5 \cdot 10^{-5}$ | - | $3.15 \pm 10.83$ | $4.43 \pm 9.35$ | $4.77 \pm 10.44$ | 74 | 625.9 | 5.1 |
| SCGIR | $5 \cdot 10^{-4}$ | - | $6.6 \pm 20.55$ | $8.46 \pm 12.4$ | $8.15 \pm 12.15$ | 44 | 1271.0 | 10.4 |
| SCGS-ES | - | $-10^{-7}$ | $2.94 \pm 11.09$ | $4.20 \pm 9.85$ | $4.21 \pm 10.04$ | 75 | 333.9 | 107.2 |
| SCGS-ES | - | $-2 \cdot 10^{-7}$ | $2.94 \pm 11.09$ | $4.20 \pm 9.85$ | $4.18 \pm 10.04$ | 77 | 409.5 | 141.6 |
| SCGS-ES | - | $-10^{-6}$ | $3.58 \pm 11.99$ | $5.46 \pm 10.69$ | $5.52 \pm 11.14$ | 64 | 329.8 | 105.5 |
| SCGS-ES | - | $-2 \cdot 10^{-6}$ | $4.19 \pm 13.22$ | $6.83 \pm 11.11$ | $6.39 \pm 11.38$ | 27 | 181.4 | 65.0 |
| SCGS-ES | $2 \cdot 10^{-5}$ | $-2 \cdot 10^{-7}$ | $3.15 \pm 10.74$ | $4.75 \pm 9.47$ | $5.03 \pm 10.57$ | 71 | 558.8 | 181.0 |
| SCGS-ES | $5 \cdot 10^{-4}$ | $-2 \cdot 10^{-7}$ | $6.83 \pm 20.58$ | $8.91 \pm 12.42$ | $8.65 \pm 12.42$ | 42 | 826.8 | 269.8 |
| SCGS | - | $10^{-4}$ | $0.94 \pm 2.53$ | $2.49 \pm 3.21$ | $3.02 \pm 3.30$ | 19 | 557.8 | 216.7 |
| SCGS | - | $2 \cdot 10^{-4}$ | $5.28 \pm 5.00$ | $6.91 \pm 3.52$ | $7.33 \pm 3.93$ | 1 | 220.9 | 55.3 |
| SCGS | - | $2 \cdot 10^{-5}$ | $\mathbf{0 . 0 9} \pm \mathbf{0 . 5 1}$ | $\mathbf{0 . 6 9} \pm \mathbf{2 . 5 4}$ | $\mathbf{0 . 7 3} \pm \mathbf{2 . 7 6}$ | $\mathbf{8 6}$ | 749.4 | 229.0 |
| SCGS | - | $2 \cdot 10^{-6}$ | $2.47 \pm 9.25$ | $3.04 \pm 8.52$ | $3.15 \pm 8.72$ | 84 | 432.6 | 127.4 |
| SCGS | - | $2 \cdot 10^{-7}$ | $2.96 \pm 11.18$ | $3.95 \pm 9.55$ | $4.02 \pm 9.94$ | 79 | 312.9 | 107.3 |
| SCGS | $2 \cdot 10^{-5}$ | $2 \cdot 10^{-5}$ | $0.15 \pm 0.80$ | $0.83 \pm 2.71$ | $0.89 \pm 3.07$ | 83 | 1248.8 | 328.2 |
| SCGS | $5 \cdot 10^{-4}$ | $2 \cdot 10^{-5}$ | $1.84 \pm 7.15$ | $3.52 \pm 7.56$ | $3.69 \pm 7.83$ | 57 | 954.4 | 372.1 |
| SCGSA | - | $5 \cdot 10^{-4}$ | $0.76 \pm 3.37$ | $1.70 \pm 4.98$ | $\mathbf{1 . 7 5} \pm \mathbf{5 . 1 5}$ | 66 | 788.5 | 5.0 |
| SCGSA | - | $2 \cdot 10^{-4}$ | $1.03 \pm 4.93$ | $1.89 \pm 6.22$ | $2.02 \pm 6.57$ | 77 | 880.0 | 5.6 |
| SCGSA | - | $10^{-4}$ | $1.48 \pm 6.09$ | $2.64 \pm 7.62$ | $2.64 \pm 7.77$ | 80 | 758.8 | 4.8 |
| SCGSA | - | $8 \cdot 10^{-5}$ | $1.47 \pm 5.83$ | $2.61 \pm 7.67$ | $2.57 \pm 7.63$ | $\mathbf{8 1}$ | 681.7 | 4.4 |
| SCGSA | $2 \cdot 10^{-6}$ | $5 \cdot 10^{-4}$ | $\mathbf{0 . 7 3} \pm \mathbf{3 . 3 5}$ | $\mathbf{1 . 6 1} \pm \mathbf{4 . 9 2}$ | $\mathbf{1 . 7 7} \pm \mathbf{5 . 2 8}$ | 63 | 641.0 | 6.6 |
| SCGSA | $2 \cdot 10^{-6}$ | $2 \cdot 10^{-4}$ | $0.86 \pm 4.69$ | $1.61 \pm 5.56$ | $1.79 \pm 6.21$ | 80 | 835.9 | 8.8 |
| SCGSA | $2 \cdot 10^{-6}$ | $10^{-4}$ | $1.48 \pm 6.03$ | $2.62 \pm 7.67$ | $2.56 \pm 7.72$ | $\mathbf{8 1}$ | 877.8 | 9.2 |

The BIN2A dataset - using the topology 6-12-4

| SCG | - | - | $0 \pm 0$ | $0 \pm 0$ | $0 \pm 0$ | 100 | 1000.0 | 4.1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

While the SCGS and SCGSA methods achieve relatively similar results for networks trained with pruning of both input and hidden neurons, if pruning of input neurons is not allowed, the SCGS method outperforms SCGSA in the generalization abilities of the trained BP-networks, especially for the BIN2 and BIN3 data sets (as indicated, e.g., by the value of $\operatorname{MSE}\left(n_{t}\right)$ and $i m p$ in Table 5.10).

In Tables 5.7 and 5.8, we can clearly see that the Binary Addition task is harder to be solved by a neural network when random inputs are added and no pruning of inputs is done. In such a case, both the SCGS and SCGSA methods remarkably increase the number of BP-networks that learned the task (indicated by the value of $c$ ). When comparing the SCGS method to SCG, the average number of erroneously recalled input patterns over all of the 100 trained networks $\left(E_{t}\right)$ has been reduced 6 -times while reducing its standard deviation 4 -times. The number $c$ of error-less networks has raised by $13 \%$. For the SCGSA method compared to SCG, the value of $E_{t}$ has been reduced 2.5 -times while reducing its standard deviation 2-times. The number of error-less networks has raised by $7 \%$. If pruning of inputs was allowed, almost all BP-networks learned the task correctly, independently of the chosen training algorithm.

Also the task of Binary Multiplication is hard to be solved by a BP-network when random inputs are added and no pruning of inputs is done, as indicated

| $9.9 L$ $7.0 I$ |  | 19 $\mathbf{9 9}$ |  | 71.8 F $88^{\circ} \mathrm{T}$ $9 L \cdot 8 \mp 06^{\circ} \mathrm{t}$ |  | － | － | 9 9 | 9 9 | $\begin{aligned} & 9-0 \mathrm{~L} \\ & 9-0 \mathrm{~L} \end{aligned}$ | ${ }_{9-0 I \cdot}^{Z}$ | $\begin{aligned} & \text { VSDOS } \\ & \text { VSDOS } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8．9IZ | $6.678 \%$ | 89 | LI＇8干 99．7 | LI＇8干 99．7 | $09^{\circ} \succcurlyeq \square$ 干 $89.8 L$ | － | － | 9 | 9 | g－0I $\cdot \mathrm{Z}$ | g－0I $\cdot 7$ | SW0S |
| $\mathrm{g}^{-9} \mathrm{~g}$ | \％＇7987 | G9 | 976 干 69.9 | $9 z^{*} 6$ 干 69.9 | ちL： 27 干 20.0 \％ | － | － | 9 | $9$ <br> ．8u！̣un． | g－0I • $Z$ |  | SЮOS |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8．08\％ | 00\＆ | 00I | $0 \mp 0$ | $0 \mp 0$ | $0 \mp 0$ | 96 | 27 | $87^{\circ} 0$ 干 20.9 | $\varepsilon \square^{\prime} \mathrm{I}$ 干 $\dagger \varepsilon^{\circ} \mathrm{L}$ | $L^{-0 I} \cdot \mathrm{Z}$ | － | SDOS |
| $6.79 \%$ | 6.7881 | 00I | $0 \mp 0$ | $0 \mp 0$ | 0 干 0 | L6 | 67 | $\varepsilon \varepsilon^{\circ} \mathrm{I}$ 干 $\angle \%^{\prime} 9$ | ¢ $\varepsilon^{\circ} \mathrm{I}$ 干 $98^{\circ} \mathrm{L}$ | ${ }_{9}-0 \mathrm{I} \cdot \mathrm{Z}$ | － | SЮOS |
| 9.967 | でも9II | 26 | 79．0 干［ ${ }^{\circ} 0$ | $\angle 9^{\circ} 0 \mp 60^{\circ} 0$ | \＆$\chi^{\circ} \mathrm{I}$ 干 $9 \mathrm{I}^{\circ} 0$ | モ6 | It | ¢9 ${ }^{\circ}$ 干 19.9 | $97^{\prime} \mathrm{I}$ 干 $70{ }^{\circ} \mathrm{L}$ | ゅ－0I［ |  | SわOS |
| 8．801 | 8．899 | 78 | $6 L^{\circ} 7$ 干 $78^{\circ} 0$ | $\angle \cdot 7$ 干 $\angle L \circ 0$ | ¢ $\% \cdot 8$ 干 $\mathcal{E} \cdot \square$ | 86 | LE | LZ＇I 干铒9 | LI＇I 干 $80 \cdot \mathrm{~L}$ | ${ }_{\text {¢ }}-0 \mathrm{I} \cdot \mathrm{Z}$ | － | SWOS |
| 9.81 | 0 \％98I | 00I | 0 干 0 | 0 干 0 | 0 干 0 | ¢6 | 08 |  | $87^{\circ} \mathrm{I}$ 干 $77^{\circ} \mathrm{L}$ | g－0I• ${ }^{\text {c }}$ | $9-0 L \cdot 7$ | VSDOS |
| ［．8 | て．97ZI | 00I | $0 \mp 0$ | $0 \mp 0$ | $0 \mp 0$ | $\boldsymbol{z 6}$ | 98 |  | 91． 5 干 80.2 | g－0L．g | － | VSDOS |
| 9．LSt | \＆．098I | 66 | 06． I 干 $6 \mathrm{I}^{\circ} 0$ | 0I＇ 7 干 L $\chi^{\prime} 0$ | 02．0 干 20.0 | 96 | 28 | $\angle \varepsilon^{\circ} \mathrm{Z}$ 干 $09^{\circ} 9$ | モI＇L 干 90． 2 | g－0I $\cdot \mathrm{Z}$ | $\mathrm{q}^{\text {－}}$ OL $\cdot 7$ | SĐOS |
| Z＇E®E | ［ 269 I | 00I | 0 干 0 | 0 干 0 | 0 干 0 | T6 | $8 \pm$ | $8 \mathcal{E}^{\cdot} \boldsymbol{\square}$ 干 $\boldsymbol{Z G} \cdot \mathbf{9}$ | ¢ $\mathbf{V}^{\circ}$ L 干 86.9 | q－0I $\cdot$ Z | － | SDOS |
| 6．78を | も．909I | 86 | 功 0 干 900 | L゙゚ 0 干 900 |  | 78 | \＆z |  | 比 1 干 99． 2 | ${ }_{2}-0 \mathrm{I} \cdot \mathrm{Z}^{-}$ | g－0I • $\quad$ \％ | S＇A－SDOS |
| z＇89\％ | 06881 | 00I | $0 \mp 0$ | 0 干 0 | $0 \mp 0$ | 78 | \＆z | $\angle L \cdot ¢ \mp 7 \sigma^{\circ} \mathrm{L}$ | $99^{\circ} \mathrm{L}$ 干99＊ | 2－0I $\cdot$ Z $^{-}$ | － | S＇A－SDOS |
| も「LI | G＇889I | 66 | 01．0 干 L0．0 | 0L．0 干 L0．0 | $0 \varepsilon^{\circ} 0 \mp \mathrm{E}^{\circ}{ }^{\circ}$ | 88 | 67 | 80.8 干 16.9 |  |  | g－0I • 7 | YIDDS |
| G＇t | ［＇E®EL | 66 | $0 \varepsilon^{\prime} \mathrm{I} \mp \mathrm{E}^{\circ} \mathrm{O}$ | 06.0 干 60.0 | ［ 0 干 10.0 | 98 | \＆Z | $67^{\circ} \mathrm{C}$ 干 $77^{\prime}$ L |  |  |  | DOS |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| 007 | Z\％LII | 00I | $0 \mp 0$ | $0 \mp 0$ | $0 \mp 0$ | 26 | － | ¢Z．0 干 70.9 | ZI | L－0I $\cdot \mathrm{Z}$ | － | SDOS |
| ［ 26 I | 9．8®0I | 00I | $0 \mp 0$ | 0 干 0 | 0 干 0 | 66 | － | Z．0 干 70.9 | ZI | ${ }_{9-0 I} \cdot \boldsymbol{Z}$ | － | SWOS |
| 8． 277 | 6.972 | 96 | $\angle 8^{\circ} 0 \mp 80^{\circ} 0$ | $\angle 8^{\circ} 0 \mp 80^{\circ} 0$ | L＇L 干 ¢で0 | 00I | － | $0 \cdot 0$ 干 0.9 | ZI | $\begin{aligned} & \mp-0 I \cdot I \\ & \tau-0 I \cdot Z \end{aligned}$ | － | SWOS |
| 9．2L | $678 \pm$ | 79 | $9 L^{\prime} \mathrm{Z}$ 干 $\varepsilon \mathrm{I}^{\prime} \mathrm{L}$ | $90^{\circ} \mathrm{Z}$ 干［ ${ }^{\circ}$ L | $80^{\circ} 9$ 干 $\dagger z^{\circ} \mathrm{C}$ | 66 | － | 7．0 干 70.9 | ZI |  | － | SNOS |
| $\mathrm{C}^{\circ} \mathrm{OL}$ | L＇686 | 00I | 0 干 0 | 0 干 0 | $0 \mp 0$ | 66 | － | 01．0 干 L0．9 | ZI | $\begin{gathered} \mathrm{g}-0 \mathrm{I} \\ \mathrm{~g}-0 \mathrm{I} \\ \hline \end{gathered}$ | ${ }_{9}-0 \mathrm{I} \cdot \mathrm{Z}$ | VSĐOS |
| Z： 2 | L：2L6 | 00I | $0 \mp 0$ | $0 \mp 0$ | $0 \mp 0$ | 00I | － | 00\％$\mp 00 \cdot 9$ | Z． |  | － | VSへOS |
| 0＇688 | 8．2もも | 00I | $0 \mp 0$ | 0 干 0 | 0 干 0 | 00I | － | $00 \%$ 干 $00 \cdot 9$ | ZI | $\begin{aligned} & \mathrm{g}-0 \mathrm{I} \cdot \mathrm{Z} \\ & \mathrm{~g}-0 \mathrm{~L} \cdot \mathrm{Z} \end{aligned}$ | s－0I $\cdot \mathrm{Z}$ | SDOS |
| \＆ 787 | ［．8もLI | 00I | $0 \mp 0$ | $0 \mp 0$ | $0 \mp 0$ | 001 | － | $00 \cdot 0$ 干 00．9 | ZI |  | － | SNOS |
| L．66I | 0｀896 | 00I | 0 干 0 | 0 干 0 | 0 干 0 | L6 | － | $\angle \varepsilon^{\circ} \mathrm{F}$ 干 $99^{\circ} 9$ | ZI | $\begin{aligned} & \text { L-0I } \cdot Z^{-} \\ & 2-0 I \cdot Z- \end{aligned}$ | g－0I • Z | S＇A－S＠DS |
| ［＇giz | も゙もLIL | 00I | $0 \mp 0$ | 0 干 0 | $0 \mp 0$ | L6 | － | $98^{\circ} \mathrm{Z}$ 干 $9 L^{\circ} 9$ | ZI |  | － | S＇A－SDDS |
| L．8 | \％6701 | 00I | $0 \mp 0$ | $0 \mp 0$ | $0 \mp 0$ | 76 | － | $9 z^{\circ} \mathrm{I}$ 干 $0 z^{\prime} 9$ | ZI | － | q－0I $\cdot \mathrm{Z}$ | YIDDS |
| $\mathcal{E}^{\circ} \mathrm{G}$ | ［＇68¢ | 00I | $0 \mp 0$ | $0 \mp 0$ | $0 \mp 0$ | 68 | － | 89 ${ }^{\circ}$ \％$\mp 29^{\circ} 9$ | ZI | － |  | DOS |
|  |  |  |  |  |  |  |  |  |  | suornəu qndu！jo ．8u！̣un．${ }_{\text {d }}$ |  |  |
| \＆．981 | z＇919 | ¢8 | 20．8 $\mp 99.7$ | 切 2 干 $98^{\circ} \mathrm{Z}$ | LL＇IL 干 $79^{\circ} \mathrm{Z}$ | － | \＆z | 81 | $L Z^{\prime} Z \mp{ }^{\prime} Z^{\prime} 8$ | L－0I • 7 | － | SDOS |
| ［ ${ }^{\text {9 }}$ 907 | 9．892 | 98 | 98．9 干 $28^{\circ} \mathrm{L}$ | $68^{\circ} 9$ 干 $28^{\circ} \mathrm{L}$ |  | － | $\angle Z$ | 8I | て0＇Z $\mp 98^{\circ} \mathrm{L}$ | $9-0 I \cdot Z$ | － | SMOS |
| 9．878 | \＆296 | L\＆ | $80^{\circ} \mathrm{Z}$ 干 $69^{\circ} \mathrm{L}$ | $\mathrm{I}^{\prime} \mathrm{Z}$ 干 $\mathrm{E} \mathrm{Z}^{\prime} \mathrm{L}$ | $67^{\circ} \mathrm{Z}$ 干 $29^{\circ} 0$ | － | も¢ | 81 | 9\％＇Z $\mp 96{ }^{\circ} \mathrm{L}$ | ¢－0I•［ | － | SWOS |
| 9.96 | $6.98 \pm$ | \＆1 | ¢ $\varepsilon^{\circ}$ ¢ 干 $1 L^{\prime}$＇ | $90^{\circ} \mathrm{E}$ 干 $\mathrm{ZL} L^{\circ} \mathrm{E}$ | $08^{\circ} \mathrm{E}$ 干 $69^{\circ} \mathrm{E}$ | － | $\angle 8$ | 8I | $90 \%$ 干 82.2 | ${ }_{\square}-0 I \cdot \mathrm{Z}$ | － | SWDS |
| I．0I | て＇0ヵ0I | 88 | L $L^{\circ} 9$ 干 $98^{\circ} \mathrm{L}$ | $66^{\circ} 9$ 干 $28^{\circ} \mathrm{L}$ | 86．6 $\mp 06{ }^{\text { }}$ | － | LZ | 8I |  | $\begin{aligned} & \mathrm{g}-0 I \cdot \mathrm{~g} \\ & \mathrm{~g}-0 I \cdot \mathrm{~g} \end{aligned}$ | ${ }_{9}-0 \tau \cdot \square$ | VSĐOS |
| \＆．9 | ¢．LZOL | 68 |  | 0L ${ }^{\text {g }}$ 干 $6 \mathbf{z}^{\circ} \mathrm{L}$ |  | － | Z8 | 8I | L6．1 干 19.2 |  | － | VSnOS |
| 7＊6It | 9．7Z9I | 88 | $86{ }^{\circ} \mathrm{F}$ ¢ $6 L^{\circ} 0$ | ¢ $\tau^{\circ} ¢ \mp 78^{\circ} 0$ | $00^{\circ} 7$ 干 $28^{\circ} 0$ | － | 28 | 8I | Gt＇Z $\mp 2 L^{\circ} \mathrm{L}$ | $\begin{aligned} & \mathrm{g}-0 \mathrm{I} \cdot \mathrm{Z} \\ & \mathrm{~s}-0 I \cdot Z \end{aligned}$ | g－0I • $\quad$ \％ | SDOS |
| ［．278 | 0．88LI | L6 | $\boldsymbol{Z L} \mathbf{L}^{\mathbf{Z}}$ 干 $99^{\circ} \mathbf{0}$ | $\mathbf{6 6}{ }^{\circ} \mathrm{I}$ 干 $6 \mathbf{7}^{\circ} \mathbf{0}$ | 68．0 干 81．0 | － | 88 | 8I | 9t＇\％F 9L ${ }^{\circ}$ |  | － | SDOS |
| \＆LG\％ | 0.986 | 78 | L8． 2 干 $8 L^{\circ} \mathrm{Z}$ | \＆6．9 干 $67^{\circ} \mathrm{Z}$ | 09＇ZI 干 $27^{\circ} \mathrm{E}$ | － | $0 \varepsilon$ | 8I | ZI＇Z $\mp 26.2$ | $\begin{aligned} & \mathrm{L}-0 \mathrm{I} \cdot \mathrm{Z}- \\ & \mathrm{L}-0 \mathrm{I} \cdot \mathrm{Z}- \end{aligned}$ | $\mathrm{s}-0 \mathrm{I} \cdot \mathrm{Z}$ | S＇A－SĐPS |
| 9＇LZ\％ | 8＇もも | 88 |  | $8 L^{\circ} \mathrm{L}$ 干も $9^{\circ}$ \％ | 96． 1.7 F $99^{\circ} \mathrm{Z}$ | － | 87 | 8I | $20^{\circ} \mathrm{Z}$ 干 96.2 |  | － | S＇A－SDDS |
| \＆ 2 | \＆＇876 | 98 | $77^{\circ} 8$ 干 86.7 | $87^{\circ} \mathrm{L}$ 干 $79^{\circ}$ \％ | LG＇EL F TL＇ $\mathcal{L}$ | － | 78 | 8I | $00^{\circ} \mathrm{Z}$ 干 $8 L^{\circ} \mathrm{L}$ | $2-0 L \cdot{ }^{-}$ | g－0I $\cdot 7$ | UI门DS |
| $L^{\prime} \square$ | でLも9 | 08 | 79．8 9 ¢ 80.8 | 78． $2 \mp T L .7$ | $66^{\circ} \mathrm{IL}$ 干 $6 L^{\prime} \mathrm{Z}$ | － | \＆Z | 8I | $\zeta L^{\prime} \mathrm{Z}$ 干 $2 \mathrm{I}^{\prime} 8$ |  | － | DOS |
|  |  |  |  |  |  |  |  |  |  | suo．ınəu uәрр！Ч 〕o su！̣un．x |  |  |
| （s） 7 | sцวodə | $\bigcirc$ | ${ }^{7}$ | ${ }^{n}$ H | ${ }^{17}$ H | Iu | Hu | $I$ | H | So | 物 | рочұәи |

Table 5.9: Experiment 5.2.2- The performance of the SCG, SCGIR, SCGS, SCGS-ES and SCGSA methods with and without pruning on the WB data set using the 35-50-5 network topology and 10-fold cross-validation.

| method | $c_{F}$ | $c_{G}$ | H | $I$ | $E_{t r}$ | $E_{v}$ | $E_{t}$ | epochs | t(s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Without pruning |  |  |  |  |  |  |  |  |  |
| SCG | - | - | 50 | 35 | $0.002 \pm 0.002$ | $0.019 \pm 0.018$ | $0.041 \pm 0.020$ | $115.3 \pm 36.2$ | $2.7 \pm 1.1$ |
| SCGIR | $10^{-6}$ | - | 50 | 35 | $0.002 \pm 0.002$ | $0.019 \pm 0.018$ | $0.044 \pm 0.021$ | $115.8 \pm 36.7$ | $8.0 \pm 2.5$ |
| SCGS | - | $2 \cdot 10^{-5}$ | 50 | 35 | $0.001 \pm 0.001$ | $0.017 \pm 0.014$ | $\mathbf{0 . 0 3 4} \pm 0.014$ | $131.1 \pm 29.8$ | $452.5 \pm 155.9$ |
| SCGS | $10^{-6}$ | $2 \cdot 10^{-5}$ | 50 | 35 | $0.001 \pm 0.001$ | $0.017 \pm 0.014$ | $\mathbf{0 . 0 3 5} \pm 0.015$ | $131.1 \pm 30.6$ | $399.1 \pm 91.2$ |
| SCGS-ES | - | $-2 \cdot 10^{-6}$ | 50 | 35 | $0.003 \pm 0.003$ | $0.019 \pm 0.015$ | $0.044 \pm 0.022$ | $110.2 \pm 36.9$ | $349.6 \pm 118.8$ |
| SCGS-ES | $10^{-6}$ | $-2 \cdot 10^{-6}$ | 50 | 35 | $0.002 \pm 0.003$ | $0.022 \pm 0.020$ | $0.043 \pm 0.022$ | $110.4 \pm 37.6$ | $340.9 \pm 117.3$ |
| SCGSA | - | $10^{-3}$ | 50 | 35 | $0.003 \pm 0.002$ | $0.016 \pm 0.013$ | $\mathbf{0 . 0 3 3} \pm 0.016$ | $139.0 \pm 21.2$ | $6.1 \pm 1.0$ |
| SCGSA | $10^{-6}$ | $10^{-3}$ | 50 | 35 | $0.003 \pm 0.003$ | $0.019 \pm 0.016$ | $0.033 \pm 0.015$ | $117.1 \pm 31.0$ | $10.5 \pm 2.7$ |
| Pruning of hidden neurons |  |  |  |  |  |  |  |  |  |
| SCG | - | - | $41.9 \pm 3.3$ | 35 | $0.001 \pm 0.001$ | $0.026 \pm 0.012$ | $0.037 \pm 0.021$ | $280.5 \pm 54.4$ | $6.3 \pm 1.2$ |
| SCGIR | $10^{-6}$ | - | $28.9 \pm 12.2$ | 35 | $0.001 \pm 0.001$ | $0.025 \pm 0.012$ | $0.034 \pm 0.021$ | $387.9 \pm 110.9$ | $20.3 \pm 4.6$ |
| SCGS | - | $2 \cdot 10^{-5}$ | $34.0 \pm 10.5$ | 35 | $0.001 \pm 0.001$ | $0.015 \pm 0.009$ | $0.031 \pm 0.011$ | $447.3 \pm 187.4$ | $1326.2 \pm 512.4$ |
| SCGS | $10^{-6}$ | $2 \cdot 10^{-5}$ | $33.8 \pm 11.5$ | 35 | $0.003 \pm 0.004$ | $0.017 \pm 0.012$ | $\mathbf{0 . 0 3 2} \pm \mathbf{0 . 0 1 1}$ | $457.3 \pm 161.8$ | $1227.2 \pm 403.8$ |
| SCGS-ES |  | $-2 \cdot 10^{-6}$ | $33.8 \pm 10.5$ | 35 | $0.002 \pm 0.003$ | $0.030 \pm 0.016$ | $0.033 \pm 0.016$ | $288.7 \pm 84.0$ | $792.9 \pm 227.0$ |
| SCGS-ES | $10^{-6}$ | $-2 \cdot 10^{-6}$ | $33.7 \pm 10.2$ | 35 | $0.001 \pm 0.001$ | $0.032 \pm 0.017$ | $0.035 \pm 0.018$ | $302.6 \pm 91.8$ | $854.4 \pm 253.3$ |
| SCGSA | - | $10^{-5}$ | $21.8 \pm 9.4$ | 35 | $0.003 \pm 0.003$ | $0.023 \pm 0.008$ | $\mathbf{0 . 0 2 9} \pm 0.017$ | $552.6 \pm 236.5$ | $14.3 \pm 4.5$ |
| SCGSA | $10^{-6}$ | $10^{-5}$ | $24.1 \pm 10.1$ | 35 | $0.002 \pm 0.002$ | $0.019 \pm 0.012$ | $0.027 \pm 0.010$ | $599.4 \pm 182.9$ | $29.6 \pm 8.0$ |
| Pruning of input neurons |  |  |  |  |  |  |  |  |  |
| SCG | - | - | 50 | $22.7 \pm 5.1$ | $0.009 \pm 0.005$ | $0.009 \pm 0.009$ | $0.028 \pm 0.017$ | $294.7 \pm 79.0$ | $9.9 \pm 2.3$ |
| SCGIR | $10^{-6}$ | - | 50 | $22.2 \pm 2.0$ | $0.009 \pm 0.003$ | $0.016 \pm 0.010$ | $0.035 \pm 0.022$ | $267.9 \pm 97.4$ | $20.3 \pm 6.6$ |
| SCGS | - | $2 \cdot 10^{-5}$ | 50 | $21.1 \pm 2.6$ | $0.009 \pm 0.003$ | $0.015 \pm 0.009$ | $\mathbf{0 . 0 2 4} \pm 0.020$ | $308.7 \pm 94.2$ | $893.8 \pm 286.3$ |
| SCGS | $10^{-6}$ | $2 \cdot 10^{-5}$ | 50 | $21.2 \pm 2.1$ | $0.008 \pm 0.004$ | $0.017 \pm 0.010$ | $\mathbf{0 . 0 2 5} \pm 0.019$ | $316.8 \pm 105.8$ | $787.1 \pm 247.5$ |
| SCGS-ES | - | $-2 \cdot 10^{-6}$ | 50 | $21.6 \pm 3.2$ | $0.012 \pm 0.003$ | $0.016 \pm 0.008$ | $0.037 \pm 0.023$ | $257.1 \pm 89.5$ | $592.8 \pm 198.5$ |
| SCGS-ES | $10^{-6}$ | $-2 \cdot 10^{-6}$ | 50 | $21.6 \pm 3.2$ | $0.013 \pm 0.003$ | $0.018 \pm 0.010$ | $0.035 \pm 0.020$ | $257.3 \pm 88.7$ | $590.3 \pm 195.5$ |
| SCGSA | - | $10^{-4}$ | 50 | $21.5 \pm 2.9$ | $0.009 \pm 0.002$ | $0.017 \pm 0.010$ | $0.029 \pm 0.020$ | $239.8 \pm 97.7$ | $12.1 \pm 4.4$ |
| SCGSA | $10^{-6}$ | $10^{-4}$ | 50 | $21.3 \pm 2.0$ | $0.009 \pm 0.007$ | $0.014 \pm 0.012$ | $0.024 \pm 0.015$ | $345.2 \pm 155.8$ | $34.0 \pm 14.1$ |
| Pruning of both hidden and input neurons |  |  |  |  |  |  |  |  |  |
| SCG | - | - | $39.0 \pm 3.8$ | $22.3 \pm 1.5$ | $0.008 \pm 0.005$ | $0.013 \pm 0.011$ | $0.028 \pm 0.015$ | $493.1 \pm 117.6$ | $12.1 \pm 2.4$ |
| SCGIR | $10^{-6}$ | - | $27.7 \pm 7.9$ | $21.0 \pm 2.4$ | $0.011 \pm 0.004$ | $0.015 \pm 0.013$ | $0.028 \pm 0.015$ | $533.6 \pm 154.9$ | $27.2 \pm 5.8$ |
| SCGS | - | $2 \cdot 10^{-5}$ | $22.8 \pm 7.8$ | $21.3 \pm 1.9$ | $0.011 \pm 0.005$ | $0.010 \pm 0.011$ | $\mathbf{0 . 0 2 6} \pm 0.018$ | $609.8 \pm 167.2$ | $1389.8 \pm 470.0$ |
| SCGS | $10^{-6}$ | $2 \cdot 10^{-5}$ | $\mathbf{2 3 . 7} \pm 11.9$ | $21.5 \pm 5.4$ | $0.013 \pm 0.009$ | $0.015 \pm 0.015$ | $0.027 \pm 0.018$ | $620.6 \pm 168.0$ | $1272.6 \pm 333.8$ |
| SCGS-ES | - | $-2 \cdot 10^{-6}$ | $31.9 \pm 3.8$ | $21.9 \pm 1.8$ | $0.013 \pm 0.007$ | $0.019 \pm 0.012$ | $0.035 \pm 0.019$ | $491.3 \pm 127.7$ | $956.8 \pm 221.0$ |
| SCGS-ES | $10^{-6}$ | $-2 \cdot 10^{-6}$ | $29.5 \pm 6.9$ | $21.3 \pm 2.1$ | $0.019 \pm 0.021$ | $0.024 \pm 0.015$ | $0.033 \pm 0.017$ | $473.8 \pm 115.7$ | $974.3 \pm 246.3$ |
| SCGSA | - | $10^{-4}$ | $\mathbf{2 3 . 7} \pm 4.1$ | $21.6 \pm 2.3$ | $0.009 \pm 0.005$ | $0.022 \pm 0.011$ | $0.022 \pm 0.016$ | $956.1 \pm 303.0$ | $26.4 \pm 6.4$ |
| SCGSA | $10^{-6}$ | $10^{-4}$ | $25.9 \pm 5.7$ | $22.0 \pm 2.2$ | $0.010 \pm 0.004$ | $0.016 \pm 0.014$ | $0.023 \pm 0.014$ | $824.4 \pm 337.1$ | $44.1 \pm 13.7$ |


| I＇0I | 0＇109 | 20．0 干 LI． 0 | $\boldsymbol{E} \cdot 9$ | 20．0 干 90．0 |  | － | － | $6^{\circ} \mathrm{I}$ | L． 2 F $2 \cdot 8 \mathrm{~L}$ |  | 8．LI 干 9＊${ }^{\text {I }}$ | L．8－Z．6－2．9 | g－0I $\cdot \mathrm{g}$ | 9－0I | VSDOS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8.6 | 0•109 | $90^{\circ} 0$ 干 80.0 | I＇t | 80.0 干 20.0 | 80.0 干 90.0 | － | － | $\varepsilon^{\prime} \cdot$ | 6.6 干 7.07 | $\angle 0 \mathrm{~L}$ 干 $2 \cdot \underline{\text { I }}$ | $6.8 乙$ 干ャ 68 | 0．6－7．6－2 | ¢ $-0 I \cdot \square$ | $9-0 \mathrm{~L}$ | VSDOS |
| 6．9 | 0＇109 | $80^{\circ} 0 \mp 90 \cdot 0$ | $8^{\circ} \mathrm{E}$ | $90^{\circ} \mathrm{O}$ 干 80.0 | $90.0 \mp 90.0$ | － | － | L＇I | 9． 2 干09 9 | て．6 $\mp 6.6$ | 0．91 干［ 0 \％ | 8．6－9．6－8．8 | ${ }_{\square}-0 \mathrm{I} \cdot \mathrm{Z}$ | － | VSDOS |
| 6．28L9 | 0＇L09 | $65^{\circ} 0 \mp \varepsilon z^{\prime} 0$ | $9^{\circ} \mathrm{E}$ | 70．0 干 $800^{\circ}$ | $\mathbf{Z 0 \%}$ 干 $\mathbf{7 0} 0$ | － | － | I＇z | I＇g F G $\boldsymbol{Z}$ I |  | $9^{\circ} \mathrm{O}$ L $\mp 9^{\circ} \mathrm{L}$ | 8＇6－8＇6－9＇2 |  | g－0I | SNOS |
| \＆ 6678 | 0＇L09 | 9 ${ }^{\circ} 0$ F $\sim 2 L^{\circ} 0$ |  | $20^{\circ} 0$ 干 80.0 | ¢0．0 干 80.0 | － | － | 6 ［ | 66 干 ${ }^{\prime}$ ¢ |  |  | 6．8－8．6－げレ | ＜－0I | g－0I | SఅOS |
| ¢ 8698 | 0＇L09 | Z $\mathrm{L}^{\circ} 0$ 干 $\varepsilon \mathrm{Z}^{\circ} 0$ | L＇tid | ¢0．0 干 20.0 | $80 \cdot 0$ 干 $80 \cdot 0$ | － | － | $0 \%$ |  | でL干 2.9 | 8．LZ干9．6L | ワ・8－7．6－8．9 | L－OI | － | SNOS |
| 6.8 | 0＇L09 | $9 z^{\circ} 0$ 干 $6 z^{\circ} 0$ | $0 \cdot \mathrm{I}$ |  | $80^{\circ} 0$ 干 20.0 | － | － | I＇I | $9 \cdot 9$ 干 9 ・も | $9 \cdot 9$ F 6.8 | $9^{\circ} 9 \mathrm{I}$ 干 $\varepsilon^{\prime}$ LI | 6．8－8．6－¢＇レ |  | ¢－ 0 I | บIЮPS |
| $0 \cdot 6$ | 0＇L09 | LI＇0 干 $¢ z^{\circ} 0$ | I＇L | LI＇0 干 9 $9 \%^{\circ} 0$ | モ0．0 干 $¢ 0.0$ | － | － | 0．I | $\angle G \mp \varepsilon .2 \%$ | $9.2 干 1.2$ | 8．LZ $\ddagger 8.2$ L | 6．8－8．6－6． | － | ¢－0I | บIЮDS |
| 9.7 | 0＇L09 | $6 z^{\circ} 0$ 干 $9 \varepsilon^{\circ} 0$ | $0 \cdot \mathrm{I}$ | $\varepsilon L^{\circ} 0 \mp 6 z^{\circ} 0$ | ¢0．0 干 $¢ 0.0$ | － | － | 0．I | Z 6 干 $2 \cdot 97$ | 6． 2 F 9.2 | $L^{\prime} \mathrm{C} \%$ 干 $\chi^{\prime} 7 \%$ | \＆8－7\％6－2 |  |  | DPS |
|  |  |  |  |  |  |  |  |  |  |  |  | suorneu qndu！ | рие иәрр | Чұоq J | .$^{\text {Butunid }}$ |
| F＊8 | L．LOG | 70．0 $\mp 90{ }^{\circ} 0$ | $9 \cdot 8$ | 200．0 干 ¢ 00.0 | $800 \cdot 0$ 干 $700{ }^{\circ} 0$ | $L$ | 0I | $0 \cdot 9$ | $6^{\circ} \mathrm{I}$ 干 $6^{\circ} \mathrm{Z}$ | $\mathrm{C}^{\circ} 0 \mp \mathrm{E}^{\circ} 0$ | も．$\ddagger$ F 60 | ZI－ZI－0．9 | ャ－0I | $9-0 \mathrm{~L}$ | VSDOS |
| 9＇7 | － $66 \pm$ | $20.0 \mp 70.0$ | $0 \cdot 8$ | 600．0 干 9L0．0 | $800 \cdot 0$ 干 $800{ }^{\circ}$ | 4 | OL | $0 \cdot 9$ | $\underline{1} \boldsymbol{\prime}$ 干 6.7 | $\mathrm{F}^{\circ} 0$ 干 $\mathrm{Z}^{\circ} 0$ | $\varepsilon^{\prime}$［ $\mp 9^{\circ} 0$ | てL－ZI－0．9 | п－0I | － | VSDOS |
| $0 \cdot 9809$ | 0.799 | LI．0 干 LI．0 | \＆＇ZI | $700{ }^{\circ} \mathrm{F}$ 干 $600^{\circ} 0$ | L00．0 干 $700{ }^{\circ} 0$ | $L$ | 01 | 7＇91 | ¢＇L $\mp 6.0$ | $0.0 \mp 0.0$ | 0.0 干 0.0 | てL－ZI－0．9 | ${ }_{9}-0 \mathrm{I} \cdot \mathrm{Z}$ | g－0I | SDOS |
| \＆0809 | z＇¢ぁ 9 | $90^{\circ} 0$ 干 90.0 | Z＇II | 800.0 干 LL0．0 | モ00 0 干 $9000^{\circ}$ | I | 8 | 1.2 |  | 8.0 干 9.0 | $\mathrm{g}^{\prime} \mathrm{Z}$ 干 $8^{\prime} \mathrm{L}$ | てL－ZI－0．9 | g－0I | g－0I | SMOS |
| L＇768¢ | 9．189 | 70．0 干 90．0 | $9 \cdot 07$ | 800.0 干 900.0 | $200 \cdot 0$ 干无00．0 | 6 | 6 | 6．07 | 2.0 干 2.0 | $\mathrm{q}^{\circ} 0 \mp \varepsilon^{\circ} 0$ | も． F F 6.0 | ZI－ZI－0．9 | g－01 | － | SDOS |
| － 8 | 0＇109 |  | I＇I | LLO 0 干 $8\left[L^{\circ} 0\right.$ | L00．0 $>$ | Z | 0I | I＇I | 9．ヵ干 ¢ ¢ ¢ | $0.0 \mp 0.0$ | $0.0 \mp 0.0$ | ZI－ZI－0．9 | － | 9－0I | YIDPS |
| 7．8 | 0＇L09 | 9 ${ }^{\circ} 0$ ¢ $\mp 8 z^{\prime} 0$ | $8 \cdot 0$ | 980.0 干 97I＇0 | L00．0＞ | 0 | OL | 6.0 | 8.9 干 7.9 T | $0.0 \mp 0.0$ | $0.0 \mp 0.0$ | てL－ZL－0．9 | － | g－0I | YIDDS |
| $L \cdot \mathcal{L}$ | 0＇L09 | $\angle I \cdot 0 \mp z \%^{\circ} 0$ | $0 \cdot \mathrm{~L}$ | $690{ }^{\circ} \mathrm{F}$ ¢ $£$［ ${ }^{\circ} 0$ | L00．0 $\mp$ L00．0 | 0 | 0I | $0 \cdot \mathrm{I}$ |  | $0.0 \mp 0.0$ | $0.0 \mp 0.0$ | ZI－ZI－0．9 | － |  | MPS |
|  |  |  |  |  |  |  |  |  |  |  |  |  | suorna | ndu！j | sumun． |
| 8.9 | L®Zワ | 70．0 干 900 | $\varepsilon^{\prime}$ I | 01．0 干 98．0 |  | 0 | 0 | I＇I | $\mathcal{E}^{\circ} 9$ F 8.77 |  | $8^{\prime} 7 \pm \mp 9^{\circ} \mathrm{E}$ L | 9．8－6．8－81 | \＆－0T | ゅ－01 | VSDOS |
| $L \cdot 8$ | － 968 | 70．0 $\mp 90 \cdot 0$ | $z^{\prime}$ I | $80 \cdot 0$ 干 $88^{\circ} 0$ | $60^{\circ} 0$ 干 $98^{\circ} 0$ | 0 | 0 | I＇I | $0 \cdot 9$ 干 $6.8 \pm$ | $\llcorner 9 \mp 87 \%$ | L．9D干 $8^{\circ} \mathrm{GL}$ | 9．8－9．6－81 | \＆－0I | － | VSDOS |
| 76287 | 9．99才 | 20．0 干 90．0 | $8^{\cdot 1}$ | $\boldsymbol{Z I} \cdot 0$ 干 $\mathbf{L C} \cdot 0$ | $\boldsymbol{Z L} \mathbf{O}^{\circ} \mathrm{F} \boldsymbol{L E} \cdot 0$ | 0 | 0 | $\boldsymbol{z} \cdot \mathrm{L}$ | L．01 干 9＊88 |  | 6．08 干 2.99 | も＇6－6．6－8I | т－0I | g－0I | SDOS |
| 8．7919 |  | $70^{\circ} 0$ 干 90.0 | $L^{\circ} \mathrm{I}$ | 20．0 干 $6 z^{\circ} 0$ | 200\％干 $6 z^{\circ} 0$ | 0 | 0 | $\boldsymbol{z} \cdot \underline{L}$ | 6.2 干 8.88 | 6． 2 干 0.88 | で切干 9． 29 | 0L－て＇0I－8I | ${ }_{\text {¢ }}-0 \mathrm{I} \cdot \mathrm{Z}$ | g－0I | SDOS |
| L．000才 | 8．97t | $80^{\circ} 0$ 干 $90{ }^{\circ}$ | $2 \cdot \mathrm{~L}$ | LI：0 干 88．0 | LI＇0 干 87．0 | 0 | 0 | $\boldsymbol{z} \cdot \underline{L}$ | $\boldsymbol{8 . 6 7 6 . 8 8}$ | 9.8 干 8.88 | $\mathrm{T}^{\circ} \mathrm{L}$ ¢ $\mp \mathcal{E}^{\circ} \mathrm{L} 9$ | も＇6－9．6－8L | т－01 | － | SDOS |
| $0 \cdot 1$ | \＆ 667 | $20^{\circ} 0 \mp 80{ }^{\circ} 0$ | $0 \cdot \mathrm{I}$ | 01．0 干 97．0 | 01．0 干汿 0 | 0 | 0 | $0^{\circ} \mathrm{I}$ | ¢ $¢$ F $7 \cdot 87$ | 1．7干 $0 \cdot 2 \mathrm{~L}$ | L．68 $\mp 0.8$ LI | $\boldsymbol{z} \cdot 9 \cdot 9 \cdot 9-8 \mathrm{~L}$ | － | ャ－0I | บIЮ〇S |
|  | L．97¢ | $80^{\circ} 0 \mp 60{ }^{\circ}$ | $0 \cdot \mathrm{I}$ | $60^{\circ} 0$ 干 $87^{\circ} 0$ | $00^{\circ} 0$ 干 $2 \nabla^{\circ} 0$ | 0 | 0 | 0＇${ }^{\text {I }}$ |  |  | L＇ 79 干 $2 \cdot 80 \mathrm{~L}$ | ［ $\cdot 8-0 \cdot 8-8 \mathrm{~L}$ | － | g－0I | บIЮPS |
| $9^{\prime} 7$ | \％ 078 | $70^{\circ} 0 \mp 80^{\circ} 0$ | 0＇I | $0 L^{\circ} 0 \mp \angle \nabla^{\circ} 0$ | $00^{\circ} 0$ 干 $9 \mathrm{~T}^{\circ} 0$ | 0 | 0 | 0＇${ }^{\text {I }}$ |  | 0．9 9 ¢ 9 ¢ | 0＇9才干［＇L0T | L． $2-8 \cdot 8-8 \mathrm{~L}$ |  |  | DPS surunis |
|  |  |  |  |  |  |  |  |  |  |  |  |  | suo．nnəu | әрр!̣ јо | $.80!~_{\text {sunix }}$ |
| 9.1 | 9｀96 | $80^{\circ} 0$ 干 60.0 | $\boldsymbol{z G} \cdot \mathbf{L}$ | $\boldsymbol{Z I} \cdot 0$ 干 $\mathbf{S F}^{\circ} \mathbf{0}$ |  | 0 | 0 | 60T | $\mathbf{7} \mathbf{6}$ 干9．2历 | 「＊01 干 9＊9ヵ | ［＇ID干 $8^{\circ} \mathrm{Z}$ ¢ | ZI－ZI－8I | п－0I • 9 | 9－0I | VSDOS |
| 1.0 | $\varepsilon^{\circ} 06$ | $70^{\circ} 0$ 干 60.0 | DI＇I | 01＊0 干 $6 \nabla^{\circ} 0$ | LI＇0 干 $8 \mathrm{~T}^{\circ} 0$ | 0 | 0 | 20． |  | $6.2 \mp 9.27$ | $\mathrm{Z}^{\circ} 88$ 干 $8^{\circ} \mathrm{LL}$ | ZI－ZI－8L | ャ－0I．g | － | VSDOS |
| 8．87TE | 02LI | 70．0 $\mp 90{ }^{\circ} 0$ | LL＇I | $80^{\circ} 0$ 干 $\tau \varepsilon^{\circ} 0$ | $80^{\circ} 0$ 干 $78^{\circ} 0$ | 0 | 0 | $L^{\prime} \cdot \mathrm{I}$ | $\boldsymbol{7} \cdot 8$ 干 8.0 历 | 8.8 干 8．0円 |  | てL－ZI－8L | ¢－0I • $Z$ | g－01 | SDOS |
| ［＇LZ68 | z 215 | 70．0 $\mp 90{ }^{\circ}$ | 88．${ }^{\text {L }}$ | 60\％0 干 08．0 | 60\％ $0^{\circ} \mathbf{0} 8^{\circ} 0$ | 0 | 0 | g $Z^{\prime}$ I |  | 8．8 干 ¢ 7 ¢ | †＇68 $\mp \mathrm{C}^{\circ} \mathrm{G} 9$ | てL－ZI－8L | ${ }_{\text {¢ }}-0 \mathrm{I} \cdot \mathrm{Z}$ | ャ－0I | SDOS |
| c．8LLE | L．601 | $20^{\circ} 0 \mp 90 \cdot 0$ | $\angle L^{\circ} \mathrm{I}$ | 20．0 干 L $8^{\circ} 0$ | 20．0 干 $18^{\circ} 0$ | 0 | 0 | LZ＇I | L． 2 干 $0 \cdot 8 \pm$ |  | 0．98 干［．69 | てL－ZI－8I | ${ }_{\text {I }}-0 \mathrm{I} \cdot \mathrm{Z}$ | － | SNOS |
| 8.0 | 8．29 | $80^{\circ} 0$ 干 $0 \mathrm{~T}^{\circ} 0$ | $86^{\circ}$ | $60^{\circ} 0$ 干 99．0 | $60^{\circ} 0$ 干 $99^{\circ} 0$ | 0 | 0 | $86^{\circ} 0$ | $9 \cdot 7$ F 8.79 | ［ 9 F 8.7 C |  | てL－ZI－8L | － | ャ－0I | บIЮ〇S |
| $\nabla^{\circ} 0$ | 9．04 | 70．0 干 LI＇0 | 00＇${ }^{\text {I }}$ |  | $\zeta I^{\prime} 0 \mp \mp 9^{\circ} 0$ | 0 | 0 | 00＇L | 9.9 F 6.19 | 8.9 干 8.19 | キ9ヵ干 0.66 | ZI－ZI－8I | － |  | DOS |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  | ．su！̣un．ad | 7поч7！M |
| （s） 7 | sчวоdә | ${ }^{7} S$ | du？ | （ ${ }^{4}$ ）${ }^{\text {S }}$ SW | $7{ }^{7}$ SW | $u_{0}$ | $\bigcirc$ | du？ | （ ${ }^{\text {u }}$ ）${ }^{\text {H }}$ | ${ }^{7}$ 田 | ${ }^{17}$ H | youn | Do | HO | рочдәш |
|  |  |  |  |  |  |  |  |  |  |  |  |  | UOİPZ | PIt！U！ | ［ОММұә |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Table 5.11: Experiment 5.2.2 data set using the 35-15-15-5 network topology and 10-fold cross-validation.

| method | $c_{F}$ | $c_{G}$ | arch | $E_{t r}$ | $E_{t}$ | $E\left(n_{t}\right)$ | imp | $M S E_{t}$ | $\operatorname{MSE}\left(n_{t}\right)$ | imp | $S_{t}$ | epochs | t(s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Without pruning |  |  |  |  |  |  |  |  |  |  |  |  |  |
| SCG | - | - | 35-15-15 | $0.006 \pm 0.008$ | $0.062 \pm 0.020$ | $0.060 \pm 0.012$ | 1.0 | $0.085 \pm 0.020$ | $0.087 \pm 0.018$ | 1.0 | $0.04 \pm 0.01$ | 90.8 | 1.4 |
| SCGIR | $10^{-5}$ | - | 35-15-15 | $0.005 \pm 0.007$ | $0.061 \pm 0.021$ | $0.057 \pm 0.020$ | 1.1 | $0.082 \pm 0.024$ | $0.086 \pm 0.023$ | 1.0 | $0.04 \pm 0.01$ | 98.7 | 4.4 |
| SCGIR | $10^{-4}$ | - | 35-15-15 | $0.007 \pm 0.005$ | $0.054 \pm 0.020$ | $0.052 \pm 0.021$ | 1.2 | $0.082 \pm 0.022$ | $0.084 \pm 0.026$ | 1.0 | $0.03 \pm 0.01$ | 86.3 | 3.9 |
| SCGS | - | $10^{-4}$ | 35-15-15 | $0.009 \pm 0.004$ | $0.043 \pm 0.017$ | $0.048 \pm 0.018$ | 1.2 | $\mathbf{0 . 0 5 8} \pm \mathbf{0 . 0 1 8}$ | $\mathbf{0 . 0 6 2} \pm \mathbf{0 . 0 1 9}$ | 1.4 | $0.02 \pm 0.01$ | 127.3 | 62146.8 |
| SCGS | $10^{-5}$ | $10^{-4}$ | 35-15-15 | $0.008 \pm 0.003$ | $0.044 \pm 0.015$ | $\mathbf{0 . 0 4 5} \pm 0.013$ | 1.3 | $0.064 \pm 0.015$ | $0.065 \pm 0.017$ | 1.3 | $0.02 \pm 0.01$ | 118.6 | 43106.2 |
| SCGSA | - | $10^{-3}$ | 35-15-15 | $0.006 \pm 0.007$ | $0.049 \pm 0.022$ | $0.051 \pm 0.024$ | 1.2 | $0.071 \pm 0.023$ | $0.074 \pm 0.023$ | 1.2 | $0.03 \pm 0.01$ | 89.3 | 2.3 |
| SCGSA | $10^{-4}$ | $10^{-3}$ | 35-15-15 | $0.008 \pm 0.006$ | $0.052 \pm 0.021$ | $0.047 \pm 0.022$ | 1.3 | $0.070 \pm 0.025$ | $0.071 \pm 0.027$ | 1.2 | $0.03 \pm 0.01$ | 120.9 | 7.1 |
| Pruning of hidden neurons |  |  |  |  |  |  |  |  |  |  |  |  |  |
| SCG | - | - | 35-10.9-7.0 | $0.004 \pm 0.006$ | $0.052 \pm 0.020$ | $0.058 \pm 0.015$ | 1.0 | $0.084 \pm 0.026$ | $0.087 \pm 0.027$ | 1.0 | $0.04 \pm 0.02$ | 297.4 | 8.3 |
| SCGIR | $10^{-5}$ | - | 35-10.2-6.6 | $0.008 \pm 0.011$ | $0.047 \pm 0.020$ | $0.053 \pm 0.017$ | 1.1 | $0.120 \pm 0.119$ | $0.124 \pm 0.118$ | 0.7 | $0.04 \pm 0.02$ | 301.8 | 15.8 |
| SCGS | - | $5 \cdot 10^{-5}$ | 35-10.7-5.4 | $0.010 \pm 0.007$ | $0.035 \pm 0.016$ | $\mathbf{0 . 0 4 1} \pm 0.017$ | 1.5 | $0.056 \pm 0.018$ | $0.058 \pm 0.018$ | 1.5 | $0.02 \pm 0.01$ | 294.2 | 74067.0 |
| SCGS | $10^{-5}$ | $5 \cdot 10^{-5}$ | 35-9.3-4.8 | $0.173 \pm 0.084$ | $0.174 \pm 0.068$ | $0.043 \pm 0.015$ | 1.4 | $0.268 \pm 0.100$ | $0.062 \pm 0.016$ | 1.4 | $0.02 \pm 0.01$ | 233.1 | 16604.4 |
| SCGSA | - | $10^{-3}$ | 35-12.5-7.7 | $0.007 \pm 0.005$ | $0.040 \pm 0.019$ | $0.052 \pm 0.022$ | 1.2 | $0.070 \pm 0.022$ | $0.073 \pm 0.025$ | 1.2 | $0.03 \pm 0.01$ | 298.4 | 10.5 |
| SCGSA | $10^{-5}$ | $10^{-3}$ | 35-12.5-8.8 | $0.003 \pm 0.004$ | $0.037 \pm 0.017$ | $0.039 \pm 0.020$ | 1.6 | $0.060 \pm 0.018$ | $0.062 \pm 0.020$ | 1.4 | $0.03 \pm 0.01$ | 295.4 | 16.9 |
| Pruning of input neurons |  |  |  |  |  |  |  |  |  |  |  |  |  |
| SCG |  | - | 20.1-15-15 | $0.012 \pm 0.011$ | $0.032 \pm 0.018$ | $0.039 \pm 0.020$ | 1.5 | $0.055 \pm 0.022$ | $0.059 \pm 0.022$ | 1.5 | $0.05 \pm 0.02$ | 254.5 | 7.7 |
| SCGIR | $10^{-5}$ | - | 19.9-15-15 | $0.014 \pm 0.013$ | $0.032 \pm 0.019$ | $0.037 \pm 0.020$ | 1.6 | $0.053 \pm 0.024$ | $0.057 \pm 0.024$ | 1.5 | $0.05 \pm 0.02$ | 255.5 | 20.2 |
| SCGS | - | $10^{-4}$ | 27.8-15-15 | $0.019 \pm 0.011$ | $0.038 \pm 0.017$ | $0.044 \pm 0.012$ | 1.4 | $0.054 \pm 0.020$ | $0.056 \pm 0.017$ | 1.5 | $0.02 \pm 0.01$ | 240.1 | 70523.3 |
| SCGS | - | $10^{-4}$ | 24-15-15 | $0.016 \pm 0.007$ | $0.032 \pm 0.011$ | $\mathbf{0 . 0 3 5} \pm \mathbf{0 . 0 1 2}$ | 1.7 | $\mathbf{0 . 0 4 8} \pm \mathbf{0 . 0 1 6}$ | $0.051 \pm 0.018$ | 1.7 | $0.03 \pm 0.01$ | 271.7 | 71625.7 |
| SCGSA | - | $2 \cdot 10^{-4}$ | 20.4-15-15 | $0.014 \pm 0.013$ | $0.029 \pm 0.017$ | $0.034 \pm 0.017$ | 1.7 | $0.051 \pm 0.022$ | $0.053 \pm 0.022$ | 1.7 | $0.04 \pm 0.02$ | 253.0 | 11.2 |
| SCGSA | $10^{-5}$ | $2 \cdot 10^{-4}$ | 20.2-15-15 | $0.013 \pm 0.011$ | $0.030 \pm 0.017$ | $0.034 \pm 0.019$ | 1.8 | $0.049 \pm 0.020$ | $0.051 \pm 0.020$ | 1.7 | $0.04 \pm 0.02$ | 260.7 | 22.2 |
| Pruning of both hidden and input neurons |  |  |  |  |  |  |  |  |  |  |  |  |  |
| SCG | - | - | 21-12.8-9.0 | $0.005 \pm 0.004$ | $0.032 \pm 0.013$ | $0.047 \pm 0.019$ | 1.3 | $0.055 \pm 0.019$ | $0.060 \pm 0.023$ | 1.4 | $0.05 \pm 0.02$ | 301.0 | 10.6 |
| SCGIR | $10^{-6}$ | - | 19.9-12-8.6 | $0.007 \pm 0.007$ | $0.028 \pm 0.015$ | $0.039 \pm 0.022$ | 1.6 | $0.055 \pm 0.020$ | $0.061 \pm 0.022$ | 1.4 | $0.05 \pm 0.03$ | 301.0 | 19.9 |
| SCGIR | $10^{-5}$ | - | 21.4-12.2-8.4 | $0.008 \pm 0.008$ | $0.029 \pm 0.011$ | $0.039 \pm 0.018$ | 1.6 | $0.062 \pm 0.032$ | $0.067 \pm 0.033$ | 1.3 | $0.05 \pm 0.02$ | 302.8 | 18.9 |
| SCGS | - | $10^{-5}$ | 21.9-11.9-8.2 | $0.017 \pm 0.018$ | $0.026 \pm 0.008$ | $0.034 \pm 0.014$ | 1.7 | $0.049 \pm 0.020$ | $0.052 \pm 0.021$ | 1.7 | $0.03 \pm 0.02$ | 307.9 | 49915.2 |
| SCGS | $10^{-5}$ | $10^{-5}$ | 22.6-12.3-7.5 | $0.009 \pm 0.007$ | $0.028 \pm 0.015$ | $0.034 \pm 0.017$ | 1.7 | $0.045 \pm 0.020$ | $0.048 \pm 0.022$ | 1.8 | $0.03 \pm 0.01$ | 302.0 | 48910.1 |
| SCGSA | - | $10^{-3}$ | 22.6-12.7-10.3 | $0.018 \pm 0.010$ | $0.027 \pm 0.009$ | $0.033 \pm 0.019$ | 1.8 | $0.043 \pm 0.014$ | $0.045 \pm 0.017$ | 1.9 | $0.04 \pm 0.01$ | 301.0 | 13.2 |
| SCGSA | $10^{-6}$ | $10^{-3}$ | 23.7-13.1-9.0 | $0.017 \pm 0.011$ | $0.028 \pm 0.012$ | $0.032 \pm 0.016$ | 1.9 | $0.046 \pm 0.014$ | $0.048 \pm 0.017$ | 1.8 | $0.03 \pm 0.01$ | 307.3 | 20.6 |

by the values of $c$ in Table 5.10. In such a case, none of the trained networks has been able to provide correct outputs for all input patterns. Anyway, especially the exact method for sensitivity inhibition (SCGS) considerably improves generalization (1.8-times for the BIN3 data set and 1.4-times for the WB data set). For the SCGSA method compared to SCG, the improvement of $\operatorname{MSE}\left(n_{t}\right)$ is smaller (1.2-times for both the BIN3 and WB data sets). For BIN3, sensitivity inhibition combined with enforced condensed internal representation yields even better generalization.

### 5.2.3 Experiment 5.2.3 - Results on weight decay

## Experiment setting

In Experiment 5.2.3, we compared the SCGIR, SCGS and SCGSA methods with the standard training algorithms GD and SCG and with the GD, SCG and SCGIR methods enhanced by the weight decay regularization technique [119] (GDWD, SCGWD, SCGIRWD). See Subsection 3.3 .6 on page 61 for a detailed description of weight decay. The main aim of this experiment was to mutually compare the weight decay and the new-proposed regularization techniques for analytical and approximative sensitivity control and their effect on the generalization abilities of BP-networks trained without pruning.

The tests involved two types of data: binary (Binary Addition and Binary Multiplication tasks - data sets BIN2 and BIN3) and continuous (World Bank task - data set WB). In this experiment, the parameters $c_{F} \geq 0$ and $c_{G} \geq 0$ reflect the trade-off between the influence of the particular penalty terms in the overall error function. The parameter $c_{F}$ corresponds to the representation error function (defined by Equation (4.1)). For the GDWD, SCGWD and SCGIRWD methods, the parameter $c_{G}$ belongs to the weight decay error function (defined by Equation (3.59). For SCGS and SCGSA, $c_{G}$ corresponds to the sensitivity error functions defined by Equations (4.25) and (4.73), respectively.

All BP-networks were trained without pruning, the parameter maxEpochs was set to 3000 . The parameters $c_{F}$ and $c_{G}$ were set experimentally, separately for each task. For the BIN2 and BIN3 data sets, all the trained networks had the topologies 18-12-4 and 18-12-12-6, respectively. For the WB data set, we tested two topologies: 35-50-5 and 35-15-15-5. The results for the WB data set were obtained by a 10 -times repeated 10 -fold cross-validation. For all data sets, each tested method was applied to the same set of 100 different randomly initialized networks.

The results obtained for the BIN2 and BIN3 data sets are stated in Table 5.12. Table 5.13 summarizes the results for the WB data set. In the tables, the generalization abilities of the trained BP-networks and their sensitivity to noise in the data are indicated by the values of $M S E_{t}, E_{t}, c$ and $\operatorname{MSE}\left(n_{t}\right), E\left(n_{t}\right), c_{n}$, $i m p$, respectively. We also compared the values of $S_{t}$ and $w_{m}$.

## Results - On the generalization abilities of the networks

The experiments proved, that training with weight decay improves the generalization abilities of BP-networks trained without pruning. For the BIN3 data set, SCGWD outperforms in this respect both the SCGS and SCGSA methods,
Table 5.12: Experiment 5.2.3- The performance of the SCG, SCGIR, SCGWD, SCGIRWD, GD, GDWD, SCGS and SCGSA methods (without pruning) on the BIN2 data set (Binary Addition task) and on the BIN3 data set (Binary Multiplication task). The stated values correspond to the mean and standard deviation over 100 random network initializations.

| Binary Addition task - using the 18-12-4 network topology |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| method | $c_{F}$ | $c_{G}$ | $c$ | $c_{n}$ | $p_{I R}$ | $p_{I R, 3}$ | $E_{t r}$ | $E_{t}$ | $E\left(n_{t}\right)$ | imp | $M S E_{t}$ | $\operatorname{MSE}\left(n_{t}\right)$ | imp | $S_{t}$ | $w_{m}$ | epochs | t(s) |
| SCG | - | - | 77 | 62 | 80 | 92 | $3.8 \pm 15.5$ | $3.9 \pm 9.7$ | $10.1 \pm 12.5$ | 1.0 | $0.054 \pm 0.147$ | $0.087 \pm 0.146$ | 1.0 | $0.07 \pm 0.06$ | $0.56 \pm 0.08$ | 415.2 | 1.5 |
| SCGIR | $10^{-4}$ | - | 71 | 57 | 88 | 97 | $5.9 \pm 20.0$ | $4.9 \pm 11.2$ | $11.8 \pm 13.6$ | 0.9 | $0.065 \pm 0.161$ | $0.101 \pm 0.157$ | 0.9 | $0.07 \pm 0.05$ | $0.61 \pm 0.11$ | 998.3 | 7.7 |
| SCGIR | $10^{-6}$ | - | 73 | 60 | 82 | 94 | $3.9 \pm 15.6$ | $3.9 \pm 9.7$ | $10.2 \pm 12.6$ | 1.0 | $0.054 \pm 0.146$ | $0.087 \pm 0.146$ | 1.0 | $0.07 \pm 0.06$ | $0.57 \pm 0.09$ | 428.2 | 3.4 |
| SCGWD | - | $-10^{-4}$ | 75 | 53 | 61 | 88 | $3.2 \pm 15.1$ | $3.1 \pm 9.3$ | $9.0 \pm 11.7$ | 1.1 | $0.048 \pm 0.145$ | $0.082 \pm 0.143$ | 1.1 | $0.10 \pm 0.03$ | $0.38 \pm 0.05$ | 189.9 | 0.7 |
| SCGIRWD | 10 | $-10^{-4}$ | 76 | 50 | 61 | 88 | $3.2 \pm 15.2$ | $3.1 \pm 9.3$ | $9.0 \pm 11.7$ | 1.1 | $0.048 \pm 0.145$ | $0.083 \pm 0.145$ | 1.1 | $0.10 \pm 0.04$ | $0.38 \pm 0.05$ | 224.0 | 1.9 |
| GD | - | - | 18 | 17 | 52 | 81 | $22.3 \pm 47.7$ | $13.5 \pm 19.3$ | $20.1 \pm 21.0$ | 0.5 | $0.182 \pm 0.282$ | $0.212 \pm 0.271$ | 0.4 | $0.14 \pm 0.04$ | $0.34 \pm 0.02$ | 2691.1 | 11.7 |
| GDWD | - | $-10^{-3}$ | 0 | 29 | 32 | 69 | $11.4 \pm 36.8$ | $10.6 \pm 12.1$ | $16.0 \pm 12.6$ | 0.6 | $0.107 \pm 0.182$ | $0.123 \pm 0.180$ | 0.7 | $0.14 \pm 0.01$ | $0.25 \pm 0.02$ | 1517.5 | 6.9 |
| SCGS | - | $2 \cdot 10^{-5}$ | 59 | 84 | 81 | 93 | $1.3 \pm 7.3$ | $1.7 \pm 5.6$ | $\mathbf{6 . 5} \pm \mathbf{6 . 8}$ | 1.6 | $0.022 \pm 0.068$ | $0.050 \pm 0.065$ | 1.7 | $0.06 \pm 0.03$ | $0.53 \pm 0.07$ | 715.2 | 206.1 |
| SCGS | $10^{-}$ | $2 \cdot 10^{-5}$ | 61 | 83 | 82 | 94 | $1.2 \pm 7.1$ | $1.6 \pm 5.6$ | $6.6 \pm 6.8$ | 1.5 | $0.021 \pm 0.067$ | $0.050 \pm 0.064$ | 1.8 | $0.06 \pm 0.03$ | $0.53 \pm 0.06$ | 764.7 | 224.5 |
| SCGSA | - | 0.0005 | 54 | 60 | 83 | 94 | $0.2 \pm 1.1$ | $1.0 \pm 2.0$ | $5.8 \pm 3.1$ | 1.7 | $0.012 \pm 0.021$ | $0.048 \pm 0.024$ | 1.8 | $0.06 \pm 0.02$ | $0.57 \pm 0.07$ | 708.4 | 3.8 |
| SCGSA | $10^{-}$ | 0.0005 | 52 | 69 | 81 | 94 | $2.6 \pm 14.1$ | $2.4 \pm 7.6$ | $7.6 \pm 9.5$ | 1.3 | $0.030 \pm 0.089$ | $0.065 \pm 0.086$ | 1.3 | $0.07 \pm 0.04$ | $0.55 \pm 0.06$ | 562.3 | 5.1 |
| Binary Multiplication task - using the 18-12-12-6 network topology |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| method | $c_{F}$ | $c_{G}$ | - | $c_{n}$ | $p_{I R}$ | $p_{I R, 3}$ | $E_{t r}$ | $E_{t}$ | E( $n_{t}$ ) | $i m p$ | $M S E_{t}$ | $\operatorname{MSE}\left(n_{t}\right)$ | $i m p$ | $S_{t}$ | $w_{m}$ | s | t(s) |
| SCG | - | - | 0 | 0 | 62 | 84 | $128.8 \pm 37.3$ | $55.0 \pm 4.5$ | $55.2 \pm 4.1$ | 1.0 | $0.583 \pm 0.084$ | $0.594 \pm 0.082$ | 1.0 | $0.10 \pm 0.02$ | $0.45 \pm 0.05$ | 56.6 | 0.3 |
| SCGIR | $10^{-4}$ | - | 0 | 0 | 63 | 85 | $130.0 \pm 36.8$ | $55.1 \pm 4.7$ | $55.3 \pm 4.4$ | 1.0 | $0.589 \pm 0.078$ | $0.601 \pm 0.073$ | 1.0 | $0.10 \pm 0.02$ | $0.46 \pm 0.06$ | 57.4 | 0.8 |
| SCGIR | $10^{-6}$ | - | 0 | 0 | 62 | 84 | $129.4 \pm 36.6$ | $55.0 \pm 4.5$ | $55.2 \pm 4.2$ | 1.0 | $0.583 \pm 0.083$ | $0.594 \pm 0.081$ | 1.0 | $0.10 \pm 0.02$ | $0.45 \pm 0.05$ | 56.4 | 0.8 |
| SCGWD | - | $-10^{-3}$ | 12 | 7 | 48 | 78 | $50.8 \pm 63.7$ | $33.5 \pm 19.5$ | $\mathbf{3 5 . 4}$ 土 17.8 | 1.6 | $0.269 \pm 0.225$ | $0.281 \pm 0.223$ | 2.1 | $0.07 \pm 0.03$ | $0.35 \pm 0.04$ | 218.8 | 1.1 |
| SCGIRWD | $10^{-6}$ | $-10^{-3}$ | 15 | 8 | 48 | 78 | $50.5 \pm 63.8$ | $33.5 \pm 19.6$ | $\mathbf{3 5 . 3} \pm 17.8$ | 1.6 | $0.268 \pm 0.225$ | $0.281 \pm 0.222$ | 2.1 | $0.07 \pm 0.02$ | $0.35 \pm 0.04$ | 210.0 | 2.8 |
| GD | - | - | 0 | 0 | 62 | 84 | $144.5 \pm 25.8$ | $57.7 \pm 3.0$ | $57.6 \pm 3.0$ | 1.0 | $0.630 \pm 0.077$ | $0.639 \pm 0.074$ | 0.9 | $0.11 \pm 0.02$ | $0.45 \pm 0.05$ | 225.6 | 1.5 |
| GDWD | - | $-10^{-3}$ | 0 | 0 | 48 | 78 | $92.3 \pm 50.8$ | $51.0 \pm 7.9$ | $51.5 \pm 7.5$ | 1.1 | $0.428 \pm 0.165$ | $0.440 \pm 0.163$ | 1.3 | $0.09 \pm 0.02$ | $0.35 \pm 0.04$ | 569.4 | 3.9 |
| SCGS | - | $10^{-4}$ | 0 | 0 | 72 | 90 | $74.9 \pm 42.4$ | $44.0 \pm 10.1$ | $44.3 \pm 9.5$ | 1.2 | $0.330 \pm 0.121$ | $0.342 \pm 0.118$ | 1.7 | $0.07 \pm 0.02$ | $0.51 \pm 0.07$ | 106.0 | 1704.6 |
| SCGS | $10^{-6}$ | $10^{-4}$ | 0 | 0 | 71 | 90 | $76.6 \pm 42.1$ | $44.5 \pm 9.9$ | $44.8 \pm 9.6$ | 1.2 | $0.330 \pm 0.121$ | $0.342 \pm 0.119$ | 1.7 | $0.07 \pm 0.02$ | $0.51 \pm 0.07$ | 103.9 | 1677.4 |
| SCGSA | - | $5 \cdot 10^{-4}$ | 0 | 0 | 65 | 86 | $102.8 \pm 45.9$ | $52.3 \pm 6.6$ | $52.6 \pm 6.0$ | 1.1 | $0.519 \pm 0.103$ | $0.531 \pm 0.099$ | 1.1 | $0.10 \pm 0.02$ | $0.48 \pm 0.06$ | 73.1 | 0.7 |
| SCGSA | $10^{-6}$ | $5 \cdot 10^{-4}$ | 0 | 0 | 65 | 86 | $96.6 \pm 49.4$ | $51.8 \pm 6.7$ | $51.8 \pm 6.5$ | 1.1 | $0.504 \pm 0.100$ | $0.515 \pm 0.096$ | 1.2 | $0.10 \pm 0.02$ | $0.49 \pm 0.07$ | 77.9 | 1.3 |


| 0.9 1． 8 | 8.76 ［．00］ | $\begin{aligned} & 70^{\circ} 0 \mp \varepsilon \varepsilon^{\circ} 0 \\ & 90^{\circ} 0 \mp \varepsilon \varepsilon^{\circ} 0 \end{aligned}$ | $L 0.0 \mp 80 \cdot 0$ $L 0 \cdot 0 \mp 80{ }^{\circ} 0$ | I＇L L＇I L |  | 970.0 干 720.0 880.0 F 620.0 | I＇I <br> $0 \cdot 1$ <br> A | $\begin{aligned} & G Z 0^{\circ} 0 \mp \mp G 0^{\circ} 0 \\ & Z \varepsilon 0^{\circ} 0 \mp 8 G 0^{\circ} 0 \end{aligned}$ | $\varepsilon Z 0^{\circ} 0$ 干 $£ 90 \cdot 0$ $Z \varepsilon 0^{\circ} 0$ 干 $0900^{\circ}$ | $2000^{\circ}$ 干 $200^{\circ} 0$ $8.00^{\circ} \mathrm{F} 00^{\circ}$ | 76 | 62 82 | I | 0 | 8－01 | ${ }_{9}$－01 | VSDOS VS@OS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0．90TEt | 9＊8II | $80^{\circ} 0$ 干 $78^{\circ} 0$ | L0．0 干 20.0 | $\mathcal{E}^{\cdot} \mathrm{L}$ |  | 910.0 干 $790{ }^{\circ}$ | $\nabla^{\circ} \mathrm{L}$ |  | $910{ }^{\circ} \mathrm{F}$ 干も0\％ | $800 \cdot 0$ 干 $800{ }^{\circ}$ | 96 | ¢8 | 0 | 0 | ャ－01 | g－01 | SDOS |
| 0＊LもLZ9 | \＆L L I | $80^{\circ} 0$ 干 $78^{\circ} 0$ | L0．0 干 7000 | $\boldsymbol{E}^{\cdot} \mathrm{L}$ | 6L0．0 干 $\mathbf{7 9 0} 0$ | 8L0．0 $\mp 8900$ | $\varepsilon^{\cdot}$ L | 8L0．0 干 8 80.0 | $\angle L 0.0$ 干 $8 \boxed{\circ} 00^{\circ}$ | 700\％${ }^{\circ}$ 干 $6000^{\circ}$ | ¢6 | 88 | 0 L | 0 | \％－01 |  | SDOS |
| I＇L | － 888 | L0 0 干 $8 \mathrm{I}^{\circ} 0$ | L0．0 干 9 $00^{\circ}$ | 80 | $\angle Z 0^{\circ} 0$ 干 LOT ${ }^{\circ}$ | $\angle 70^{\circ} 0$ 干 901．0 | 60 | $670^{\circ} 0$ 干 $290^{\circ} 0$ | $670^{\circ} 0$ 干 $9900^{\circ}$ | 8L0．0 干 LZ0＇0 | VL | 28 | 0 | 0 | $\varepsilon^{-01}-$ |  | ФMの |
| \＆ 2 | $0 \cdot 887$ | 10.0 干 $77^{\circ} 0$ | L0．0 干 90．0 | 8.0 | L80．0 干 901．0 | L80．0 干 901．0 | 6.0 | 280．0 $\mp 890^{\circ} 0$ | L80．0 干 $2900^{\circ} 0$ | LZO．0 干 ¢ \％0 0 | 62 | 87 | 0 | 0 | 0 |  | Gゆ |
| 6．${ }^{\circ}$ | 8.66 | L0 0 干 $8 \mathrm{I}^{\circ} 0$ | L0．0 干 ¢0．0 | I＇I | Z $70^{\circ} 0$ 干 9L0 0 | Z70．0 干 ¢ 20.0 | I＇I | ¢ $200^{\circ} 0$ 干 $990^{\circ} 0$ | ¢Z0．0 干 ¢ $900^{\circ}$ | 900＊0 干 ¢00＊0 | 7ん | LE | 0 | 0 | \＆－01－ | 9－0I | ФMYIЮDS |
| L＇I | $\mathrm{c}^{\prime} 66$ | L0．0 干 LZ．0 | L0．0 干 70.0 | ［＇I | 870．0 干 9 L $0^{\circ} 0$ | 870．0 干 9 L $0^{\circ} 0$ | ［＇I | も 70.0 干 $\mathrm{O} 0^{\circ} 0$ | もZ0．0 干 ¢ 900 | 200．0 干 900．0 | 08 | OG | I | 0 | $\varepsilon_{\text {¢－}}$ I－ |  | đMDOS |
| 8＇t | て＇も6 | L0 0 干 $77^{\circ} 0$ | L0．0 干 ¢ 0.0 | $0 \cdot 1$ | $\angle 70^{\circ} 0$ 干 $780{ }^{\circ}$ | $\angle Z 0^{\circ} 0$ 干 $880^{\circ} 0$ | 0＇I | 970＊0 干 L90．0 | もて0＊0 干 L90＊0 | $800^{\circ} 0 \mp 900^{\circ} 0$ | Z6 | 62 | 0 | 0 |  | －01 | ЧIЮ〇S |
| $9{ }^{\circ}$ | $9 \cdot 76$ |  | L0．0 干 80．0 | 6.0 | $970^{\circ} 0$ 干 $680^{\circ} 0$ | $\angle Z 0^{\circ} 0$ 干 $880^{\circ} 0$ | 0＇I | も $70^{\circ} 0$ 干 $890^{\circ} 0$ | 970．0 干 990．0 | $800^{\circ} 0$ 干 $600^{\circ} 0$ | 96 | 88 | 0 |  |  | т－0I | บIЮ， |
| 9． L | $7 \cdot 96$ |  | L0．0 干 70.0 | 0＇L | $\angle 70^{\circ} 0$ 干 780.0 | $\angle 70^{\circ} 0$ 干 $8800^{\circ}$ | $0 \cdot \mathrm{I}$ | 97000 干 L90．0 | 970．0 干 $0900^{\circ}$ | $800 \cdot 0$ 干 $9000^{\circ}$ | 68 | 02 | 0 | 0 | 0 |  | DOS |
| （s） 7 | sцวоdә | $u_{m}$ | ${ }^{7} S$ | du？ | （7u）召S W | 7 ${ }^{\text {W }}$ SW | du？ | （ ${ }^{7}$ ）柬 | 妈 | ${ }^{17}$ 回 | $\varepsilon^{\prime} \mathrm{IId}$ | HId | $u^{\prime}$ | $\bigcirc$ | Do | ${ }^{4}$ | рочұәи |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $0 \cdot \varepsilon I$ | 0．98I | 70 ${ }^{\circ}$ 干 $8 \mathrm{I}^{\circ} 0$ | L0． 0 干 20.0 | I＇I | z70 0 干 $760^{\circ} 0$ | Z70．0 $\mp 760^{\circ} 0$ | I＇I | 650＇0 干 $280^{\circ} 0$ | 070＇0 干 $2800^{\circ}$ | 800＇0 干 $700{ }^{\circ}$ | 78 | ¢9 | $\checkmark$ | 0 | ゅ－0I $\cdot 7$ | 9－0T | VSDOS |
| $\varepsilon \cdot 9$ | 9．0もI | $70^{\circ} 0$ 干 $81^{\circ} 0$ | $10.0 \mp 20.0$ | L＇I | z70．0 干 760.0 | Z70．0 干 $2600^{\circ}$ | L＇I | 610.0 干 $680^{\circ} 0$ | $070^{\circ} 0$ 干 $880^{\circ} 0$ | 700．0 干 $2000^{\circ}$ | L8 | $\dagger 9$ | $\varepsilon$ | 0 | п－0L $\cdot$ Z |  | VSDOS |
| I＇tig | 9．09I | $80^{\circ} 0$ 干 $2 L^{\circ} 0$ | L0．0 干 900 | ${ }^{\circ} \cdot \mathrm{L}$ | 0Z0＊0 干 920＊0 | 0z0＇0 干 ¢ L $0^{\circ} 0$ | $z \cdot I$ | $810{ }^{\circ} \mathrm{F} 980^{\circ} 0$ | $810{ }^{\circ} \mathrm{F}$ ¢ 980＇0 | $800{ }^{\circ} \mathrm{F}$ 干 $8000^{\circ}$ | \＆8 | 99 | I | 0 | g－0I $\cdot$ を | ${ }_{9}$－0I | SDOS |
| 7．689 | z．991 | $80^{\circ} 0$ 干 $2 L^{\circ} 0$ | L0．0 干90．0 | $\nabla^{\circ} \mathrm{L}$ | OZO＊${ }^{\circ} \mathrm{F}$ G20＊0 | 070．0 干 DLO 0 | ［＇I | $6 \mathrm{~L} 0^{\circ} 0 \mp 980^{\circ} 0$ | 8 LO 0 干 980\％ | $8000^{\circ}$ 干 $800^{\circ} 0$ | Z8 | 99 | 7 | 0 | g－0L $\cdot 7$ |  | SDOS |
| \＆ 8 I | て＇96才 | ち0 0 干 比 0 | L0．0 干 20.0 | $\overbrace{}^{\circ} 0$ | 97L＇I 干 ¢ $66 \mathrm{Z}^{\circ} 0$ | $\angle \mathrm{L}{ }^{\circ} \mathrm{I}$ 干 $76 \mathrm{Z}^{\circ} 0$ | $2 \cdot 0$ | 7L0＇0 $\mp 890^{\circ} 0$ | GLO 0 干 $2900^{\circ} 0$ | $\angle L 0.0$ 干 8L0．0 | LL | LE | I | 0 | $\varepsilon^{-01}-$ |  | ФMGゆ |
| 8.81 | て＇967 | $90^{\circ} 0$ 干 $07^{\circ} 0$ | L0．0 干 60.0 | $\varepsilon 0$ | \＆たL＇I 干 も \％\％${ }^{\circ}$ |  | 9．0 | g L $0^{\circ} 0$ 干 $8900^{\circ}$ | 920.0 干 $9900^{\circ}$ | 8L0．0 干 9L0 0 | 62 | ¢G | I | 0 | 0 | － | G1 |
| 0．II | \＆．09I |  | L0．0 干 900 | $\varepsilon^{\circ} \mathrm{L}$ | LL0＊0 干 080．0 | LLO．0 干 8L0＇0 | Z＇I | $610{ }^{\circ} \mathrm{F}$ 干 980．0 | $610 \cdot 0$ 干 980＇0 | 700．0 干 $700{ }^{\circ}$ | IL | LE | $\varepsilon$ | 0 | $\varepsilon^{-01}$ | ${ }_{9}$－0I | ФMYIDOS |
| $\varepsilon^{\circ} \mathrm{E}$ | 6.09 L | L0．0 干 \＆［ 0 | L0．0 干 90\％ | $\mathcal{E}^{\cdot} \mathrm{I}$ | LL0．0 干 $0800^{\circ} 0$ | $\angle L 0.0$ F $6200^{\circ}$ | ［＇I | $070^{\circ} 0$ 干 $2800^{\circ}$ | 810.0 干 980＊0 | $700 \cdot 0$ 干 $700{ }^{\circ} 0$ | 99 | 86 | $\varepsilon$ | 0 | $\varepsilon_{\text {¢－0 }}$ L－ | － | CMDDOS |
| $L^{\circ} 6$ | 0.6 ZI | $90^{\circ} 0$ 干 $07^{\circ} 0$ | L0．0 干 80.0 | $0^{\circ} \mathrm{I}$ | \＆z0 ${ }^{\circ} \mathrm{F}$ 干 901．0 |  | 0＇I | 070．0 干 $770^{\circ} 0$ | 0z0 0 干 Lヵ0 0 | $700{ }^{\circ} \mathrm{F} 700{ }^{\circ}$ | 62 | ¢G | I | 0 |  | 9－0I | HIDOS |
| 9.8 | 8．0ZI | $80^{\circ} 0$ 干 $9 z^{\circ} 0$ | $20 \cdot 0 \mp 200$ | 6.0 | 980\％${ }^{\circ} \mathrm{F}$ LIT0 | 980\％ F SLI＇0 $^{\circ}$ | 80 |  | ZZ0．0 干 L90＇0 | $200 \cdot 0$ 干 $2000^{\circ}$ | $\boldsymbol{z 6}$ | 82 | 0 | 0 |  | ャ－0I | บIЮ， |
| $0 \cdot 8$ | 908L | $70^{\circ} 0$ 干 $8 \mathrm{I}^{\circ} 0$ | $\underline{10.0} \mp 60{ }^{\circ}$ | 0＇I | もZ0．0 干 901．0 | もZ0．0 干 $70 \mathrm{~L}^{\circ} 0$ | $0^{\circ} \mathrm{I}$ | 070．0 干 $770^{\circ} 0$ | 070．0 干 L70．0 | 700．0 干 $200^{\circ} 0$ | 08 | Z9 | I | 0 | 0 | － | DOS |
| （s） 7 | sцวodә | ${ }^{u_{m}}$ | ${ }^{7} S$ | du？ | （7u）古S W | ${ }^{7}$ 易SW | du？ | （ ${ }^{7}$ ）号 | 畾 | ${ }^{17}$ 易 | $\varepsilon^{\prime} y$ Id | HId | $u^{\prime}$ | 0 | So | H3 | рочдәи |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

while for the other data sets it achieves slightly worse results. Weight decay combined with enforced condensed internal representation (SCGIRWD) doesn't yield to further generalization improvements.

Contrary to SCGS and SCGSA, the methods based on weight decay remarkably reduce the absolute values of weights $\left(w_{m}\right)$, while their effect on the overall network sensitivity $S_{t}$ varies depending on the task being solved. When comparing the SCGWD method to SCG on the BIN2 data set, the value of $w_{m}$ has been reduced by $65 \%$, while the overall network sensitivity raised by $43 \%$. For the SCGS method compared to SCG, the value of $w_{m}$ remains unchanged, while the overall network sensitivity has been reduced by $14 \%$. These facts support the idea, that weight decay doesn't contribute to smoother network functions and it doesn't support sensitivity-based pruning as much as the sensitivity inhibiting techniques.

In sum, the experiments with BP-networks trained without pruning don't give a clear answer, whether the SCGWD-trained BP-networks generalize better or worse than the SCGS- and SCGSA-trained ones. However, they form different internal structures (as indicated by $w_{m}$ and $S_{t}$ ). For SCGWD, the low values of weights together with relatively great sensitivities would influence the way in which the networks are pruned based on sensitivity analysis. In Experiment 5.5.2, we will prove, that for BP-networks trained together with pruning, the SCGSand SCGSA-trained BP-networks remarkably outperform the SCGWD-trained ones in their generalization abilities.

### 5.2.4 Experiment 5.2.4 - Results on SCGIR

## Experiment setting

In Experiment 5.2.4 [78], we concentrated on the SCGIR method with or without learning from hints and when compared to the GD, SCG and GDIR algorithms. We evaluated the prediction and generalization abilities of BP-networks trained by the respective methods. When training together with learning from hints (ALG-hint), we implemented the extra output hint method [106] (described in Subsection 3.4 .2 on page 64).

The tests involved two tasks: Binary Addition (data set BIN2A) and World Bank (data set WBA). These data sets don't contain randomly generated input features. All methods were applied without pruning, the parameter maxEpochs was set to 6000 .

For the BIN2A data set, we trained the networks with two topologies: 6-6-4 and 6-12-4. While 6-6-4 is the minimal network topology for the BIN2A data set, more than necessary hidden neurons are available in the second case. As the single hint output of the ALG-hint methods, we provided the carry-information to the second output bit. For the SCGIR and GDIR methods, the coefficient $c_{F}$ was experimentally chosen 0.0005 . For the GD and GDIR methods, the parameter $\alpha$ for the learning rates was set to 0.6. The whole BIN2A data set was used as the training set, while the networks were trained without early stopping. Each tested method was repeated 100 -times on 100 different randomly initialized BPnetworks.

For the WBA data set, the tested network topology was 25-37-1. In the experiments with hints, we used the Income group (hintIG) to create 5 hint
outputs that label the five classes of the Income Groups. The other option was to use clustering of the input data into $k$ groups as a hint. For clustering, the cmeans algorithm with Euclidean distance measure has been applied. We denote these variants as hint9 (for $k=9$ ) and hint6 (for $k=6$ ). For the GD and GDIR methods, the parameter $\alpha$ for the learning rates was set to 0.3 . The coefficient $c_{F}$ for GDIR was experimentally chosen 0.00004 and for SCGIR 0.0005 . To compare the performance of tested methods, the 10 -fold cross-validation has been used.

The results obtained for the BIN2A data set are stated in Table 5.14. Table 5.15 contains the results for the WBA data set. In the tables, we use the notation described in Table 5.4 and in Subsection 5.1.3 on page 122. In addition, $c$ is the number of networks with no error on the training set, $c_{I R}$ is the number of networks with a well-formed condensed internal representation (activities of all hidden neurons differ for all training patterns from the values $-0.85,0,0.85$ at most by 0.15$). c_{R}$ is the number of networks with a well-formed condensed internal representation and no error on the training set. $n_{s}(0.15)$ represents the average number of hidden neurons with activities from one of the intervals $(-0.70,-0.15)$ or $(0.15,0.7)$ (summed over all training patterns). The maximal possible value of $n_{s}(0.15)$ is for the BIN2A data set and the network topology 6-6-4 equal $64 \times 6=$ 384 and for the WBA data set $956 \times 37=35372 . n_{s}(0.1)$ indicates the average number of hidden neurons with activities from one of the intervals ( $-0.8,-0.1$ ) or $(0.1,0.8)$ (summed over all training patterns). $n_{\text {neur } 1}$ is the number of hidden neurons with an insignificant (small) weight to the output neuron, $n_{\text {neur } 2}$ indicates the average number of hidden neurons, that have formed always the same internal representation, or an identical or complementary one to another hidden neuron. Such neurons can be easily pruned from the network.

The prediction and generalization abilities of the trained BP-networks are indicated by the values of $E_{t r}, c$ and in Table 5.14 and by the values of $M S E_{t r}$ and $M S E_{t}$ in Table 5.15 .

## Results - On the generalization abilities of the networks

For the BIN2A dataset, the prediction abilities of the trained BP-networks are about the same for all of the tested training algorithms, while the average error for SCG- and SCGIR-trained BP-networks is slightly lower than for their GD- and GDIR-trained counterparts. For networks with the topology 6-12-4, where more than necessary hidden neurons are available, all the methods have no difficulty to learn the task. On the contrary, only $25-45 \%$ of the networks with the minimal topology 6-6-4 have after training no error on the training set - depending on the chosen training algorithm. For the SCG- and SCGIR-trained networks with the topology 6-6-4, the presence of a hint often leads to a smaller error and to a higher number of adequately trained networks. For GD- and GDIR-trained networks, no such improvement is visible from the table.

For the WBA dataset, the SCGIR method reaches a better performance than the GDIR method - the final errors $M S E_{t r}$ and $M S E_{t}$ achieved for the training and test sets are apparently smaller. On the other hand, no significant generalization improvement is visible from Table 5.15 when training with a presence of a hint.

In sum, the SCGIR method outperforms in our tests the GDIR method in the prediction and generalization abilities of the trained BP-networks. Learning

Table 5.14: Experiment 5.2 .4 - The performance of the SCGIR and related methods (without pruning) on the BIN2A data set (Binary Addition task) using the 6-6-4 and 6-12-4 network topologies. The stated values correspond to the mean and standard deviation over 10 random network initializations.

| BIN2A data set - using the 6-6-4 network topology |  |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | :---: | ---: | ---: | ---: | ---: |
| method | $c$ | $c_{I R}$ | $c_{R}$ | $n_{\text {neur } 2}$ | $n_{s}(0.15)$ | $E_{t r}$ | epochs | $\mathrm{t}(\mathrm{s})$ |
| GD | 37 | 3 | 6 | - | $21.94 \pm 12.96$ | $6.28 \pm 7.03$ | 4705.7 | 52.9 |
| GD-hint | 38 | 0 | 1 | - | $21.64 \pm 11.71$ | $5.98 \pm 6.70$ | 5046.3 | 53.0 |
| GDIR | 26 | 7 | 32 | - | $15.55 \pm 15.43$ | $7.90 \pm 6.89$ | 5001.0 | 90.6 |
| GDIR-hint | 26 | 11 | 44 | - | $10.98 \pm 13.50$ | $8.81 \pm 7.44$ | 5018.0 | 90.5 |
| SCG | 35 | 0 | 0 | - | $40.32 \pm 20.49$ | $5.91 \pm 6.63$ | 401.0 | 5.5 |
| SCG-hint | 45 | 1 | 2 | - | $39.68 \pm 20.81$ | $4.83 \pm 6.15$ | 403.0 | 5.6 |
| SCGIR | 37 | 6 | 11 | - | $25.32 \pm 17.43$ | $7.25 \pm 8.29$ | 400.6 | 9.0 |
| SCGIR-hint | 42 | 7 | 15 | - | $22.79 \pm 16.60$ | $5.34 \pm 6.32$ | 381.61 | 9.1 |
| BIN2A data set - using the | $6-12-4$ network topology |  |  |  |  |  |  |  |
| method | $c$ | $c_{I R}$ | $c_{R}$ | $n_{\text {neur } 2}$ | $n_{s}(0.15)$ |  | $E_{t r}$ | epochs |
| GD | 99 | 0 | 0 | $0.20 \pm 0.49$ | $62.59 \pm 28.23$ | $0.02 \pm 0.2$ | 5001.0 | 59.2 |
| GD-hint | 100 | 0 | 0 | $0.34 \pm 0.57$ | $65.82 \pm 22.31$ | $0 \pm 0.0$ | 5002.0 | 58.5 |
| GDIR | 98 | 79 | 87 | $0.30 \pm 0.48$ | $0.80 \pm 2.34$ | $0.08 \pm 0.6$ | 5001.0 | 104.5 |
| GDIR-hint | 96 | 77 | 78 | $0.30 \pm 0.56$ | $0.98 \pm 2.52$ | $0.08 \pm 0.4$ | 5002.0 | 105.8 |
| SCG | 100 | 0 | 0 | $0.50 \pm 0.67$ | $58.04 \pm 25.38$ | $0 \pm 0.0$ | 497.1 | 6.2 |
| SCG-hint | 100 | 0 | 0 | $0.66 \pm 0.82$ | $62.35 \pm 25.84$ | $0 \pm 0.0$ | 492.6 | 6.3 |
| SCGIR | 100 | 30 | 30 | $0.37 \pm 0.58$ | $15.06 \pm 16.54$ | $0 \pm 0.0$ | 501.0 | 10.9 |
| SCGIR-hint | 100 | 50 | 50 | $0.59 \pm 0.70$ | $9.11 \pm 16.30$ | $0 \pm 0.0$ | 501.2 | 11.0 |

from hints has just marginal impact in this respect. This may be caused by the character of the hints, which are focused on the improvement of the transparency of the trained BP-networks rather than on better prediction and generalization.

### 5.2.5 Experiment 5.2.5 - Extended results on SCGIR

## Experiment setting

In Experiment 5.2.5 [78], we investigated the behavior of the SCGIR method on noisy data. Here, we compare the GD, GDIR, SCG and SCGIR algorithms, all trained with the hint hintIG on the WBA data set. The experiment setting is analogical to Experiment 5.2.4 on page 137 with the following exceptions: The whole WBA data set was used as the training set. As the test set, we used the data derived from the original training set by adding $1-5 \%$ random noise to each of the input features. The tested network topology was 25-37-1. For GD and GDIR, the parameter $\alpha$ for the learning rates was set to 0.3 . The coefficient $c_{F}$ was experimentally chosen 0.00004 for GDIR and 0.0005 for SCGIR. The entire training process has been repeated 10 -times for all the methods.

The results of Experiment 5.2.5 are summarized in Table 5.16. We compared the mean squared errors achieved for the training and (noisy) test sets ( $M S E_{t r}$, $\operatorname{MSE}\left(n_{t}\right)$ as well as the difference between internal representations of the original and of the noisy input data (mean over all activities of hidden neurons over all input patterns, diff).
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Table 5.16: Experiment 5.2.5- The performance of the SCGIR and related methods (without pruning) on the WBA data set (World Bank task) using the 25-37-1 network topology and noisy data. The stated values correspond to the mean and standard deviation over 10 random network initializations.

| method | $M S E_{t r}$ | $M S E\left(n_{t}\right)$ | diff | $n_{\text {neur } 1}$ | $n_{\text {neur } 2}$ | epochs | $n_{s}(0.15)$ |
| :--- | :---: | :---: | :---: | ---: | ---: | ---: | ---: |
| $G D$ | 0.0202 | 0.0233 | $0.0097 \pm 0.0047$ | 0.8 | 1.6 | 10002 | 7268.6 |

## Results - On the generalization abilities of the networks

In this test, the SCGIR method proved to perform better and to be less sensitive to the noise in the data than the GDIR method - the final errors $M S E_{t r}$ and $\operatorname{MSE}\left(n_{t}\right)$ achieved for the training and noisy test sets are apparently smaller, they are comparable to the SCG method.

### 5.2.6 Summary of Generalization

In sum, the SCGS and SCGSA methods outperform both the SCG and SCGIR algorithms in their generalization abilities and in their low sensitivity to noise in the data. The SCGIR method is in these respects comparable to the SCG algorithm, while it however outperforms the classical GDIR-method. If pruning of input (and hidden) neurons is allowed, the SCGS and SCGSA methods improve generalization similarly. Otherwise, SCGS achieves slightly better results in this respect. The SCGS and SCGSA methods are also outstandingly stable on data corrupted by varying amounts of noise.

Both methods for sensitivity inhibition (SCGS and SCGSA) outperform training with noise-corrupted data (SCG*) used traditionally to improve network's generalization. Moreover, contrary to the weight decay technique (SCGWD), they don't reduce the absolute values of network weights and contribute remarkably to smoother network functions. The actual behavior of the SCGS and SCGSA methods, however, seems to depend on the character of the processed data and on the topology of the trained network. Based on the experiments performed so far, a higher improvement might be achieved for binary / discrete data and for networks with more hidden layers.

### 5.3 Speed

In this section, we will concentrate on the following questions:

1. How fast are the new-proposed methods (SCGIR, SCGS and SGSA) when compared to related techniques? What are their convergence rates?
2. Are the methods stable with respect to the choice of initial parameters?

Analogically to the previous section, we compare the time requirements of the SCGIR, SCGS and SCGSA methods with the standard training algorithms (i.e., SCG, GD) and other related techniques. The time costs of the training process will be measured by the average elapsed training time in seconds ( $\mathrm{t}(\mathrm{s})$ ). Convergence rates of the respective training algorithms are indicated by the average number of training epochs (epochs).

The SCGS and SCGSA methods have two important optional parameters, $c_{F}$ and $c_{G}$. They reflect the trade-off between the performance error function (defined by Equation 1.8), the representation error function (defined by Equation (4.1)) and the sensitivity error function (defined for SCGS by Equation (4.25) and for SCGSA by Equation (4.73)) in the overall error function. The SCGIR method uses just the parameter $c_{F}$. To evaluate the robustness of SCGIR, SCGS and SCGSA to the choice of parameters $c_{F}$ and $c_{G}$, we evaluated the performance of the methods for various settings of these parameters.

In the following paragraphs, we will describe the settings and results of the experiments performed. The notation used in the experiments is described in Table 5.4 and in Subsection 5.1.3 on page 122 .

### 5.3.1 Experiment 5.3.1 - General results

## Experiment setting

In Experiment 5.3 .1 evaluated partly in [81, 83, 84], we compared the timecosts of the SCGIR, SCGS and SCGSA methods with the standard SCG and GD training algorithms and other related techniques (SCG*, SCGIR*, GDWD, SCGWD, SCGIRWD). We used the settings of the experiments 5.2.1, 5.2.2 and 5.2 .3 described on pages 123,128 and 134, respectively. We considered BPnetworks trained with and without pruning or with pruning of only hidden or only input neurons. The tests involved two types of data: binary (data sets BIN2 and BIN3) and continuous (data set WB).

The results obtained for BP-networks trained with pruning are stated in Tables 5.5 and 5.6. Tables 5.7, 5.8, 5.9, 5.10 and 5.11 summarize the experiment for BP-networks trained without pruning and with pruning of only hidden or only input neurons. Tables 5.12 and 5.13 contain the results for the weight decay technique (algorithms GDWD, SCGWD, SCGIRWD) and BP-networks trained without pruning.

## Results - On the time requirements of the methods

The experiments done on all three data sets show an interesting result: all of the tested SCG-based techniques (i.e., SCG, SCGIR, SCGS, SCGSA, SCG*,

SCGWD) have comparable convergence rates - they use during training similar number of epochs. On the other hand, the respective methods differ in the average training time indicated by the parameter $\mathrm{t}(\mathrm{s})$. The training time required by SCGIR and SCGSA is comparable to SCG and about 2-3 orders of magnitude lower than for SCGS depending on the network size. In all tests, SCGIR is slightly faster than SCGSA, while both methods are about 2-times slower than SCG, independently of the BP-network topology and of the training data. On the contrary, time costs of the SCGS method increase excessively with the growing number of hidden layers.

In our tests, the SCG* method (training with jitter) has been faster than SCGIR and SCGSA (as indicated by the values of $\mathrm{t}(\mathrm{s}$ ) in Tables 5.5 and 5.6). However, the training time of SCG* grows relatively fast with the size of the trained BP-network. For example: for the WB data set and the network topology with one hidden layer, SCG* is about 1.3-times slower than SCG, while for the network topology with two hidden layers, it is about 1.8 -times slower. Based on this trend we expect, that the SCGIR and SCGSA methods might outperform SCG* in their speed for larger network topologies.

On the contrary to training with jitter (SCG*), the effect of weight decay (SCGWD, SCGIRWD) on the required training time was in most of the tests only marginal (as indicated by the values of $\mathrm{t}(\mathrm{s}$ ) in Tables 5.12 and 5.13 ).

### 5.3.2 Experiment 5.3.2 - Results on SCGIR

## Experiment setting

In Experiment 5.3.2 [78], we concentrated on the SCGIR method and its time costs when enhanced with learning from hints [106]. We also compared the results to the GD, SCG and GDIR algorithms. We used the setting of Experiment 5.2.4 described on page 137. The tests involved two tasks: Binary Addition (data set BIN2A) and World Bank (data set WBA). All the BP-networks were trained without pruning.

The results obtained for the BIN2A data set are stated in Table 5.14. Table 5.15 contains the results for the WBA data set.

## Results - On the time requirements of the methods

For both data sets, the SCGIR method proved to be much faster than the GDIR method. For the BIN2A dataset, the average number of training epochs is for SCGIR at least 10-times smaller than for GDIR, while for the WBA dataset, it is about 5 -times smaller. Also the required training time in seconds is for SCGIR much lower than for GDIR (10-times for the BIN2A dataset and 6 -times for the WBA dataset).

For the BIN2A data set, training together with learning from hints has only marginal effect on the convergence rates and training time of the methods. For the WBA data set, the training time of the SCGIR method increases due to learning from hints 2-3-times, while the average number of epochs remains about the same. The values of $\mathrm{t}(\mathrm{s})$ in the tables clearly show, that the required training time of the methods increases steadily with the growing number of hint outputs.

### 5.3.3 Experiment 5.3.3 - Stability test

## Experiment setting

In Experiment 5.3.3 [81], we extended the setting of Experiment 5.2.1 by a test of the robustness of the SCGIR, SCGS and SCGSA methods to the choice of parameters $c_{F}$ and $c_{G}$. The test was performed in two steps: first, the networks were trained with SCGS or SCGSA and an experimentally chosen value for $c_{G}=$ $a * 10^{b}$. Afterwards, training was repeated with altered values of $c_{G}$ with the exponent being randomly chosen from the interval $[b-1, b+1]$ with a uniform distribution. The same test was performed also for the parameter $c_{F}$ and the SCGIR, SCGS and SCGSA methods.

The results obtained for the BIN2 and BIN3 data sets are summarized in Table 5.5. Table 5.6 contains the results for the WB data set.

## Results - On the stability of the networks to the choice of initial parameters

The experiments done on all three data sets confirmed that both SCGS and SCGSA methods are quite stable with respect to the choice of the parameters $c_{F}$ and $c_{G}$. For all the experiments, when changing the experimentally chosen value of $c_{G}$ or $c_{F}$ even 10-times, we were still able to achieve comparable results (as indicated, e.g., by the values of $\operatorname{MSE}, \operatorname{MSE}\left(n_{t}\right)$ and $i m p$ in Tables 5.5 and 5.6). Also the SCGIR method proved to be relatively stable to the choice of the parameter $c_{F}$, although it is apparently more sensitive to its choice than SCGS and SCGSA.

### 5.3.4 Summary of Speed

In sum, the training processes of the SCGIR, SCGS and SCGSA methods require similar number of epochs like the standard SCG training algorithm. They remarkably outperform in this respect the GD and GDIR methods. While the SCGS method suffers from high computational costs that grow excessively with the size of the network topology, the training times of SCGIR and SCGSA are much lower and appear to be proportional to the training time of SCG. The SCGIR and SCGSA methods require about twice the time spent by SCG to train a BP-network of an arbitrary topology. Both the SCGS and SCGSA methods also showed a very stable behavior with respect to the choice of the parameters $c_{F}$ and $c_{G}$.

### 5.4 Transparency

In this section, we will summarize experimental results answering the following questions:

1. How powerful are the SCGIR, SCGS and SCGSA methods in forming the condensed internal representation of the trained BP-networks when compared to related techniques?
2. Are BP-networks trained by the respective methods likely to form a clear and transparent internal structure? Do the methods facilitate the following knowledge extraction?

Analogically to previous sections, we compared the SCGIR, SCGS and SCGSA methods with the standard SCG, GDIR and GD training algorithms and other related techniques that might influence the ability of a BP-network to form a condensed internal representation during training (e.g., ALG*, ALGWD and ALG-hint).

The notation used in the experiments is described in Table 5.4 and in Subsection 5.1.3 on page 122. The quality of the formed condensed internal representation is measured, e.g., by the values of $p_{I R}$ and $p_{I R, 3}$ (the percentages of the activities of hidden neurons that differ from the values $-1,0$, and 1 at most by 0.1 and 0.3 , respectively). In some of the experiments, we also evaluated the number of networks with a well-formed condensed internal representation and no error on the training, validation and test sets $\left(c_{R}\right)$.

In a further set of experiments, we compared the structures and functions of concrete BP-networks trained by the SCG, SCGIR and SCGS training algorithms. These tests involved BP-networks with one and two hidden layers and data sets with a smaller number of input and output features (BIN2A, BIN3A). In the following paragraphs, we will describe the settings and results of the experiments performed.

### 5.4.1 Experiment 5.4.1 - General results

## Experiment setting

In Experiment 5.4.1, we compared the SCGIR, SCGS and SCGSA methods with the standard SCG and GD training algorithms and other related techniques (SCG*, SCGIR*, GDWD, SCGWD, SCGIRWD). We investigated the abilities of the BP-networks trained by the respective methods to form a condensed internal representation during training.

Experiment 5.4.1 uses the settings of Experiments 5.2.1 and 5.2.3 described on pages 123 and 134 , respectively. We considered BP-networks trained with and without pruning of hidden and input neurons. The tests involved two types of data: binary (Binary Addition and Binary Multiplication tasks - data sets BIN2 and BIN3) and continuous (World Bank task - data set WB).

The results obtained for BP-networks trained with pruning of both hidden and input neurons are stated in Tables 5.5 and 5.6. Tables 5.12 and 5.13 summarize the experiment for BP-networks trained without pruning. In the tables, the quality of the formed condensed internal representation is indicated by the values
of $p_{I R}$ and $p_{I R, 3}$. In the experiments on the BIN2 data set (in Table 5.5), we also compared the values of $c_{R}$.

## Results - On the formed internal representation

The experiments done on all three datasets confirmed that all of the SCGIR, SCGS and SCGSA methods increase the chance that the BP-networks to form a condensed internal representation during training. The SCGIR method outperforms in this respect the SCGS and SCGSA methods. For SCGIR, the values of $c_{R}$ and $p_{I R}$ apparently increase with the growing value of parameter $c_{F}$. A strong enforcement of internal representation is, however, connected with worse generalization abilities of the trained BP-networks (indicated in the tables by the values of $\left.\operatorname{MSE}\left(n_{t}\right), i m p r\right)$. The SCGS and SCGSA methods seem to be in these respects less sensitive to the choice of parameter $c_{F}$.

When comparing the values of $c_{R}$ in Table 5.5, the SCGIR method outperforms both the SCGS and SCGSA methods. It yields more BP-networks that learned the task and formed condensed internal representations during training. When comparing the SCGIR method to SCG, the value of $c_{R}$ has raised 5 -times, while for the SCGS and SCGSA methods compared to SCG, it has raised about 2-times. SCGS achieves slightly better results than the SCGSA method.

The experiments also proved that the SCGIR, SCGS and SCGSA methods remarkably improve the quality of the formed condensed internal representation indicated in the tables by the values of $p_{I R}$ and $p_{I R, 3}$. The highest increase of $p_{I R}$ when compared to SCG was achieved for the WB data set and for BP-networks trained without pruning (this test is summarized in Table 5.6). In such a case, for BP-networks with two hidden layers, $p_{I R}$ has raised by $26 \%$ for SCGIR, by $19 \%$ for SCGS and by $11 \%$ for SCGSA. For BP-networks trained with pruning (see Tables 5.5 and 5.6), the improvement of $p_{I R}$ compared to SCG is smaller. The reason may be, that the hidden neurons that formed always the same representation, or an identical or complementary one to another hidden neuron, have been pruned from the networks.

The effect of training with jitter (SCG*, SCGIR*) on the formed internal representation was in the tests only marginal (as indicated by the values of $c_{R}$ and $p_{I R}$ in Tables 5.5, 5.6). On the other hand, the weight decay regularization technique (SCGWD, SCGIRWD) remarkably decreases the chance of the BPnetwork to form a condensed internal representation (as indicated by the values of $p_{I R}$ and $p_{I R, 3}$ in Tables 5.12 and 5.13). For example, for the WB data set and the network topology with one hidden layer, the value of $p_{I R}$ is for SCGWD about 1.9-times smaller than for SCG. For the network topology with two hidden layers, it is about 1.4 -times smaller. A combination of weight decay with learning internal representation (SCGIRWD) doesn't lead to great improvement of the formed internal representation.

### 5.4.2 Experiment 5.4.2 - Results on SCGIR

## Experiment setting

In Experiment 5.4.2 [78], we concentrated on the SCGIR method and its ability to yield BP-networks with a well-formed condensed internal representation.

The SCGIR method was compared to the GD, SCG and GDIR algorithms. We also investigated the influence of learning from hints [106] on the quality of the formed condensed internal representation. We used the setting of Experiment 5.2.4 described on page 137. The tests involved two tasks: Binary Addition (data set BIN2A) and World Bank (data set WBA). All BP-networks were trained without pruning.

The results obtained for the BIN2A data set are stated in Table 5.14. Table 5.15 contains the results for the WBA data set. In the tables, the quality of the formed condensed internal representation is indicated by the values of $n_{s}(0.15)$ and $n_{s}(0.1)$. We also compared the number of networks with a well-formed condensed internal representation (indicated by $c_{I R}$ and $c_{R}$ ) and the average number of hidden neurons that can be easily pruned from the network ( $n_{\text {neur } 1}, n_{\text {neur } 2}$ ).

## Results - On the formed internal representation

The experiments on the BIN2A and WBA data sets confirm the ability of the SCGIR method to form a condensed internal representation during training. On the other hand, the GDIR method seems to be even more powerful in this respect than SCGIR, especially for the BIN2A data set. However, the capability of SCGIR to form a transparent internal representation improves significantly when using simultaneously learning from hints.

For the WBA data set, the SCGIR method combined with learning from hints even outperforms the GDIR method (with and without learning from hints) - it yields a lower number of hidden neurons with non-transparent representations (indicated by the values of $n_{s}(0.15)$ and $n_{s}(0.1)$ in Table 5.15). Moreover, the SCGIR-hintIG method provides a higher value of $n_{\text {neur } 1}+n_{\text {neur } 2}$ than the other training algorithms. This means, that more hidden neurons can be pruned from the networks due to their output weights and representations.

### 5.4.3 Experiment 5.4.3 - Extended results on SCGIR

## Experiment setting

In Experiment 5.4.3 [78], we used the setting of Experiment 5.2.5 described on page 139 and investigated the robustness of the formed networks' internal representations to noise in the data. Here, we compare the GD, GDIR, SCG and SCGIR methods, all trained with the hint hintIG on the WBA data set.

The results of the experiment are summarized in Table 5.16. The quality of the formed condensed internal representation is in the table indicated by the values of $n_{s}(0.15)$ and $n_{s}(0.1)$. We also evaluated the difference between internal representations of the original and of the noisy input patterns averaged over all activities of hidden neurons and over all input patterns (diff).

## Results - On the formed internal representation

This experiment proved, that the SCGIR method has an outstanding ability to form a condensed internal representation during training. Moreover, the created network structures are very robust to noise in the input data. When considering the values of $n_{s}(0.15), n_{s}(0.1)$ and diff, the SCGIR method in this experiment
outperforms all of the SCG, GD and GDIR methods. When comparing SCGIR to GDIR, the value of $n_{s}(0.15)$ is about two times smaller while the value of diff is about the same for both methods. The value of diff for the GDIR and SCGIR methods is half of the difference achieved for the GD and SCG methods.

### 5.4.4 Experiment 5.4.4- Example network structures (for SCGIR-hint and SCG-hint)

## Experiment setting

In Experiment 5.4.4 [78], we compared the function and internal structure of two concrete BP-networks trained by the SCGIR-hint and SCG-hint methods, respectively. Our goal was to assess, whether the BP-networks trained by SCGIRhint are more likely to develop a transparent network structure when compared to their SCG-hint-trained counterparts. We also investigated, whether the formed network structures simplify knowledge extraction from the BP-network model.

The experiment setting is based on the setting of Experiment 5.2.4 described on page 137. The test involved the Binary Addition task (data set BIN2A). Both methods were applied without pruning to the same randomly initialized BP-network with the topology 6-6-4, the parameter maxEpochs was set to 6000, the coefficient $c_{F}$ of the SCGIR method was chosen 0.0005 . The whole BIN2A data set was used as the training set. The networks were trained without early stopping and without pruning. As the single hint output of both SCGIR-hint and SCG-hint methods, we provided the carry-information to the second output bit.

The characteristics of the two concrete BP-networks trained by SCGIR-hint and SCG-hint, respectively, are stated in Tables 5.17 and 5.18 and in Figure 5.3. Table 5.17 presents network activities of both BP-networks for a sample of 15 training patterns, while Table 5.18 contains the values of the absolute sensitivity coefficients averaged over all training patterns (in percents):

$$
\begin{equation*}
S_{u v}=100 \underset{p}{\operatorname{mean}}\left|S_{u v}^{p}\right|, \tag{5.3}
\end{equation*}
$$

where $p$ indexes all training patterns, $v$ indexes all output neurons, and $u$ indexes all network inputs. The sensitivity coefficients $S_{u v}^{p}$ are defined by Equations (4.16) and (4.17). Figure 5.3 illustrates both the structures and the functions of the respective BP-networks.

## Results - On the transparency of the formed internal structure

The values of activities of hidden neurons in Table 5.17 confirm, that the SCGIRhint method has formed a transparent - nearly condensed - internal representation. For the SCG-hint-trained BP-network, the activities of hidden neurons are less transparent. Both BP-networks give correct outputs for all training patterns.

In Figure 5.3(a), we can clearly see that the BP-network trained by SCGIRhint has succeeded in finding the actual computing algorithm. Moreover, the weights between its input and hidden layer are equal for the pairs of corresponding input neurons 1 and 4,2 and 5 , and 3 and 6 . The first, third and fifth hidden neurons compute the 'carry' for higher output bits. The second, fourth and sixth

Table 5.17: Experiment 5.4.4 - Internal representation and network outputs of two BP-networks with the topology 6-6-4 trained by the SCGIR-hint and SCGhint methods, respectively, on the BIN2A data set (Binary Addition task). The table comprises the results obtained for a sample of 15 training patterns.

| Results for the BP-network trained by SCGIR-hint |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| network inputs | network outputs |  |  |  | activities of hidden neurons |  |  |  |  |  |
| $\begin{array}{llllll}-1 & -1 & -1 & -1 & -1 & -1\end{array}$ | -0.99 | -0.99 | -0.99 | -0.99 | -1.00 | -1.00 | -1.00 | 0.99 | 0.98 | 1.00 |
| $\begin{array}{lllll}-1 & -1 & -1 & -1 & -1\end{array}$ | $-1.00$ | -1.00 | -0.99 | 0.99 | $-1.00$ | -1.00 | -1.00 | 1.00 | 1.00 | -0.98 |
| $\begin{array}{llllll}-1 & -1 & -1 & -1 & 1 & -1\end{array}$ | $-1.00$ | -1.00 | 0.99 | -0.99 | $-1.00$ | -1.00 | -1.00 | 1.00 | -1.00 | 1.00 |
| $\begin{array}{lllll}-1 & -1 & -1 & -1 & 1\end{array}$ | $-1.00$ | -0.99 | 0.99 | 0.99 | -0.99 | -1.00 | -1.00 | 1.00 | -0.98 | -0.99 |
| $\begin{array}{lllllll}-1 & -1 & -1 & 1 & -1 & -1\end{array}$ | $-1.00$ | 1.00 | -0.99 | -0.99 | -1.00 | -1.00 | -1.00 | -1.00 | 0.98 | 1.00 |
| $\begin{array}{lllll}-1 & -1 & -1 & 1 & -1\end{array}$ | $-1.00$ | 1.00 | -0.99 | 0.99 | $-1.00$ | -0.99 | $-1.00$ | -1.00 | 1.00 | -0.99 |
| $\begin{array}{lllllll}-1 & -1 & -1 & 1 & 1 & -1\end{array}$ | $-1.00$ | 1.00 | 0.99 | -0.99 | -1.00 | -1.00 | -1.00 | -1.00 | -1.00 | 1.00 |
| $\begin{array}{lllll}-1 & -1 & -1 & 1 & 1\end{array}$ | $-1.00$ | 0.99 | 0.99 | 0.99 | -0.99 | -1.00 | -0.99 | -0.99 | -0.98 | -0.99 |
| $\begin{array}{lllllll}-1 & -1 & 1 & -1 & -1 & -1\end{array}$ | $-1.00$ | -1.00 | -0.99 | 0.99 | -1.00 | -1.00 | -1.00 | 1.00 | 1.00 | -0.98 |
| $\begin{array}{llllll}-1 & -1 & 1 & -1 & -1 & 1\end{array}$ | $-1.00$ | -1.00 | 0.99 | -0.99 | $-1.00$ | 1.00 | -1.00 | 1.00 | 1.00 | -1.00 |
| $\begin{array}{lllllll}-1 & -1 & 1 & -1 & 1 & -1\end{array}$ | $-1.00$ | -0.99 | 0.99 | 0.99 | -0.99 | -1.00 | -1.00 | 1.00 | -0.98 | -0.99 |
| $\begin{array}{llllll}-1 & -1 & 1 & -1 & 1 & 1\end{array}$ | $-1.00$ | 0.99 | -0.99 | -0.99 | 0.99 | 1.00 | -1.00 | 1.00 | 0.99 | -1.00 |
| $\begin{array}{lllllll}-1 & -1 & 1 & 1 & -1 & -1\end{array}$ | $-1.00$ | 1.00 | -0.99 | 0.99 | $-1.00$ | -0.99 | $-1.00$ | $-1.00$ | 1.00 | -0.99 |
| $\begin{array}{lllllll}-1 & -1 & 1 & 1 & -1 & 1\end{array}$ | $-1.00$ | 1.00 | 0.99 | -0.99 | -1.00 | 1.00 | -1.00 | -1.00 | 1.00 | -1.00 |
| $\begin{array}{lllllll}-1 & -1 & 1 & 1 & 1 & -1\end{array}$ | $-1.00$ | 0.99 | 0.99 | 0.99 | -0.99 | -1.00 | -0.99 | -0.99 | -0.98 | -0.99 |
|  |  |  |  |  |  |  |  |  |  |  |


| Results for the BP-network trained by SCG-hint |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| network inputs | network outputs |  |  |  | activities of hidden neurons |  |  |  |  |  |
| -1 -1 -1 -1 -1 -1 | -1.00 | -0.99 | $-0.96$ | -0.97 | 0.55 | -0.56 | $-1.00$ | -1.00 | 1.00 | 1.00 |
| $\begin{array}{lllllll}-1 & -1 & -1 & -1 & -1 & 1\end{array}$ | -1.01 | -0.97 | $-1.00$ | 0.99 | 0.99 | -0.48 | $-1.00$ | -1.00 | 1.00 | -0.75 |
| $\begin{array}{llllll}-1 & -1 & -1 & -1 & 1 & -1\end{array}$ | -1.02 | -1.02 | 0.98 | -1.00 | 0.60 | -0.21 | $-1.00$ | -1.00 | 1.00 | 1.00 |
| $\begin{array}{llllll}-1 & -1 & -1 & -1 & 1 & 1\end{array}$ | -1.03 | -0.99 | 1.00 | 0.99 | 0.99 | -0.12 | $-1.00$ | -0.98 | 1.00 | -0.71 |
| $\begin{array}{lllllll}-1 & -1 & -1 & 1 & -1 & -1\end{array}$ | -1.02 | 0.97 | $-0.96$ | -0.98 | 0.55 | -0.56 | $-1.00$ | -1.00 | 0.06 | 1.00 |
| $\begin{array}{lllllll}-1 & -1 & -1 & 1 & -1 & 1\end{array}$ | -1.03 | 1.00 | $-1.00$ | 0.99 | 0.99 | -0.48 | $-1.00$ | -1.00 | 0.05 | -0.75 |
| $\begin{array}{lllllll}-1 & -1 & -1 & 1 & 1 & -1\end{array}$ | -1.04 | 1.01 | 0.98 | -1.00 | 0.61 | -0.21 | -1.00 | -1.00 | 0.02 | 1.00 |
| $\begin{array}{rrrrrr}-1 & -1 & -1 & 1 & 1 & 1\end{array}$ | -1.01 | 0.98 | 0.99 | 0.99 | 0.99 | -0.11 | $-0.96$ | -0.98 | 0.01 | -0.71 |
| $\begin{array}{lllllll}-1 & -1 & 1 & -1 & -1 & -1\end{array}$ | -1.02 | -1.01 | -1.03 | 0.97 | $-0.77$ | -0.32 | $-1.00$ | -1.00 | 1.00 | 1.00 |
| $\begin{array}{lllllll}-1 & -1 & 1 & -1 & -1 & 1\end{array}$ | -1.02 | -1.01 | 1.00 | -0.98 | 0.74 | -0.22 | $-1.00$ | -1.00 | 1.00 | 0.85 |
| $\begin{array}{lllllll}-1 & -1 & 1 & -1 & 1 & -1\end{array}$ | -1.04 | $-0.95$ | 1.00 | 0.99 | $-0.73$ | 0.08 | $-1.00$ | -0.91 | 1.00 | 1.00 |
| $\begin{array}{lllllll}-1 & -1 & 1 & -1 & 1 & 1\end{array}$ | -1.02 | 1.00 | -0.99 | -0.99 | 0.77 | 0.18 | $-1.00$ | 1.00 | 1.00 | 0.88 |
| $\begin{array}{lllllll}-1 & -1 & 1 & 1 & -1 & -1\end{array}$ | -1.04 | 0.98 | -1.03 | 0.98 | $-0.77$ | -0.31 | $-1.00$ | $-1.00$ | 0.04 | 1.00 |
| $\begin{array}{rrrrrrr}-1 & -1 & 1 & 1 & -1 & 1\end{array}$ | -1.04 | 1.00 | 1.00 | -0.98 | 0.74 | -0.22 | $-1.00$ | -1.00 | 0.03 | 0.86 |
| $\begin{array}{lllllll}-1 & -1 & 1 & 1 & 1 & -1\end{array}$ | $-1.00$ | 1.00 | 1.00 | 0.99 | $-0.73$ | 0.09 | -0.94 | -0.91 | 0.00 | 1.00 |
| ... |  |  |  |  |  |  |  |  |  |  |

hidden neurons also compute similar functions for single output neurons. The BP-network trained by SCG-hint (depicted in Figure 5.3(b)) has also learned the 'carry' to the first and second output bits (the first and third hidden neuron) but the functions of other hidden and output neurons are less obvious.

The values of average sensitivity coefficients in Table 5.18 confirm the abovestated results. The sensitivity coefficients corresponding to the BP-network trained by SCGIR-hint are apparently regular. They are pairwise equal for the corresponding input neurons 1 and 4,2 and 5 , and 3 and 6 . All of the output neurons are most sensitive to the values of the input features 3 and 6 , while the pair of input features 2 and 4 is evaluated as the second most important. For the BP-network trained by SCGIR-hint, the sensitivity coefficients show less regularity. Moreover, their values for the pair of corresponding input neurons 3 and 6 are very different. The first and third output neurons are most sensitive to the values of the input features 2 and 4, which might be caused by the hint output, that provides the carry-information to the second output bit.

(a) The BP-network with the topology 6-6-4 trained by SCGIR-hint.

(b) The BP-network with the topology 6-6-4 trained by SCG-hint.

Figure 5.3: Experiment 5.4.4- Network structures of two BP-networks with the topology 6-6-4 trained by the SCGIR-hint and SCG-hint methods, respectively, on the BIN2A data set (Binary Addition task). Positive weights are drawn green, negative weights red. The magnitudes of the weight values are illustrated by their thickness and indicated by numerical values, thresholds are shown inside the circles for the respective neurons. Redundant weights are not depicted.

### 5.4.5 Experiment 5.4.5- Example network structures (for SCGS and SCG)

## Experiment setting

In Experiment 5.4.5, we compared the functions and internal structures of two concrete BP-networks trained by the SCGS and SCG methods, respectively. Our goal was to evaluate, whether the SCGS-trained networks are more likely to develop a transparent network structure when compared to their SCG-trained counterparts. We also assessed, whether the formed network structures simplify knowledge extraction from the BP-network model.

The test involved the task of Binary Multiplication of two 2-bit numbers (data set BIN3A). Both methods were applied without pruning to the same randomly initialized BP-network with the topology 4-4-4-4, the parameter maxEpochs was set to 600 , the coefficients $c_{F}$ and $c_{G}$ of the SCGS method were chosen 0.001 and 0.0001 , respectively. The whole BIN3A data set was used as the training set, while the networks were trained without early stopping and without pruning.

Table 5.18: Experiment 5.4.4 - Average values of the absolute sensitivity coefficients (in percents) for two sample BP-networks with the topology 6-6-4 trained by the SCGIR-hint and SCG-hint methods, respectively, on the BIN2A data set (Binary Addition task). The coefficients $S_{u v}$ are computed as $S_{u v}=$ $100 \operatorname{mean}_{p}\left|S_{u v}^{p}\right|$, where $p$ indexes all training patterns, $v$ is an index over all output neurons and $u$ is an index over all network inputs. The values of $S_{u v}$ that are equal for the pairs of corresponding input neurons 1 and 4,2 and 5 , and 3 and 6 , are colored red, green and blue, respectively.

| Values of $S_{u v}=100 \operatorname{mean}_{p}\left\|S_{u v}^{p}\right\|$ for the BP-network trained by SCGIR-hint. |  |  |  |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $S_{u v}$ | 1 | 2 | $u$ (index of the input) |  |  |  |  |
|  |  | 1 | 3 | 4 | 5 | 6 |  |
|  | 12 | $9 \pm 12$ | $13 \pm 13$ | $28 \pm 18$ | $9 \pm 12$ | $13 \pm 13$ | $28 \pm 18$ |
| $v$ (index of | 2 | $5 \pm 7$ | $19 \pm 12$ | $26 \pm 13$ | $5 \pm 7$ | $19 \pm 12$ | $26 \pm 13$ |
| the output) | 3 | $0 \pm 0$ | $11 \pm 11$ | $39 \pm 11$ | $0 \pm 0$ | $10 \pm 11$ | $39 \pm 11$ |
|  | 4 | $1 \pm 1$ | $7 \pm 8$ | $43 \pm 7$ | $1 \pm 1$ | $5 \pm 5$ | $43 \pm 7$ |


| Values of $S_{u v}=100 \operatorname{mean}_{p}\left\|S_{u v}^{p}\right\|$ for the BP-network trained by SCG-hint. |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $S_{u v}$ |  | $u$ (index of the input) |  |  |  |  |  |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 |
| $v$ (index of the output) | 1 | $18 \pm 17$ | $20 \pm 11$ | $15 \pm 11$ | $18 \pm 17$ | $20 \pm 11$ | $11 \pm 13$ |
|  | 2 | $27 \pm 20$ | $14 \pm 13$ | $12 \pm 11$ | $27 \pm 20$ | $14 \pm 13$ | $6 \pm 7$ |
|  | 3 | $1 \pm 0$ | $31 \pm 3$ | $18 \pm 10$ | $1 \pm 0$ | $31 \pm 3$ | $18 \pm 8$ |
|  | 4 | $1 \pm 1$ | $1 \pm 1$ | $41 \pm 6$ | $1 \pm 1$ | $1 \pm 1$ | $56 \pm 6$ |

Both the structure and the function of the two concrete BP-networks trained by SCGS and SCG, respectively, is illustrated in Figure 5.4.

## Results - On the transparency of the formed internal structure

Both BP-networks give correct outputs for all training patterns. The BP-network trained by the SCGS method (depicted in Figure 5.4(a)) clearly succeeded in finding a simple and transparent computational algorithm. Many weights are almost zeroed out, others are symmetrical, some of the weights between the input and hidden layer are equal for the pairs of corresponding input neurons $A$ and $C$, $B$ and $D$. The first hidden layer computes relatively simple functions over the input variables, while the second hidden layer computes slightly more complex functions over the outputs of the first hidden layer.

For the BP-network trained by the standard SCG method (depicted in Figure 5.4(b)), the functions of the hidden neurons are more complex and the network does not reveal such a clear computational pattern.

(a) The BP-network with the topology 4-4-4-4 trained by SCGS.

(b) The BP-network with the topology 4-4-4-4 trained by SCG.

Figure 5.4: Experiment 5.4.5-Network structures of two BP-networks with the topology 4-4-4-4 trained by the SCGS and SCG methods, respectively, on the BIN3A data set (Binary Multiplication task). Positive weights are drawn green, negative weights red. The magnitudes of the weight values are illustrated by their thickness and indicated by numerical values, thresholds are shown inside the circles for the respective neurons. Redundant weights are not depicted. The attached expressions indicate the found functions denoted by means of and, or $(\mathrm{V})$ and $n o t(\sim)$.

### 5.4.6 Summary of Transparency

In sum, all of the SCGIR, SCGS and SCGSA methods significantly increase the chance that the BP-networks form condensed internal representation during training. When compared to SCG, they yield more transparent network structures that simplify knowledge extraction from the BP-network model.

The SCGIR method outperforms in these respects both the SCG and SCGS algorithms, it is however more sensitive to the choice of parameter $c_{F}$. Too large values of the coefficient $c_{F}$ might namely result into BP-networks with a perfectly formed condensed internal representation yet incapable of approximating the desired function because of saturated hidden neuron outputs. The SCGIR method is less powerful in forming transparent internal representations when compared with GDIR, yet it yields comparable results for noisy data. The performance of the SCGIR method and its robustness to the choice of parameter $c_{F}$ remarkably improves when combined with learning from hints or with the regularization techniques for exact or approximative sensitivity control (SCGS, SCGSA).

### 5.5 Structure optimization

In this section, we are interested in answering of the following questions:

1. How powerful and precise is the sensitivity-based relevance measure, when used to feature selection and pruning, in comparison to related techniques?
2. Is the developed training-and-pruning methodology together with the SCGIR, SCGS and SCGSA training algorithms likely to identify relevant input features and develop a (sub)optimal topology and a simple network structure during training?
3. Are the SCGIR, SCGS and SCGSA methods robust to the initial network topology and to the presence of redundant input features?
4. Do the created network structures enable an easy knowledge extraction from the model?

Most of the experiments in this section focus on the proposed training-andpruning methodology based on internal representation and sensitivity analysis. It is described by Algorithms 4.3 and 4.4 on pages 89 and 90 . We evaluated its qualities when combined with the SCG, SCGWD, SCGIR, SCGS and SCGSA training algorithms and when compared to alternative methods for pruning and feature-selection (e.g., pruning based on alternative relevance measures). In further experiments, we compared structures, functions and overall sensitivities of BP-networks trained by the respective training algorithms together with pruning.

The notation used in the experiments is described in Table 5.4 and in Subsection 5.1.3 on page 122. In the following paragraphs, we will describe the settings and results of the experiments performed.

### 5.5.1 Experiment 5.5.1 - Feature selection techniques

## Experiment setting

The goal of Experiment 5.5.1 [83, 85] was to test the applicability of sensitivityand cluster-based techniques to feature selection. We investigated, whether the tested feature selection techniques identify features relevant for the processed data and what relevance measures do best. Namely, we compared the distance-relevance [83] (dist), minimum-relevance [83] ( min ), maximum-relevance [83 (max), entropy-relevance [55] (entro) and sensitivity-relevance [34] (sens) measures. The general principle of the cluster-based feature selection techniques (dist, min, max, entro) is described in Subsection 3.2.1 on page 47. For a detailed description of the sens method, see Subsection 3.2 .3 on page 52 .

The test involved two tasks: Binary Addition (data set BIN2) and World Bank (data set WB). Both data sets contain a relatively high number of redundant, randomly generated input features. This enables us to evaluate the performance of the tested feature selection techniques. For the BIN2 data set, the input features $[1, \ldots, 6]$ are necessary for the output, while the input features $[7, \ldots, 18]$ are randomly generated and thus irrelevant. For the WB data set, the input features $[1, \ldots, 25]$ are WDI indicators selected based on our domain knowledge - some of them might be more important for prediction than the others. The input features $[26, \ldots, 35]$ of the WB data set are randomly generated and surely redundant.

For all of the cluster-based feature selection techniques, we used the same clustering of the BIN2 data set into 8 clusters and of the WB data set into 14 clusters. The clusters were generated by the c-means algorithm with Euclidean distance measure [23]. For the sens feature selection technique, we used sensitivity coefficients computed for concrete SCG-trained BP-networks with the topologies 18-12-4 (for the BIN2 data set) and 35-50-5 (for the WB data set).

Table 5.19 shows the input features detected by the tested feature selection techniques as the most relevant.

Table 5.19: Experiment 5.5.1- Input features selected by the respective methods from the BIN2 data set (Binary Addition task). The last two columns indicate the total number of selected features and the total number of selected random features for the WB data set (World Bank task).

| method | Binary Addition task selected input features | World Bank task total random |  |
| :---: | :---: | :---: | :---: |
| sens | $\left[\begin{array}{lllllll}1 & 2 & 3 & 4 & 5 & 6\end{array}\right]$ | 18 | 0 |
| dist | [17910 11121316 ] | 17 | 0 |
| min | [157910 11131416 ] | 18 | 1 |
| max | [ 157910111314161718 ] | 18 | 1 |
| entro | all | 16 | 10 |

## Results - On feature selection

Table 5.19 clearly shows that the sensitivity-based method (sens) outperforms all of the cluster-based feature selection techniques. For the BIN2 data set, sens is the only method able to identify reliably all relevant input features $[1,2,3,4,5,6]$. The other methods preferred irrelevant features instead. For the WB data set, only the sens and dist methods identified all of the randomly generated input features while they evaluated as relevant a reasonable number of the remaining input features (about 18). The indices of input features selected by the sens method for the WB data set were $[4,5,6,7,8,9,10,11,12,13,14,15,16,18$, $20,21,22,24]$.

### 5.5.2 Experiment 5.5.2- Pruning techniques

## Experiment setting

In Experiment 5.5.2, we concentrated on the new-proposed training-and-pruning methodology based on internal representation and sensitivity analysis. Namely, we assessed its ability to identify relevant input features and to develop BPnetworks with a simple structure that generalize adequately. The methodology was combined with several training algorithms (SCG, SCGIR, SCGWD, SCGIRWD, SCGSA). We evaluated, how the choice of the training algorithm affects the achieved results. In this experiment, we denote the training algorithm ALG combined with our training-and-pruning methodology as ALG-S.

For pruning of hidden and input neurons based on sensitivity analysis, our training-and-pruning methodology uses as the relevance measure the exact sensitivity coefficients $S_{i j}^{p}$ suggested by Zurada et al. [126] and Fidalgo [34] (defined
by Equations (3.50) and (3.51)). We compare this approach (ALG-S) to the same pruning strategy, however with one of the alternative relevance measures - the so-called weight product [108] defined by Equation (3.48) (ALG-ST), consuming energy [43] defined by Equation (3.46) (ALG-CE), goodness factor [43] defined by Equation (3.45) (ALG-GF) and weight power [108] defined by Equation (3.47) (ALG-WP). See Subsection 3.3.3 for a detailed description of these approximative relevance measures.

The tests involved two types of data: binary (Binary Addition and Binary Multiplication tasks - data sets BIN2 and BIN3) and continuous (World Bank task - data set WB). All BP-networks were trained together with pruning of both input and hidden neurons. The results for the WB data set were obtained by a 10 -times repeated 10 -fold cross-validation. Each tested method was applied to the same set of 100 different randomly initialized networks.

The setting of parameters is stated in Table 5.20. The parameter $c_{F}$ cor-

Table 5.20: Experiment 5.5.2 - Parameter setting.

| data set | network topology | maxEpochs | method | $c_{F}$ | $c_{G}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| BIN2 | 18-12-4 | 2001 | SCGIR | $10^{-6}$ | - |
|  |  |  | SCGWD | - | $10^{-3}$ |
|  |  |  | SCGIRWD | $10^{-6}$ | $10^{-3}$ |
|  |  |  | SCGSA | - | $10^{-5}$ |
|  |  |  | SCGIRSA | $10^{-6}$ | $10^{-5}$ |
| BIN3 | 18-12-12-6 | 1101 | SCGIR | $10^{-6}$ | - |
|  |  |  | SCGWD | - | $10^{-3}$ |
|  |  |  | SCGIRWD | $10^{-6}$ | $10^{-3}$ |
|  |  |  | SCGSA | - | $5 \cdot 10^{-5}$ |
|  |  |  | SCGIRSA | $10^{-6}$ | $5 \cdot 10^{-5}$ |
| WB | 35-50-5 | 1201 | SCGIR | $10^{-6}$ | - |
|  |  |  | SCGWD | - | $10^{-3}$ |
|  |  |  | SCGIRWD | $10^{-6}$ | $10^{-3}$ |
|  |  |  | SCGSA | - | $2 \cdot 10^{-4}$ |
|  |  |  | SCGIRSA | $10^{-6}$ | $2 \cdot 10^{-4}$ |
| WB | 35-15-15-5 | 301 | SCGIR | $10^{-6}$ |  |
|  |  |  | SCGWD | - | $10^{-3}$ |
|  |  |  | SCGIRWD | $10^{-6}$ | $10^{-3}$ |
|  |  |  | SCGSA | - | $10^{-4}$ |
|  |  |  | SCGIRSA | $10^{-6}$ | $10^{-4}$ |

responds to the representation error function (defined by Equation (4.1)). For the GDWD, SCGWD and SCGIRWD methods, the parameter $c_{G}$ belongs to the weight decay error function (defined by Equation (3.59)). For SCGSA, $c_{G}$ corresponds to the sensitivity error functions defined by Equations (4.25) and (4.73), respectively.

The results of the experiment are summarized in Tables 5.21 and 5.22. In the tables, we use the notation described in Table 5.4 and in Subsection 5.1.3 on page 122. In addition, $H_{1}$ and $H_{2}$ are the average numbers of neurons in the first and second hidden layers, respectively. The columns denoted by BIN2 and BIN3 comprise results for the BIN2 and BIN3 data sets, respectively. The columns denoted by WB2 and WB3 correspond to the WB data set and to BP-networks
with the initial topologies $35-50-5$ and $35-15-15-5$, respectively. Superior values of the tested criteria are indicated by darker color.

## Results - On the ability to develop BP-networks with a simple and transparent structure that generalize well

The experiments done on all three datasets confirmed, that the exact sensitivity relevance measure ( S ) is more likely to correctly identify the important and redundant parts of the BP-network than its less precise yet computationally more efficient alternatives (ST, GF, CE, WP). Independently of the chosen training algorithm ALG, the generalization abilities of the ALG-S-trained and pruned BP-networks are apparently superior (as indicated in Table 5.21 by the values of $M S E_{t}$ and $\left.\operatorname{MSE}\left(n_{t}\right)\right)$.

The experiments don't give a clear answer, which of the tested relevance measures are able to prune higher numbers of hidden and input neurons than the other ones - different measures achieve better results than the others for different tasks, as indicated by the values of $I, n_{I}, H_{1}$ and $H_{2}$ in Table 5.21. All of the relevance measures have, however, a similar impact on the required training time and convergence rates (as indicated by the values of $t(s)$ and epochs in Table 5.22).

When comparing the training algorithms, the weight decay-based methods (e.g., SCGWD-S, SCGWD-CE) seem to prune more input neurons than the other tested methods, but the generalization abilities of the pruned models are worse. In most of the experiments, the best-generalizing BP-networks were yielded by the SCGSA-S and SCGIRSA-S training algorithms.

### 5.5.3 Experiment 5.5.3 - General results

## Experiment setting

In Experiment 5.5.3 [81, 83, 84], we investigated the robustness of the SCGIR, SCGS and SCGSA methods to the choice of the network topology and to redundant input features. We also evaluated the influence of the particular training algorithms on the ability of our training-and-pruning methodology to identify redundant input features and to adequately prune the BP-network during training. We compared the SCGIR, SCGS and SCGSA methods with the standard SCG training algorithm and other related techniques (SCG*, SCGIR*).

We used the settings of the experiments 5.2 .1 and 5.2 .2 described on pages 123 and 128, respectively. We considered BP-networks trained without pruning, with pruning of both input and hidden neurons, or with pruning of only hidden or only input neurons. The tests involved two types of data: binary (Binary Addition and Binary Multiplication tasks - data sets BIN2 and BIN3) and continuous (World Bank task - data set WB).

The experiment setting of Experiment 5.2 .2 on page 128 was extended in the following way: For the WB data set, we worked with three initial topologies: 35-$50-5,18-50-5$ and $35-15-15-5$. For the network topology 18-50-5, we worked with just 18 of the 35 input features that were selected by the sens feature selection technique in Experiment 5.5.1. Our goal was to compare the performance of the
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Table 5．22：Experiment 5．5．2－The performance of the listed methods（with pruning）on the BIN2，BIN3 and WB data sets．The stated values correspond to the mean over 100 random network initializations．Superior values of the tested criteria are indicated by darker color．－Part II．

|  | $\begin{gathered} S_{t} \\ \text { BIN2 } \end{gathered}$ | BIN3 | WB2 | WB3 | $\begin{gathered} w_{m} \\ B I N 2 \end{gathered}$ | BIN3 | WB2 | WB3 | $\begin{gathered} p_{I R} \\ B I N 2 \end{gathered}$ | BIN3 | WB2 | WB3 | epochs <br> BIN2 | $B I N 3$ | WB2 | WB3 | $\begin{gathered} t(s) \\ B I N 2 \end{gathered}$ | BIN3 | WB2 | WB3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SCG－S | 0.09 | 0.32 | 0.11 | 0.05 | 1.36 | 1.20 | 0.29 | 0.51 | 88.9 | 77.2 | 54.9 | 73.4 | 141 | 001.0 | 680.8 | 305.1 | 5.3 | 6.4 | 16.7 | 10.8 |
| SCGIR－S | 0.08 | 0.29 | 0.10 | 0.05 | 1.41 | 1.19 | 0.29 | 0.52 | 93.0 | 77.3 | 56.7 | 74.4 | 1429.2 | 1001.0 | 688.5 | 304.6 | 10.0 | 12.5 | 41.3 | 18.1 |
| SCGWD－S | 0.33 | 0.14 | 0.09 | 0.06 | 0.59 | 0.53 | 0.16 | 0.51 | 42.1 | 48.8 | 27.2 | 73.4 | 378.4 | 1014.4 | 749.0 | 304.2 | 1.5 | 6.3 | 19.3 | 11.1 |
| SCGIRWD－S | 0.33 | 0.14 | 0.09 | 0.05 | 0.60 | 0.53 | 0.16 | 0.52 | 42.2 | 49.3 | 28.6 | 74.4 | 382.3 | 1008.2 | 767.8 | 302.1 | 2.9 | 12.5 | 51.1 | 19.3 |
| SCGSA－S | 0.09 | 0.10 | 0.08 | 0.04 | 1.35 | 0.90 | 0.32 | 0.52 | 90.4 | 72.5 | 60.7 | 74.5 | 1308.6 | 948.1 | 813.3 | 303.4 | 7.1 | 8.4 | 31.5 | 14.7 |
| SCGIRSA－S | 0.08 | 0.11 | 0.07 | 0.04 | 1.32 | 0.91 | 0.32 | 0.51 | 90.3 | 71.7 | 62.1 | 74.5 | 1378.3 | 960.3 | 810.6 | 305.2 | 11.8 | 13.4 | 55.7 | 23.4 |
| SCG－ST | 0.09 | 0.24 | 0.09 | 0.05 | 1.44 | 1.08 | 0.34 | 0.53 | 89.2 | 74.3 | 66.5 | 73.3 | 1413.9 | 997.4 | 1110.7 | 305.1 | 5.3 | 4.8 | 13.9 | 4.3 |
| SCGIR－ST | 0.09 | 0.31 | 0.09 | 0.05 | 1.45 | 1.08 | 0.31 | 0.52 | 93.0 | 74.3 | 66.1 | 73.1 | 1429.2 | 997.0 | 1100.5 | 304.6 | 10.0 | 10.2 | 31.8 | 12.2 |
| SCGWD－ST | 0.30 | 0.14 | 0.09 | 0.06 | 0.65 | 0.55 | 0.19 | 0.53 | 46.8 | 50.6 | 33.1 | 73.3 | 703.6 | 1007.7 | 1067.8 | 304.3 | 2.4 | 5.0 | 12.4 | 4.4 |
| SCGIRWD－ST | 0.30 | 0.14 | 0.09 | 0.05 | 0.64 | 0.54 | 0.19 | 0.52 | 46.9 | 50.4 | 33.2 | 73.1 | 701.7 | 1009.2 | 1081.6 | 302.1 | 4.0 | 10.9 | 36.8 | 12.6 |
| SCGSA－ST | 0.08 | 0.11 | 0.07 | 0.04 | 1.34 | 0.87 | 0.34 | 0.54 | 90.9 | 70.7 | 69.8 | 73.7 | 1239.7 | 927.0 | 1063.5 | 303.8 | 6.7 | 6.6 | 23.5 | 8.0 |
| SCGIRSA－ST | 0.08 | 0.10 | 0.07 | 0.05 | 1.37 | 0.87 | 0.33 | 0.52 | 91.9 | 71.2 | 69.3 | 73.1 | 1239.0 | 959.9 | 1064.0 | 305.0 | 10.4 | 11.6 | 46.8 | 16.1 |


$\begin{array}{lll}\text { L．1 } & 6.18 & \text { LOL } \\ \text { L．} \dagger & 6.1 L & 0 . g\end{array}$



ع＇t $\quad \mathrm{G} 6 \quad 0 \mathrm{~s} \quad 1 \cdot \mathrm{~s}$



 $\begin{array}{lll}74.0 & 1411.6 & 1001.0 \\ 821.0 \\ 74.6 & 1426.6 & 1001.0 \\ 810.3\end{array}$
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trained BP-networks, when the redundant input features are removed in advance and when they are pruned during training.

The results obtained for BP-networks trained with pruning of both hidden and input neurons are stated in Tables 5.5 and 5.6. Tables 5.7, 5.8, 5.9, 5.10 and 5.11 summarize the experiment for BP-networks trained without pruning and with pruning of only hidden or only input neurons. Table 5.23 contains the results for the WB data set and the network topology 18-50-5.

## Results - On the ability to develop BP-networks with a simple and transparent structure that generalize well

All of the experiments proved the ability of our training-and-pruning methodology to correctly identify the important and redundant parts of the BP-network and to form a simple network structure during training (as indicated in the tables by the values of arch, $I, H, n_{I}, n_{H}$ and $n_{A}$ ). For example, for the BIN2 data set (in Table 5.5), the average final topology of the SCGS-trained BP-networks was 7-$7.5-4$, while about $87 \%$ of the networks pruned all of the redundant input features and about $21 \%$ of the networks finished training with the minimal topology for the Binary Addition task (6-6-4).

The effect of a concrete training algorithm (e.g., SCG, SCGIR, SCGS or SCGSA) on the average number of pruned hidden and input neurons varies depending on the task being solved and on the network topology. In our experiments with BP-networks with one hidden layer (in Tables 5.8 and 5.9), the SCGS and SCGSA methods pruned more hidden and input neurons than SCG. For BP-networks with two hidden layers (in Tables 5.10 and 5.11), all of the tested training algorithms yield similar topologies. Nevertheless, the choice of the training algorithm influences the internal structure and generalization abilities of the trained and pruned BP-networks (as we proved, e.g., in Experiments 5.2.1 and 5.2.2).

In all of our experiments, BP-networks trained together with pruning generalize better than BP-networks with the same initial topology trained without pruning. Pruning of redundant input features improves generalization more than pruning of only hidden neurons. For example, for the BIN3 data set and the SCGSA-trained BP-networks (in Table 5.10), the value of $\operatorname{MSE}\left(n_{t}\right)$ decreases about 9 -times when pruning of both hidden and input neurons, 30 -times when pruning of only input neurons and by $25 \%$, when pruning of only hidden neurons.

## Results - On the robustness of the methods to the network topology and redundant input features

The tests confirmed, that the presence of redundant input features makes the training process of BP-networks very difficult. In such a case, pruning is essential not only to improve generalization, but even to learn the task at all. This is mostly apparent for the tasks of Binary Addition (in Tables 5.7 and 5.8) and Binary Multiplication (in Table 5.10).

Moreover, BP-networks with initial topologies larger than necessary trained together with pruning outperform BP-networks with the optimal initial topologies and with less redundant input features.

For the task of Binary Addition (in Tables 5.7 and 5.8), only about $76 \%$ of the networks trained by SCG without pruning give a correct prediction. However,
Table 5.23: Experiment 5.5.3- The performance of the SCG, SCGIR, SCGS and SCGS-ES methods with and without pruning on the WB data set using the 18-50-5 network topology and 10 -fold cross-validation.

| method | $c_{F}$ | $c_{G}$ | H | $I$ | $E_{t r}$ | $E_{v}$ | $E_{t}$ | epochs | t(s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Without pruning |  |  |  |  |  |  |  |  |  |
| SCG | - | - | 50 | 18 | $0.013 \pm 0.004$ | $0.017 \pm 0.008$ | $0.034 \pm 0.015$ | $118.6 \pm 23.2$ | $2.1 \pm 0.4$ |
| SCGIR | $10^{-6}$ | - | 50 | 18 | $0.016 \pm 0.009$ | $0.027 \pm 0.010$ | $0.032 \pm 0.010$ | $122.5 \pm 40.5$ | $8.9 \pm 2.6$ |
| SCGS | - | $2 \cdot 10^{-5}$ | 50 | 18 | $0.014 \pm 0.005$ | $0.023 \pm 0.009$ | $0.033 \pm 0.019$ | $157.4 \pm 80.0$ | $242.4 \pm 122.8$ |
| SCGS | $10^{-6}$ | $2 \cdot 10^{-5}$ | 50 | 18 | $0.018 \pm 0.009$ | $0.023 \pm 0.011$ | $0.032 \pm 0.012$ | $126.5 \pm 35.9$ | $198.8 \pm 97.5$ |
| SCGS-ES | - | $-2 \cdot 10^{-6}$ | 50 | 18 | $0.014 \pm 0.004$ | $0.019 \pm 0.005$ | $0.038 \pm 0.018$ | $113.9 \pm 21.8$ | $185.8 \pm 36.3$ |
| SCGS-ES | $10^{-6}$ | $-2 \cdot 10^{-6}$ | 50 | 18 | $0.020 \pm 0.009$ | $0.032 \pm 0.007$ | $0.033 \pm 0.019$ | $114.3 \pm 25.1$ | $226.8 \pm 53.5$ |
| SCGSA | - | $10^{-6}$ | 50 | 18 | $0.011 \pm 0.003$ | $0.020 \pm 0.018$ | $0.027 \pm 0.010$ | $123.1 \pm 19.0$ | $5.0 \pm 0.7$ |
| SCGSA | $10^{-6}$ | $10^{-6}$ | 50 | 18 | $0.012 \pm 0.003$ | $0.022 \pm 0.017$ | $0.027 \pm 0.010$ | $125.3 \pm 22.2$ | $11.3 \pm 2.0$ |
| Pruning hidden neurons |  |  |  |  |  |  |  |  |  |
| SCG | - | - | $36.9 \pm 4.4$ | 18 | $0.008 \pm 0.003$ | $0.032 \pm 0.010$ | $0.031 \pm 0.018$ | $320.5 \pm 95.6$ | $7.5 \pm 2.1$ |
| SCGIR | $10^{-6}$ | - | $27.6 \pm 11.0$ | 18 | $0.011 \pm 0.004$ | $0.031 \pm 0.011$ | $0.033 \pm 0.019$ | $342.0 \pm 73.6$ | $19.4 \pm 4.5$ |
| SCGS | - | $2 \cdot 10^{-5}$ | $30.3 \pm 7.4$ | 18 | $0.006 \pm 0.003$ | $0.022 \pm 0.011$ | $0.029 \pm 0.013$ | $535.6 \pm 201.7$ | $680.8 \pm 236.0$ |
| SCGS | $10^{-6}$ | $2 \cdot 10^{-5}$ | $25.2 \pm 15.0$ | 18 | $0.013 \pm 0.004$ | $0.016 \pm 0.011$ | $0.031 \pm 0.009$ | $497.3 \pm 91.8$ | $610.2 \pm 109.5$ |
| SCGS-ES | - | $-2 \cdot 10^{-6}$ | $37.7 \pm 5.8$ | 18 | $0.010 \pm 0.003$ | $0.033 \pm 0.015$ | $0.031 \pm 0.021$ | $278.6 \pm 80.1$ | $544.5 \pm 144.9$ |
| SCGS-ES | $10^{-6}$ | $-2 \cdot 10^{-6}$ | $26.9 \pm 9.3$ | 18 | $0.010 \pm 0.004$ | $0.026 \pm 0.014$ | $0.032 \pm 0.023$ | $319.0 \pm 59.5$ | $625.6 \pm 143.4$ |
| SCGSA | - | $10^{-6}$ | $26.1 \pm 14.5$ | 18 | $0.010 \pm 0.005$ | $0.023 \pm 0.012$ | $0.029 \pm 0.018$ | $637.1 \pm 147.1$ | $15.2 \pm 2.3$ |
| SCGSA | $10^{-6}$ | $10^{-6}$ | $26.8 \pm 14.4$ | 18 | $0.011 \pm 0.005$ | $0.023 \pm 0.013$ | $0.031 \pm 0.020$ | $611.4 \pm 171.2$ | $31.1 \pm 8.4$ |
| Pruning of input neurons |  |  |  |  |  |  |  |  |  |
| SCG | - | - | 50 | $16.3 \pm 1.6$ | $0.018 \pm 0.008$ | $0.027 \pm 0.017$ | $0.034 \pm 0.014$ | $276.2 \pm 70.2$ | $9.8 \pm 1.9$ |
| SCGIR | $10^{-6}$ | - | 50 | $15.5 \pm 2.5$ | $0.018 \pm 0.008$ | $0.033 \pm 0.006$ | $0.042 \pm 0.020$ | $329.5 \pm 72.2$ | $25.8 \pm 5.9$ |
| SCGS | - | $2 \cdot 10^{-5}$ | 50 | $16.3 \pm 2.4$ | $0.019 \pm 0.010$ | $0.024 \pm 0.011$ | $0.032 \pm 0.012$ | $294.0 \pm 72.1$ | $405.8 \pm 105.5$ |
| SCGS | $10^{-6}$ | $2 \cdot 10^{-5}$ | 50 | $16.9 \pm 1.3$ | $0.013 \pm 0.005$ | $0.027 \pm 0.013$ | $0.032 \pm 0.020$ | $384.5 \pm 86.6$ | $544.4 \pm 126.8$ |
| SCGS-ES | - | $-2 \cdot 10^{-6}$ | 50 | $15.9 \pm 2.3$ | $0.019 \pm 0.008$ | $0.030 \pm 0.014$ | $0.034 \pm 0.017$ | $322.4 \pm 99.9$ | $449.1 \pm 107.0$ |
| SCGS-ES | $10^{-6}$ | $-2 \cdot 10^{-6}$ | 50 | $15.9 \pm 2.0$ | $0.021 \pm 0.009$ | $0.028 \pm 0.011$ | $0.033 \pm 0.014$ | $298.0 \pm 67.7$ | $508.9 \pm 69.8$ |
| SCGSA | - | $10^{-6}$ | 50 | $16.4 \pm 1.3$ | $0.015 \pm 0.005$ | $0.018 \pm 0.014$ | $\mathbf{0 . 0 3 2} \pm \mathbf{0 . 0 1 7}$ | $268.7 \pm 137.7$ | $13.5 \pm 6.3$ |
| SCGSA | $10^{-6}$ | $10^{-6}$ | 50 | $16.7 \pm 1.6$ | $0.011 \pm 0.004$ | $0.019 \pm 0.015$ | $0.034 \pm 0.017$ | $319.2 \pm 169.4$ | $29.8 \pm 15.0$ |
| Pruning of both hidden and input neurons |  |  |  |  |  |  |  |  |  |
| SCG | - | - | $41.1 \pm 4.6$ | $18.0 \pm 0$ | $0.010 \pm 0.003$ | $0.027 \pm 0.012$ | $0.033 \pm 0.016$ | $1025.4 \pm 117.5$ | $13.4 \pm 2.2$ |
| SCGIR | $10^{-6}$ | - | $30.3 \pm 11.3$ | $17.1 \pm 1.912$ | $0.013 \pm 0.007$ | $0.033 \pm 0.013$ | $0.037 \pm 0.021$ | $570.7 \pm 130.8$ | $27.4 \pm 6.4$ |
| SCGS | - | $2 \cdot 10^{-5}$ | $35.7 \pm 4.0$ | $17.7 \pm 1.0$ | $0.009 \pm 0.004$ | $0.024 \pm 0.014$ | $0.028 \pm 0.012$ | $662.3 \pm 133.3$ | $821.2 \pm 159.1$ |
| SCGS | $10^{-6}$ | $2 \cdot 10^{-5}$ | $34.3 \pm 7.7$ | $18.0 \pm 0$ | $0.012 \pm 0.003$ | $0.022 \pm 0.013$ | $0.032 \pm 0.017$ | $577.4 \pm 95.3$ | $791.6 \pm 108.1$ |
| SCGS-ES | - | $-2 \cdot 10^{-6}$ | $37.5 \pm 6.2$ | $16.4 \pm 1.8$ | $0.014 \pm 0.007$ | $0.032 \pm 0.017$ | $0.037 \pm 0.022$ | $471.2 \pm 129.1$ | $786.5 \pm 201.8$ |
| SCGS-ES | $10^{-6}$ | $-2 \cdot 10^{-6}$ | $32.5 \pm 8.7$ | $17.5 \pm 1.6$ | $0.012 \pm 0.007$ | $0.031 \pm 0.015$ | $0.032 \pm 0.014$ | $572.3 \pm 164.9$ | $842.6 \pm 287.7$ |
| SCGSA | - | $10^{-6}$ | $37.3 \pm 9.2$ | $17.6 \pm 1.3$ | $0.011 \pm 0.007$ | $0.025 \pm 0.012$ | $\mathbf{0 . 0 3 0} \pm \mathbf{0 . 0 1 9}$ | $1017.9 \pm 158.1$ | $23.7 \pm 5.9$ |
| SCGSA | $10^{-6}$ | $10^{-6}$ | $35.8 \pm 10.6$ | $16.9 \pm 2.4$ | $0.013 \pm 0.010$ | $0.025 \pm 0.015$ | $0.033 \pm 0.019$ | $1005.1 \pm 211.6$ | $44.7 \pm 8.8$ |

both the SCGS and SCGSA methods remarkably increase the number of BPnetworks that learned the task (indicated by the value of $c$ ). If pruning of inputs is allowed, almost all BP-networks learn the task correctly, independently of the chosen training algorithm. In comparison, networks trained with an optimum topology (6-6-4) and without redundant input features from scratch require a relatively high number of epochs (about five times as many) to converge while maintaining a much lower performance - only about $55-65 \%$ of the networks give a correct prediction.

For the World Bank task, we compared the performance of BP-networks with the initial topologies $35-50-5$ (in Table 5.9) and 18-50-5 (in Table 5.23). Not surprisingly, when training without pruning, BP-networks with the topology 18-$50-5$ generalize better (as indicated by the value of $E_{t}$ ). On the other hand, if pruning of input (and hidden) neurons is allowed, BP-networks with the initial topology 35-50-5 achieve even better results, especially when trained by the SCGS and SCGSA methods.

### 5.5.4 Experiment 5.5.4 - Results on SCGIR

## Experiment setting

In Experiment 5.5.4 [78, we concentrated on the SCGIR method and its ability to prune hidden neurons based on internal representation and sensitivity analysis. The SCGIR method was compared to the GD, SCG and GDIR training algorithms. We also investigated the influence of learning from hints [106] on the formed network structures. We used the setting of Experiment 5.2.4 described on page 137. The test involved the World Bank task (data set WBA). All BPnetworks were trained without pruning.

Results are stated in Table 5.15. We compared the numbers of hidden neurons that could be pruned from the networks due to their representation ( $n_{\text {neur } 2}$ ) and because they have small absolute values of weights to the output neuron ( $n_{\text {neur } 1}$ ).

## Results - On the ability to identify redundant hidden neurons

The experiments confirm the ability of the SCGIR method to identify redundant hidden neurons, especially when applied together with learning from hints. The SCGIR-hintIG method remarkably outperforms in this respect all of the other tested methods (with and without learning from hints).

When training without hints, the value of $n_{\text {neur } 2}$ is for SCGIR similar to GDIR and about two times greater than for GD and SCG. That means that SCGIR and GDIR can prune more hidden neurons than SCG and GD - most probably due to more transparent internal representations formed.

### 5.5.5 Experiment 5.5.5- Example network structures (for SCGSA and SCG)

## Experiment setting

In Experiment 5.5.5, we compared final topologies, functions and internal structure of two concrete BP-networks trained by the SCGSA and SCG methods, re-
spectively. Our goal was to assess, whether the BP-networks trained by SCGSA are more likely to develop a small, simple and transparent network structure when compared to their SCG-trained counterparts. We also investigated, whether the formed network structures simplify knowledge extraction from the BP-network model.

The experiment setting is based on the setting of Experiment 5.2.1 described on page 123. The test involved the Binary Addition task (data set BIN2). Both methods were applied with pruning of both input and hidden neurons to randomly initialized BP-networks with the topologies 18-12-4, the parameter maxEpochs was set to 2001, the coefficients $c_{F}$ and $c_{G}$ of the SCGSA method were chosen as 0.0005 and 0.0005 , respectively.

Figure 5.5 illustrates both the structures and the functions of the respective BP-networks (before pruning, and after pruning and retraining).

## Results - On the ability of the methods to prune the network adequately

Figure 5.5 clearly shows that while both methods identified the 12 irrelevant input features, only the SCGSA method has pruned the network topology in an optimal way.

For the SCGSA-trained BP-network before pruning (showed in Figure 55.5(a)), the 6 hidden neurons on the right are redundant (with almost zero edges to all of the outputs) and can be pruned immediately. The 12 input neurons on the right are also redundant (as there are nearly zero edges from these inputs to the relevant hidden neurons) and can be pruned next. The remaining neurons form an optimal topology that solves the given task of Binary Addition (6-6-4, depicted in Figure 5.5(b)).

For the SCG-trained BP-network before pruning (showed in Figure 5.5(c)), the difference in the sensitivity coefficients between relevant and redundant input or hidden neurons is not so clear and pruning is thus more difficult. The final topology is therefore greater than necessary (6-8-4, depicted in Figure 5.5(d)). The SCG-trained BP-network also contains apparently more non-zero weights than the SCGSA-trained BP-network.

## Results - On the transparency of the formed internal structure

Both SCGSA- and SCG-trained BP-networks give correct outputs for all training patterns. However, only the SCGSA-trained BP-network has a simple and clear internal structure (depicted in Figure 5.5(b)). It is similar to the structure of the BP-network trained by the SCGIR-hint method on the BIN2A data set in Experiment 5.4.4 (showed in Figure 5.3(a)).

Many weights of the SCGSA-trained BP-network are zeroed out, the remaining weights between the input and hidden layer are equal for the couples of corresponding input neurons 1 and 4,2 and 5 , and 3 and 6 . The first, third and fifth hidden neurons from the left (labeled by 8,9 and 3 , respectively) compute the 'carry' for higher output bits. The second, fourth and sixth hidden neurons (labeled by 11, 10 and 12, respectively) also compute similar functions for single output neurons.

(a) The BP-network with the topology 18-12-4 trained by SCGSA - before pruning

(b) The BP-network with the topology 18-12-4 trained by SCGSA - after pruning and retraining.

(c) The BP-network with the topology 18-12-4 trained by SCG- before pruning.

(d) The BP-network with the topology 18-12-4 trained by SCG - after pruning and retraining.

Figure 5.5: Experiment 5.5.5- Network structures of two BP-networks with the initial topologies 18-12-4 trained by the SCGSA and SCG methods, respectively, on the BIN2 data set (Binary Addition task). Positive weights are drawn green, negative weights red. The magnitudes of the weight values are illustrated by their thickness and indicated by numerical values, thresholds are shown inside the circles for the respective neurons. Redundant weights are not depicted. The blue dash-dotted lines separate input and hidden neurons to be pruned from the networks.

The structure of the BP-network trained by SCG (depicted in Figure 5.5(d)) is apparently more complex and it does not reveal such a clear computational pattern. It has also learned the 'carry' to the first and second output bits (the hidden neurons labeled by 5 and 9 , respectively), but the functions of other hidden and output neurons are less obvious.

### 5.5.6 Experiment 5.5.6 - Sensitivity analysis

## Experiment setting

In Experiment 5.5.6, we evaluated, in what way do the analytical and approximative methods for sensitivity control affect the overall network sensitivity. They are designed to make the sensitivity coefficients smaller in general. Another question is, whether they also increase the differences among the achieved sensitivity coefficients of the respective input features. We also assessed, which input features were evaluated as the most important ones based on the sensitivity analysis of BP-networks trained by the SCG, SCGIR, SCGS and SCGSA methods.

The experiment setting is based on the setting of Experiment 5.2.1 described on page 123. The test involved the World Bank task (data set WB). All methods were applied with pruning of both input and hidden neurons to the same set of 100 randomly initialized BP-networks with the topologies 35-50-5, the parameter maxEpochs was set to 1101. The setting of parameters $c_{F}$ and $c_{G}$ for the respective training algorithms is stated in Table 5.24 .

Table 5.24: Experiment 5.5.6 - Setting of the parameters $c_{F}$ and $c_{G}$.

| parameter | method |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | SCG | SCGIR | SCGS | SCGSA |
| $c_{F}$ | - | $10^{-6}$ | $10^{-6}$ | $10^{-6}$ |
| $c_{G}$ | - | - | $5 \cdot 10^{-7}$ | $10^{-5}$ |

For each trained BP-network and each input feature $u$, we computed the values of absolute sensitivity coefficients averaged over all network outputs $v$ and all training patterns $p$ :

$$
\begin{equation*}
S_{u}=\operatorname{mean}_{\{v, p\}}\left|S_{u v}^{p}\right|, \tag{5.4}
\end{equation*}
$$

where the sensitivity coefficients $S_{u v}^{p}$ are defined by Equations (4.16) and 4.17). The values of $S_{u}$ for the respective training algorithms are stated in Figures 5.6 (for BP-networks before pruning) and 5.7 (for BP-networks after pruning and retraining). Figure 5.8 gives a summary of the values of $S_{u}$ averaged over 100 random network initializations. Table 5.25 contains the most and least important input features based on $S_{u}$.

## Results - On the overall sensitivity of the networks

Figures 5.6, 5.7, 5.8 confirm that the SCGS and SCGSA methods remarkably decrease the absolute values of sensitivity coefficients, when compared to SCG. The SCGS method apparently outperforms SCGSA in this respect. The sensitivity coefficients achieved for the SCGIR-trained networks are about the same as for the SCG-trained networks. On the other hand, the differences among the


Figure 5.6: Experiment 5.5.6 - Average values of the absolute sensitivity coefficients for BP-networks with the topologies 35-50-5 trained by the SCG, SCGIR, SCGS and SCGSA methods on the WB data set (before pruning). Blue points correspond to the values of $S_{u}=\operatorname{mean}_{\{v, p\}}\left|S_{u v}^{p}\right|$ for all input features indexed by $u$, where $p$ and $v$ index all training patterns and network outputs, respectively. Average values of $S_{u}$ over 100 network initializations are indicated by red circles.
sensitivity coefficients corresponding to the respective input features seem to be proportional for all of the methods.

## Results - On the sensitivity of the networks to the input features

Table 5.25 shows that all of the methods clearly identified and pruned the redundant input features $26, \ldots, 35$. They also agreed on the two most important input features 7 (GINI-Index) and 20 (Internet users). Figure 1 in the Introduction of this thesis shows the mutual dependence of the input features 15 (Fertility rate), 16 (Fixed line and mobile phone subscribers), 20 (Internet users) and 21 (Life expectancy at birth). These input features, that give a very similar information, are among the 9 most important ones based on $S_{u}$ for all of the tested methods.

The outputs of the SCGS- and SCGSA-trained BP-networks are sensitive most to slightly different input features than the outputs of the SCG- and SCGIRtrained ones. For example, the SCGS method emphasize the input features 11, 10 over 13, 16 and 18 over 24 (see Table 5.1 for a detailed description of these


Figure 5.7: Experiment 5.5.6 - Average values of the absolute sensitivity coefficients for BP-networks with the topologies 35-50-5 trained by the SCG, SCGIR, SCGS and SCGSA methods on the WB data set (after pruning and retraining). Blue points correspond to the values of $S_{u}=\operatorname{mean}_{\{v, p\}}\left|S_{u v}^{p}\right|$ for all input features indexed by $u$, where $p$ and $v$ index all training patterns and network outputs, respectively. Average values of $S_{u}$ over the 100 network initializations are indicated by red circles.
input features). This fact together with improved generalization of the SCGSand SCGSA-trained BP-networks support the idea, that both SCGS and SCGSA favor different, smoother network functions than SCG and SCGIR.

### 5.5.7 Summary of Structure optimization

In sum, our training-and-pruning methodology together with the SCGS and SCGSA training algorithms proved to reliably identify redundant input features and to develop BP-networks with a simple structure and improved generalization. It outperforms in these respects both pruning based on alternative relevance measures and the cluster- and sensitivity-based feature selection techniques.

The SCGS and SCGSA methods applied together with pruning remarkably outperform the SCG and SCGWD methods in their generalization abilities. They are also more robust to the initial network topology and to the presence of redundant input features.


Figure 5.8: Experiment 5.5.6 - Average values of the absolute sensitivity coefficients for BP-networks with the topologies 35-50-5 trained by the SCG, SCGIR, SCGS and SCGSA methods on the WB data set (before and after pruning). The stated values of $S_{u}$ correspond to the mean over 100 random network initializations.

Table 5.25: Experiment 5.5.6 - The most and least important input features for BP-networks with the topologies 35-50-5 trained by the respective methods on the WB data set.

| The most important input features: |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
| order | SCG | SCGIR | SCGS | SCGSA |
| 1. | 7 | 7 | 7 | 20 |
| 2. | 20 | 20 | 20 | 7 |
| 3. | 13 | 13 | 11 | 13 |
| 4. | 16 | 21 | 10 | 11 |
| 5. | 21 | 16 | 13 | 21 |
| 6. | 11 | 11 | 21 | 16 |
| 7. | 10 | 10 | 18 | 10 |
| 8. | 15 | 15 | 16 | 15 |
| 9. | 24 | 24 | 15 | 18 |


| The least important input features: |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
| order | SCG | SCGIR | SCGS | SCGSA |
| 21. | 14 | 14 | 8 | 14 |
| 22. | 3 | 3 | 3 | 3 |
| 23. | 8 | 8 | 19 | 19 |
| 24. | 19 | 19 | 1 | 8 |
| 25. | 17 | 17 | 17 | 17 |
| $26 .-35$. | $26-35$ | $26-35$ | $26-35$ | $26-35$ |

## Conclusions

The main subject of this thesis has been the computational model of BPnetworks. Our goal was to use this model to find complex non-linear dependencies in the data as quickly as possible and to describe them as simply as possible. For this reason, we investigated the ability of BP-networks to create during training a robust, transparent and simple internal structure. At the same time, we focused on fast training, adequate generalization and robustness of the model to noise and tunable parameters.

To achieve our goal, we developed a general framework for training of BP-networks. Our framework takes advantage of several existing and newly proposed techniques for BP-network training. It is based on the general schema of the fast and robust SCG-training algorithm [75] (Algorithm 4.2 on page 80). The SCG algorithm is enhanced by three regularization techniques - IR (for learning internal representation during training, described in Section 4.1.2), SC (for analytical sensitivity control, described in Section 4.2.4), and SCA (for approximative sensitivity control, described in Section 4.3.2).

The IR-regularization technique [86] forces BP-networks to create a condensed internal representation during training. In this way, it contributes to transparent and simple internal structure of the trained BP-network and simplifies pruning based on internal representation. It also facilitates knowledge extraction from the model.

The new-proposed regularization techniques, SC and SCA, focus on sensitivity inhibition during training. While the analytical SC-regularization technique is very complex and makes the training process extremely time consuming, its approximative alternative, SCA, is very fast. Despite its approximative nature, SCA keeps most of the advantages of the SC-method. Both methods contribute to smoother network function and better generalization ability of the trained BPnetworks. They also simplify pruning based on sensitivity analysis and support an easy interpretation of the extracted knowledge.

As an integral part of our framework, we developed a general training-andpruning methodology based on internal representation and sensitivity analysis (Algorithms 4.3 and 4.4). It enables to identify relevant input features and find a suitable topology of the BP-network automatically during training. In such a way it simplifies all of the following processes: preprocessing, parameter-tuning, training and knowledge extraction from the trained BP-network. It also remarkably improves the generalization capability of the trained model.

In addition to the above-listed key methods, our framework contains also further supplementary methods, that support its good qualities (e.g., learning from hints [106] and the early stopping strategy [95]).

The introduced framework was experimentally evaluated on several data sets of various properties (i.e., discrete and continuous, artificial and real-world). In the experiments performed, we assessed advantages and weaknesses of the entire framework and of the included methods when compared with alternative techniques. We considered related methods for BP-network training, regularization, feature selection and pruning.

An advantage of the techniques included in our framework is, that they can be combined in more ways. During our research, we successively introduced three
versions of our framework - SCGIR (Algorithm 4.1 on page 79), SCGS (Algorithm 4.5 on page 98) and SCGSA (Algorithm 4.6 on page 111). These training algorithms differ primarily in the regularization techniques included. The earliest method, SCGIR, comprises the IR-regularization technique and learning from hints. The SCGS and SCGSA methods combine the IR-regularization technique with one of the sensitivity-inhibiting techniques (SC for SCGS and SCA for SCGSA). The benefits and drawbacks of the respective training algorithms, based on the experiments performed so far, are summarized in Table 5.26.

Table 5.26: Summary of the qualities of the proposed methods (SCGIR, SCGS and SCGSA), when compared to the standard SCG training algorithm. The performance of the methods based on the respective criteria is in each column indicated by the number of stars (1-5) - the best-performing method is labeled by (*****).

| Method | Generalization | Speed | Robustness to parameters | Transparency | Structure optimization |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SCG | satisfactory | ***** <br> fast | robust | weak | none |
| SCGIR | comparable with SCG | **** <br> maximally <br> two times <br> slower <br> than SCG | *** <br> relatively <br> sensitive to <br> parameter $c_{F}$ | * * * * * <br> strong enforcement for greater values of $c_{F}$ | *** <br> pruning <br> of hidden <br> neurons |
| SCGS | ***** <br> bigger improvements for discrete data and for networks with more hidden layers | extremely slow | ***** <br> robust to parameters $c_{F}$ and $c_{G}$ | **** <br> medium, but stable enforcement | ***** <br> pruning <br> of hidden <br> and input <br> neurons |
| SCGSA | ***** <br> bigger improvements for discrete data and for networks with more hidden layers | **** <br> maximally two times slower than SCG | ***** <br> robust to parameters $c_{F}$ and $c_{G}$ | **** <br> medium, but stable enforcement | ***** <br> pruning <br> of hidden <br> and input <br> neurons |

The firstly-introduced method, SCGIR, proved in our experiments to be a very fast training algorithm with an outstanding ability to form a condensed internal representation during training. It is maximally two times slower than

SCG, while it yields networks with a comparable generalization ability. Its capability to create a transparent network structure is similar to GDIR. Anyway, the right choice of the trade-off coefficient $c_{F}$ applied during training can impact the quality of the solution obtained. Too large values of $c_{F}$ might result into BP-networks with a perfectly formed condensed internal representation yet incapable of approximating the desired function because of saturated hidden neuron outputs.

The SCGS and SCGSA methods confirmed in our experiments to perform comparably with each other in many aspects. When considering the generalization ability of the trained BP-networks and their sensitivity to noise in the data, both SCGS and SCGSA remarkably outperformed SCG, SCGIR and other techniques traditionally used to improve network's generalization (e.g., training with jitter [95]). On the other hand, the actual behavior of the SCGS and SCGSA methods seems to depend on the character of the processed data and on the architecture of the trained network. Based on the experiments performed so far, higher improvement might be achieved for discrete data and for networks with more hidden layers.

Although SCGS and SCGSA are slightly less powerful in forming condensed internal representation than SCGIR, they are more robust to the right choice of the trade-off coefficients $\left(c_{F}, c_{G}\right)$. Thanks to the introduced training-andpruning methodology, both SCGS and SCGSA methods also reliably identified redundant input features and developed BP-networks with a relatively simple structure. They outperformed in these respects alternative pruning and feature selection techniques.

Based on the experiments performed so far, the last-introduced method, SCGSA, seems to represent the best choice for practical applications. According to most of the tested criteria, the results for SCGSA are comparable or better than for SCGIR. When comparing SCGSA to SCGS, its main advantage consists in its low time costs. Contrary to SCGS, which is very time expensive, SCGSA is maximally two times slower than SCG.

In sum, the main outcome of this thesis consist in developing a general framework for training of BP-networks with the following advantages:

1. Improved generalization ability of the trained BP-networks and their lower sensitivity to noise in the data.
2. Fast training, robust to tunable parameters.
3. Creation of a simpler and more transparent internal network structure (due to enforcement of condensed internal representation and sensitivity inhibition during training).
4. Robustness of the model to initial topology and redundant input features (due to sophisticated pruning of hidden and input neurons).
5. Simplified knowledge extraction from the model and easier interpretation of the extracted knowledge.

## Future work

Above all, we would like to test our framework more extensively on larger data sets comprising several thousands of patterns and several thousands of input
features, in order to provide a greater number of statistically significant results.
In the past years, a strong effort has been made in the field of so-called deep networks (introduced by LeCun et al. in [65]). Deep networks succeed in some demanding tasks such as image processing, speech recognition or machine translation, where the standard low-layered BP-networks fail. An interesting and challenging task would be to find a way, how to successfully apply the main principles proposed in this thesis to the model of deep networks. Especially sensitivity inhibition and sensitivity-based pruning might simplify training and contribute to improved robustness, stability and generalization of this model.
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[^0]:    $\overline{\text { Algorithm 4.5 Function } S C G S() \text { (Scaled conjugate gradients algorithm with }}$ learning internal representation and analytical sensitivity control):

    1. Input:

    BP-network $M=(N, C, I, O, w, t)$ with the weight vector $\vec{w}$ of size $W$.
    A training set $T=\left\{\left(\vec{x}_{p}, \vec{d}_{p}\right) \mid \quad \vec{x}_{p} \in \Re^{n}, \quad \vec{d}_{p} \in \Re^{m}, \quad p \in\{1, \ldots, P\}\right\}$.
    2. Train:

    Train the BP-network $M$ on the training set $T$ using the SCG-training algorithm (described by Algorithm 4.2 on page 80) and the overall error function $H(\vec{w})=\sum_{p} H_{p}(\vec{w})$ defined by (4.27) with $\frac{\partial H_{p}}{\partial w_{i j}}$ defined by 4.46). $M^{\prime}=S C G(M, T, H)$.
    3. Return: $M^{\prime}$.

[^1]:    darker color．－Part I

