
 

 

 

 

 

Appendix A 
 

 

 

 

 

 

 

 

 

 
 

 



Top Curr Chem (2015) 359: 1–26
DOI: 10.1007/128_2014_606
# Springer International Publishing Switzerland 2014
Published online: 20 March 2015

Characteristics of a σ-Hole and the Nature

of a Halogen Bond

Michal H. Kolář, Palanisamy Deepa, Haresh Ajani, Adam Pecina,

and Pavel Hobza

Abstract The nature of halogen bonding in 128 complexes was investigated using

advanced quantum mechanical calculations. First, isolated halogen donors were

studied and their σ-holes were described in terms of size and magnitude. Later, both

partners in the complex were considered and their interaction was described in

terms of DFT-SAPT decomposition. The whole set of complexes under study was

split into two categories on the basis of their stabilisation energy. The first subset

with 38 complexes possesses stabilisation energies in the range 7–32 kcal/mol,

while the second subset with 90 complexes has stabilisation energies smaller than

7 kcal/mol. The first subset is characterised by small intermolecular distances (less

than 2.5 Å) and a significant contraction of van der Waals (vdW) distance (sum of

vdW radii). Here the polarisation/electrostatic energy is dominant, mostly followed
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by induction and dispersion energies. The importance of induction energy reflects

the charge-transfer character of the respective halogen bonds. Intermolecular dis-

tances in the second subset are large and the respective contraction of vdW distance

upon the formation of a halogen bond is much smaller. Here the dispersion energy

is mostly dominant, followed by polarisation and induction energies. Considering

the whole set of complexes, we conclude that the characteristic features of their

halogen bonds arise from the concerted action of polarisation and dispersion

energies and neither of these energies can be considered as dominant. Finally, the

magnitude of the σ-hole and DFT-SAPT stabilisation energy correlates only weakly

within the whole set of complexes.

Keywords CCSD(T) • DFT-SAPT • Dispersion energy • Electrostatic potential •

Halogen bond • Noncovalent interactions • σ-Hole • σ-Hole magnitude • σ-Hole
size
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1 Introduction

The family of noncovalent interactions [1] has recently been augmented by a new

type of bonding between a Lewis acid and a Lewis base where the Lewis base is an

electron donor (O, N, S, P, . . .) and the Lewis acid is an atom which simultaneously

contains an area of positive and negative electrostatic potential (ESP). The area of

positive ESP, called the σ-hole [2–4], originates in an unequal occupation of

valence orbitals. It was originally found on halogens but later also recognised on

atoms of groups IV, V and VI. The bonds are referred to as halogen bonds,

chalcogen and pnicogen bonds or, in general, σ-hole bonds [5].
For the σ-hole bonds, the σ-hole of the electron acceptor (i.e. Lewis acid) seems

to be a key concept, although it concerns only one of the two interacting partners.

To elucidate the complete picture of σ-hole bonding, it is inevitable to analyse the

contributions to the total stabilisation energy of the entire complex as well. The text

below focuses on both the analysis of electron acceptors in halogen bonds and, in

more detail, on electron acceptor–donor pairs.
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The stabilisation of an X–Y� � �D halogen bond, where Y is Cl, Br or I, X is an

electronegative atom (mostly another halogen) or carbon and D is an electron donor

(O, N, S, . . .), is explained elegantly by the existence of a positive σ-hole. Ener-
getically, the X–Y� � �D halogen bond is similar to the X–H� � �D hydrogen bond

(H-bond). Following the reliable CCSD(T)/CBS calculations of the stabilisation

energy, the most stable halogen-bonded complex (iodobenzene� � �trimethylamine)

from the X40 dataset [6] (complexes containing halogens) amounts to 5.8 kcal/mol,

and this stabilisation energy is comparable to the stabilisation of strong H-bonds.

Much larger stabilisation energies were, however, calculated (at the same theoret-

ical level) for complexes of small halogen donors, e.g. 17.1 and 15.3 kcal/mol for

FI� � �NH3 and FBr� � �NH3, respectively [7]. Similarly, large stabilisation energies

(8.0 and 15.0 kcal/mol) were also calculated (again at the same theoretical level) for

the crystals of the complexes of the large organic molecules 1,3-dithiole-2-thione-

4-carboxylic acid (DTCA) and 1,4-diazabicyclo[2.2.2]octane (DABCO) with

diiodine I2 [8]. Where do these large stabilisation energies come from? Is the nature

of stabilisation in these complexes the same as in the previously mentioned ones?

The attraction in halogen-bonded complexes was originally assigned to electro-

static attraction between the positive σ-hole and a lone pair of the electron donor,

which is reflected in a recently published IUPAC definition of halogen bond [9]. In

our recent paper [10], however, we have pointed out the important role of disper-

sion interaction, which is easily explained by the fact that, in any halogen bond, two

atoms with high polarisability (the halogen and electron donors) are located close to

each other (closer than the sum of van der Waals (vdW) radii). In ten different

halogen-bonded complexes investigated [10] by the symmetry-adapted perturba-

tion theory (SAPT), the dispersion energy was dominant in eight cases while only in

two cases was the electrostatic term slightly larger than the dispersion one. This is

in contradiction to the previously mentioned definition of the halogen bond [9],

which states that ‘the forces involved in the formation of the halogen bond are

primarily electrostatic’. Is it because of the fact that the complexes investigated in

[10] were not typical halogen-bonded ones? Nevertheless, the list of the complexes

studied (benzene� � �X2, X¼F, Cl, Br; formaldehyde� � �X, X¼chloroform, halo-

thane, enfurane, isofurane; bromomethanol dimer) justifies our choice.

This chapter is organised as follows. First, attention is paid to the characterisa-

tion of isolated halogen donors. Their σ-holes are described in terms of size and

magnitude. These properties have recently been introduced to characterise such a

rather complicated three-dimension object as the σ-hole [11]. In the second part of

the chapter, both interacting partners are studied in terms of the SAPT decompo-

sition of their total stabilisation energy. An extended set of SAPT decompositions

calculated consistently at the same theoretical level is provided for different types

of halogen-bonded complexes: ranging from weak/moderate complexes formed by

standard electron donors (e.g. water, ammonia, formaldehyde, dimethyl ether or

trimethylammonia) and standard halogen donors (e.g. halobenzenes or substituted

halobenzenes) to strong halogen-bonded complexes with a significant charge trans-

fer. An attempt is made to combine approaches to monomers and complexes to

provide novel insight into halogen bonding.
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2 Methods

2.1 Isolated Subsystems

The magnitude of the σ-hole was defined by Kolář et al. [11] as the value of the

most positive (or the least negative) electrostatic potential (ESP) localised at the

halogen boundary. The most positive ESP had been used previously to characterise

σ-holes but the nomenclature was rather confusing. Further, the size of the σ-hole
was defined as the spatial extent of the region of positive ESP on the halogen

boundary. Such spatial characteristics were shown to be indications for attractive

interaction: in [11], we concluded that the channel of attraction of the halogen bond,

understood as an angular range with a positive total stabilisation energy with either

hydrogen fluoride or argon atoms, is well reflected in the size of the σ-hole.
When limited to aromatic molecules with the C2v symmetry point group, the size

was initially defined in terms of the angular properties of the ESP profile (see [11]

for details). The extension for non-symmetric cases has recently been provided

[12]. The size was generalised as an area of positive ESP lying on the boundary of

the halogen atom, defined arbitrarily as an isosurface of 0.001 e/bohr [3] electron

density [13]. The area has to be refined to have an approximately rounded bound-

ary, since the shape of positive ESP may be quite complicated for non-symmetric

molecules [12].

The magnitude and size were calculated for all of the halogenated subsystems.

Prior to the ESP calculations, all of the molecules were energy minimised. Both the

minimisation and the ESP calculations were done at the PBE0/aug-cc-pVDZ level

with the pseudopotentials on bromine and iodine atoms [14–17]. The calculations

were performed in the Gaussian09 program package [18].

2.2 SAPT Decomposition

The SAPT method [19] provides an exact decomposition of the total interaction

energies into various components of the first and second perturbation order. The

DFT version of the SAPT (DFT-SAPT) [20–28] allows for the treatment of

extended complexes (up to about 40 atoms) and the total interaction energy is

decomposed into polarisation/electrostatic (EPOL), induction (EI), dispersion (ED)

and exchange-repulsion (EER) terms. Here, the EI and ED terms include their

exchange parts and induction energy further includes the δHF term, which accounts

for higher than second-order terms covered by the Hartree–Fock approach. It

should be mentioned that SAPT decomposition does not include the charge transfer

energy, which is the energy stabilising complexes between electron donor (small

ionisation potential) and electron acceptor (small electron affinity). This energy is

covered in the induction energy and thus it contains not only the classical induction

4 M.H. Kolář et al.



energy term (permanent multipole/induced multipole) but also charge transfer

(electron donor/electron acceptor) energy.

The greatest improvement of the DFT-SAPT method over the original SAPT is

the acceleration of the calculations by one order of magnitude. The intramolecular

treatment is conducted using the DFT and therefore suffers from inaccurate ener-

gies of the virtual orbitals. This drawback is corrected for in advance of the actual

SAPT treatment by a gradient-controlled shift procedure, which uses the difference

between the exact vertical ionisation potential (IP) and the energy of the (HOMO)

[24]. In this work, PBE0/aug-cc-pVTZ and PBE0/aug-cc-pVDZ calculations were

carried out to obtain the IP respective HOMO values and intermolecular terms were

described by aug-cc-pVDZ and aug-cc-pVTZ basis sets. Bromine and iodine atoms

were treated by pseudopotentials to describe relativistic effects of inner-core

electrons correctly.

All the post Hartree–Fock calculations (including DFT-SAPT) were carried out

using the Molpro 2010 package [29]. The DFT calculations were done utilising the

Turbomole 6.3 package [30].

2.3 Complexes

Our goal was to collect a large set of halogen-bonded complexes of different size

and origin. The common feature of all these complexes is the presence of halogen or

dihalogen bonds [31, 32]. While in the halogen bond the halogen (Cl, Br or I)

covalently bound to an electronegative atom or carbon is in contact with an electron

donor (O, N, S, . . .); in the case of the dihalogen bond one halogen atom is in

contact with another halogen.

First, the complexes where the benchmark CCSD(T) stabilisation energies are

known were utilised; in all these studies the complex geometry was determined at a

lower theoretical level, mostly at DFT with an empirical dispersion correction [33]

(DFT-D). We studied 18 complexes from our X40 dataset [6] (Table 2), 46 com-

plexes from the XB51 dataset [7] (Table 3), 11 complexes from our previous papers

[34–36] (Table 4) and 13 complexes from [37] (Table 5). Second, in the following

halogen-bonded complexes, the stabilisation energy as well as the complex geom-

etry were calculated at MP2 or DFT-D levels. Table 6 summarises eight complexes

[38] of crystal motifs which were taken from the Cambridge Structure Database.

Table 7 contains 15 complexes from [39] for which the binding free energy in

nonpolar solvent was measured. Finally, Table 8 contains 17 structures of organic

crystals, taken from [40–45]. Altogether, 128 halogen-bonded complexes were

investigated. Structures of all investigated complexes are collected in the Electronic

Supplementary Material Figs. S1, S2, S3, S4, S5, S6 and S7.

The structure of each of the halogen-bonded complexes was taken from the

original references without any additional optimisation. For most of the complexes,

the DFT-D (B97-D3/def2-QZVP) calculations [46] were also performed. All
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interaction energies were corrected for the basis set superposition error (BSSE)

utilising counterpoise correction [47].

As mentioned above, DFT-SAPT calculations were performed using the aug-cc-

pVDZ and aug-cc-pVTZ basis sets. When passing to the larger basis set, all the

SAPT energy terms remain practically unchanged with the exception of dispersion

energy, which is underestimated with the smaller basis. This ratio was evaluated for

18 complexes from the X40 dataset and was used for scaling the aug-cc-pVDZ

dispersion energy of the remaining complexes for which the DFT-SAPT/aug-cc-

pVTZ calculation would be prohibitively expensive. For even larger crystal struc-

tures, for which the SAPT/aug-cc-pVDZ calculations of dispersion energy would

be impractical, the dispersion and exchange-dispersion terms were approximated

by an empirical atom-atom dumped dispersion term [48]. The ratio of the empirical

dispersion energy and aug-cc-pVTZ perturbation dispersion energy evaluated again

for 18 complexes from the X40 dataset was used for scaling the empirical disper-

sion energy for extended halogen-bonded complexes.

3 Results and Discussion

3.1 Halogenated Molecules

The properties of the subsystems, the magnitude and size of the σ-hole and the

energy of the lowest unoccupied molecular orbital (LUMO) are shown in Table 1.

The magnitude and size correlate well, with the correlation coefficient R being 0.86.

This agrees with the previously presented dependence. Furthermore, the magnitude

and size both increase with the atomic number of the halogen atom, which is also a

well-known trend. All the molecules possess a positive σ-hole with the exception of
H3CCl, which has a slightly negative Vmax of�0.0001 a.u. The most positive σ-hole
can be found in FI, where two effects are combined, both increasing the magnitude

of the σ-hole (activating the halogen for the halogen bond). These effects are the

presence of a heavy halogen atom along with a strong electron withdrawing

chemical group in its vicinity. Indeed, a comparison of, e.g. H3CBr with F3CBr

or BzI with C6F5I reveals that the presence of fluorine atoms increases both the

magnitude and the size of the σ-hole on iodine [2, 49]. In dihalogen molecules, the

activation of the halogen participating in a halogen bond increases with the

decreasing atomic number of the second halogen (iodine σ-hole magnitude

IBr<ICl<IF). Hence, the fluorine has a positive σ-hole with a size of about 6 Å2

when bound to another fluorine. The magnitude and size of its σ-hole are compa-

rable with, e.g. H3CI.

The magnitude and LUMO energy anticorrelate with R¼�0.76. This means

that strong electron acceptors (i.e. molecules with the most negative LUMO

energy) have more positive σ-holes.

6 M.H. Kolář et al.



3.2 Complexes

Tables 2, 3, 4, 5, 6, 7 and 8 summarise the energy characteristics of all complexes

investigated and also show the Y� � �D and Δr distances, i.e. the distance between

Table 1 The magnitude

(in a.u.) and size (in Å2) of the

σ-holes of halogenated
monomers and the energies of

the lowest unoccupied

molecular orbital (LUMO)

(in a.u.)

Molecule Magnitude Size LUMO

F2 0.025 6.0 �0.134

Cl2 0.042 10.7 �0.128

ClF 0.062 13.7 �0.127

ClF3 0.069 13.6 �0.162

H3CCl 0.000 0.0 �0.006

F3CCl 0.032 12.3 �0.009

C2H3Cl 0.008 2.5 �0.016

C2HCl 0.034 11.4 �0.001

C6H5Cl 0.007 2.1 �0.025

C6Cl6 0.026 8.6 �0.062

C6H2OHCl3 0.018 5.8 �0.045

Br2 0.052 12.5 �0.140

BrF 0.083 14.4 �0.136

BrF3 0.090 15.6 �0.163

H3CBr 0.013 3.3 �0.017

F3CBr 0.042 14.2 �0.042

C2H3Br 0.020 5.6 �0.018

C2HBr 0.049 13.7 �0.020

C6H5Br 0.019 5.2 �0.025

C6Br6 0.036 10.5 �0.085

BrC4H2NO2 0.055 11.7 �0.114

CH2BrOH 0.013 3.4 �0.019

C7F4O2HBr 0.023 8.0 �0.064

I2 0.056 9.7 �0.144

IF 0.097 17.3 �0.140

ICl 0.074 17.1 �0.140

IBr 0.066 16.5 �0.142

ICN 0.081 16.7 �0.077

H3CI 0.022 6.5 �0.038

F3CI 0.050 17.6 �0.073

C2H3I 0.028 8.6 �0.031

C2HI 0.058 16.5 �0.043

C6H5I 0.027 8.1 �0.034

C6F5I 0.052 17.0 �0.071

C4F9I 0.050 19.2 �0.081

INC4H2O2 0.068 15.0 �0.111

HO2C7F4I 0.053 19.2 �0.082

TFIB 0.051 16.2 �0.074

Characteristics of a σ-Hole and the Nature of a Halogen Bond 7



T
a
b
le

2
D
F
T
-S
A
P
T
in
te
ra
ct
io
n
en
er
g
ie
s
(i
n
k
ca
l/
m
o
l)
an
d
Y
��
�D
/Δ

r
d
is
ta
n
ce
s
(Å

)
fo
r
h
al
o
g
en
-b
o
n
d
ed

co
m
p
le
x
es

fr
o
m

th
e
X
4
0
d
at
as
et

[6
]

N
o
.

B
as
is

C
o
m
p
le
x

C
C
S
D
T
/

C
B
S

D
F
T
-S
A
P
T

Y
��
�D
/Δ

ra
P
:I
:D

b
Q
c

Q
d

Δ
E

E
to
t

E
1
P
o
l

E
1
E
x

E
2
In
d

E
2
D
is
p

E
2
D
is
p
.
e
m
p
ir
ic
a
l

1
aV

D
Z

H
3
C
C
l��

�O
C
H
2

�1
.1
7

�0
.7
9

�1
.1
3

2
.3
4

�0
.3
6

�1
.6
4

�1
.3
8

3
.3
0
/0
.0
3

0
.7
:0
.2
:1

1
.1
8

1
.4
0

aV
T
Z

�1
.0
7

�1
.1
1

2
.3
6

�0
.3
8

�1
.9
4

0
.6
:0
.2
:1

2
aV

D
Z

H
3
C
B
r��

�O
C
H
2

�1
.7
2

�1
.4
4

�2
.2
6

3
.3
9

�0
.4
8

�2
.0
9

�1
.9
4

3
.1
7
/0
.2

1
.1
:0
.2
:1

1
.1
9

1
.2
8

aV
T
Z

�1
.7
9

�2
.1
9

3
.4
0

�0
.5
0

�2
.4
9

0
.9
:0
.2
:1

3
aV

D
Z

H
3
C
I��

�O
C
H
2

�2
.3
8

�2
.1
8

�3
.6
6

4
.7
8

�0
.8
8

�2
.4
1

�2
.4
8

3
.2
1
/0
.2
9

1
.5
:0
.4
:1

1
.2
3

1
.1
9

aV
T
Z

�2
.6
3

�3
.5
3

4
.7
9

�0
.9
4

�2
.9
6

1
.2
:0
.3
:1

4
aV

D
Z

F
3
C
C
l��

�O
C
H
2

�2
.2
5

�1
.6
0

�2
.9
2

3
.9
9

�0
.7
1

�1
.9
7

�1
.6
1

2
.9
8
/0
.2
9

1
.5
:0
.4
:1

1
.1
7

1
.4
4

aV
T
Z

�1
.8
7

�2
.8
3

3
.9
9

�0
.7
2

�2
.3
1

1
.2
:0
.3
:1

5
aV

D
Z

F
3
C
B
r��

�O
C
H
2

�3
.1

�2
.7
5

�4
.6
6

5
.2
9

�0
.9
8

�2
.4
1

�2
.2
1

2
.9
5
/0
.4
2

1
.9
:0
.4
:1

1
.2
0

1
.3
1

aV
T
Z

�3
.0
9

�4
.5
0

5
.2
7

�0
.9
7

�2
.8
8

1
.6
:0
.3
:1

6
aV

D
Z

F
3
C
I��

�O
C
H
2

�4
.0
8

�3
.8
6

�6
.6
5

7
.3
9

�1
.7
8

�2
.8
2

�2
.8
9

3
.0
1
/0
.4
9

2
.4
:0
.6
:1

1
.2
3

1
.2
0

aV
T
Z

�4
.3
5

�6
.4
3

7
.3
8

�1
.8
3

�3
.4
7

1
.9
:0
.5
:1

7
aV

D
Z

C
6
H
5
C
l��

�O
C
3
H
6

�1
.4
9

�0
.9
3

�1
.5
5

3
.6
4

�0
.6
0

�2
.4
2

�1
.9
3

3
.1
2
/0
.1
5

0
.6
:0
.2
:1

1
.1
2

1
.4
1

aV
T
Z

�1
.1
8

�1
.4
9

3
.6
2

�0
.6
0

�2
.7
1

0
.5
:0
.2
:1

8
aV

D
Z

C
6
H
5
B
r��

�O
C
3
H
6

�2
.4
3

�2
.3
2

�3
.3
9

5
.0
3

�0
.8
8

�3
.0
8

�2
.7
1

3
.0
7
/0
.3

1
.1
:0
.3
:1

1
.1
4

1
.1
3

aV
T
Z

�2
.6
5

�3
.2
9

5
.0
2

�0
.8
9

�3
.5
0

0
.9
:0
.3
:1

9
aV

D
Z

C
6
H
5
I��

�O
C
3
H
6

�3
.4
6

�3
.7
1

�5
.4
4

7
.0
7

�1
.8
0

�3
.5
4

�3
.4
4

3
.0
9
/0
.4
1

1
.5
:0
.5
:1

1
.1
8

1
.0
3

aV
T
Z

�4
.1
8

�5
.2
7

7
.0
4

�1
.8
2

�4
.1
4

1
.3
:0
.4
:1

1
0

aV
D
Z

C
6
H
5
C
l��

�N
C
3
H
9

�2
.1
1

�1
.3
7

�3
.3
7

6
.2
7

�1
.0
3

�3
.2
4

�2
.7
2

3
.0
6
/0
.2
4

1
.0
:0
.3
:1

1
.1
1

1
.3
3

aV
T
Z

�1
.6
8

�3
.2
6

6
.2
1

�1
.0
3

�3
.6
1

0
.9
:0
.3
:1

1
1

aV
D
Z

C
6
H
5
B
r��

�N
C
3
H
9

�3
.7
8

�3
.7
8

�7
.4
7

9
.6
9

�1
.3
3

�4
.6
7

�4
.4
5

2
.9
7
/0
.4
3

1
.6
:0
.3
:1

1
.1
3

1
.1
9

aV
T
Z

�4
.2
6

�7
.2
7

9
.5
8

�1
.3
0

�5
.2
8

1
.4
:1
:1

1
2

aV
D
Z

C
6
H
5
I��

�N
C
3
H
9

�5
.8
1

�6
.7
4

�1
2
.9
1

1
5
.7
2

�3
.3
9

�6
.1
6

�6
.6
1

2
.9
7
/0
.5
6

2
.0
:0
.6
:1

1
.0
6

0
.9
8

aV
T
Z

�7
.0
2

�1
2
.7
6

1
5
.6
5

�3
.4
2

�6
.5
0

2
.0
:0
.5
:1

8 M.H. Kolář et al.
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the halogen and the electron donor and the difference between this distance and the

sum of the respective vdW radii.

Table 2 collects 18 complexes from the X40 dataset, for which the benchmark

CCSD(T)/CBS energies were determined. For all these complexes, DFT-SAPT

calculations were performed with both smaller (aug-cc-pVDZ) and larger

(aug-cc-pVTZ) basis sets. The aug-cc-pVTZ DFT-SAPT total energies agree better

with the CCSD(T)/CBS benchmark energies than the aug-cc-pVDZ ones. The

average relative differences amount to 16% and 11%, respectively. The aug-cc-

pVTZ DFT-SAPT total energies vary between �1.07 and �7.02 kcal/mol, but the

stabilisation energies for most (12) complexes lie in a narrower interval, between

2 and 5 kcal/mol. Following expectations, the largest stabilisation energy was found

for complexes containing heavy halogens and trimethylammonium as an electron

donor. A comparison of the single energy terms showed that the first-order

polarisation and exchange-repulsion, and the second-order induction energies

determined with both basis sets are very similar and deviate by less than a few

per cent. Dispersion energy is different, and here the aug-cc-pVTZ values are

systematically larger than those calculated with the aug-cc-pVDZ basis set, on

average by 15% (the largest difference, 23%, was found for the F3CI� � �OCH2

complex and the smallest, 5%, for the BzI� � �SHCH3 complex). This value was

used for scaling the dispersion energy calculated with a smaller aug-cc-pVDZ basis

set. Only the aug-cc-pVTZ values are utilised in the subsequent discussion.

Investigating the aug-cc-pVTZ single energies, we found that in most (10) cases

the dispersion energy is the largest (the most negative), followed by polarisation

and induction energies. Only in eight complexes is the polarisation energy larger

than the dispersion energy, but the difference is not large (on relative average by

30%). Induction energy is, in all 18 complexes, systematically the smallest, which

indicates that with these complexes the charge transfer does not play an important

role. All of the Y� � �D distances are shorter than the sum of the respective vdW radii

(vdW distance), which amounts to 3.27, 3.37, 3.50, 3.30, 3.40, 3.53, 3.55, 3.65,

3.78, 2.70, 3.50, 3.70 and 3.96 Å for Cl� � �O, Br� � �O, I� � �O, Cl� � �N, Br� � �N, I� � �N,
Cl� � �S, Br� � �S, I� � �S, F� � �F, Cl� � �Cl, Br� � �Br and I� � �I, respectively. The shortest
distances (2.95 and 2.97 Å) were found for the complexes of trifluorobro-

momethane with formaldehyde and bromo- and iodobenzene with trimethy-

lammonium and the longest distance (3.66 Å) for iodomethane� � �benzene. The
largest contractions of the vdW distance (0.56, 0.49 and 0.43 Å, respectively) were
detected for BzI� � �NC3H9, F3CI� � �OCH2 and BzBr� � �NC3H9 complexes. Follow-

ing expectations, the stabilisation energies of these complexes are among the

largest.

Table 3 collects energies for 46 complexes of the XB51 dataset. As in the

previous case, the DFT-SAPT/aug-cc-pVTZ total energies agree well with the

CCSD(T)/CBS stabilisation energies. The average relative difference (18%) is

larger than given previously but still reasonable. In the present case, the DFT-

SAPT total energies lie in the broader interval, between�0.51 and�31.5 kcal/mol.

The largest DFT-SAPT total energy in the Table 2 amounted to �7.02 kcal/mol.

We (arbitrarily) consider this value to be the border between weak and medium, and
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strong halogen-bonded complexes. A total of 34 complexes in this table have their

stabilisation energies in the range 0.51–7.0 kcal/mol while 12 complexes are

characterised by even more favourable stabilisation energy (in the range 7.0–

31.5 kcal/mol). Only 14 of the 34 weaker complexes have the dispersion energy

larger than the polarisation energy. In the remaining 20 cases, the polarisation is

dominant. The dominant stabilisation in the 12 strongest complexes originates in

polarisation energy, which is, in all cases, followed by induction energy. Dispersion

energy is systematically the smallest one here. Such a combination of these three

stabilisation energies (polarisation> induction> dispersion) is unique and was not

detected in either the 18 complexes collected in the Table 2 or in the 34 weaker

complexes in Table 3. Investigating these complexes, we immediately realise that

the large induction energy cannot originate in classical permanent dipole-induced

dipole induction energy but rather in charge-transfer energy. This is confirmed by

the negative values of the LUMO of these electron acceptors (cf. Table 1), which

indicates that they are exceptionally good electron acceptors. All of these strong

complexes possess short Y� � �D distances, even below 2.5 Å. As in the previous

case, the largest contractions of the vdW distances (1.11, 1.05 and 1.03 Å, respec-
tively) were found for the strongest complexes, FI� � �NC6H5, H3N� � �BrF and

FI� � �NH3. It should be noted that the contractions of the vdW distances are in the

present case about twice as large as those in the Table 2. Similarly, the stabilisation

energies are also much larger in the present complexes. It is apparent that the

contractions of the vdW distances of more than 1 Å are connected with large

stabilisation energies of more than 20 kcal/mol.

Table 4 collects 11 halogen-bonded complexes which differ from those previ-

ously investigated. Four of them are dihalogen dimers possessing a dihalogen bond,

another five are complexes of benzene (or methylated benzene) with dihalogen (all

having a X� � �π halogen bond) and, finally, the last two are halogen-bonded and

dihalogen-bonded structures of bromomethanol dimer. In this case, the agreement

between CCSD(T)/CBS stabilisation energies and DFT-SAPT total energies is

comparable with previous cases (the average relative error amounts to 11%).

DFT-SAPT stabilisation energies are moderate and are similar to those in Table 2

and part of Table 3 and are in the range of 0.3–6.1 kcal/mol. In all 11 cases, the

dispersion energy is dominant and the induction energy is systematically the

smallest. Evidently, none of these complexes correspond to the charge-transfer

type, and thus all Y� � �D distances are larger than 2.9 Å. In all of these complexes,

the contraction of the vdW distance is only small (less than 0.3 Å).
The complexes shown in Table 5 represent typical model halogen-bonded

complexes between standard electron donors (OH2, NH3, and OCH2) and halogen

donors (halogen alkenes and alkynes). These complexes are characterised by a

modest stabilisation energy between 0.78 and 4.27 kcal/mol and by relatively large

halogen-bond lengths (more than 2.96 Å). DFT-SAPT total energies agree moder-

ately with the CCSD(T) benchmark data (the average relative error is larger than

previously and amounts to 22%). For complexes 1, 4, 6 and 7 belonging to the

weakest group, the dispersion energy is dominant. For the nine remaining com-

plexes, the first order polarisation energy is the largest (the most negative) energy
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term. Induction energy is systematically the smallest here. The largest contractions

of the vdW distances (0.44 and 0.41 Å, respectively) were again found for the

strongest complexes (iodo- and bromomethane with water), and these contractions

and stabilisation energies basically agree with those from Table 2.

For the complexes from Table 6, the benchmark CCSD(T) calculations are not

available and the DFT-SAPT/aug-cc-pVTZ values are clearly more reliable than

the MP2 ones. BrF, ClF, BrF3 and ClF3 are the halogen donors, whereas the CH3CN

and CO molecules are used as electron donors. Evidently, the strongest complexes,

with a stabilisation energy of more than 10 kcal/mol, are formed between the

CH3CN electron donor and the BrF and BrF3 electron acceptors (halogen donors).

Table 1 shows that BrF3 is the best electron acceptor (with the lowest LUMO) and

BrF is still a very good electron acceptor. The chloro- analogues of these two

acceptors exhibit relatively low LUMO values and are thus good acceptors as well.

The two strongest complexes with a stabilisation energy of more than 10.9 kcal/mol

have dominant polarisation energy followed by induction and dispersion terms. As

mentioned above, such a decomposition is characteristic for strong charge-transfer

halogen-bonded complexes. The six remaining complexes, with stabilisation

energy in the range of 1.1 and 6.3 kcal/mol, belong to weaker halogen-bonded

complexes. Here, the polarisation energy is four times more dominant and the

dispersion energy twice, and in two cases the induction energy is larger than the

dispersion energy. The intermolecular distances are in agreement with the

stabilisation energies: for the four most stable ones the distance is short (below

2.61 Å) while in all the remaining cases it is considerably longer. The contractions

of vdW distances in these complexes are also among the largest (0.72–0.94 Å).
Several complexes in Table 7 are too large and the DFT-SAPT calculations with

the aug-cc-pVTZ basis set would be computationally inaccessible for them. Thus

for all of the complexes from Table 7 we have used the smaller, aug-cc-pVDZ basis

set, and the resulting dispersion energy was scaled by a factor of 1.15, which had

been determined as the average ratio between dispersion energies at aug-cc-pVTZ

and aug-cc-pVDZ levels (cf. Table 2). The resulting DFT-SAPT stabilisation

energies are very large (between 10.1 and 27.3 kcal/mol) and are much larger

than the DFT-D ones. Evidently, the former energies are more reliable. The

decomposition of the total DFT-SAPT energy is in line with these values and the

polarisation energy is systematically dominant. In eight cases the polarisation

energy is followed by the induction energy, which proves the importance of the

role of the charge transfer, and these complexes are mostly more stable than the

others. In these complexes, the contraction of the vdW distance is very large (about

1 Å or even more) and also here it is valid that a contraction of about 1 Å is

connected with a large stabilisation energy of more than 20 kcal/mol. In the

remaining seven, mostly weaker complexes, the role of the induction and dispersion

energies is reversed, but the polarisation energy remains dominant. The

intermolecular distances here are in accord with the total energies and are larger

than in the previous case.

Several crystal structures from Table 8 are even larger than those in Table 7 with

as many as 32 atoms. Hence, even DFT-SAPT/aug-cc-pVDZ calculations would be

20 M.H. Kolář et al.



prohibitively expensive. Since SAPT decomposition is necessary for the assign-

ment of the role of electrostatic, induction and dispersion energies (and thus the

nature of binding) in extended complexes as well, a hybrid DFT-SAPT method was

used here. All the energy terms with the exception of the dispersion one were

evaluated using the aug-cc-pVDZ basis set while the dispersion energy was deter-

mined empirically (see the original paper [47]). These empirical dispersion energies

were scaled by 1.19, which is the average ratio between DFT-SAPT/aug-cc-pVTZ

and empirical dispersion energy determined for 18 complexes from Table 2. The

dispersion energy for the complexes from Table 8 was thus scaled by 1.15 (com-

plexes 1–6) or by 1.19 (complexes 7–17). Five complexes from Table 8 belong to a

group of strongly stable halogen-bonded complexes with a stabilisation energy

larger than 7 kcal/mol and in four (out of five) cases the polarisation energy is

dominant. The dispersion energy is dominant in only one complex. Among these

five complexes, the induction energy is mostly the smallest one and only in one case

is the induction term larger than the dispersion term. This concerns the most stable

complex (complex 1), having diiodine as an electron acceptor and DABCO as an

electron donor. Diiodine is a very good electron acceptor (see Table 1), which is

manifested by a large charge-transfer energy and, consequently, induction energy.

In this case, the induction term is considerably larger than the dispersion energy

and, further, the dominant (polarisation) term is the largest among all 128 com-

plexes investigated. In this group of complexes, the intermolecular distances are all

about 3 Å with the exception of diiodine-containing complexes, where the distance

is well below 2.8 Å, and the contraction of the vdW distance is the largest (more

than 1Å). The second group of twelve complexes possesses stabilisation energies in

the range of 1.5–6.8 kcal/mol and thus belongs among the weak/moderate halogen-

bonded complexes. In eight out of twelve cases, the dispersion energy is dominant

and only in two cases does the polarisation represent the largest attractive term. The

induction energy is systematically the smallest one. All intermolecular distances are

rather large and the respective contractions of the vdW distance are small or

moderate.

Summarising results from previous tables, we can state that all of the halogen-

bonded complexes investigated can be split into two different classes. The 38 com-

plexes in the first group are the strongest with total stabilisation energy larger than

7 kcal/mol. Relatively small intermolecular distances (even below 2.4 Å) and a

significant contraction of the vdW distance (up to 1.2 Å) are connected with the

important role of induction energy, which is here mostly (in 21 cases) larger than

the dispersion energy. In these complexes, the polarisation (electrostatic) energy is

almost systematically dominant and only in one complex is the dispersion energy

the largest. The second group of 90 less stable halogen-bonded complexes have

stabilisation energies between 0.3 and 7 kcal/mol. Their intermolecular distances

are contracted much less upon the formation of halogen bonds (mostly less than

0.5 Å; only in diatomic halogen donors could the contraction be larger). In 48 com-

plexes out of the second group (53%), the dispersion energy is dominant, followed

by the polarisation and the induction energies. In the rest of the complexes (47%),

the polarisation energy is dominant, followed by the dispersion and induction
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terms, and only in two cases is the induction energy larger than the dispersion

energy.

The electrostatic terms in halogen and hydrogen bonds should be more or less

comparable. The contribution of the dispersion energy to the stability of the halogen

bond is much larger than that of the hydrogen bond. This is clearly caused by the

fact that in the halogen bond two heavy atoms (the halogen and electron donors)

with high polarisability are in close contact, while in the case of the hydrogen bond

it is only the light hydrogen and electron donor which are close together. To

demonstrate the importance of this contact atom pair, we evaluated, besides the

total (empirical) dispersion energy, the contribution to the dispersion energy com-

ing from this atom pair. In the case of 14 complexes from Table 2 (complexes with

benzene were omitted), the contact atom pair dispersion energy forms on average

39% of the total dispersion energy. This ratio even increased (40%) when eight

extended complexes from Table 8 were considered.

In the previous studies, it was demonstrated that the strength of halogen bonding

in isolated complexes is proportional to the maximum of the ESP on the halogen

[50]. In biological systems, however, this relation may not be so straightforward,

because other effects such as solvation/desolvation come into play and the maxi-

mum of ESP is related to enthalpy changes rather than to free energies [51,

52]. Here we attempt to relate the properties of monomers, i.e. σ-holes, with the

properties of complexes.

Surprisingly enough, the magnitude of the σ-hole correlates weakly with the

stabilisation energy, with the correlation coefficient R being 0.52. The dependence

of the stabilisation energy on the magnitude of the σ-hole is shown in Fig. 1. Of

course, both interacting partners affect the stabilisation of a complex. However, the

Fig. 1 The dependence of the stabilisation energy Estab on the magnitude of the σ-hole Vmax

22 M.H. Kolář et al.



points are spread in a triangular region with columns, distinguishing various

halogenated monomers. When selecting the most stable complex of particular

halogenated monomers, the correlation between the monomer’s magnitude of

σ-holes and the stabilisation energy increases to R¼ 0.77. Therefore, it seems

that the magnitude of the σ-hole tells us something about the ability of a monomer

to create a halogen bond but cannot provide the complete picture on halogen

bonding. Indeed, when comparing complexes with the same electron donor, a

strong correlation should be expected [50].

When the total stabilisation energy depends on both interacting molecules, the

same should be true about the components of stabilisation energy. We did not

observe any relation between the magnitudes of the σ-hole and the polarisation or

induction terms of DFT-SAPT decomposition, most likely because of the large

effect of the electron donor.

4 Conclusions

The analysis of electron acceptors (halogenated molecules) revealed a correlation

between the extreme of ESP and the spatial extent of the positive region on top of

the halogen boundary. The magnitude and size of a halogen σ-hole suggest a

possible strength of the halogen bond in noncovalent complexes.

It was shown that all halogen-bonded complexes investigated could be split into

two groups on the basis of their stabilisation energies. The complexes in the first

group are stronger (their stabilisation energy is larger than 7 kcal/mol) and can be

characterised as halogen-bonded complexes with a strong charge-transfer contri-

bution. In practically all cases in this class, the polarisation (electrostatic) term is

dominant and the induction term is mostly the second most important term,

reflecting the important role of charge-transfer energy. The second class of

halogen-bonded complexes is characterised by weaker stabilisation energies

(below 7 kcal/mol) and represents rather standard halogen-bonded complexes. In

this class of complexes, the dispersion energy is mostly dominant. In the whole set

of 128 halogen-bonded complexes investigated, the polarisation (electrostatic)

energy is dominant in 62% while in the remaining 38% it is the dispersion energy,

which represents the dominant attractive term. We can thus state that the concerted

action of polarisation and dispersion energies is responsible for the characteristic

properties of halogen bonding. The electrostatic interaction between the positive

σ-hole and the negative electron donor is responsible not only for the stability but

also for the high directionality of the bond, while dispersion energy is responsible

for its high stability. A dominant role is played by the contact atom pair (the

halogen and electron donors), which contributes as much as 40% of the total

dispersion energy. This significant contribution, which is characteristic for the

halogen bond, is a consequence of two factors: first, the attractive electrostatic

interaction between the halogen positive σ-hole and the negative electron donor

and, second, the lower exchange-repulsion between the two subsystems, which is
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also manifested as so-called polar flattening [53]. The recent IUPAC definition [9]

of the halogen bond states that ‘the forces involved in the formation of the halogen

bond are primarily electrostatic, but polarisation, charge-transfer and dispersion

contributions all play an important role’. A question thus arises as to whether the

definition is sufficiently accurate and describes the unique phenomenon of the

σ-hole of halogen bonding satisfactorily and fully.
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49. Riley K, Murray J, Fanfrlı́k J, Řezáč J, Solá R, Concha M, Ramos F, Politzer P (2011) J Mol

Model 17:3309–3318

50. Riley KE, Murray JS, Politzer P, Concha MC, Hobza P (2008) J Chem Theory Comput

5:155–163

51. Hardegger LA, Kuhn B, Spinnler B, Anselm L, Ecabert R, Stihle M, Gsell B, Thoma R, Diez J,

Benz J, Plancher J-M, Hartmann G, Banner DW, Haap W, Diederich F (2011) Angew Chem

Int Ed 50:314–318
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Fig. S1 Structures of 18 complexes from the X40 dataset1 
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Fig. S2 Structures of 46 complexes from the XB51 dataset2 
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Fig. S3 Structure of 11 complexes from our previous papers3-5 
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Fig. S4 Structure of 13 complexes from Ref.6  
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Fig. S5 Structures of 8 complexes of the crystal motifs7 taken from the Cambridge Structure Database 
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Fig. S6 Structures of 15 complexes from Ref. 8 for which the binding free energy (in the non-polar solvent) was measured. 
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Fig. S7  Structures of 17 structures of organic crystals taken from Refs. 9-15.  
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Abstract: The chalcogen bond is a nonclassical s-hole-based
noncovalent interaction with emerging applications in medic-
inal chemistry and material science. It is found in organic
compounds, including 2D aromatics, but has so far never been
observed in 3D aromatic inorganic boron hydrides. Thiabor-
anes, harboring a sulfur heteroatom in the icosahedral cage, are
candidates for the formation of chalcogen bonds. The phenyl-
substituted thiaborane, synthesized and crystalized in this
study, forms sulfur···p type chalcogen bonds. Quantum chem-
ical analysis revealed that these interactions are considerably
stronger than both in their organic counterparts and in the
known halogen bond. The reason is the existence of a highly
positive s-hole on the positively charged sulfur atom. This
discovery expands the possibilities of applying substituted
boron clusters in crystal engineering and drug design.

The chalcogen bond is a novel type of noncovalent inter-
action between a chalcogen atom and an electron (e�)
donor.[1–4] It belongs to the family of s-hole bonding, where
the halogen bond (X-bond) is by far the most known. Since
chalcogen atoms are electronegative elements, they are
usually negatively charged in organic compounds. The
chalcogen bond, that is, the bond between a (mostly)
negatively charged chalcogen atom and a negatively charged
e� donor, is thus as counterintuitive as the X-bond. Because
of the unequal occupation of the valence orbitals at the
chalcogen (halogen), the electrostatic potential (ESP) around
the chalcogen atom is strongly anisotropic. Therefore, besides
the expected negative areas, there are also areas of positive
ESP, called s-holes.[5]

Although the chalcogen bond is not so well researched
compared to the X-bond, it plays an important role in crystal
engineering and in interactions of drugs or biological
molecules.[2, 3, 6–10] It is important for the biological activity of
several organic molecules.[8] An analysis of the Protein Data
Bank suggests that the S···O interactions influence protein
structures.[3, 6]

A s-hole is characterized by its magnitude (Vs,max) and
size.[11] Vs,max is defined as the value of the most positive ESP
of an e� density surface and the size as the spatial extent of the
positive region. Vs,max and the size increases on going from Cl
to I or from S to Te. The chemical environment also plays
a role. Vs,max can be increased by e�-withdrawing groups in the
vicinity of the X or chalcogen atom.[4, 11, 12] As also noticed, the
higher the Vs,max value is, the stronger is the X-bond. A
modulation of the X-bond in protein–inhibitor complexes was
used to reduce the IC50 values accordingly.[13, 14]

Reference interaction energies (DE) for the X-bond are
obtained using the highly accurate CCSD(T) calculations.
Hartree–Fock (HF) and density funtional theory (DFT)
usually give too low DE values.[12] Their use should thus be
verified by the CCSD(T) calculations.

Inherently e�-deficient polyhedral boron clusters (bor-
anes) exhibit an astonishing variety of stable structures.
Numerous applications include radioactive waste extraction,
nanotechnology and medicinal chemistry.[15–17] The properties
which make boranes such suitable entities include their
hydrophobicity, shape, 3D aromaticity, stability and ability to
form dihydrogen bonds.[18,19] An important class of boranes
comprises closo-BnHn

2� (known for n = 5–12) dianions. The
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BH2� vertices can be formally replaced by isoelectronic CH�

or S units and can thus form carboranes or neutral thiabor-
anes, respectively. Apart from the parent thiaborane, closo-1-
SB11H11, its 12-Cl- and 12-I-variants (Cl-SB11 and I-SB11,
respectively) were previously prepared in our laboratories.[20]

This prompted us to prepare the thiaborane with an antipodal
phenyl exo-substitution, 12-Ph-closo-1-SB11H10 (Ph-SB11), in
which 2D and 3D aromatics are connected (see the Support-
ing Information). These substituted compounds enabled us to
analyze the ability of thiaboranes to form chalcogen bonds.

Conceivably, the charge distribution of thiaboranes differs
significantly from that of sulfur-containing organic com-
pounds. The comparison of calculated ESPs and dipole
moments is shown in Figure 1.

The S atom in H2C=S and F2C=S is divalent and neg-
atively charged (Table 1). The evidence of the s-hole is clearly
visible in Figure 1 and Table 1, which show less negative and
positive s-holes in H2C=S and F2C=S, respectively. The key
role in this respect is played by two e�-withdrawing F atoms
here. The most positive regions are localized at the top of the
S atom. In contrast, the S atom in thiaboranes is bound to five
B atoms and is thus positively charged (Table 1). Neverthe-
less, the ESP of Ph-SB11 clearly shows the existence of a less

positive top of the S atom and of five highly positive s-holes
on its sides (Figure 1C). The Vs,max is even higher here than in
the majority of halogenated compounds. The Vs,max of Ph-SB11

is comparable to the Vs,max of Br-benzene with several e�-
withdrawing groups.[11, 12] In Cl-SB11, the s-holes are even
bigger and joined into a more positive belt, which ranges from
1208 to 1508 from the B12-S axis. It shows that the properties
of s-holes can be tuned by introducing e�-withdrawing groups
on the 3D aromatic cage. Similar tuning of s-hole properties
on the 2D aromatic are well known for X-bonds. These
findings have important consequences—the resulting chalc-
ogen bond should be strong and bent, unlike the linear X-
bonds. A detailed computational study on s-hole bonding of
heteroboranes is under preparation.

The Ph-SB11 compound was synthesized and crystallized
(see the Supporting Information). The crystal structure
(Figure 2A) showed several interaction motifs (Figure 2D)
which were investigated using advanced methods of quantum
chemistry (QM) and compared with crystal structures of Cl-
SB11 and I-SB11 (Figure 2).[20]

Figure 1. Electrostatic potentials (ESPs) on 0.001 a.u. and dipole
moments (arrows) computed at the HF/cc-pVDZ level. The molecular
surfaces of A) H2C=S, B) F2C=S, C) Ph-SB11 and D) Cl-SB11. ESP in
kcalmol�1.

Table 1: The magnitude of s-holes (Vs,max), Mulliken partial atomic
charges on the S atom (qs), and dipole moment (m) in kcalmol�1, e–, and
D, respectively.

Compound Vs,max qs m

H2C=S �3.1 �0.12 2.12
F2C=S 12.6 �0.11 0.31
Ph-SB11 26.7 0.13 3.29
Cl-SB11 30.7 0.13 5.31[a]

[a] The experimental m of Cl-SB11 is 5.49 D.[20]

Figure 2. The crystal structures (A, B, C) and the most stable inter-
actions (D, E, F) in the crystals of Ph-SB11 (A, D), Cl-SB11 (B, E), and I-
SB11 (C, F). A, B, C and the central molecules in D, E, F colored by
element (pink: B, yellow: S, black: C, green: Cl, magenta: I). H atoms
omitted for clarity.
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The interaction energies of the binding motifs found in the
crystals are shown in Table 2. The strongest DE (�8.2 kcal
mol�1) was found for the A-B motif of Ph-SB11, characterized
by the B�S···p chalcogen bond. The DFT-D3 results were
verified by the benchmark CCSD(T)/complete basis set
(CBS) calculations, with a fair agreement. Notice that the
B12-S axes of two Ph-SB11 molecules are not perpendicular
(B12-S-Ph angle is 1558), in agreement with the prediction of
nonlinearity of the chalcogen bond of the thiaboranes. The
DE in the A-C and A-D stacking motifs of Ph-SB11, which
have no chalcogen bond, are weaker (�7.4 and �5.5 kcal
mol�1, respectively). The A-E and A-F motifs are consider-
ably less stable because of the longer distances between Ph
and the thiaborane cage.

Passing Cl or I, the chalcogen bonds are disfavored by
about 3 kcalmol�1 compared to Ph. The B�S···p chalcogen
bond is thus considerably more stable than the B�S···X one.
The most stable motif features the chalcogen bond in all the
crystals studied. The other motifs have head-to-tail and
stacking interactions, and their DE are only slightly weaker.

The total DE is decomposed here using the DFT-SAPT
technique in order to determine the nature of the respective
binding (Table 2). The total DE values at the DFT-SAPT level
are all slightly more negative than the DFT-D3 ones. In the
case of Ph-SB11, the A-C motif became more stable than the
chalcogen-bonded A-B motif but based on the comparison
with the CCSD(T) values this is probably an artifact of the
method. The chalcogen bond in the motifs is dominated by
the dispersion energy. The electrostatic stabilization is also
important. Further, the induction energy is systematically
larger for structures with a chalcogen bond, because of charge
transfer in this motif.

To summarize, the most stable binding motif in the crystal
of Ph-SB11 corresponds to a very strong B�S···p chalcogen
bond exceeding�8 kcal mol�1. It is considerably stronger than
known C�X···p X-bonds. For comparison, the DE of the
trifluoroiodomethane..benzene complex, possessing the X-
bond, is �3.9 kcalmol�1.[21] Dominant stabilization of the

chalcogen bond investigated comes from dispersion and
electrostatic energies. The phenyl group occurs frequently in
proteins (in phenylalanine). The chalcogen bond can thus be
used for designing protein–ligand interactions as well as for
crystal engineering.

Experimental Section
Syntheses, NMR spectroscopies, X-ray diffraction analysis, and
quantum mechanical calculations: The synthetic procedure of Ph-
SB11 is based on the iodination of closo-1-SB11H11 followed by
Negeshi coupling with Br-benzene. The shielding tensor of Ph-SB11

was computed and 1H along with 11B NMR spectra were recorded.
The X-ray diffraction structure was established. QM calculations
were performed using this structure. All the details are given in the
Supporting Information.
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M�ša, et al., Proc. Natl. Acad. Sci. USA 2005, 102, 15394 – 15399.

Table 2: The interaction energies (DE) and their decomposition into the
electrostatic (E1

pol), exchange-repulsion (E1
exch), dispersion (Edisp), and

induction (E1
ind) terms; all in kcalmol�1.

Motif DFT-D3/CCSD(T) DFT-SAPT
DE E1

pol E1
exch Edisp Eind[a] DE

Ph-SB11

A-B �8.2/�8.6 �5.8 10.8 �12.0 �2.0 �8.8
A-C �7.4/�7.3 �2.8 9.4 �14.8 �0.8 �9.1
A-D �5.5/�5.4 �2.4 7.5 �11.2 �0.5 �6.6
A-E �2.6 �0.7 2.2 �4.3 �0.2 �3.0
A-F �2.0 �0.4 1.5 �3.3 �0.2 �2.4

Cl-SB11

A-B �4.9 �3.5 5.6 �6.7 �0.9 �5.5
A-C �3.9 �1.5 2.9 �6.1 �0.3 �5.0
A-D �3.8 �1.5 3.9 �6.5 �0.5 �4.6

I-SB11

A-B �5.4 �3.5 6.6 �8.4 �1.1 �6.4
A-C �4.3 �1.7 3.2 �6.7 �0.4 �5.6
A-D �3.4 �0.8 3.4 �6.5 �0.5 �4.3

[a] Eind = E2
ind + E2

exch-ind +dHF.

Angewandte
Chemie

10141Angew. Chem. Int. Ed. 2014, 53, 10139 –10142 � 2014 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.angewandte.org

http://dx.doi.org/10.1021/jp0143645
http://dx.doi.org/10.1021/jp0143645
http://dx.doi.org/10.1021/ja027146d
http://dx.doi.org/10.1021/ja027146d
http://dx.doi.org/10.1021/ja026472q
http://dx.doi.org/10.1021/ja026472q
http://dx.doi.org/10.1021/jp904128b
http://dx.doi.org/10.1021/jp904128b
http://dx.doi.org/10.1007/s00894-006-0130-2
http://dx.doi.org/10.1007/s00894-006-0130-2
http://dx.doi.org/10.1246/cl.2001.132
http://dx.doi.org/10.1246/cl.2001.132
http://dx.doi.org/10.1021/ja00033a004
http://dx.doi.org/10.1021/ja00033a004
http://dx.doi.org/10.1021/ja973109o
http://dx.doi.org/10.1074/jbc.274.46.32909
http://dx.doi.org/10.1074/jbc.274.46.32909
http://dx.doi.org/10.1080/00268948408078687
http://dx.doi.org/10.1080/00268948408078687
http://dx.doi.org/10.1021/jm3012068
http://dx.doi.org/10.1021/jm3012068
http://dx.doi.org/10.1007/s00894-011-1015-6
http://dx.doi.org/10.1007/s00894-011-1015-6
http://dx.doi.org/10.1002/ange.201006781
http://dx.doi.org/10.1002/ange.201006781
http://dx.doi.org/10.1002/anie.201006781
http://dx.doi.org/10.1002/anie.201006781
http://dx.doi.org/10.1021/cb400526n
http://www.angewandte.org


[17] J. Brynda, P. Mader, V. Š�cha, M. F�bry, K. Poncov�, M.
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Syntheses  

0.5 g (3 mmol) of closo-1-SB11H11 obtained from Katchem was transformed to I-SB11 according to 

Reference 1 and the iodine atom was substituted with phenyl by Negishi coupling.
2
 The coupling 

was conducted in dry THF. 1.2 ml of bromobenzene (4 times excess) was refluxed in 20 ml of dry 

THF with 0.3 g of Mg  filings to produce PhMgBr. 1.7 g of ZnCl2 was dissolved in 10 ml of dry 

THF added slowly to the PhMgBr solution and then refluxed. The solution of phenylzinc reagent 

was separated from the white precipitate of MgCl2. The I-SB11 was dissolved in 10 ml of dry THF, 

and a catalytic amount of [Pd(PPh3)2Cl2] was added, resulting in lightly orange solution. Then the 

PhZnBr solution was poured into the reaction mixture. Under reflux the mixture turned dark brown 

and a lighter precipitate was formed. After about 1 hour of refluxing,the reaction mixture was 

poured slowly into a stirred mixture of 40 ml of distilled water and 20 ml of concentrated HCl, 

covered by 20 ml of hexane. Then the top clear layer of hexane was separated from the water layer 

and a thin dark organic layer. Hexane was partially evaporated, until the precipitation of a solid 

residue started, than it was boiled under refluxed and left crystalise. The crystals of Ph-SB11 were 

subsequently formed. 

 



 

2 

 

X-Ray crystallography of  Ph-SB11 

 Methods. Data for colourless crystal were collected at 150(1)K on a Nonius KappaCCD 

diffractometer using MoKα radiation (λ= 0.71073 Å), and graphite monochromator. The structures 

were solved by direct methods (SIR92).
3
 All reflections were used in the structure refinement based 

on F
2
 by full-matrix least-squares technique (SHELXL97).

4
 Hydrogen atoms were mostly localized 

on a difference Fourier map, however to ensure uniformity of treatment of crystal, all hydrogens 

were recalculated into idealized positions (riding model) and assigned temperature factors of 1.5Ueq 

(pivot atom). Absorption correction was carried on using Gaussian integration from crystal shape 

(Coppens).
5
 

Crystallographic data for C6H15B11S, M = 238.15, monoclinic, P21/c, a = 6.6800(3), b = 

14.0860(9), c = 15.2001(9),  = 110.178(5), Z = 4, V = 1342.47(14) Å
3
, Dc = 1.178 g.cm

-3
,  

0.204 mm
-1

, Tmin = 0.960, Tmax = 0.973; 13574 reflections measured (Θmax = 27.5°), 3061 

independent (Rint = 0.028), 2605 with I > 2(I), 163 parameters, S = 1.114, R1(obs. data) = 0.0395, 

wR2(all data) = 0.0935; max., min. residual electron density = 0.239, -0.278 eǺ
-3

. CCDC Deposition 

number: 1000796. 

A full list of crystallographic data and parameters including fractional coordinates is deposited 

with the Cambridge Crystallographic Data Center, 12 Union Road, Cambridge, CB2 1EZ, UK [Fax: 

int. code +44(1223)336-033; e-mail: deposit@ccdc.cam.ac.uk]. 

 

Results. Structure of Ph-SB11 is shown Figure S1. Note that C-C(B12)-C ipso angle in phenyl 

ring is computed to be 117.8 degrees at MP2 level. An angle which is typical of silicon substitution 

in benzene derivatives.
6
 Almost the same value of this angle was computed in the hypothetical 

C6H5-BH2.
7
 Hammett constants for silicon substituents suggest them to act as slight electron donors. 

This geometric criterion offers the same behavior for Ph-SB11.  

 



 

3 

 

 

 

Figure S1: Molecular structure (ORTEP 50% probability level) of Ph-SB11. Selected interatomic distances 

[Å] and angles [°]: S1 B3 1.9932(19), S1 B5 1.9974(18), S1 B4 1.9976(19), S1 B2 2.0023(19), S1 B6 

2.0124(18), B12 C13 1.580(2), B3 S1 B5 98.86(8), B3 S1 B4 56.22(8), B5 S1 B4 55.98(8), B3 S1 B2 

55.96(8), B5 S1 B2 98.43(7), B4 S1 B2 98.84(8), B3 S1 B6 98.39(8), B5 S1 B6 55.90(8), B4 S1 B6 

98.64(7), B2 S1 B6 55.42(8). 
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11
B and 

1
H NMR Chemical Shifts 

 Measurements. Shielding tensor was calculated and 
11

B and 
1
H NMR spectra were measured 

on a Varian Mercury Plus 400 NMR spectrometer under standard conditions on freshly prepared 

samples, using deuterated chloroform as solvent. 
11

B chemical shifts are given relative to BF3·OEt2, 

1
H chemical shifts relative to TMS. The 

11
B signals were assigned to the individual positions in the 

molecule on the basis of 
11

B –
11

B correlated spectrum.  

δ (
11

B) exp./calc.: 26.3/28.9 ppm (B12), -4.6/-4.7 ppm (B7–B9), -7.2/-6.8 ppm(B2–B6). Note that 

NMR is a “slow” technique and detects only three signals as if the molecule was C5v-symmetrical. 

In accordance with this observation, calculated values are C5v-symmetrized. 

 Calculations. The so-called antipodal atom B(12) in the parent closo-1-SB11H11 resonates at 

18.6 ppm in its 
11

B NMR spectrum. The same atom in Ph-SB11  resonates at 26.3 ppm in its NMR 

pattern. Such  a shift to higher frequency (ca. 8 ppm) is caused by deshielding of this atom in the 

latter with respect to the former. Electron transfer from the 3D aromatic towards the 2D aromatic 

benzene ring can account for this experimental observation, well reproduced by the calculations. 

Note that the so-called nucleus-independent chemical shifts, acting as one of the aromaticity 

criterion, are computed to be -33.1 ppm and -15.0 ppm using GIAO-MP2/II level of theory for the 

parent 3D and 2D aromatics, respectively. When these two aromatics are connected to form Ph-

SB11, the corresponding NICS values are computed to be -29.4 ppm and -11.6 ppm, respectively. All 

four values strongly support aromatic behavior of the separate and connected thiaborane and 

benzene ring and also indicate electron transfer between these two moieties. 
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QM calculations 

Using the crystal structures of Ph-SB11 (see above), Cl-SB11 and I-SB11
1

 all the molecules 

within 5 Ǻ of the central molecules were considered. In the obtained crystal model (about 300 

atoms), the H atoms were optimized using DFT-D/BLYP/SVP method.
8
 Subsequently, interaction 

energy of the central molecule with each surrounding molecule was evaluated at DFT-

D3/TPSS/TZVPP
9 

(with the ecp-28-mdf-TZVPP pseudopotential for iodine)
 
using the Turbomole 

6.3 program.
10

 

Interaction energy was decomposed by  the density functional theory based symmetry adapted 

perturbation theory (DFT-SAPT)
11

 in a hybrid scheme, where dispersion is modeled empirically,
12

 

DFT part of SAPT is treated using the localized and asymptotically corrected LPBE0AC exchange-

correlation functional with density fitting and the aug-cc-pVDZ basis set. A gradient-controlled shift 

is obtained by PBE1PBE/aug-cc-pVDZ and PBE1PBE/TZVP calculations. The frozen core 

approximation was used for all calculations and pseudopotential for iodine was used to cover 

relativistic effects. 

DFT-D3 interaction energies were compared to benchmark CCSD(T)/CBS 
13

 for the most stable 

motifs of Ph-SB11. CCSD(T)/CBS calculated as the sum of HF/CBS energy and MP2/CBS 

correlation energy, both extrapolated from aug-cc-pVDZ and aug-cc-pVTZ basis sets. The 

CCSD(T) correction term is calculated with modified 6-31G* basis set for which the exponents of 

polarization functions are changed from their original values 0.8 to 0.25, 0.6 to 0.19 and 0.65 to 

0.20 for carbon, boron and sulfur, respectively. For more details see the original paper.
14

  

Counterpoise corrections for basis set superposition error (BSSE) are used for all calculations and 

density fitting is used for acceleration of MP2 and HF calculations. 

Magnetic shielding was calculated using the GIAO-MP2 method incorporated into Gaussian09 

utilizing the IGLO-II basis with the MP2 optimized structures and frozen core electrons.  

Electrostatic potentials were computed at HF/cc-pVDZ level using Gaussian09
15

 and Molekel4.3
16 

programs. 
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‡Institute of Inorganic Chemistry, Academy of Sciences of the Czech Republic, v.v.i., 250 68 Řez ̌ near Prague, Czech Republic
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ABSTRACT: A systematic quantum mechanical study of σ-
hole (chalcogen, pnicogen, and halogen) bonding in neutral
experimentally known closo-heteroboranes is performed.
Chalcogens and pnicogens are incorporated in the borane
cage, whereas halogens are considered as exo-substituents of
dicarbaboranes. The chalcogen and pnicogen atoms in the
heteroborane cages have partial positive charge and thus more
positive σ-holes. Consequently, these heteroboranes form very
strong chalcogen and pnicogen bonds. Halogen atoms in
dicarbaboranes also have a highly positive σ-hole, but only in the case of C-bonded halogen atoms. In such cases, the halogen
bond of heteroboranes is also strong and comparable to halogen bonds in organic compounds with several electron-withdrawing
groups being close to the halogen atom involved in the halogen bond.

1. INTRODUCTION
The noncovalent interactions of halogens, chalcogens, and
pnicogens (abbreviated as X, E, Pn, respectively) are known to
be directional. This is caused by the anisotropic distribution of
electrons in the p-orbitals when these elements are covalently
bound. This gives rise to a region of positive electrostatic
potential (ESP) called σ-hole,1 located on the axis of the
covalent bond and distal from the bonded atom (Figure 1). For

the most extensively studied halogen bond (X-bond), the σ-
hole2 acts as a X-bond donor and enables the X-bond
formation. X-bonds play an important role in molecular
recognition, crystal engineering3,4 and interactions of drugs or
biological molecules.5−9 Since the E and Pn atoms are
multivalent, the respective σ-holes are localized on all the
axes of the covalent bonds, distal to the bonded atom, contrary

to the monovalent X atoms, which have the σ-hole localized at
the top of the atom. Although the interactions of these
elements have not yet attracted as much attention as X-
bonding, their importance is expected to be growing.2

Chalcogen bonds (E-bonds) play a role in crystal engineering
and in drug design.10−16 An analysis of the Protein Data Bank
suggests that the E-bonds also influence protein structures.11,12

Recently, pnicogen bonds (Pn-bond) have been recognized as
new supramolecular linkers.17,18

A σ-hole is characterized by its magnitude (VS,max) and size.
19

VS,max is defined as the value of the most positive ESP of an
electron (e−) density surface and the size as the spatial extent of
the positive region. VS,max and the size increase with the atomic
number. VS,max can also be increased by electron-withdrawing
groups in the vicinity of the X, E, or Pn atom. As also noticed,
the higher the VS,max value, the stronger the σ-bond.

20−22 Apart
from small model complexes, this has already been demon-
strated in more complex biomolecular systems. A modulation
of the X-bond in protein-inhibitor complexes has been used to
reduce the IC50 values accordingly. Specifically, Cl-to-Br and
Cl-to-I substitutions have enhanced the X-bond in the
cathepsin-inhibitor complex and reduced IC50 from 30 nM to
6.5 and 4.3 nM.23 In addition, we have recently modulated the
IC50 of aldose reductase inhibitors from 1900 nM to 190 nM by
fluorination close to the X atom that is involved in a X-bond.24
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Figure 1. Schematic figure of halogen (X), chalcogen (E), and
pnicogen (Pn) bonds. Y stands for an electron donor.
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Detailed understanding of sigma-hole bonding has been
gained using quantum chemical (QM) computations. Hartree−
Fock (HF) and density functional theory (DFT), which
properly describe the σ-hole, usually give too low stabilization
energies for σ-hole bonded complexes.21 The DFT-D3/TPSS/
TZVPP method has already been shown to reliably describe B−
S···π type E-bonds.25 However, reference interaction energy
(ΔE) is only obtained using the highly accurate but also time-
consuming CCSD(T) calculations.
It is known that binary boron hydrides (boranes) exhibit an

astonishing variety of stable three-dimensional structures. Their
building blocks are triangles of boron atoms which are held
together by delocalized electron-deficient three-center two-
electron (3c2e) bonding.26,27 An important class of boranes
comprises [closo-BnHn]

2− (known for n = 5−12) dianions. The
systematic replacement of BH vertices (formally neutral) leads
to a variety of closo heteroboranes with different total charges.
For example, formal incorporation of a single S2+, Se2+, or CH+

vertex gives rise to the neutral closo-1-SBnHn, closo-1-SeBnHn, or
anionic [closo-1-CBnHn+1]

− heteroboranes, respectively. Since
incorporation a single V group element into icosahedral cage is
difficult to achieve experimentally, we opted for diphospha- and
diarsaboranes. Conceivably, P−P and As−As linkages make the
overall charge neutral as well as two CH+ groups. A
combination of CH+ and P+ makes the overall charge neutral,
too, as exemplified for n = 10. As opposed to the classical
electronegativity concept, the heteroatoms incorporated in the
borane cages are centers of positive charge(s), as also proved
experimentally.28,29 Terminal hydrogens in all these hetero-
boranes, which due to the electropositivity of boron bear a
partial negative charge (hydridic character), can be replaced by
substituents, such as X atoms or aryls. It should be mentioned
that heteroboranes have already been used in radioactive waste
extraction, nanotechnology, and medicinal chemistry.30−33 The
properties which make boranes such suitable entities include
their hydrophobicity, shape, 3D aromaticity, stability, and
ability to form dihydrogen bonds.34−36

On that basis, we have recently tackled an inherently
electron-deficient heteroborane in order to examine the E-bond
effects first. Namely, we synthesized and crystallized the phenyl-
substituted thiaborane (12-Ph-closo-1-SB11H10 abbreviated as
Ph-SB11) and observed the formation of S···π type E-bonds.25

Quantum chemical analysis revealed that VS,max is more positive
for these inorganic S-containing molecules than for organic
ones. The reason is the existence of five highly positive σ-holes
on the already positively charged pentacoordinated S atom.
Consequently, these interactions are considerably stronger than
those in their organic counterparts and in the known X-bond.
In order to gain a deeper insight into the nature of these
noncovalent interactions, we report here a systematic quantum
mechanical study of σ-hole bonding in neutral experimentally
known icosahedral and square-antiprismatic closo-heterobor-
anes, in which carbon, E and Pn atoms are incorporated in the
borane cage. In the case of dicarbaboranes, X exo-substituents
are also considered.
The ability to form very strong σ-hole bonds might

significantly increase the range of applications of heteroboranes.

2. METHODS
2.1. The Systems Studied. In this paper, we chose these

heteroborane molecules: closo-1-SB11H11, 12-F-closo-1-SB11H10,
12-Cl-closo-1-SB11H10, 12-Br-closo-1-SB11H10, closo-1-SeB11H11,
closo-1-SB9H9, closo-1,2-P2B10H10, closo-1,2-As2B10H10, closo-2,1-

PCB8H9, closo-6,1-PCB8H9, 12-Br-closo-1,2-C2B10H11, and 1-
Br-closo-1,2-C2B10H11 (abbreviated as SB11, 12-F-SB11, 12-Cl-
SB11, 12-Br-SB11, SeB11, SB9, 1,2-P2B10, 1,2-As2B10, 2,1-PCB8,
6,1-PCB8, 12-Br-C2B10, and 1-Br-C2B10, respectively; number-
ing of 10 and 12 vertex cages shown in Figure 2A).
For selected boron clusters (SB11, 12-Cl-SB11, SeB11, SB9,

1,2-P2B10, 1,2-As2B10, 12-Br-C2B10 and 1Br-C2B10), we
studied noncovalent complexes with five σ-hole acceptors
specifically with benzene (BEN), trimethylamine (TMA),
dimethyl ether (DME), acetone (dimethyl ketone DMK),
and formamide (FA). In order to find the minimum of the

Figure 2. (A) Structure and numbering scheme of 10 and 12 vertex
cages; (B) Schematic figures and computed electrostatic potentials on
0.001 au molecular surfaces of the studied molecules. Color of ESP
ranges in kcal/mol and colors of atoms are as follows: black, C; light-
pink, B; yellow, S; yellow-orange, Se; cyan, F; white, H; orange, P;
purple-blue, As; dark-red, Br.
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complexes studied, we optimized them with various fixed angles
of σ-hole bonds ranging from 90° to 180° with a 5° step.
2.2. The Setup of the Calculations. The structures and

geometries of all the studied systems were obtained by the
density functional theory augmented with empirically para-
metrized dispersion (DFT-D3) with the default zero-damping
function,37 the TPSS functional38 and TZVPP39 basis set. For
gradient optimizations, we used the LBFGS algorithm with the
strict optimization criteria (energy change <0.0006 kcal mol−1,
the largest gradient component <0.12 kcal mol−1 Å−1 and the
root-mean-square gradient <0.06 kcal mol−1 Å−1). Vibrational
frequencies were calculated numerically at the above-
mentioned level to confirm that the complexes represented
the true minima. Reference interaction energy (ΔE) was
obtained using the highly accurate and time-consuming
CCSD(T) calculations.
The CCSD(T)/complete basis set (CBS) limit interaction

energy (ΔE) was determined using a previously described
extrapolation scheme (eq 1).40

Δ = Δ + Δ − Δ − −E E E E( )CBS
CCSD T

CBS
MP CCSD T MP

aug cc pVDZ
( ) 2 ( ) 2

(1)

Here the MP2/CBS interaction energy was calculated as the
sum of HF/CBS ΔE and MP2/CBS correlated ΔE,
extrapolated to the CBS using two-point extrapolation
methods41 with the aug-cc-pVDZ and aug-cc-pVTZ basis sets
of Dunning. The CCSD(T) correction term, determined as a
difference between CCSD(T) and MP2 ΔE, was evaluated with
the aug-cc-pVDZ basis set.40

The interaction energy was decomposed by using the density
functional theory-based symmetry-adapted perturbation theory
(DFT-SAPT).42−45 The inaccurate energies of the virtual
orbitals obtained when using the DFT method were corrected
by a gradient-controlled shift procedure. PBE1PBE/aug-cc-
pVDZ and PBE1PBE/TZVP calculations were carried out to
obtain the desired shift value. The DFT part was treated using
the localized and asymptotically corrected LPBE0AC exchange-
correlation functional with density fitting and the aug-cc-pVDZ
basis set. This combination of the functional and the basis set
has been shown to provide a reasonably good description of
electrostatic and induction energies, but the dispersion term is
underestimated by approximately 10−20%.46 For the present
complexes, the use of a larger basis set (e.g., aug-cc-pVTZ) for
all the studied complexes is too demanding. We have thus
calculated DFT-SAPT/CBS (using two-point extrapolation
methods41 with the aug-cc-pVDZ and aug-cc-pVTZ basis
sets) only for the SB9···FA complex. The obtained scaling
factor, specific for heteroborane cages, of 1.148 was used to
scale the dispersion energy in order to obtain results
comparable with CBS data.
The total ΔE in the DFT-SAPT is given as the sum of the

first- (E1) and second-order (E2) perturbation energy terms and
a δHF energy terms. The first two terms represent polarization
(electrostatic) (E1

Pol), induction (E2
Ind), and dispersion (E2

D)
together with exchange-repulsion terms (E1

Ex, E2
Ex‑Ind and

E2
Ex‑D), whereas the δHF term represents higher than second-

order terms covered by the Hartree−Fock approach.
Core electrons were kept frozen for intermolecular

correlation contributions and ΔE was corrected for the basis
set superposition error (BSSE).47

ESP was calculated on isolated molecules at the HF/cc-
pVDZ level of theory.

All the calculations were carried out using the Turbomole 6.3
program suite,48 Gaussian09,49and Molpro 201050 quantum
chemistry programs.

3. RESULTS AND DISCUSSION
3.1. ESP of Isolated Molecules. The calculated ESPs of

isolated heteroboranes are shown in Figure 2B. VS,max and
dipole moments are summarized in Table 1. The results

indicate that the VS,max of the σ-holes of chalcogen (E) and
pnicogen (Pn) atoms are more positive in boranes than in
organic molecules.25 The borane clusters are electron deficient
and heteroatom vertices are positively charged. The σ-holes on
E and Pn atoms in boranes are thus areas with highly positive
ESP on already positively charged E and Pn atoms. In the cases
of 1,2-P2B10 and 1,2-As2B10, the most positive ESP is not
located at the Pn atoms themselves, but in the valley between
them. This might play an important role in the structure of Pn-
bonded complexes. The VS,max of σ-holes can be further
modulated in several ways: by changing the atomic number of
the E and Pn atoms, by changing the skeleton of the borane
cage and by changing the chemical environment (introducing
exo-substituents). S-to-Se and P-to-As substitutions increased
the value of VS,max by about 1.3 and 4.3 kcal mol

−1, respectively.
The VS,max on the S atom was also higher by 5.9 kcal mol−1 in
the 12-vertex cage than in the ten-vertex cage. In PCB8
compounds, VS,max depends significantly on the position of
the CH vertex. If the P vertex is not next to the CH vertex,
VS,max strongly decreases. Finally, H-to-X substitutions in the
para position to the heteroatom increase the value of VS,max by
about 1.8 kcal mol−1 on average. Interestingly, fluorination has
a smaller effect than chlorination and bromination. The changes
in VS,max are supported by the calculated dipole moments.
Compounds with the most positive VS,max (30.7 and 30.4 kcal
mol−1 for 12-Cl-SB11 and 12-Br-SB11, respectively) have the
largest dipole moment (5.3 and 5.5 D, respectively), whereas
the compound with the least positive VS,max (15.7 kcal mol

−1 for
6,1-PCB8) has the smallest dipole moment (1.9 D) .
In contrast to E and Pn atoms incorporated in heteroborane

cages, X atoms appear as exo-substituents in the case of
dicarbaboranes. Like in PCB8 molecules, the values of VS,max
depend significantly on the position of the C vertex in the
carborane cage (i.e., to which vertex the X atom is bound). The

Table 1. Magnitude of σ-Holes (VS,max) and the Dipole
Moments (μ) in kcal mol−1 and D, respectively

compound VS,max μ

Chalcogens
SB11 28.2 3.4
SeB11 29.5 4.1
12-Br-SB11 30.4 5.5
12-Cl-SB11 30.7 5.3
12-F-SB11 29.2 4.8
SB9 22.4 3.5

Pnicogens
1,2-P2B10 22.6 2.7
1,2-As2B10 26.9 3.6
2,1-PCB8 20.7 3.6
6,1-PCB8 15.7 1.9

Halogens
1-Br-C2B10 27.0 3.3
12-Br-C2B10 −8.8 6.4
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B-bound X atom is negatively charged and the σ-hole is an area
of a less negative ESP. On the other hand, the C-bound X atom
is positively charged and, consequently, the σ-hole is highly
positive.
3. 2. σ-Hole Bonded Complexes. Chalcogen Bond (E-

Bond). The SB11···benzene (BEN) complex was used as a
simple model of 12-Ph-1-SB11H10 (12-Ph-SB11), which has
only recently been shown to form very strong B−S···π type E-
bonds.25 To study this complex, we optimized the SB11···BEN
complex with various fixed values of the B12−S−Phe angle
(measured to the centroid of the BEN ring, from 90° to 180°).
The results (Figure S1) show that the minimum of the B12−S-
BEN angle is about 165° (Figure 3A). The minimum is broad,

and energy increases only when the B12−S···BEN angle drops
below 150°. This finding is in agreement with the experimental
value of 155° in X-ray structure of 12-Ph-SB11. The ΔE of −6.2
kcal mol−1 is close to the value reported for 12-Ph-SB11 (−8.2
kcal mol−1),25 which confirms the dominant role of E-bonding
in 12-Ph-SB11 crystal packing.
Besides the E-bond to BEN, we have also considered other

E-bond acceptors−trimethylamine (TMA), dimethyl ether
(DME), acetone (dimethyl ketone, DMK), and formamide
(FA). The ΔE of the studied complexes of SB11 is summarized
in Table 2, and structures of selected complexes are shown in
Figure 3, parts B and C. The data show that the optimum angle
of the E-bonds of SB11 ranges between 130° and 165°, which
corresponds to the positions of the σ-holes. The strength of the

E-bond varies according to the chalcogen-bond acceptor. The
best E-bond acceptors are BEN and TMA while the weakest is
DME (ΔE of −6.2, −6.6, and −4.2 kcal mol−1, respectively).
The frequency calculations showed that the obtained structures
are true minima. All ΔE are due to the σ-hole interactions (no
dihydrogen bond shorter than 2.5 Å). The DFT-D3 results
were verified by the benchmark CCSD(T)/CBS calculations,
with a fair agreement. The ΔE was decomposed using the
DFT-SAPT method to determine the nature of the binding of
SB11 to the E-bond acceptors. Like in the case of the B−S··· π
type E-bond reported recently,25 dispersion also plays a
dominant role in the other SB11 complexes studied. Polar-
ization (electrostatic) energy appears to be the second most
important contribution to the overall ΔE. In the case of the
SB11···FA complex, polarization (electrostatic) energy even
becomes the dominant term. Induction energy is systematically
the least important term, which indicates that charge transfer
does not play any important role here.
As demonstrated above, the VS,max of σ-holes can be

modulated by changing the atomic number of the E atom, by
changing the skeleton of the borane cage and by changing the
chemical environment (introducing exo-substitutions). Having
obtained the knowledge of the energetic balance of the SB11···
benzene (BEN) complex, we selected other experimentally
known28,51,52 icosahedral and also bicapped square-antipris-
matic heteroboranes for forming such complexes in which the
cluster moieties are represented by SeB11, 12-Cl-SB11, and SB9.
The ΔE of these complexes is summarized in Table 3 and the
Supporting Information. Even though 12-Cl-SB11 has a higher
value of VS,max than SeB11, the Cl-SB11 complexes have ΔE
comparable with the parental SB11 (ΔE by about 0.2 kcal mol−1

more negative on average). The S-to-Se substitution has a large
impact on ΔE. Upon the S-to-Se substitution, the ΔE becomes
more negative by 1.3 kcal mol−1 on average. SAPT analyses
have shown that all the terms (polarization, dispersion and
induction) become more negative. Finally, the change of the
skeleton has only a small effect on the strength of the respective
E-bond. The ΔE of SB9 complexes was by about 0.2 kcal mol

−1

less negative than the ΔE of the SB11 complexes (see Table
S1).
The results of this study show that the E-bonds are

significantly stronger in heteroboranes than in the related
organic complexes known in the literature. For example, the ΔE
of the BEN···Se=CF2, BEN···Se−(CF3,)2, TMA···Se=CF2 and
TMA···Se−(CF3,)2 complexes possessing the chalcogen bond
amounts to −3.5, −4.5, −4.6, and −3.7 kcal mol−1,
respectively,53 whereas the ΔE of the above-mentioned
SeB11···BEN and SeB11···TMA complexes is −7.0 and −8.1
kcal mol−1, respectively.

Pnicogen Bond (Pn-Bond). For the study of Pn-bonds, we
selected the experimentally known complexes of 1,2-P2B10 and
1,2-As2P10.

54 Their geometrical and energy data are summar-
ized in Table 4 and Figure 3D−F. The DFT-D3 results of
complexes with Pn-bond were also verified by the DFT-D
frequency calculations and benchmark CCSD(T)/CBS calcu-
lations. In contrast to E-bonds, we have found two minima in
the scan. It is most significant for the complex with BEN (see
Figure S2). The Pn-bond is more bent in the most stable
structure of the 1,2-P2B10···BEN complex (an optimal angle
about 130 deg). The other complexes have an optimal angle
similar to the E-bonded complexes. The ΔE of the 1,2-P2B10
complexes is comparable to the ΔE of the SB11 complexes. The
difference in ΔE was 0.6 kcal mol−1 on average (with E-bonds

Figure 3. Structure of the (A) SB11···BEN, (B) SB11···TMA, (C)
SB11···FA, (D) 1,2-P2B10···BEN, (E) 1,2-P2B10···TMA, and (F) 1,2-
P2B10···FA complexes. Color of atoms as follows: green, C; light-pink,
B; yellow, S; white, H; orange, P.
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being more stable) and exceeded 1 kcal mol−1 only in the
complex with BEN, where the ΔE of the SB11 complex was
more negative by 1.4 kcal mol−1. The geometrical and energetic
changes in the complexes with BEN might be caused by the
position of the σ-hole, which is located in the valley between
two Pn atoms and hence less accessible for more bulky Pn-
bond acceptors. The P-to-As substitution made the ΔE more
negative by 0.7 kcal mol−1 on average. The P-to-As substitution
thus had a smaller effect than the S-to-Se substitution. The
SAPT analysis showed similarities between the studied Pn-
bonds and E-bonds. The contribution from dispersion energy
plays a dominant role here as well. Polarization (electrostatic)
and induction energies are not negligible. Is some complexes,
polarization (electrostatic) energy was even comparable to
dispersion.
It should be mentioned that interactions in two Pn-bonded

complexes were not exclusively σ-hole bonded, but contained
also dihydrogen bonds (See Figure 3). Specifically, P2B10···FA
and As2B10···DME, contains dihydrogen bonds with H···H
distance of 2.1 and 2.4 Å, respectively. Comparison with the
starting geometries however shows that ΔE are mainly due to
the σ-hole interactions even here. ΔE of the P2B10···FA and
As2B10···DME complexes in optimal geometries are −5.3 and
−5.1 kcal mol−1, respectively. The linear structures of the same
complexes do not have dihydrogen bonds and have comparable

ΔE values (−4.3 and −4.9 kcal mol−1,respectively; see Table
4).
Like E-bonds, the Pn-bonds with geometrically suitable Pn-

bond acceptors are stronger in the heteroboranes than in other
neutral Pn-bonded complexes known in the literature. For
comparison, the ΔE of the TMA···AsCl3 complex possessing a
Pn-bond was reported to be −4.953 kcal mol−1 while that of the
1,2-As2B10···TMA complex was −6.9 kcal mol−1. In the case of
complexes with BEN, compounds with a geometrically more
accessible σ-hole form stronger Pn-bonds. For comparison, the
ΔE of the 1,2-As2B10···BEN complex is −5.6 kcal mol−1 while
that of the AsCl3···BEN complex has been reported to be −6.5
kcal mol−1.53

Halogen Bond (X-bond). It was demonstrated above that
the σ-hole on the Br atom in a carborane molecule is positive
only if the Br is bound to the C atom. In the case of the Br
bound to the B atom, the VS,max has a negative value, which is
however less negative than that at the belt. This means that the
σ-hole is still there but it does not have a positive value.
Consequently, the 12-Br-C2B10 does not form a X-bond with
most of the studied complexes. Only in the case of the 12-Br-
C2B10···TMA complex, a X-bond shorter than the sum of van
der Waals radii is formed. The SAPT decomposition of ΔE
shows that this rather weak but interesting interaction is
enabled mainly by dispersion (see Table 5).

Table 2. Structural and Energetic Characteristics of SB11 Complexesa

DFD-D3/CCSD(T) DFT-SAPT

complex α d ΔE E1
Pol E1

Ex E2
D EIndb ΔE

SB11···BEN 180 3.10 −6.0/−6.1 −5.5 9.6 −8.5 −2.0 −6.4
165 3.12 −6.2/−6.3 −5.5 9.8 −8.8 −2.0 −6.5

SB11···TMA 180 3.22 −4.0/−3.8 −4.0 6.1 −5.0 −1.1 −4.0
135 2.96 −6.6/−6.5 −8.9 14.7 −9.4 −2.6 −6.3

SB11···DME 180 3.22 −3.1/−3.3 −2.5 3.4 −3.2 −0.6 −3.0
140 3.10 −4.2/−4.3 −3.5 4.4 −4.2 −0.9 −4.2

SB11···DMK 180 3.21 −3.5/−3.4 −3.3 4.1 −3.5 −0.9 −3.6
135 3.03 −5.1/−5.4 −5.4 6.7 −5.3 −1.5 −5.5

SB11···FA 180 3.18 −3.4/−2.5 −3.4 3.5 −2.6 −0.9 −3.4
130 3.02 −5.6/−5.9 −6.3 7.7 −5.4 −1.8 −5.8

aThe B12−S−chalcogen bond acceptor angle (α) in degrees. The S···chalcogen bond acceptor distance (d) in Å. The interaction energy (ΔE) and
its decomposition into electrostatic (E1

Pol), exchange-repulsion (E1
Exc), dispersion (E2

D) and induction (Eind) terms; energy in kcal mol−1. bEInd =
E2

Ind + E2
Ex‑Ind + δHF

Table 3. Structural and Energetic Characteristics of SeB11 Complexesa

DFD-D3/CCSD(T) DFT-SAPT

complex α d ΔE E1
Pol E1

Ex E2
D EIndb ΔE

SeB11

SeB11···BEN 180 3.16 −6.8/−6.5 −6.5 10.5 −8.4 −2.7 −7.0
160 3.17 −7.0 −6.6 10.9 −9.0 −2.6 −7.4

SeB11···TMA 180 3.23 −4.9/−4.4 −5.6 7.4 −5.1 −1.6 −4.8
130 2.94 −8.1 −12.2 18.8 −10.3 −4.0 −7.7

SeB11···DME 180 3.22 −3.7/−3.4 −3.5 4.4 −3.5 −0.9 −3.6
130 3.03 −5.9 −6.4 8.6 −6.2 −1.7 −5.8

SeB11···DMK 180 3.18 −4.3/−4.0 −4.8 5.4 −3.7 −1.4 −4.5
125 3.06 −6.2 −7.3 8.9 −6.4 −2.0 −6.8

SeB11···FA 180 3.16 −4.2/−4.1 −4.8 4.9 −3.0 −1.3 −4.3
130 2.92 −7.1 −9.6 11.7 −6.4 −3.0 −7.3

aThe B12−Se-chalcogen-bond acceptor angle (α) in degrees. The Se···chalcogen-bond acceptor distance (d) in Å. The interaction energy (ΔE) and
its decomposition into electrostatic (E1

Pol), exchange−repulsion (E1
Ex), dispersion (E2

D), and induction (EInd) terms; energy in kcal mol−1. bEInd =
E2

Ind + E2
Ex‑Ind + δHF
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The 1-Br-C2B10···TMA complex has a very strong X-bond. It
is due to the very large polarization (electrostatic) term and
moderately large induction term (see Table 5). The very strong
ΔE of this complex is also confirmed by the CCSD(T)
calculation. 1-Br- C2B10 had the least negative ΔE with BEN.
TMA has been known to be a considerably better electron
donor than BEN for the X-bond for organic compounds as
well. For example, the ΔE of the BEN···Br-CF3 and TMA···Br-
CF3 X-bonded complexes has been calculated to be −3.3 and
−7.6 kcal mol−1, respectively.53

A comparison of the strength of the X-bond of heteroboranes
and that of already known organic compounds reveals that they
are similar provided that the organic compounds have several
electron-withdrawing groups adjacent to the X atom involved in
the X-bond. For example, the ΔE of the BEN···BrCH3, BEN···
BrCF3, and BEN···1-Br-C2B10 complexes possessing a Br···π
type X-bond is −1.8, −3.1,55 and −3.3 kcal mol−1, respectively.

4. CONCLUSIONS

The chalcogens (E) and pnicogens (Pn) incorporated in
heteroborane cages carry a partial positive charge and have
highly positive σ-holes. Consequently, these heteroboranes
form very strong E- and Pn-bonds. Halogen (X) atoms in exo-
substituted dicarbaboranes also have a highly positive σ-hole,
but only in the case of a C-bound X atom. In such cases, the X-
bond of heteroboranes is strong and comparable to X-bonds in
organic compounds with several electron-withdrawing groups
being close to the X atom involved in the X-bond. The fact that
heteroboranes can form strong σ-hole bonds to various electron
donors can be utilized in the design of heteroborane-based
protein ligands, such as enzyme inhibitors or receptor agonists/
antagonists, and in crystal engineering.

Table 4. Structural and Energetic Characteristics of P2B10 and As2B10 Complexesa

DFD-D3/CCSD(T) DFT-SAPT

complex α d ΔE E1
Pol E1

Ex E2
D EIndb ΔE

P2B10

1,2-P2B10···BEN 180 3.63 −4.0/−4.3 −3.1 6.1 −6.9 −0.9 −4.8
130 3.95 −4.8 −4.5 9.2 −8.7 −1.6 −5.6

1,2-P2B10···TMA 180 2.99 −5.8/−6.0 −8.3 14.0 −9.2 −2.5 −6.1
155 2.99 −6.3 −8.8 14.7 −10.1 −2.5 −6.7

1,2-P2B10···DME 180 3.00 −4.1/−4.3 −4.7 8.1 −6.3 −1.4 −4.3
145 3.04 −4.4 −4.8 8.2 −6.7 −1.3 −4.6

1,2-P2B10···DMK 180 3.00 −4.2/−4.3 −5.0 8.1 −5.7 −1.8 −4.5
145 3.08 −4.3 −4.8 7.7 −6.1 −1.5 −4.7

1,2-P2B10···FA 180 2.98 −4.3/−4.5 −5.3 7.2 −4.7 −1.9 −4.6
110 3.75 −5.3 −5.9 9.4 −6.4 −2.4 −5.3

As2B10

1,2-As2B10···BEN 180 3.61 −4.9 −4.1 7.1 −7.4 −1.2 −5.6
160 3.64 −5.6/−5.4 −5.0 9.1 −8.6 −1.7 −6.2

1,2-As2B10···TMA 180 3.06 −6.5 −8.2 12.5 −8.7 −2.4 −6.8
145 3.07 −6.9/−7.0 −7.9 12.4 −9.6 −2.2 −7.3

1,2-As2B10···DME 180 2.99 −4.9 −5.5 8.2 −6.1 −1.6 −5.0
145 3.03 −5.1/−5.1 −5.3 7.7 −6.1 −1.5 −5.2

1,2-As2B10···DMK 180 3.00 −5.2 −6.2 8.6 −5.9 −2.0 −5.5
140 3.08 −5.4/−5.3 −6.6 9.4 −6.6 −2.1 −5.8

1,2-As2B10···FA 180 2.98 −5.2 −6.3 7.4 −4.7 −2.1 −5.6
150 3.00 −5.8/−5.8 −6.7 8.1 −5.5 −2.1 −6.1

aThe center of B9 and B12-center of the bond between two pnicogen−pnicogen bond acceptor angle (α) in deg. The center of two pnicogen···
pnicogen bond acceptor distance (d) in Å. The interaction energy (ΔE) and its decomposition into electrostatic (E1

Pol), exchange−repulsion (E1
Ex),

dispersion (E2
D) and induction (Eind) terms; energy in kcal mol−1. bEind = E2

Ind + E2
Ex‑Ind + δHF

Table 5. Structural and Energetic Characteristics of Br-C2B10 Complexesa

DFD-D3/CCSD(T) DFT-SAPT

complex α d ΔE E1
Pol E1

Ex E2
D EIndb ΔE

1-Br-C2B10

1-Br-C2B10...BEN 180 3.40 −3.3 −2.6 4.7 −4.9 −0.8 −3.5
1-Br-C2B10···TMA 180 2.63 −9.6/−8.1 −20.2 30.9 −9.2 −8.0 −6.5
1-Br-C2B10···DME 180 2.79 −4.6/−4.6 −7.7 11.5 −5.2 −2.4 −3.8
1-Br-C2B10···DMK 180 2.80 −4.6/−4.5 −8.1 12.0 −5.1 −2.8 −4.0
1-Br-C2B10···FA 180 2.76 −5.0/−5.0 −8.5 11.7 −4.5 −3.0 −4.3

12-Br-C2B10

12-Br-C2B10···TMA 180 3.29 −2.1/−1.8 −2.2 4.7 −3.6 −0.8 −1.8
aThe B12−Br halogen-bond acceptor angle (α) in deg. Br···halogen bond acceptor distance (d) in Å. The interaction energy (ΔE) and its
decomposition into electrostatic (E1

pol), exchange-repulsion (E1
exch), dispersion (E2

disp), and induction (Eind) terms; energy in kcal mol−1. bEInd =
E2

Ind + E2
Exch‑Ind + δHF
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Modified Gold Surfaces. A Study and Comparison of Modified Cluster
and Flat Surfaces. Langmuir 2005, 21, 7776−7785.
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(33) Brynda, J.; Mader, P.; Šícha, V.; Fab́ry, M.; Poncova,́ K.;
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Table S1. The structural and energetic characteristics of Cl-SB11 and SB9 complexes. The B12-chalcogen-

chalcogen-bond acceptor angle (α) in degrees. The chalcogen...chalcogen-bond acceptor distance (d) in Å. The 

interaction energy (∆E) and its decomposition into electrostatic (E1
Pol), exchange-repulsion (E1

Ex), dispersion 

(E2
D) and induction (EInd) terms; energy in kcal mol–1. 

 

Complex 

 

α 

 

d 

DFD-D3 DFT-SAPT 

∆E E1
Pol E1

Ex E2
D EInd[a

] 

∆E 

Cl-SB11 

Cl-SB11...BEN 180 3.11 –6.2 –5.4 9.2 –8.4 –2.1 –6.7 

165 3.13 –6.3 –5.4 9.3 –8.6 –2.0 –6.7 

Cl-SB11...TMA 180 3.24 –4.2 –4.0 5.6 –4.8 –1.1 –4.3 

140 3.03 –6.3 –7.5 11.5 –7.8 –2.2 –6.1 

Cl-SB11...DME 180 3.18 –3.2 –2.8 3.7 –3.4 –0.7 –3.2 

135 3.07 –4.9 –4.5 5.8 –5.2 –1.1 –5.0 

Cl-

SB11...DMK 

180 3.21 –3.7 –3.4 3.7 –3.2 –0.9 –3.9 

135 3.04 –5.4 –5.8 7.1 –5.5 –1.6 –5.9 

Cl-SB11...FA 180 3.15 –3.7 –3.8 3.8 –2.8 –1.0 –3.8 

130 3.01 –5.9 –6.6 7.6 –5.3 –1.8 –6.1 

SB9 

SB9...BEN 180 3.13 –5.0 –4.8 8.4 –7.2 –1.8 –5.5 

150 3.19 –5.3 –4.6 8.2 –7.8 –1.6 –5.8 

SB9...TMA 180 3.19 –3.6 –4.2 6.0 –4.4 –1.1 –3.7 

125 2.98 –6.1 –8.3 13.1 –8.4 –2.4 –6.0 

SB9...DME 180 3.23 –2.8 –2.2 3.3 –3.4 –0.6 –2.8 

125 3.08 –4.5 –4.3 6.0 –5.3 –1.1 –4.6 

SB9...DMK  180 3.20 –3.1 –3.2 4.2 –3.3 –0.9 –3.3 

120 3.11 –5.7 –5.2 6.6 –5.6 –1.4 –5.6 

SB9...FA 180 3.17 –3.2 –3.3 3.4 –2.4 –1.0 –3.4 

115 3.14 –5.3 –3.3 3.4 –2.4 –1.1 –3.6 

[a] EInd = E2
Ind + E2

Ex-Ind + δHF 



Figure S1. Interaction energy (∆E) plotted against B12-S-chalcogen bond acceptor  angle.  Structures of 

complexes at an optimal angle (right) and at 180 degrees (left) are shown. Energy in kcal mol-1, angle in degrees 

and Color coding as follows: black, C; light-pink, B; yellow, S; white, H. 

 

 

 

 

 

 

 

 

 

 

 

 

 



Figure S2. Interaction energy (∆E) plotted against the centre of B9 and B12 -the centre of P1 and P2 -pnictogen-

bond  acceptor angle. Energy in kcal mol-1, angle in degrees 
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A novel computational protocol for determining the most probable protonation states in
protein/ligand complexes is presented. The method consists in treating large parts of the
enzyme using the corrected semiempirical quantum chemical (QM) method – PM6-D2 for
optimization and PM6-DH2 for single-point energies – while the rest is calculated using
molecular mechanics (MM) within a hybrid QM/MM fashion. The surrounding solvent is ap-
proximated by an implicit model. This approach is applied to two model systems, two dif-
ferent carboxylate pairs in one general and one unique HIV-1 protease/inhibitor complex.
The effect of the size of the movable QM part is investigated in a series of several sizes, 3-,
6-, 8- and 10-Å regions surrounding the inhibitor. For the smallest region (< 450 atoms) the
computationally more costly DFT QM/MM optimizations are performed as a check of the
correctness. Proton transfer (PT) phenomena occur at both the PM6-D2 and DFT levels,
which underlines the requirement for a QM approach. The barriers of PT are checked in
model carboxylic acid pairs using the highly accurate MP2 and CCSD(T) values. An impor-
tant result of this study is the fine-tuning of the protocol which can be used in further ap-
plications; its limitations are also shown, pointing to future developments. The calculations
reveal which protonation variants of the active site are the most stable. In conclusion, the
presented protocol can also be utilized for defining probable isomers in biomolecular sys-
tems. It can also serve as a preparatory step for further interaction-energy and binding-score
calculations.
Keywords: HIV-1 protease inhibition; Protonation; QM/MM calculations; Semiempirical
quantum chemical method; Proton transfer; Drug design; Inhibitors; X-ray crystallography.
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Protonation and thus also the charge of amino-acid residues in proteins are
defined by their pKa values and pH 1. The determination of the pKa values
of titratable residues in enzyme active sites is thus a key prerequisite for
a molecular understanding of the reaction mechanisms and inhibition. In-
deed, it has been shown that the calculated protein/ligand interaction en-
ergy is sensitive to the protonation state of the active site2. However, owing
to the interactions between protonation sites, the protein titration curves
may deviate from the standard Henderson–Haselbalch curves3,4. A number
of experimental and computational approaches have been devised to deter-
mine the pKa values of amino-acid side chains in proteins. A few of them
related to this work are mentioned here. A classical experimental approach
is based on measuring the pH dependence of a reaction5. Atomic resolution
(R < 1.1 Å) X-ray crystal structures have also been used to infer the proton-
ation states of titratable residues in enzyme active sites6,7. From the theoret-
ical side, electrostatic pKa calculations4,8, quantum-mechanics (QM)-based
calculations9–11 or force-field molecular dynamics simulations12,13 have been
utilized to determine the protonation states.

HIV protease (PR) is one of the most intensively studied pharmaceutical
targets. Its C2-symmetrical dimeric structure features two catalytic aspartates
(Asp25/Asp25′) in its active site (Fig. 1). These two carboxyl moieties are
coplanar and so close to each other that one Asp has a shifted pKa of ~6
while the other stays at ~3.5 14. As a result of this, one proton connects this
Asp dyad of an unliganded PR via a double-well low-barrier hydrogen
bond15. Bidirectional proton hopping between the two aspartates in this
system has been simulated in an ab initio molecular dynamics study using
a six-residue fragment of the active site16. In complexes with inhibitors, the
catalytic Asp dyad of PR is monoprotonated in most cases (inhibitors fea-
turing hydroxyl isostere; ref.17 and references therein) and less frequently
diprotonated (statine-based inhibitors)6,18.

Proton transfer (PT) is one of the most important quantum effects, which
are, by definition, not covered by empirical force fields. Quantum mechani-
cal calculations, in contrast, inherently describe not only PT but also other
quantum effects like charge redistribution, electron transfer or halogen
bonding. The QM methods are thus the proper tool to use in order to deter-
mine the protonation states in the active sites of proteins where these phe-
nomena might be important. However, because of the high computational
costs, usually only a few residues in the active site could be treated11,19. Re-
cent progress in the development of linear-scaling semiempirical quantum
chemical (SQM) methods has offered the possibility to treat the whole
biomolecular system containing several thousand atoms. However, the ac-
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curacy of such methods was quite low by QM standards. Therefore, cor-
rected versions have recently been introduced.

In our laboratory, we have chosen the novel SQM method PM6 with a
parametrization for 70 elements20, which is very well suited for the model-
ing of protein/ligand complexes, thanks to among others its linear-scaling
algorithm MOZYME 21. To increase further its accuracy for noncovalent
binding, we have corrected this method with dispersion and hydrogen-
bonding corrections (PM6-DH2) to reproduce closely benchmark CCSD(T)
data22,23. As the solvent effects influence the biomolecular structures and
energies, we use an implicit solvent of the COSMO 24 or generalized Born
type25 around the proteins while some important explicit water molecules
from the crystal structure may be added. Hybrid QM/MM calculations using
PM6 in a large QM part are also possible.

For this pilot study, we have chosen two model systems, one general and
one unique HIV-1 PR/inhibitor complex. The inhibitors are: (i) the clini-
cally successful nonpeptidic inhibitor darunavir (DRV, TMC-114, UIC-94017;
Ki value of 5.3 pM)26 and (ii) a phenylnorstatine-based peptidomimetic in-
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FIG. 1
The ribbon structure of the dimeric wild-type HIV-1 protease (PR) in complex with the
darunavir (DRV) inhibitor (PDB code 3QOZ). One PR monomer is shown in green, the other in
yellow. The two catalytic aspartates are depicted as sticks. Both of the crystallographic orienta-
tions of DRV are shown in cyan and grey. The structural flap water is shown with the hydro-
gens added. The oxygen atoms are in red, nitrogen atoms in blue, hydrogens in white



hibitor KI2 (Ki value of 180 pM)27 (Fig. 2). The complex of wild-type (wt) PR
with DRV crystallized in the hexagonal P61 space group yielded two orien-
tations of the inhibitor28 in the pseudo-C2-symmetrical enzyme (the con-
formations of the A and B chain PR residues differ slightly owing to the
binding of the asymmetrical inhibitor; Figs 1, 3A). Moreover, there are four
possible variants of the monoprotonated catalytic Asp dyad for both inhibi-
tor orientations (see the Methods).

The KI2 inhibitor formed a unique complex with the PR in which two
molecules of KI2 bound to the enzyme; one was localized in the active site6

and the other at the outer part of the PR, which allowed an atomic resolu-
tion of the crystal structure (1.03 Å)29. With such a high quality of the
X-ray structure, the protonation state of the active site could be inferred
from measuring the highly accurate CG-OD1/OD2 distances (Fig. 3B)6. Fur-
thermore, the electron-density maps allowed a resolution of the P2 benzyl-
oxycarbonyl group of KI2 to conformations (depicted in cyan and grey in
Fig. 3B) with an alternative possibility of hydrogen bonding (H22 bonding
inter-molecularly to the OD2 of the Asp25′ or intra-molecularly to the O01
of the KI2; Fig. 3B). In another part of the active site, another carboxyl–
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The structures of two potent protease inhibitors studied in this work
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FIG. 3
Details of the active sites of protease/inhibitor complexes. The color coding is the same as in
Fig. 1. The hydroxyl (O1–H1) of darunavir binding to a monoprotonated Asp25/25′ dyad of
protease (A). The norstatine hydroxyl (O22–H22) and carbonyl (C–O) of KI2 binding to a di-
protonated Asp25/25′ dyad of protease (B). The protonated Glu-P2′ of KI2 binding to Asp30 of
protease (C)

A

B

C



carboxyl interaction was observed, namely between the side chain of the
Asp30 of the PR and the P2′ glutamate moiety of the KI2 (Fig. 3C). The
highly accurate CG-OD1/OD2 and CD-OE1/OE2 distances only reveal a
preference for a protonation at the OD2 of the Asp30 and the OE1 of the
Glu-P2′. This could be explained by either the fact that both of these oxy-
gen atoms are protonated or the fact that a single proton connects them via
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TABLE I
The protonation, orientation and conformation variants of the calculated structures

Variant Inhibitor orientation Active-site proton location

A. The PR/DRV complex

D1 A Asp25:OD1

D2 A Asp25′:OD1

D3 A Asp25:OD2

D4 A Asp25′:OD2

D5 B Asp25:OD1

D6 B Asp25′:OD1

D7 B Asp25:OD2

D8 B Asp25′:OD2

Variant
Inhibitor
chain/conformation

H22 hydrogen bond
acceptora

HE1/HD2 location in
Asp30/Glu-P2′ pairb

B. The PR/KI2 complex

K1 I/A OD2 OD2

K2 I/A OD2 OE1

K3 I/A OD2 OD2, OE1

K4 I/B OD2 OD2

K5 I/B O01 OD2

K6 I/B OD2 OE1

K7 I/B O01 OE1

K8 I/B OD2 OD2, OE1

a cf. Fig. 3B; b cf. Fig. 3C.



a hydrogen bond which can be either localized or mobile (low-barrier hy-
drogen bond). In order to shed light on the probability of these variants, we
have constructed the respective molecular models and explored them
computationally.

In this paper, several variants of the proton locations on the carboxylic
moieties in question in both the wtPR/DRV and KI2 complexes have been
investigated. Using QM/MM optimizations, these structures have been
sorted by the relative energies of their QM parts; the lowest energy variants
correspond to the most stable ones. The corrected PM6 method (PM6-D2
for optimization and PM6-DH2 for single-point energies) is used for the QM
regions extending up to 10 Å from the inhibitors, while the results are
checked using the DFT QM/MM optimizations on the 3-Å surroundings.
The observed proton-transfer phenomena are further checked on small
monoprotonated carboxylate pair models using high-level MP2 and
CCSD(T) methods. In summary, we present a novel computational protocol
which not only can be used for determining the protonation in the ac-
tive site of the HIV PR but which also represents a general computational
procedure enabling an objective decision on which potential isomers in
a biomolecule/ligand complex will be populated.

METHODS

Systems Studied

The complexes of wild-type HIV-1 protease with two potent inhibitors,
darunavir (DRV, TMC-114, UIC-94017)26 and KI2 27, were studied (Figs 1, 2).
The current crystallographic structure of the wtPR/DRV complex (PDB code
3QOZ) represents a general case of the most common hydroxyl isostere in-
hibitors binding to the PR. The complex crystallized in the hexagonal P61
space group, which resulted in a superposition of two orientations of the
inhibitor in the pseudo-C2-symmetrical PR. It should be noted that there
exist two other wtPR/DRV structures (PDB codes 2IEN 30 and 1T3R 31) that
crystallized in a less common orthorhombic P21212 space group with a sin-
gle inhibitor orientation. These structures superpose with our structure
with a root-mean-square deviation (RMSD) of Cα atoms of the protein of
0.3 and 0.4 Å, respectively, showing their high similarity. The one proton
present in the catalytic aspartate dyad can be placed on either the OD1 or
OD2 atoms of either the Asp25 or Asp25′ (Fig. 3A). These four variants were
studied for both of the inhibitor orientations (Table IA). The flap water was
included in the model; the others were discarded.
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The wtPR/KI2 crystal structure was determined at an atomic resolution
of 1.03 Å (PDB code 1NH0), which allowed the deduction of the proton-
ation state of the catalytic aspartates (Fig. 3B)6. Further in the binding cav-
ity, another carboxyl–carboxyl interaction was observed, namely between
the Asp30 of the PR and the P2′ glutamate moiety of the KI2 (Fig. 3C). The
highly accurate CG-OD1/OD2 and CD-OE1/OE2 distances only revealed a
preference for a protonation at the OD2 of the Asp30 or the OE1 of the
Glu-P2′ or both (cf. the K1, K2 and K3 variants in Table IB). Furthermore,
two conformations, A and B, of the inhibitor benzyloxycarbonyl group
with relative occupancies of 54 and 46%, respectively, were fitted to the
electron density maps (EDM). Several PR residues were also refined to alter-
nate conformations – the active-site examples are the Asp 30′ (54:47), Val
32′ (55:45), Val 82/Val 82′ (65:35) or Ile 84/Ile 84′ (61:39). The pairs of the
major (K1-K3 variants, Table IB) and minor (K4-K8) conformations of all of
the PR residues with alternate conformations of the KI2 inhibitor were con-
structed. In the B conformation of the inhibitor, the acceptor of the H22
atom of the KI2 could be either the OD2 atom of the Asp25′ (K4, K6 and K8
variants) or the O01 atom of the KI2 (K5, K7). Taken together, a set of eight
variants was prepared for the PR/KI2 complex (Table IB). The flap water was
included in the model; the others were discarded.

System Setup

The structures with the protonation variants shown in Table I were prepared
using a special protocol developed with the aim of enabling a comparison
of the stabilities of differentially protonated structures. Thus the steps of
hydrogen-atom addition and relaxation (see below) were performed only
for the D1, K1 and K4 variants. Only then were the protonation states ex-
changed to include all of the variants and the position of the added proton
was optimized.

Hydrogen atoms were added to D1, K1 and K4 variant structures using
the UCSF Chimera program32 for the ligand and the Reduce33 and LEaP pro-
grams available in the AMBER 10 simulation package34 for the protein. To
mimic the pH of 5.0 and 5.6 used for the crystallization experiments of the
wtPR/DRV 28 and wtPR/KI2 6 complexes, respectively, the arginine, lysine
and histidine residues as well as the N-termini were modeled as positively
charged, whereas the aspartic and glutamic acid side-chains (with the ex-
ceptions of the Asp25/25′, Asp30 and the P2′-Glu of the KI2) as well as the
C-termini were in their anionic forms. The DRV inhibitor was neutral and
the KI2 was in a mono- or dianionic state depending on the protonation
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variant. The positions of the added hydrogens were relaxed using the
SANDER module of AMBER by up to 10,000 steps of the steepest descent,
and conjugate gradient optimizations until the root-mean-square gradient
fell below 0.001 kcal/mol/Å. The position of the flap water was then opti-
mized using the same criteria as above, because in the case of the DRV, the
crystallographic position of the flap water was an average of two slightly
differing positions for each inhibitor orientation.

The parameters for these AMBER calculations were as follows: the ff03
force field35 was used for the protein and the General AMBER force field
(GAFF)36 for the ligands. The charges for the ligand were obtained using
a restrained fit to the electrostatic potential (RESP) calculated at the
HF/6-31G* level37.

QM/MM Setup

The hybrid QM/MM calculations were set up as follows: for large QM re-
gions (6-, 8- and 10-Å surroundings of the inhibitor), the QM part was
treated using the semiempirical quantum chemical PM6 method20 cor-
rected for dispersion (PM6-D2; optimization) and hydrogen bonding
(PM6-DH2; single-point energies)22,23. The hydrogen-bond corrections
could not be used for optimizations because of their inability to tackle PT.
All of the PM6 calculations were performed using the MOZYME linear-
scaling algorithm available in the MOPAC code21. The benchmark QM/MM
calculations were performed on the smallest region of the 3.0- (DRV) or
2.5-Å (KI2) surroundings of the inhibitor using the calculations on the DFT
and compared with the PM6 level. An RI-DFT-D approach (the accelerated
resolution-of-the-identity variant38 enhanced with empirical dispersion39

was used with the TPSS/TZVP//B-LYP/SVP functional/basis set combination
for single-point and optimization, respectively) using the Turbomole
program, version 6.2 40. To accelerate the SCF convergence, a levelshift of
0.25 a.u. was applied. The QM part was calculated in vacuum. The MM part
was treated using AMBER and the parameters listed above.

The coupling between the QM and MM parts was done with an in-house
program using a subtractive scheme of an ONIOM-type41. The protein/
inhibitor complex was surrounded by the generalized Born (GB)25 implicit
solvent model. To speed up the convergence of optimizations, the outer
part of the protein was kept frozen.
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RESULTS AND DISCUSSION

DFT and PM6 QM/MM Optimizations

The RI-DFT-D QM/MM calculations (the B-LYP/SVP optimizations followed
by the TPSS/TZVP single-point energies) were used as a reference for both
the PR/DRV and PR/KI2 complexes (eight variants for each, see Table I).
Thus, if the structures and energies of the DFT and PM6 QM/MM calcula-
tions differed qualitatively, conclusions were drawn from the former ones.
For the feasibility of the DFT calculations, the size of the QM parts was se-
lected not to exceed 450 atoms. Thus, the 3-Å surroundings of the Asp25/
Ap25′ pair for the PR/DRV case and the 2.5-Å surroundings of the Asp30/
Glu-P2′ pair including the Asp25/Asp25′ dyad for the PR/KI2 case were
chosen. The single-point energies of the QM part in vacuum were sorted
with respect to the most stable one (Table II).

The RI-DFT-D calculations on the PR/DRV system have revealed that
either orientation of the DRV in the complex (A and B) yields two stable
structures (D1, D2, and D5, D6 variants; see Table IIA) within 3 kcal/mol
(for a discussion of the energy cutoff, see ref.42). The other variants are
4.3–13.0 kcal/mol less stable. It is important to bear in mind that because of
the C2-pseudosymmetrical structure of the PR/DRV complex, the D1–D6,
D2–D5, D3–D8 and D4–D7 pairs are symmetry equivalents as regards the
protonation state relative to the inhibitor orientation.

In contrast to the DFT, in the PM6-D2 QM/MM optimizations four of the
eight structures resulted in a proton transfer in the active site (which trans-
formed D1 and D3 to D2 and D6 and D8 to D5; denoted with an asterisk,
Table IIA). To check the validity of such an observation, we investigated the
heights of the PT barriers given by these two methods on the model sys-
tems derived from the PR/DRV and PR/KI2 complexes and compared their
values to the benchmark values at the RI-MP2 and CCSD(T) levels. The pre-
liminary data confirmed the well-known tendency of the DFT generalized
gradient approximation (GGA) functionals to underestimate the reaction
barrier heights43 but also showed an even greater underestimation using
the PM6-D2 44. Taking the PT into account, two energetically best structures
at the PM6-DH2//PM6-D2 level corresponded to the D5 and D2 variants,
the symmetrically equivalent pair. These two structures were the most sta-
ble ones at the DFT level as well. The minor consequences of the inability
of the PM6-DH2//PM6-D2 approach to localize also the D1–D6 pair as
equally stable are discussed below. It is of interest that even after the PT oc-
curred, the D1, D3, D5 and D6 variants remained by 5.4–7.1 kcal/mol less
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stable than the D8* structure. A visual inspection of the optimized struc-
tures showed that these variants became trapped in the local minima, dif-
fering in the geometry of the active site from the D2 and D8* structures. In
the next section, we have investigated whether allowing more relaxation in
the more distant surroundings of the active site could help bring these
structures to the global minimum.

In the second system, the PR/KI2 complex, we started by studying the
mono- and diprotonated variants of the Asp30/Glu-P2′ pair. For the former
case (all of the variants except for the K3 and K8), the DFT QM/MM
optimizations resulted in a PT from the Glu-P2′ of the KI2 to the Asp30 PR
residue (Table IIB). Nevertheless, the PM6-D2 QM/MM optimizations re-
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TABLE II
The relative energies (kcal/mol) of the QM parts (3-Å surroundings for DRV, 2.5 Å for KI2) of
the protonation variants on the QM/MM optimized geometries

Variant DFT PM6

A. The wtPR/DRV complex

D1 2.7 6.7a

D2 2.0 2.6

D3 6.0 7.1a

D4 13.0 20.2

D5 0.0 5.4

D6 1.1 5.5a

D7 6.7 16.7

D8 4.3 0.0a

B. The wtPR/KI2

K1 0.0 0.3

K2 0.1b 0.0

K4 10.5 8.5

K5 20.2 9.8

K6 10.1b 9.0

K7 19.3b 7.9

a Denotes a proton transfer which transforms the D1 and D3 structures to D2 and the D6
and D8 structures to D5. b Denotes a proton transfer which transforms the K2 structure to
K1, K6 to K4 and K7 to K5



sulted in an intermediate structure in which the HE1 proton is localized be-
tween the two oxygen atoms of the Glu-P2′ and Asp30 with typical O–H
distances of 1.2–1.3 Å. This again can be explained by the shape of the PT
curve for the PM6-D2 method, which for this model system has an energy
minimum at the intermediate positions, unlike the DFT. However, the
preliminary data show that even the DFT curve differs from the MP2
and CCSD(T) ones in the details of the shape and energetics44. In the di-
protonated case (K3 and K8 variants), a PT occurred in neither the DFT nor
PM6-D2 QM/MM optimizations. A comparison of the mono- and di-
protonated variants to the crystal structure revealed large deviations of the
Asp30/Glu-P2′ pair for the diprotonated variants as opposed to the energeti-
cally most stable monoprotonated variants (RMSD of 0.89 vs 0.14 and
0.94 vs 0.19 Å, respectively). We thus conclude that the monoprotonated
variant is going to be more probable than the diprotonated one.

Comparing the relative stabilities of the A and B conformations of the
KI2 and the PR residues in the PR/KI2 complex, the PM6-D2 and DFT
QM/MM optimizations consistently show that the former is more stable by
roughly 10 or 10–20 kcal/mol, respectively (Table IIB). Although the energy
difference is too high (several possible reasons are discussed below) to allow
the population of the B conformations, this result qualitatively agrees with
the higher occupation of 54–65% for the A conformations observed in the
crystal structure6.

Another structural detail investigated in the PR/KI2 complex was the hy-
drogen bond formed by the hydroxyl of the KI2 (O22–H22 atoms). In the
intermolecular case, i.e. binding to the OD2 atom of the Asp25′ (K4, K6 and
K8 variants), the atoms involved in this hydrogen bond did not undergo
any sizeable movements. However, in the intra-molecular case, i.e. binding
to the O01 oxygen of the KI2 (K5, K7 variants), the O01 oxygen moved
away (in the direction of its position in the A conformation) to increase its
distance to the O22 atom from 2.28 Å in the B-conformation of the X-ray
structure to 3.01 Å in the DFT QM/MM optimized structure. This shift of
the O01 oxygen suggests that this intramolecular hydrogen bond would not
be stable.

Size of the QM Moving Region in the QM/MM Calculations

To investigate the effect of the size of the moving QM part on the determi-
nation of the most stable protonation states, a region comprising the 6-Å
surroundings of the inhibitor in the PR/DRV complex was set up and ex-
tended to include the 8- and 10-Å surroundings. The respective sizes of
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these QM regions were 967, 1325 and 1696 atoms for the PR/DRV system,
and 1050, 1374 and 1733 atoms for the PR/KI2. It should be noted that
such an extension in a molecular system is not a smooth one as charged
groups can be included in the QM part upon its extension and affect sub-
stantially its electrostatics.

In the PR/DRV case, the results were qualitatively similar to those found
on the small QM part of 3 Å (cf. Table IIA); the same four variants under-
went PT (D1 and D3 to D2 and D6 and D8 to D5; denoted with an asterisk,
Table IIIA). Again, considering the PT, the D2–D5 equivalent pair had
the lowest energy, whereas the other variants were less stable by 15.9–39.0
kcal/mol (Table IIIA) as compared to 16.7–20.2 kcal/mol and 1.1–13.0
kcal/mol for the smallest 3-Å region in the PM6-DH2//PM6-D2 and DFT
QM/MM calculations, respectively (cf. Table IIA). This comparison shows
that even allowing large parts of the protein move does not alleviate the
problem of trapping the unstable D4 and D7 variants in the local minima
of higher energy.

A similar set of calculations has been conducted for eight variants (K1–K8)
of the PR/KI2 complex. For the monoprotonated Glu-P2′/Asp30 pair, the
relative energies of the QM part are shown in Table IIIB. The sizes of the
6- and 8-Å surroundings of the inhibitor are energetically consistent with
the DFT and corrected PM6 QM/MM optimizations on a small 2.5-Å region
in that the QM parts of the A conformations (K1, K2 variants) are by
13.9–20.8 kcal/mol more stable than the B conformations (K4–K7 variants).
In the larger region of 10 Å, however, another variant (K5 variant) ap-
proached the stability of the most stable variant, K1. Due to the large size of
the QM region (1733 atoms), we wanted to verify whether the energy dif-
ferences stemmed from the differences in the active site because of the dif-
ferent protonation variants (that is the goal of our investigation) or
whether some structurally unrelated changes occurred at more distant parts
of the PR (these would be unwanted effects that we would wish to avoid).
We therefore reoptimized the 10-Å region optimized geometries using a
smaller 8-Å region and compared the relative single-point energies using
the 8-Å region. The last column of Table IIIB shows that the K5 variant
again became less stable, which suggests that unrelated structural changes
in the farther (in this case 8–10 Å) region can significantly influence the
energetics of the QM part. A visual inspection of the optimized geometries
revealed, like in the PM6-DH2//PM6-D2 QM/MM calculations in the small-
est 2.5-Å region, that in all the monoprotonated structures the HE1 proton
ended in an intermediate position between the OE1 of the Glu-P2′ and the
OD2 of the Asp30. This corresponds to the shift of the position of the mini-
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mum on the PM6-D2 hypersurface (HE1–OE1 and HE1–OD2 distances of
1.2 and 1.3 Å, respectively) relative to DFT (1.6 and 1.1 Å)44.

The diprotonated variant of the A and B models of the PR/KI2 complex
(K3 and K8 variants, respectively) showed a large structural deviation from
the crystal structure, during which the Asp30 side chain turned outwards
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TABLE III
The relative energies (kcal/mol) of the QM parts for the protonation variants on the PM6-D2
QM/MM optimized geometries with a varying size of the moving QM part

Variant 6 Å 8 Å 10 Å

A. The wtPR/DRV complex

D1 17.6a 3.4a 20.5a

D2 7.5 7.5 1.3

D3 0.0a 0.0a 21.8a

D4 28.0 23.0 16.4

D5 18.3 3.8 26.8

D6 19.8a 4.1a 0.0a

D7 35.3 33.4 39.0

D8 25.3a 2.9a 8.2a

Variant 6 Å 8 Å 10 Å 8 Å//10 Åb

B. The PR/KI2 complex

K1 0.0 0.0 0.0 0.0

K2 3.7 2.9 5.7 6.7

K4 15.9 17.3 8.8 11.3

K5 13.9 18.9 0.9 10.5

K6 17.5 18.0 19.8 21.0

K7 20.8 20.7 14.8 20.3

a Denotes a proton transfer which transforms the D1 and D3 structures to D2 and the D6
and D8 structures to D5. b The 8 Å//10 Å column means an 8-Å region reoptimization and
single-point energies on the 10-Å region optimized geometries.



from its original position. Table IV shows the RMSDs with respect to the
X-ray structure of the non-hydrogen atoms of the mono- and diprotonated
Asp30/Glu-P2′ dyad obtained using corrected PM6 QM/MM optimizations
using different sizes of the QM part. The small values for the mono-
protonated variants found consistently for both the A and B conformations
(cf. Table IVA and IVB) suggest that either the models of the diprotonated
variants are more sensitive to the used approximations such as the lack of
explicit water molecules or that the Asp30/Glu-P2′ dyad is only singly
protonated.

Methodological Issues

In this study, we present hybrid QM/MM calculations on a biomolecular
system in which protons play a pivotal role. For two molecular complexes,
a QM region of approximately 400 atoms has been chosen, including not
only the protonated carboxylate pairs but also their close (~3-Å) surround-
ings. The QM part was treated with the DFT method, which has been used
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TABLE IV
The root-mean-square deviations (Å) with respect to the crystal structure of the non-
hydrogen atoms of the mono- and diprotonated Asp30/Glu-P2′ dyad obtained using
QM/MM optimizations with different sizes of the QM parts

QM region, Å K1:OD2 or OE1, monoprotonated K3:OD2, OE1, diprotonated

A. The K1 and K3 variants

2.5 0.14 1.45

6 0.24 0.89

8 0.21 1.05

10 0.24 0.93

QM region, Å K4–K7:OD2 or OE1, monoprotonated K8:OD2, OE1, diprotonated

B. The most stable of K4-K7 and K8 variants

2.5 0.16 1.10

6 0.22 0.52

8 0.21 0.52

10 0.24 0.63



frequently in biomolecular QM/MM calculations45–47. Yet, even for the ac-
celerated RI variant38 of the DFT, this size currently represents the upper
limit. However, it is important to test the effect of increasing the QM part
further.

To be able to treat the biomolecular systems of several thousand atoms,
we have turned to semiempirical methods and because of its superior per-
formance we have chosen the PM6 method20 with a linear-scaling algo-
rithm21. However, its description of the noncovalent interactions had to be
enhanced by introducing empirical corrections for dispersion and hydrogen-
bonding22,23. The newly developed method has been successfully applied
for two biomolecular systems48,49.

The present study is the first one to study the protonation phenomena in
biomolecules using the corrected PM6-DH2 method. It should be stressed
that a QM approach is the only one to be used (in contrast to the MM
methods) to describe correctly a molecular system in which PT phenomena
can occur11. For the two molecular complexes studied here, a PT occurred
in one of them (PR/KI2 case) on the DFT level, while in the other system
(PR/DRV; D1–D8 variants) no PT did take place. The results from the cor-
rected PM6-DH2 method differed qualitatively; in one system (PR/KI2), the
proton ended between the two oxygen atoms, whereas in the second
system (PR/DRV) a PT was observed. We have therefore conducted a pre-
liminary study of the PT barrier heights on a model of monoprotonated
carboxylate pairs using high-level computational chemistry methods. The
results have not only confirmed a well-known tendency of DFT GGA
functionals to underestimate the reaction barriers43 but also showed an
even greater underestimation on the PM6-D2 level and shifting of the mini-
mum toward the intermediate positions of the proton between the two
oxygens44. This finding thus points to the need for better corrections or
even new reparametrizations of the PM6 method which would also describe
PT. Moreover, our results show that the frequently used DFT calculations
must be taken with caution and preferably checked against higher-level QM
calculations.

Owing to recent developments in linear-scaling semiempirical quantum
chemical methods, we have been able to increase the size of the QM part
stepwise up to approximately 1733 atoms (10-Å region surrounding the
ligand) and optimize it at the PM6-D2 level. Although there were quantita-
tive differences, the most stable variants (D2, D5 and K1, taking PT into ac-
count; cf. Table III) were found consistently in the 2.5–3-, 6-, 8- and 10-Å
regions. However, in the 10-Å region (and significantly more in 12-Å re-
gions, not shown) optimizations, unrelated structural changes occurred far
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from the active site that affected the relative stabilities. Poised between the
Scylla of allowing sufficient relaxation and the Charybdis of avoiding struc-
tural changes far from the active site, we recommend an optimal size of the
QM region for HIV protease studies of ~8-Å surrounding the ligand. We add
that this size may differ for other protein/ligand systems, depending on the
flexibility of the complex, the hydration of the active site, etc.

A small note regarding the preparation of the structures should be made
here. We have endeavored to develop a protocol which would be useful not
only for a comparison of various protonation variants in the HIV protease
but more generally of possible constitutional isomers (tautomers, conform-
ers) in complex biomolecular systems. We therefore urge that the variant
structures be prepared carefully and consistently (cf. the hydrogen-atom ad-
dition and relaxation performed solely for representative structures, only
then setting up the protonation variants) to eliminate unwanted geometri-
cal and energy differences.

As mentioned, the current protocol can be utilized in a QM-based scoring
of the HIV protease/ligand complexes to select the most probable proton-
ation variants for further scoring calculations. Including the PT, the
PM6-DH2//PM6-D2 method has correctly found the D2–D5 pair as the
most stable (Table IIA). However, the D1–D6 pair, which was the second
most stable on the DFT level, transformed due to PT into the former one.
This was caused by the underestimation of the PT barriers on the PM6-D2
level, which is even greater than that of the DFT level as shown by compar-
ison with high-level MP2 and CCSD(T) calculations. The less stable D3–D8
pair again transformed in the PM6-D2 QM/MM optimizations to the most
stable D2–D5 pair owing to PT, indicating its low stability. Finally, the least
stable D4–D7 pair on the DFT level was also the least stable on the
PM6-DH2//PM6-D2 level. Taken together, a semi-quantitative agreement of
the corrected PM6 energies with the DFT ones can be obtained in cases
where an incorrect PT does not occur. This points to a need of further ad-
justment of the corrected PM6 protocol for biomolecular systems by either
restraining the O–H bonds in question or introducing another reparametri-
zation.

Biomolecular Findings

In order to draw conclusions for the two HIV protease/inhibitor complexes
studied in this work, we must be aware of the strengths and weaknesses of
the crystallographic structures and computational methods/protocols em-
ployed. As already mentioned, the wtPR/DRV complex crystallized in the
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common hexagonal P61 space group, in which the electron-density maps
(EDM) for the two orientations of the inhibitor in the pseudo-C2-symmetri-
cal enzyme overlapped. Some inaccuracies of the starting structure may
hence stem from fitting the two inhibitor orientations into these EDMs. In
contrast, the highly accurate X-ray structure of the PR/KI2 complex allowed
an inference of the proton locations of the catalytic Asp25/25′ while pro-
viding hints for the Asp30/Glu-P2′ pair. The P2 benzyloxycarbonyl of the
KI2 inhibitor, on the other hand, had a poor omit EDM, which was ex-
plained by its higher mobility and an alternative conformation6.

As regards the accuracy of the PM6-DH2 method, it has been established
on several datasets of noncovalently interacting model complexes that it
performs equally well as the DFT-D within a chemical accuracy22,23. How-
ever, we should bear in mind that these values hold for equilibrium geome-
tries obtained on accurate MP2 and CCSD(T) geometries50. For less accurate
geometries (as for example the PM6-D2 level used here), the error will in-
crease.

For the PR/DRV complex, which represents a general case of the HIV PR/
inhibitor complexes in which two orientations of the inhibitor were re-
fined, we have found that the symmetry-related pairs of the protonation
variants are also energy-related. The structural similarities of the two inhibi-
tor orientations in PR were acknowledged in analyses of PR/DRV X-ray
structures30. However, in the calculations of HIV protease/inhibitor com-
plexes, it has been a common practice to use only the first orientation of
the inhibitor (see e.g. ref.17 and the references therein or ref.51). To the best
of our knowledge, we present in this paper the very first study to confirm
that, if using a QM-relaxed region, only one inhibitor orientation is suffi-
cient to correctly describe the energetics in the active site of HIV PR/inhibi-
tor complexes. In the DFT QM/MM calculations, the D1–D6 and D2–D5
symmetry-related pairs proved to be the most stable, separated from the
less stable pairs by 4.3–13.0 kcal/mol. In an atomic-resolution (1.1 Å) crys-
tal structure of DRV in complex with the PR Val82Ala mutant, a streak of
positive electron density in the omit map appeared, suggesting the location
of a proton30. This finding presents an experimental verification of our
approach, as this corresponds to our stable D2 variant. In a molecular
mechanics-based study of the DRV and a related inhibitor amprenavir
(APV) binding to the PR, several protonation variants were tried51; although
an equivalent of the D2 variant (beware of the fact that the PR chain nota-
tion is reversed with respect to our study) had the most favorable interac-
tion energy with the APV (see the Supporting Information to ref.51),
another variant (an equivalent of D3) was chosen because of its structural
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similarity to the crystal structure after a molecular dynamics run. However,
force-field-based methods may be unreliable for a structural description of
the active site of enzymes, in which quantum effects such as PT or charge
redistribution can occur.

The X-ray structure of the PR/KI2 complex is unique in that the atomic
resolution of 1.03 Å enabled the deduction of the protonation states of the
catalytic aspartates6. However, despite the high quality of the crystal struc-
ture, three molecular features remained questionable: (i) the protonation
state of the Asp30/Glu-P2′ carboxylate pair, (ii) the relative stabilities of the
A and B conformations of the P2 group of KI2 and several PR residues, and
(iii) the acceptor of the hydrogen bond from the KI2 hydroxyl. The DFT
QM/MM calculations revealed that of the three possible variants of the
Asp30/Glu-P2′ protonation, the diprotonated variants (K3 and K8) could be
excluded based on geometrical criteria, whereas the inhibitor OE1 oxy-
gen-protonated variants (K2, K6 and K7) transformed during optimizations
into the respective Asp30:OD2 protonated variants of K1, K4 and K5. The
higher stability of the K1, K4 and K5 variants was also corroborated by the
preliminary high-level QM calculations on a model system derived from
the Asp30/Glu-P2′ pair of this crystal structure. We have thus determined
using our computations that the OD2 atom of Asp30, and not the OE1 of
Glu-P2′of KI2, will be protonated in the PR/KI2 complex. This is an interest-
ing and farther reaching conclusion since the Glu residue is present as the
P2′ moiety not only in several inhibitors27,52,53 but also in the substrate de-
rived from the CA-p2 cleavage site54,55.

The second molecular feature of the PR/KI2 complex which deserved
attention was the stability of the major (A) and minor (B) conformations of
the P2 moiety of the KI2 and surrounding PR residues. The DFT QM/MM
calculations have identified the A conformation as more stable than B,
which is in qualitative agreement with the higher occupancy of the former
over the latter observed in the crystal structure. However, the energy differ-
ence of 10.1–20.2 kcal/mol (Table IIB) is too high to interpret the crystallo-
graphic occupancy ratio of 54:46. Several limitations of the presented
computational approach as well as crystallographic issues can be responsi-
ble. We could envisage that allowing structural relaxation of the active site
surroundings would bring the two alternative conformations closer in
energy, but this possibility was disproved by the corrected PM6 QM/MM
calculations in the larger regions (Table IIIB). The lack of the explicit
description of the vibrational energy and the dynamics may be another rea-
son for the high energy difference. Regarding the X-ray structure, the exper-
imental electron density maps (EDM) reveal that the P2 moiety is quite
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flexible (among others reflected by the presence of two alternative confor-
mations) as compared to the rest of the inhibitor. Upon a closer inspection
of the EDM of the PR/KI2 complex, we observed that whereas the A confor-
mation of the P2 was fitted into a well-defined EDM, the alternative B con-
formation could be fitted in several ways. It may be that some of these
possible alternative B conformations would be lower in energy than the
one present in the crystal structure.

The third molecular feature was the identity of the acceptor oxygen for
the hydrogen bond of the KI2 hydroxyl in the B conformation. It was
consistently found, for both the inter- and intra-molecular variants, that
the O01 oxygen deviated from its crystallographic position toward a posi-
tion found in the A conformation. This can either be a proof that (i) the
hydrogen-bond acceptor of the KI2 hydroxyl would rather be OD2 of
Asp25′ than O01 of the KI2 or (ii) the B conformation of the P2 moiety
present in the crystal may be less stable than a potential other alternative
conformation which could be fitted into EDM (see above). In summary,
even very high quality crystal structures, such as that of the PR/KI2 com-
plex, pose some unknowns for computational chemists. However, these
may be elucidated by means of calculations.

CONCLUSIONS

Based on the results of this pilot computational study, several methodologi-
cal and biomolecular conclusions have been drawn.

1) We have presented a novel computational protocol for determining
the probable protonation states based on the quantum mechanical energy.
This approach is general and can be utilized for assessing the stabilities of
various conformers/tautomers in biomolecular systems.

2) A comparison with the benchmark MP2 and CCSD(T) data on proton-
ated carboxylate pair model systems revealed that the DFT using a GGA
functional and even more the PM6-D2 underestimate the PT barriers.

3) The corrected PM6 QM/MM calculations using a QM region extending
up to 3 Å from the inhibitor found the same stable protonation states in
the two HIV protease complexes as DFT. The extension of the QM region
from 3 to 8 Å gave the same qualitative picture on the corrected PM6 level.

4) Allowing relaxation of overly large regions in the QM part (>10 Å)
increases the risk of distant unrelated structural changes occurring, which
can affect the energetics of the active site.

Collect. Czech. Chem. Commun. 2011, Vol. 76, No. 5, pp. 457–479

476 Pecina, Přenosil, Fanfrlík, Řezáč, Granatier, Hobza, Lepšík:



5) The symmetry-related pairs of the HIV PR/inhibitor complexes with
two orientations of the inhibitors are also energy-related. It has been shown
here on the PR/DRV complex.

6) The Asp30/Glu-P2′ carboxylate pair is monoprotonated on the Asp30
as shown for the PR/KI2 complex by (i) the geometrical instability of the
diprotonated variants and (ii) the PT in the QM/MM calculations, corrobo-
rated by PT transfer barriers in model systems obtained with high-level QM
calculations. This finding has consequences for other HIV PR inhibitors and
substrates containing a Glu moiety at P2′.

7) The acceptor of the hydrogen bond from the hydroxyl group of the
KI2 is most probably the OD2 oxygen of the Asp25′. There is, however, a
possibility that an intramolecular hydrogen bond could form transiently
with a structure from a dynamic equilibrium of alternative P2 conforma-
tions.

8) The major A conformation of the KI2 and the surrounding PR residues
is more stable than the B conformation. This agrees with the experimental
crystallographic finding of its higher occupation.
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The virulence of the Candida pathogens is enhanced by the production of

secreted aspartic proteases, which therefore represent possible targets for drug

design. Here, the crystal structure of the secreted aspartic protease Sapp2p from

Candida parapsilosis was determined. Sapp2p was isolated from its natural

source and crystallized in complex with pepstatin A, a classical aspartic protease

inhibitor. The atomic resolution of 0.83 Å allowed the protonation states of the

active-site residues to be inferred. A detailed comparison of the structure of

Sapp2p with the structure of Sapp1p, the most abundant C. parapsilosis secreted

aspartic protease, was performed. The analysis, which included advanced

quantum-chemical interaction-energy calculations, uncovered molecular details

that allowed the experimentally observed equipotent inhibition of both

isoenzymes by pepstatin A to be rationalized.

1. Introduction

Candida parapsilosis is an opportunistic fungal pathogen.

Although it is less common and less virulent than C. albicans,

it causes a wide variety of hospital-acquired infections and

presents a serious problem, particularly in neonatal intensive-

care units (Leibovitz et al., 2013; Pammi et al., 2013; Trofa et al.,

2008). C. parapsilosis is an exogenous pathogen that often

forms biofilms on catheters and other inserted devices, and it

has been isolated from the hands of healthcare workers more

frequently than other yeast species (Pammi et al., 2013; Pfaller

et al., 2010). C. parapsilosis has also been isolated from a

variety of natural sources, including soil, insects and domestic

animals (Pryszcz et al., 2013; Trofa et al., 2008).

The success of pathogenic Candida species in colonizing

and infecting various host niches relies on several specific

features, such as efficient adherence to host surfaces,

morphological diversity, biofilm formation, adaptability of

metabolism and secretion of hydrolytic enzymes. The extra-

cellular hydrolases, namely aspartic proteases, lipases and

phospholipases, facilitate the penetration of the pathogens

through host tissues. Secreted aspartic proteases (Saps) of

pathogenic Candida spp. have broad substrate specificities and

degrade a wide variety of host protein substrates ranging from

structural proteins to immunoglobulins (Hrušková-Heidings-

feldová, 2008; Hube & Naglik, 2001). SAP genes usually occur
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in gene families, which enables differential regulation

according to ambient conditions and the stage of infection

(Naglik et al., 2004). The properties, regulation and evolution

of the SAP gene family have been extensively studied, parti-

cularly in C. albicans, which possesses ten Sap isoenzymes.

Four of the C. albicans Saps have been crystallized and

structurally characterized (Abad-Zapatero et al., 1996; Borelli

et al., 2007, 2008; Cutfield et al., 1995). C. parapsilosis has long

been considered to have only three genes encoding Saps.

However, sequencing of the full C. parapsilosis genome

enabled an in silico analysis that revealed up to 14 potential

Sap-encoding sequences (Parra-Ortega et al., 2009). This

raised questions about the regulation of the individual SAPP

genes and the properties of the putative protease isoenzymes.

Characterization of the first C. parapsilosis isoenzyme,

Sapp1p, was facilitated by the fact that its expression can be

induced by the presence of an exogenous protein as a sole

source of nitrogen. Sufficient amounts of Sapp1p for crystal-

lization can thus be easily obtained directly from C. para-

psilosis culture supernatant. In our previous studies, we

determined the crystal structures of Sapp1p in complex with

pepstatin A, a classical aspartic protease inhibitor, and with

ritonavir, a clinically used HIV protease inhibitor (Dostál et

al., 2009, 2012).

Expression of the second C. parapsilosis isoenzyme,

Sapp2p, cannot be induced by a particular nitrogen source and

its abundance is much lower than that of Sapp1p. When

a protein is used as a source of nitrogen, Sapp2p usually

constitutes less than 10% of the proteases recovered from the

medium (Fusek et al., 1993; Hrušková-Heidingsfeldová, 2008).

In addition, two homologues of Sapp2p sharing 91.5% identity

occur in the C. parapsilosis genome (Dostál et al., 2015).

Nevertheless, we succeeded in purifying and crystallizing one

of the Sapp2p homologues, namely Sapp2p/CPAR2_102580

(entry CPAR2_102580 in the Candida Genome Database is

identical to entry A47701 in the NCBI). Here, we report its

structure in complex with pepstatin A determined at an atomic

resolution of 0.825 Å. To understand the differences in

pepstatin A binding to Sapp1p and Sapp2p on an accurate

quantitative basis, we employed quantum-mechanical (QM)

calculations to evaluate the interactions of the active-site

residues with the inhibitor.

2. Materials and methods

2.1. Protein preparation

Sapp2p was purified from its natural source. C. parapsilosis

strain P-69 was obtained from the mycological collection of

the Faculty of Medicine, Palacky University, Olomouc, Czech

Republic. The yeast was cultivated in YCB–BSA medium

[1.2%(w/v) yeast carbon base, 0.2%(w/v) BSA, 15 mM sodium

citrate pH 4.0] for 72 h at 303 K in a rotation shaker. The cells

were harvested by centrifugation (5000g for 15 min). Isolation

and purification of the mixture of Sapp2p and Sapp1p iso-

enzymes was performed as described in Hrušková-Heidings-

feldová et al. (2009) and Dostál et al. (2009). The efficiency of

the purification steps was analyzed using SDS–PAGE, Western

blotting and activity assays. Protein analyses and proteolytic

activity assays were carried out as described previously

(Pichová et al., 2001; Dostál et al., 2003; Merkerová et al.,

2006).

2.2. Mass-spectrometric analysis

Prior to identification by mass spectrometry (MS), proteins

were separated using SDS–PAGE, stained with Coomassie

Brilliant Blue R-250 (Thermo Scientific), excised from the gel

and digested in-gel with either Trypsin Gold (Promega) or

Endoproteinase Asp-N (Roche Applied Science). The

resulting peptides were solubilized in 30 ml 0.1%(w/v) formic

acid and injected into an Ultimate 3000 RSCL Nano LC

(Thermo Scientific). The peptides were trapped on an Acclaim

PepMap100 C18 trap column (3 mm particles, 100 Å, 75 mm �

2 cm; Thermo Scientific) and separated using an Acclaim

PepMap RSCL C18 column (2 mm particles, 100 Å, 75 mm �

15 cm; Thermo Scientific). The mobile phase consisted of 0.1%

formic acid in water (A) and 0.1% formic acid in acetonitrile

(B) and the sample-loading solution consisted of 2% aceto-

nitrile and 0.1% formic acid in water. All chemicals were

Optima LC/MS grade (Thermo Scientific). The nano LC was

coupled online with a TripleTOF 5600 system (AB Sciex). The

MS scan was in the range m/z 350–1200 in high-resolution

mode (>30 000) and the top 25 precursor ions were selected

for subsequent MS/MS scans in high-sensitivity mode

(>15 000). The data were processed using the ProteinPilot

software 4.0 with the Paragon Algorithm 4.0.0.0 (AB Sciex).

The software used only unique peptide sequences with greater

than or equal to 95% confidence as evidence for protein

identification. The data were searched against the UniProt

database with the BioWorks Browser 3.3.1 SP1 and SEQUEST

2.0 software (Thermo Scientific). Only peptides identified with

a confidence of �95% were taken into account.

2.3. Protein crystallization

The Sapp2p–pepstatin A complex was prepared by mixing

the enzyme with a fivefold molar excess of pepstatin A

(dissolved in dimethyl sulfoxide) and concentrated by ultra-

filtration to 18 mg ml�1 using Amicon Ultra 0.5 ml 30K filters

(Millipore). Screening for crystallization conditions was

performed with the help of a Gryphon crystallization work-

station (ArtRobbins) by the vapour-diffusion method in

sitting-drop mode at 292 K in 96-well plates. The protein

solution (0.2 ml) was mixed with 0.2 ml well solution and the

mixture was equilibrated over 200 ml reservoir solution. The

PEGs Suite (Qiagen) was used for the initial crystallization-

condition screen. Initial microcrystals appeared in several

days in various conditions containing 0.1 M MES pH 6.5 and

20–30% PEG 200–400 as precipitant.

Further optimization was performed manually and involved

changing to the hanging-drop mode in 24-well crystallization

plates (EasyXtal DG-Tool, Qiagen). Crystals were obtained

by mixing 3 ml protein–pepstatin A complex solution with 1 ml

reservoir solution composed of 0.1 M MES pH 6.5, 30% PEG
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400 and equilibrating the drop over 0.5 ml reservoir at 292 K.

Crystals appeared after 1 d in the form of crystal clusters and

reached their full size of 300 � 250 � 150 mm within 1 d. For

data collection, the crystal was divided into three parts using

a scalpel, and these were individually cryocooled in liquid

nitrogen without additional cryoprotection.

2.4. Data collection and structure determination

The diffraction data set for the Sapp2p–pepstatin A

complex was collected at 100 K on the MX14.2 beamline at

BESSY, Berlin, Germany (Mueller et al., 2012). Data were

integrated, reduced and scaled with XDS (Kabsch, 2010) using

the xdsgui interface (Diederichs, 2010). To collect as complete

high-resolution data as possible, we merged and scaled data

sets from two parts of the original crystal using XSCALE

(Kabsch, 2010). The second part of the crystal was mounted

in a different orientation to the first, and the merged data

reached 92.3% completeness (65.5% for the highest shell); the

mosaicity estimated by the program was 0.3� for both parts

of the crystal. The low completeness at high resolution was

caused by the physical limitations of the beamline at the

closest distance of the detector. Moreover, for resolutions of

up to 0.825 Å it was necessary to use diffraction spots in the

corners of the MAR Mosaic 225 detector, and part of the

detector area was shadowed by the cryodevice and beamstop

support. Crystal parameters and data-collection statistics are

given in Table 1.

The phase problem was solved by molecular replacement

using MOLREP (Vagin & Teplyakov, 2010). The search model

was derived from the structure of an Sapp1p–pepstatin A

complex (PDB entry 3fv3; Dostál et al., 2009). MOLREP

found one molecule in the asymmetric unit using diffraction

data in the resolution range 25.46–3.8 Å. The resulting R

factor was 46.1%.

The model was rebuilt in Coot (Emsley & Cowtan, 2004)

into the map calculated using phases from the molecular-

replacement solution. This initial model of the Sapp2p–

pepstatin A complex was submitted to REFMAC for isotropic

refinement. Further model refinement was carried out in

SHELXL2013 (Gruene et al., 2014) using isotropic and

anisotropic refinement protocols. The default SHELXL

restraints ISOR, SIMU and DELU were applied to the

anisotropic atomic displacement parameters (ADPs). The

H-atom positions were recalculated at every refinement cycle

in idealized positions, and their isotropic ADPs were fixed at

values 20% higher than the ADPs of their parent atoms. The

occupancies of side chains adopting alternative conformations

were refined with their sums constrained to unity. Finally, the

occupancies of O atoms of the solvent water were also refined.

If the occupancy parameter was refined to a value exceeding

0.95, it was fixed at an occupancy value of 1. Cycles of

refinement were interspersed with visual inspection sessions

using Coot, and if necessary the model was corrected manu-

ally, for example, by introducing alternative conformations

of several side chains. After applying the conjugate-gradient

least-squares (CGLS) minimization method, the last round of

refinement was performed using the full-matrix least-squares

option, with the parameter shifts damped to zero, to obtain

reliable estimations of all refined and derived parameters

of the model. The Friedel pairs were not merged for the

SHELXL refinement; the command MERG 2 was used. The

final model and the corresponding structure factors have been

deposited in the PDB with identification code 4y9w.

2.5. Molecular modelling

The crystal structure of pepstatin A in complex with Sapp2p

(resolution of 0.83 Å, PDB entry 4y9w; this work) was

compared with that of pepstatin A in complex with Sapp1p

(resolution of 1.85 Å, PDB entry 3fv3; Dostál et al., 2009). For

the latter complex, two conformations of pepstatin A were

observed in the eight molecules present in the asymmetric unit

(conformation I was found in chains A, B, C, D and F, and

conformation II was found in chains E, G and H). Both

conformations were considered in this study. For further

computations, all water molecules and ions were omitted.

Protonation of histidines was assigned based on visual
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Table 1
Crystal data and diffraction data-collection and refinement statistics for
the Sapp2p–pepstatin A complex.

For the data-collection statistics, the values in parentheses are for the highest
resolution shell. For the refinement statistics, the values in parentheses are
for reflections stronger then 4�(Fo). The Friedel pairs were not merged in
refinement.

Data-collection statistics
Wavelength (Å) 0.91841
Space group P21

Unit-cell parameters (Å, �) a = 48.25, b = 57.58, c = 54.32,
� = 90.0, � = 93.0, � = 90.0

No. of molecules in asymmetric unit 1
Resolution range (Å) 12.820–0.825 (0.850–0.825)
No. of unique reflections 261700 (13705)
Multiplicity 8.1 (3.1)
Completeness (%) 92.3 (65.5)
Rmerge† 0.087 (0.378)
Average I/�(I) 13.2 (2.0)
Wilson B (Å2) 6.2

Refinement statistics
Resolution range (Å) 11.368–0.825
No. of reflections in working set 515542 (404510)
No. of reflections in test set 5199 (4050)
Rwork‡ (%) 10.69 (9.32)
Rfree§ (%) 13.15 (11.14)
Rall (%) 10.71 (9.33)
R.m.s.d., bond lengths (Å) 0.0217
R.m.s.d., bond angles} (Å) 0.0523
No. of non-H atoms in asymmetric unit 3044
No. of water molecules in asymmetric unit 393
Mean ADP (Å2)

Main chain 8.5
Side chain and water 14.0

Residues in alternative conformations 41
Ramachandran plot statistics

Residues in favoured regions (%) 96.8
Residues in allowed regions (%) 2.5

† Rmerge =
P

hkl

P
i jIiðhklÞ � hIðhklÞij=

P
hkl

P
i IiðhklÞ, where the average intensity

hI(hkl)i is taken over all symmetry-equivalent measurements and Ii(hkl) is the intensity
of the ith measurement of reflection hkl. ‡ R =

P
hkl

�
�jFobsj � jFcalcj

�
�=
P

hkl jFobsj, where
Fobs and Fcalc are the observed and calculated structure factors, respectively. § Rfree is
equivalent to R but is calculated for 5% of the reflections that were chosen at random and
omitted from the refinement process. } Accurate bond angle is defined as the optimal
distance between two atoms that are both bonded to the same atom.



inspection of their surroundings (all His resides were mono-

protonated on N"). The protein N-terminus and the side

chains of lysines and arginines were positively charged, while

the C-terminus and the side chains of glutamates and aspar-

tates (with the exception of the catalytic dyad) were negatively

charged to reflect the predominant state at the experimental

pH of 6.5–7.0. The active site was treated according to

the crystallographic findings from the Sapp2p–pepstatin A

complex, i.e. Asp211 was monoprotonated on the O�2 atom

and Asp32 was either deprotonated or monoprotonated on

the O�1 atom. The inhibitors were protonated using UCSF

Chimera (Pettersen et al., 2004). The positions of the added H

atoms were relaxed in vacuo using the FIRE algorithm (Bitzek

et al., 2006) followed by molecular dynamics-based simulated

annealing (3 ps from 1700 to 0 K) using the Berendsen ther-

mostat (Berendsen et al., 1984) in the SANDER module of the

AMBER 10 package (Case et al., 2008). Similarly, amino-acid

residues that were not well defined in the electron-density

maps (Ala208, Asn252, Pro253, Thr279 and Asn281) were

relaxed by annealing (3 ps from 300 to 0 K) using the

Berendsen thermostat. Atomic charges for the inhibitors were

obtained by the RESP procedure (Bayly et al., 1993) at the HF/

6-31G* level. The protein parameters were obtained from the

ff03 force field (Duan et al., 2003), while GAFF parameters

were used for the ligands (Wang et al., 2004).

2.6. Quantum-mechanical calculations

2.6.1. Setup. All four model complexes, Sapp2p–pepstatin

A with Asp32 deprotonated or monoprotonated (see above)

and Sapp1p–pepstatin A in conformations I and II, were

optimized using the following setup. Only surroundings of the

ligands within 8 Å (approximately 1560 atoms in total) were

taken into account. Of these atoms, only atoms belonging to

amino acids within 6 Å of the ligand (approximately 1200

atoms) were allowed to move. The energies and gradients

were obtained by the semi-empirical quantum-mechanical

(SQM) method PM6-D3H4 coupled with the COSMO implicit

solvent model using the linear scaling method MOZYME in

MOPAC (Lepšı́k et al., 2013). The SQM optimizations were

performed in several rounds until the energy and gradient

convergence criteria (�E = 0.005 kcal mol�1, maximum

gradient of 1 kcal mol�1 Å�1, root mean square of the

gradient of 0.5 kcal mol�1 Å�1) were met. Interaction ‘free’

energies (�G0int) of all of the studied systems were determined

on the whole optimized structures using the PM6-D3H4

method and the COSMO solvent model.

2.6.2. Interaction energies. The differential contribution

of the amino acids in the active sites of Sapp1p and Sapp2p to

pepstatin A binding was examined by ‘virtual glycine scan-

ning’ (Pecina et al., 2013), i.e. the interacting amino acids in the

active site were substituted by glycine. The energy contribu-

tions of their side chains (��G0int) were calculated as the

difference between the original �G0int with the wild-type

amino acid and the new �G0int with the mutated glycine

residue. The �G0int values were obtained on the whole opti-

mized structures as single-point energies at the PM6-D3H4/

COSMO level (Lepšı́k et al., 2013).

3. Results and discussion

3.1. Purification of Sapp2p

Sapp2p was purified from C. parapsilosis cultivation

medium, where it was present along with large amounts of

Sapp1p, as described previously (Fusek et al., 1993; Merkerová

et al., 2006; Hrušková-Heidingsfeldová et al. (2009). Two

SAPP2 homologues occur in the C. parapsilosis genome. They

share 91.5% identity and differ mainly in their C-terminal

sequence (Dostál et al., 2015). We purified Sapp2p/

CPAR2_102580 (the standard and systematic name according

to http://www.candidagenome.org), which is the shorter of the

two Sapp2p molecular species, consisting of 395 amino acids.
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Figure 1
Overall structure of Sapp2p in complex with pepstatin A. (a) Overall
three-dimensional structure and secondary-structural elements of Sapp2p
in complex with pepstatin A. The protein is shown in ribbon
representation; pepstatin A and the catalytic aspartates are shown in
stick representation. The flap and entrance loops covering the active site
are coloured and labelled. (b) Structure of pepstatin A bound to Sapp2p.
The 2Fo � Fc electron-density map is contoured at 1.5�. Residue names
(Iva1-Val2-Val3-Sta4-Ala5-Sta6) and corresponding substrate-binding
subsites (S4–S30) are indicated. Catalytic aspartates are also shown as
sticks.



Protein identity was confirmed by mass spectrometry. We did

not detect any Sapp2p/P32950, and thus the question of the

natural occurrence and role of this variant remains open.

3.2. Overall structure description and quality

The crystal structure of Sapp2p (Fig. 1) was solved by

molecular replacement using the structure of Sapp1p (PDB

entry 3fv3; Dostál et al., 2009) as a search model and was

refined to a resolution of 0.825 Å (Table 1). The crystal

structure of Sapp2p in complex with pepstatin A belonged to

space group P21, with a solvent content of 44%. The asym-

metric unit contained one molecule of Sapp2p. All 395 resi-

dues could be modelled into the electron-density map, with

the exception of the side chains of several surface-exposed

residues (Ser33, Asn252, Pro253, Thr279, Ala208 and

Asn281).

The Sapp2p structure comprises two topologically similar

N- and C-terminal domains with a large substrate-binding cleft

located between them (Fig. 1). The structure is stabilized by

two disulfide bridges (Cys47–Cys52 and Cys249–Cys283). The

conserved sequence DT(S)G, which is present as one copy

in each domain and contains the catalytic aspartate residues

(Asp32 and Asp211), is the signature motif of aspartic

proteases (Rao et al., 1991). Similar to other aspartic

proteases, the Sapp2p active site is covered by an antiparallel

�-sheet (residues 71–89), commonly known as the active-site

flap, which plays an important role in substrate binding.

Because the substrate-binding site in our structure is occupied

by the substrate-mimicking inhibitor pepstatin A, the flap

adopts a closed conformation. The substrate-binding site is

lined by four entrance loops. Two N-terminal entrance loops,

N-ent loop 1 (Cys47–Cys52) and N-ent loop 2 (Glu124–

Asp132), flank the flap. Two C-terminal entrance loops, C-ent

loop 1 (Ser289–Pro297) and C-ent loop 2 (Ala233–Ile247), are

located across the binding cleft, facing the flap and the N-ent

loop, respectively.

The electron-density map for the active-site-bound ligand

was of excellent quality, allowing us to model pepstatin A with

full occupancy (Fig. 1b).

The atomic resolution achieved for the Sapp2 structure

allowed the localization of numerous H atoms in the differ-

ence density maps and thus uncovered hydrogen-bonding

networks. An example depicted in Fig. 2 shows part of the

stabilizing hydrogen-bonding network of the flap closing over

the active site and the hydrogen-bonding network leading to

the catalytic residue. The side chain of Tyr77, a residue located

next to the tip of the flap (Asp79), interacts with Trp39

through its O� atom via a hydrogen bond to H"1 of Trp39. The

H� atom of Tyr77 interacts with the O atom of water molecule

35 (Wat35). Wat35 donates one of its H atoms to a hydrogen

bond to the main-chain carbonyl O atom of Asp37 and the

second hydrogen to a hydrogen bond to the side-chain

hydroxyl O atom (O�) of Ser35. H� of Ser35 donates a

hydrogen bond to the O�2 atom of the catalytic residue Asp32.

This hydrogen bond is critical for positioning the carboxyl

group of Asp32 in a plane with the carboxyl group of the

second catalytic residue Asp211 (see Fig. 6a). The positions of

these H atoms are indicated by the presence of positive

electron density (Fig. 2). Moreover, these densities are

perfectly located between the hydrogen-bond acceptor and

donor atoms.

3.3. Comparison of Sapp2p with related structures

The overall fold and topology of Sapp2p is similar to those

of the other Sap family enzymes. The closest sequence and

structural homologue of Sapp2p is Sapp1p. The sequence

homology of these two isoenzymes is over 80% and their

structures superpose with a root-mean-square deviation

(r.m.s.d.) of 1.25 Å for 330 aligned C� atoms (Fig. 3). Among

the Saps from C. albicans, the most similar to Sapp2p in

sequence and structure is Sap1 (sequence homology of 48%,

r.m.s.d. of 2.64 Å for superposition of 331 aligned C� atoms).

Both Sapp1p and Sapp2p contain two pairs of cysteine

residues, and the S–S bridge topology is similar in both

proteins (Cys47–Cys53 and Cys258–Cys292 in Sapp1p; Cys47–

Cys52 and Cys249–Cys283 in Sapp2p). In addition, both the

Sapp1p and Sapp2p isoenzymes contain one serine residue

(Ser193 in Sapp1p and Ser184 in Sapp2p) encoded by the

ambiguous CUG codon. These serines occur within loops

(Leu182–Leu188 in Sapp2p; Val191–Thr198 in Sapp1p) that

are topologically similar in both isoenzymes, although their

sequence homology is quite low.

Despite the high structural similarity, there are noticeable

differences between Sapp2p and Sapp1p. The major differ-

ences in backbone superposition between Sapp1p and Sapp2p

are located in the loops that line the entrance to the substrate-

binding cleft. There are two major differences in the entrance
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Figure 2
The network of hydrogen bonds stabilizing the closed flap. Detail of the
hydrogen-bonding network between the flap and the catalytic site. The
Tyr77 side chain and the stretch of amino-acid residues 32–39 are shown
in stick representation; hydrogen bonds are shown as black dashed lines.
The 2Fo� Fc electron-density map contoured at the 1.5� level is shown in
light blue and the Fo � Fc difference electron-density map contoured at
the 1.8� level is shown in red. Both maps are calculated from refinement
cycles prior to adding H atoms to the model.
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Figure 3
Comparison of Sapp2p with the homologous proteins Sapp1p (C. parapsilosis) and Sap1 (C. albicans). (a) Sequence alignment of Sapp2p, Sapp1p and
Sap1. Secondary-structure elements (H, helices; S, strands) found in Sapp2p are shown. Identity is indicated by an asterisk (*), strong similarity is
indicated by a colon (:) and weak similarity is indicated by a point (.). The residues of the active site are framed and the S–S bridges are indicated. The
entrance-loop sequences are coloured as follows: N-ent loop 1, yellow; N-ent loop 2, red; C-ent loop 1, blue; C-ent loop 2, green. The flap region (Gly78–
Gly104) is coloured black. (b) Superposition of the crystal structures of Sapp1p and Sapp2p in complex with pepstatin A. Sapp1p in complex with
pepstatin A (PDB entry 3fv3; Dostál et al., 2009) is coloured cyan. Sapp2p in complex with pepstatin A (PDB entry 4y9w; this work) is coloured grey with
highlighted entrance loops and flap; the colour coding corresponds to that in (a). Pepstatin A is shown in stick representation and the S–S bridges are
indicated as yellow sticks.



loops: a deletion in the Sapp2p sequence in N-ent loop 2 and

an insertion in C-ent loop 2 of Sapp2p (Figs. 1 and 3). These

loops are in direct contact with the C-terminal residue of

pepstatin A, and their conformations significantly affect the

character, shape and size of the substrate-binding cleft (Fig. 4).

Compared with Sapp1p, Sapp2p contains a deletion of eight

amino acids in N-ent loop 2, resulting in the substrate-binding

cleft being more open than that of Sapp1p. On the other hand,

an amino-acid insertion in C-ent loop 1 of Sapp2p results in

closure of the binding cavity, with a tighter embrace of the

central part of the substrate/inhibitor (Fig. 4). Tight closing of

the substrate-binding cleft of Sapp2p is mediated by inter-

action between the C-ent loops (residues Gln293, Val295 and

Asn242) and the flap (residues Gly78 and Lys80).

3.4. Pepstatin A binding to Sapp2p substrate-binding pockets

The active site, which is located between the two domains of

the molecule at the bottom of a large cleft, is one of the most

highly conserved regions in the Sap family. Pepstatin A, a

peptide-like inhibitor containing six amino-acid residues in

positions P4–P30 (Iva1-Val2-Val3-Sta4-Ala5-StaOH6), bound

to Sapp2p in an extended conformation, occupying the S4–S3

substrate-binding pockets of the active site of the enzyme. The

pepstatin A conformation in Sapp2p is very similar to that

observed in the previously reported structure of Sapp1p

(Fig. 5a), with the exception of the Sta6 residue in position P30.

In the Sapp1p crystal structure, two alternative conformations

of the Sta6 residue were observed (denoted I and II).
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Figure 4
Overall structures of Sapp2p (a) and Sapp1p (b) represented by solvent-
accessible surfaces. N-ent loop 1 and N-ent loop 2 are coloured yellow
and red, respectively. C-ent loop 1 and C-ent loop 2 are coloured blue and
green, respectively. The flap is coloured black and pepstatin A is shown in
stick representation.

Figure 5
Pepstatin A binding to Sapp2p and Sapp1p. (a) Superposition of
pepstatin A bound to Sapp2p (green C atoms) and Sapp1p in
conformations I and II (grey C atoms). Two catalytic aspartates of
Sapp2p are also depicted. O and N atoms are coloured red and blue,
respectively. Schematic representations of hydrogen-bonding interactions
of pepstatin A with the protein atoms of Sapp2p (b) and Sapp1p (c) are
shown.



The r.m.s.d.s for superposition of pepstatin A atoms bound

to Sapp2p and Sapp1p are 1.06 and 1.47 Å for conformations I

and II, respectively. When the first five residues of pepstatin A

are compared, the r.m.s.d.s are 0.46 and 0.49 Å for confor-

mations I and II, respectively. The structurally different

binding of pepstatin A in Sapp2p compared with Sapp1p

(Fig. 5a) is the result of three changes in the hydrogen bonding

of the P20 and P30 inhibitor moieties (Fig. 5).

The side chain of the P4 residue Iva1 points towards the

opening of the active site. The S3 and S2 subsites are occupied

by Val2 and Val3, respectively. The side chain of Sta4 in the P1

position is closely packed against the side chain of Val2 in the

P3 position. The Sta4 hydroxyl group is engaged in hydrogen-

bonding interactions with the catalytic aspartates Asp32 and

Asp211. Interestingly, the S10 subsite is not occupied by the

residue immediately following the P1 Sta4 but by a backwards-

turned Sta6 side chain owing to a shift of register caused by

the longer backbone of the statin moiety. The P20 subsite is

occupied by Ala5, which follows the P1 Sta4 in the sequence

(Fig. 5a). The inverse �-turn involving both Sta4 and Sta6

changes the direction of the inhibitor chain, leading the

carboxylate of Sta6 towards the protein surface and occupying

the S30 subsite. As a result, the backbones of the P20 Ala5 and

the P30 Sta6 residues deviate from the regular extended

conformation. The different conformations of the P30 Sta6

when bound to Sapp2p and Sapp1p, respectively, are caused

by differences in the structure of the entrance to the active

site, namely N-ent loop 2 and C-ent loop 1 (Fig. 4).

3.5. Polar and van der Waals interactions of pepstatin A with
Sapp2p and Sapp1p

Direct hydrogen bonds to Sap isoenzymes are only supplied

by the pepstatin A backbone (Figs. 5b and 5c). There are 12/11

direct hydrogen bonds between pepstatin A and Sapp1p/

Sapp1p, respectively. Furthermore, the polar atoms of the P4

and P30 residues are involved in water networks that help to

hold the inhibitor in the enzyme cavity. Pepstatin A forms

analogous hydrogen bonds to the Sapp2p and Sapp1p iso-

enzymes, with the following exceptions: (i) the carbonyl O

atom of the P20 Ala accepts a hydrogen from the phenolic

hydroxyl of Tyr187 of Sapp2p but from the amide NH2 group

of Asn125 in Sapp1p, (ii) the hydrogen donated by the NH

group of Sta6 to Gly76 in Sapp2p is lost in Sapp1p owing to the

presence of the bulky Arg77 side chain and (iii) the terminal

carboxylate of Sta6 accepts a hydrogen bond from Arg186 of

Sapp2p but from Gln195 in conformation II of Sapp1p (no

hydrogen bond is formed in conformation I) (Figs. 5b and 5c).

The first difference (Tyr187/Asn125 in the S20 pocket)

creates an energy difference of up to 9 kcal mol�1 (see Fig. 7)

that will partially be offset by the second difference (the

presence and absence of Gly76). The third difference (Arg186/

Gln195 in the S30 pocket) favours Sapp2p binding by

approximately 1 kcal mol�1. An additional hydrogen bond

(pepstatin A to Asp79 in Sapp2p or Asp80 in Sapp1p) appears

to be structurally conserved but presents an energy difference

of 3–4 kcal mol�1 in favour of Sapp1p. Additional calculations

showed that this can be ascribed to a markedly more positive

charge in the surroundings (Lys49 and Lys80) in Sapp2p.

Furthermore, differences in the stabilization of the

surrounding water cluster may come into play. Although the

interactions of pepstatin A with Sapp2p and Sapp1p are

mostly similar, we noted several mutually compensating

differences, in line with the similar values of the measured

inhibition constants of 0.4 and 0.3 nM, respectively, for the

binding of pepstatin A to Sapp2p and Sapp1p.

In addition to polar interactions, pepstatin A makes

numerous van der Waals interactions with the residues listed

in Table 2. We carried out computational analysis of pepstatin

A binding to the Sapp isoenzymes to assess the energy

contributions of individual residue side chains (see x3.7).
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Table 2
Residues in contact (<4.2 Å) with pepstatin A in the Sapp1p and Sapp2p
structures.

Residues that form hydrogen bonds to pepstatin A are shown in bold.

Subsite Sapp2p Sapp1p

S4 Thr215 Thr224
Ile216 Leu225
Tyr218 Tyr227
Leu276 Tyr285
Val284 Leu293

S3 Pro12 Pro12
Ser13
Asp79 Asp80
Gly213 Gly222
Thr215 Thr224

S2 Tyr77 Tyr78
Gly78 Gly79
Asp79 Asp80
Thr214 Thr223
Tyr218 Tyr227
Val295
Ile298 Ile303

S1 Val30 Ile30
Asp32 Asp32
Gly34 Gly34
Tyr77 Tyr78
Gly78 Gly79
Asp79 Asp80
Ser81 Ser82
Ile116 Ile117
Asp211
Gly213 Gly222
Thr214 Ile303

S10 Gly34 Gly34
Gly76
Tyr187 Asn125

Leu218
Asp220

Ile298 Ile303
S20 Ser35 Ser35

Ile75 Ile76
Gly76 Gly79†
Gly78
Arg186 Leu218†
Tyr187 Asn125

S30 Arg186
Gly79‡
Gln195‡
Asp301‡

† Residues interacting with pepstatin A conformation I. ‡ Residues interacting with
pepstatin A conformation II.



3.6. Catalytic site protonation

The high resolution of our Sapp2p–pepstatin A structure

and the low e.s.d. of the bond lengths (on the subpicometre

scale) allowed us to suggest the protonation states of the

catalytic aspartates (Fig. 6a). By comparing the distances

between C� and O�1/2 of catalytic aspartates with the optimal

distances for a C—O single bond (1.3 Å) and a C O double

bond (1.2 Å), we identified which O� atoms are protonated

(Wlodawer et al., 2001). Moreover, the position of the Sta4

hydroxyl H atom, which mimics the transition state, is clearly

visible in the difference electron-density map contoured at the

2� level (Fig. 6b). The C—O interatomic distances in Asp211

indicate protonation of the O�2 atom. The situation is slightly

more complicated for Asp32 because the C—O distances in

the carboxylic moiety are very similar (1.24 and 1.27 Å). The

crystal structure is likely to reflect a superposition of two

states: one in which both O� atoms are deprotonated (the

optimal distance for a delocalized C—O partial double bond is

1.249 Å) and a minor form in which O�1 is protonated. The

occupancies of these two states were estimated to be 60 and

40%, respectively, based on the C—O�1 distance.

Protonation of Asp32 O�1 can be achieved via the presence

of the proton shared between the O�1 atoms of the two cata-

lytic aspartates or by a transient shift of the Sta4 hydroxyl

H atom towards Asp32 O�1. Proton sharing between the O�1

atoms of two catalytic aspartates has been observed for a

related aspartic protease, HIV-1 protease, in complex with a

norstatine-based inhibitor (Brynda et al., 2004). However, we

found that a shared proton cannot be accommodated in the

Sapp2p active site for steric reasons (the position of this

hypothetical proton is shown in parentheses in Fig. 6a).

Moreover, the shared-proton arrangement has far less

favourable interaction energy with the statin inhibitor than the

model with only two protons in the active site. We therefore

suggest that the protonated state of Asp32 may indicate a

transient shift of the statin hydroxyl proton towards O�1 of

Asp32.

The arrangement of the Sapp2p active site in our structure

is very similar to the structures of other aspartic proteases in

complex with an inhibitor with a hydroxyl group located

between the active-site aspartates, such as the structures of

endothiapepsin from the fungus Endothia parasitica (Coates et

al., 2002) and HIV-1 protease (Adachi et al., 2009). In all of

these atomic resolution X-ray structures, a proton is shared

between the hydroxyl O atom of the inhibitor and the O�1

atom of the catalytic aspartate.

3.7. Comparison of pepstatin A interactions with Sapp2p and
Sapp1p

The residues involved in pepstatin A binding in Sapp2p and

Sapp1p and the hydrogen-bonding pattern for the central

binding pocket (S3–S10) are mostly conserved (Figs. 5b and

5c). Most of the amino acids (75%) that form the Sapp1p and

Sapp2p substrate-binding sites are conserved. Only residues

involved in pepstatin A binding in the S20 and S30 subsites are

significantly different between Sapp1p and Sapp2p. We used a

virtual glycine scan (Pecina et al., 2013) to study the roles of

individual amino-acid side chains in the Sapp2p and Sapp1p

active sites in the binding of pepstatin A. We used a fast and

reliable semi-empirical quantum-mechanical (QM) method,

PM6-D3H4X (Lepšı́k et al., 2013). We needed a QM approach

to quantitatively describe the strength of noncovalent inter-

actions (Riley et al., 2010), including quantum effects such as

proton transfer. At the same time, using the semi-empirical

approximation, we were able to include over 1000 atoms in the

QM part and thus capture the long-range effects, such as

electrostatic interactions.

The changes in the free energy of interaction (��G0int)

upon the mutation of a given amino-acid residue to glycine are

shown in Fig. 7.

The amino-acid residues in the individual substrate-binding

subsites of Sapp2p and Sapp1p fell into one of four categories:

(i) identical residues, (ii) similar residues, (iii) different
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Figure 6
Polar interactions in the active site of the atomic resolution Sapp2p
structure. (a) Schematic diagram with bonding distances (values are in Å;
estimated standard deviations of distances are in parentheses). H atoms
in bold are clearly assigned (the hydroxyl H atom of pepstatin was visible
in difference electron density; the H atom on the protonated carboxyl of
Asp211 was deciphered from C—O bonding distances). The H atom in
parentheses is hypothetical. (b) Detailed structure of the active site in
stick representation; hydrogen bonds are shown as dotted lines (numbers
represent distances in Å). The 2Fo � Fc electron-density map contoured
at the 1.5� level is shown in light blue; the Fo � Fc difference electron-
density map contoured at the 2� level is shown in red.



residues and (iv) residues that do not form corresponding

pairs owing to different tracing of the protein backbone. A

fourth category comprises residues that do not form corre-

sponding pairs owing to different tracing of the protein

backbone. It is worth mentioning that the energy contribu-

tions inherently contain the effect of hydrogen bonding

mediated by the residue side chain. The contributions of

glycine residues (Gly213/Gly222 in S1, Gly78/Gly79 in S1/S10

and Gly34/Gly34 in S10) cannot be evaluated by the virtual

glycine-scanning method. However, the contributions of these

residues are likely to be very similar in Sapp2p and Sapp1p

because they have similar conformations in both isoforms. The

only exception in this category is the Gly76� � �Sta6 hydrogen

bond, which is present in Sapp2p and absent in Sapp1p.

In the S4 subsite, we identified the following Sapp2p/

Sapp1p residue pairs in the three categories defined above: (i)

Pro12/Pro12 (also contributing to S3), Thr215/Thr224 (also

contributing to S3) and Tyr218/Tyr227 (also contributing to

S2); (ii) Ile216/Leu225 and Val284/Leu293; and (iii) Leu276/

Tyr285. All of these pairs feature similar energy contributions

within a difference of approximately 1 kcal mol�1, even in

category (iii) (Fig. 7). The strongest contribution to binding, of

around 7 kcal mol�1, is mediated by Thr215/Thr224. This is

achieved by a combination of aliphatic� � �aliphatic interactions

in the S4 subsite and hydrogen bonding in the S3 subsite.

The S3 subsite is relatively solvent-exposed. The only

interacting residue in Sapp2p and Sapp1p is Ser13, which

makes an almost identical contribution to the interaction

energy in both enzymes (of close to 2 kcal mol�1).

The S2 subsite is formed by several Sapp2p/Sapp1p

conserved residues in category (i), Thr214/Thr223, Tyr218/

Tyr227, Ile298/Ile303 (S2/S10) and Asp79/Asp80 (S2/S1), and

by Val296 of Sapp2p, which has no counterpart in Sapp1p. The

conserved residues have similar contributions in Sapp2p and

Sapp1p. Thr214/Thr223 has very strong interactions (around

7 kcal mol�1) owing to a combination of aliphatic� � �aliphatic

dispersion interactions in the S2 pocket and hydrogen bonding

in the S1 pocket. Ile298/Ile303 has very weak (0.5 kcal mol�1)

methyl� � �methyl dispersion interactions (Jurecka et al., 2006)

in S2 that are identical for both enzyme isoforms. The

contribution of this residue is, however, different in S10.

Interestingly, the conserved Asp79/Asp80 residue with an

identical interaction pattern (two hydrogen bonds and a van

der Waals interaction) has a difference of 3–4 kcal mol�1 in

the energy of binding of pepstatin A to Sapp2p and Sapp1p,

respectively. This difference can be ascribed to the long-range

electrostatic influence of Lys49 and Lys80, which are present

only in Sapp2p and are located approximately 7 Å from

the charged Asp79 side chain. Additional interaction in the

Sapp2p S2 subsite is mediated by Val296, which is located in

the C-ent loop insertion and has no counterpart in Sapp1p.

The S1 subsite features the following Sapp2p/Sapp1p resi-

dues: (i) Ile116/Ile117, Tyr77/Tyr78 and Ser81/Ser82, and (ii)

Val30/Ile30. All of these interacting residues provide similar

contributions in Sapp2p and Sapp1p. Tyr77/Tyr78 provides a

very large contribution of almost 9 kcal mol�1 owing to main-

chain/main-chain hydrogen bonding combined with CH� � ��
interactions.

The P10 side chain of the Sta6 residue of pepstatin A

features one nonpolar interaction of aliphatic� � �aliphatic type

with the Pro296 side chain of Sapp2p. As this residue is located

in the C-ent loop insert, Sapp1p does not have a counterpart.

However, owing to the different pose of the P10 moiety in

Sapp1p there is a favourable interaction with Leu218. The

Ile298/Ile303 pair only has interactions in Sapp1p.

In the S20 subsite, there are the following Sapp2p/Sapp1p

interacting residues: (i) Ile75/Ile76 and Ser35/Ser35 and (iii)

Tyr187/Asn125. While the former two interact with pepstatin

A only weakly, Tyr187 makes the

strongest contribution to the

energy of binding among all of

the calculated interactions. The

reason is a very short hydrogen

bond (O� � �O distance of 2.6 Å)

between the phenolic hydroxyl

of Tyr187 and the backbone

carbonyl of the Ala in P20.

Moreover, the Tyr187 C	� � �O�
bond length of 1.337 (9) Å

suggests that the proton is shared

between the two O atoms. In

Sapp1p, however, interaction

with the carbonyl of the Ala in

P20 is mediated by a medium-

strong hydrogen bond to Asn125.

The P30 terminal carboxylate of

pepstatin A Sta6 is exposed to the

solvent. In addition to hydrogen

bonds to water molecules, it

forms a salt bridge with Arg186 in

Sapp2p, which is functionally
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Figure 7
Energy contributions (kcal mol�1) of the amino acids in Sapp2p and Sapp1p (two conformations of
pepstatin A, I and II, were evaluated; cf. Fig. 5a) from a virtual glycine scan.



replaced in Sapp1p in conformation II by a charge-assisted

hydrogen bond to Gln195.

Overall, our quantification of pepstatin A interactions with

the Sapp2p and Sapp1p isoenzymes yielded similar results

(�60 kcal mol�1 for Sapp2p and �55 kcal mol�1 for Sapp1p).

This is the result either of similar interaction strengths or some

weaker and other compensating stronger interactions. Our

finding is in line with the similar values of the measured

inhibition constants of 0.4 and 0.3 nM, respectively, for the

binding of pepstatin A to Sapp2p and Sapp1p.

In summary, we have analyzed the binding of pepstatin A to

the Sapp2p and Sapp1p isoenzymes by a combination of high-

resolution crystallography and advanced quantum-chemical

interaction energy calculations.
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Lepšı́k, M., Řezáč, J., Kolář, M., Pecina, A., Hobza, P. & Fanfrlı́k, J.
(2013). Chempluschem, 78, 921–931.
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ABSTRACT: The crystal structures of two novel carborane-sulfamide inhibitors in the
complex with human carbonic anhydrase II (hCAII) have been studied using QM/MM
calculations. Even though both complexes possess the strongly interacting sulfamide···zinc
ion motif, the calculations have revealed the different nature of binding of the carborane
parts of the inhibitors. The neutral closo-carborane cage was bound to hCAII mainly via
dispersion interactions and formed only very weak dihydrogen bonds. On the contrary, the
monoanionic nido cage interacted with the protein mainly via electrostatic interactions. It
formed short and strong dihydrogen bonds (stabilization of up to 4.2 kcal/mol; H···H
distances of 1.7 Å) with the polar hydrogen of protein NH2 groups. This type of binding is
unique among all of the classical organic and inorganic inhibitors of hCAII. Virtual glycine
scanning allowed us to identify the amino-acid side chains, which made important
contributions to ligand-binding energies. In summary, using QM/MM calculations, we
have provided a detailed understanding of the differences between the interactions of two
carborane sulfamides, identified the amino acids of hCAII with which they interact, and thus paved the way for the computer-
aided rational design of selective boron-cluster-containing hCAII inhibitors.

1. INTRODUCTION

Carboranes (or carbaboranes in formal nomenclature) are
inorganic boron hydrides in which one or more BH− units are
replaced by an isoelectronic CH group. Boron clusters
(including heteroatoms, such as carbon) form an astonishing
variety of three-dimensional structures stabilized by 3-center 2-
electron delocalized bonding. Two most extensively studied
classes are represented by closo and nido carboranes, the former
group having closed cages and the latter missing one vertex,
optionally possessing a B−H−B hydrogen bridge.1

Carborane derivative chemistry has been rapidly expanding
in the last decades,2−4 and the compounds have found many
novel applications in catalysis, nanomaterial science, or
medicine as hydrophobic pharmacophores.5−16 Several exam-
ples from the last category include boron neutron capture
therapy (BNCT),17−21 estrogen receptor agonist and antago-
nist, and the inhibition of HIV protease.22−24 The properties
that make carboranes such suitable entities for drug design are
their hydrophobicity, geometry, stability, resistance to catabo-
lism, and charge delocalization over their surface. The nature of
the noncovalent binding of carboranes to (bio)macromolecules
has been studied extensively in our previous works using mostly
quantum mechanical (QM) calculations. Specific carborane−

protein interactions range from C−H··H−B dihydrogen
bonds25,26 via B−H···Na+ bridges27,28 to B2H···π and C−
H···π hydrogen bonds29 (reviewed in refs 22 and 23). However,
it was not clear which of these interactions play roles in new
cases of carborane−biomolecule complexes. For example, van
der Waals and electrostatic interactions were found in the
interaction of dihydrofolate reductase carborane inhibitors,30

whereas for a carborane ligand of the vitamin D receptor, a
“hydrophobic interaction” was postulated.31

Carbonic anhydrase (CA) belongs to a family of monomeric
zinc metalloenzymes, which catalyze the reversible reaction of
carbon dioxide hydration and bicarbonate dehydration. The
control of this reaction is crucial in several very important
physiological processes, such as maintaining the acid−base
balance in blood and other tissues, and facilitating the transport
of carbon dioxide and protons in the intracellular space, across
biological membranes, and in the layers of the extracellular
space.32
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In the human organism, 12 catalytically active CA
isoenzymes have been identified; they differ in their cellular
localization and their expression in various tissues. In this study,
we focus on hCAII, a ubiquitous enzyme essential for the
maintenance of general acid−base balance. This enzyme is one
of the most studied with a wealth of structural and biochemical
data.32

The active site of hCAs is well conserved in sequence among
various isoforms. It has a shape of a deep conical cleft and
contains a Zn2+ ion with a bound hydroxyl group (Zn2+−OH−)
coordinated by three histidine residues (His94, His96, His119),
which are held in a distorted tetrahedral geometry. During the
catalysis, the CO2 substrate is weakly bound in a hydrophobic
region located 3−4 Å from the zinc ion, and the enzyme works
via a two-step mechanism: first, a nucleophilic attack of the
zinc-bound hydroxide on the carbon dioxide forms a metal-
bound bicarbonate followed by a displacement of the
bicarbonate by a water molecule. Second, the regeneration of
the active site occurs by the ionization of the zinc-bound water
molecule and the removal of a proton from the active site. This
happens via a series of proton-transfer steps, where several
amino acids (Tyr7, Asn62, Asn67, Thr199, and Thr200) form a
solvent network with His64, whose imidazole ring swaps
between an inward and outward conformation and plays the
role of a proton shuttle from the protein active site to the bulk
solvent.32

Clinical regulation of the activity of human carbonic
anhydrase (hCA) by small-molecule inhibitors proved to be a
reliable therapeutic method for a number of human diseases
and for several decades has been a major component of therapy
for high blood pressure, glaucoma, hyperthyrosis, hypoglyce-
mia, and recently also cancer.33 The most important classes of
hCA inhibitors are aryl-sulfonamides and inorganic anions
(reviewed in ref 32). The sulfonamide/sulfamate SO2−NH2
headgroup is weakly acidic (pKa is about 9−10); upon
approaching the zinc ion, however, it leaves the proton to
coordinate Zn2+ via electrostatic interactions. The tail of the
inhibitor molecule can be substituted by specific functional
groups to provide further interactions with the amino acids of
hCA. The selectivity against the different isoforms comes from
various interaction patches of the active site (hydrophobic
pocket and hydrophilic faces), where the inhibitors bind via van
der Waals and polar interactions.34

Recently, novel carborane-based sulfamide inhibitors of
hCAII and hCAIX have been designed, prepared, and shown
to inhibit the enzymes in submicromolar range.35 Two parent
compounds possessing the closo- and nido-carborane cages, 1-
methylenesulfamide-1,2-dicarba-closo-dodecaborane (1a) and
7-methylenesulfamide-(7,8-nido-dicarbaundecaborate) (7a)
(Figure 1), have been crystallized in complex with hCAII,
and crystal structures were determined using data at resolutions
of 1.35 and 1.55 Å, respectively (PDB codes 4MDG and
4MDM).35 These high-resolution structures revealed a binding
mode in which the sulfamide moiety coordinated the zinc ion
and the carborane cluster filled the conical enzyme’s binding
pocket. In contrast to the extensively studied ubiquitous
interactions between Zn2+ and sulfamide moiety, a theoretical
explanation of binding of various carborane cages to a protein is
unique. Specifically, it was not clear which physical forces drive
the binding of the carborane cages to hCAII. It could either be
the hydrophobicity of the carborane cage,36 dispersion
interactions, an effect of the cage on the pKa of the sulfamide
moiety, or the formation of dihydrogen bonds.25 To test these

possibilities and gain deeper insight into the nature of the
interactions, we performed DFT-D QM/MM calculations on
the hCAII/1a and hCAII/7a complexes. By coupling the
calculations with pKa predictions using COSMO-RS, we were
able to partition the binding energetics and elucidate the nature
of the interaction of carborane-based sulfamide inhibitors with
hCAII.

2. METHODS
2.1. Model Systems and Structure Preparation. Two

crystal structures of hCAII in complex with 1a and 7a were
determined at high resolutions of 1.35 and 1.55 Å, respectively
(PDB codes 4MDG and 4MDM).35 Hydrogens were added by
the Reduce37 and LEaP modules in the AMBER10 package38

for the protein with an individual protonation of all of the
histidines assigned on the basis of the visual inspection of their
surroundings. The protein N-terminus and all of the lysines and
arginines were positively charged, whereas the C-terminus and

Figure 1. Structures of the (A) 1-methylenesulfamide-1,2-dicarba-
closo-dodecaborane (1a) and (B) 7-methylenesulfamide-(7,8-nido-
dicarbaundecaborate) (7a) compounds. Hydrogens are omitted for
clarity with the exception of a hydrogen bridge in 7a. This hydrogen
bridge is located between either B10 and B11 atoms (shown) or B9
and B10 (not shown).
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all of the glutamates and aspartates were negatively charged to
reflect the predominant state at pH 7. The inhibitors were
protonated by the UCSF Chimera program for the sulfamide
headgroup and manually for carborane cages.39 The sulfamide
moiety binds to the Zn2+ of hCA in a deprotonated NH−

form32 and was thus modeled accordingly.
Compound 1a has five possible rotational isomers

(rotamers), differing in the positions of the carbon atom
(C2) in the lower pentagon of the cage (five rotamers of the
closo cage), while compound 7a has two possible positions of
the carbon (C8) atom (two enantiomers) combined with two
positions of the B−H−B bridge (B9−H−B10 or B10−H−B11)
(see Figure 1). The energies of the isolated isomers of
compound 1a and the enantiomers of compound 7a were
computed at the DFT method augmented with dispersion
correction (D)40 combined with the TPSS functional and the
TZVP basis set. In addition, a rigid scan of the N1−C3−C1−
C2 dihedral (Figure 1) at the same level was performed to shed
light on the relation between the energy and the carbon
position in the 1a compound.
Complexes of all of these isomers in the complex with hCAII

were prepared and fully optimized using the QM/MM
procedure (see below). One crystal water molecule (Wat265)
bridging the inhibitors and hCAII residues Thr198, Glu106,
and Tyr7 was retained to maintain the integrity of the active
site. Other waters were discarded. The atomic charges for the
inhibitors were obtained by the RESP procedure41 at the HF/6-
31G* level. We have shown previously that RESP can be
applied to carboranes to describe their interactions.25 The
protein parameters were obtained from the ff03 force field,42

whereas for the ligands GAFF parameters were used.43

The positions of the added hydrogen atoms were relaxed in
vacuo using the FIRE algorithm44 followed by annealing (10
ps) from 600 to 0 K using the Berendsen thermostat45 in the
SANDER module of the AMBER 10 package.38

2.2. QM/MM Setup and Optimization. We used our in-
house QM/MM program (CUBY3), which works as an
interface between the Turbomole package46 for QM calcu-
lations and the AMBER package38 used for MM calculations.
We applied an ONIOM-like subtractive scheme47 with link
atoms and mechanical embedding. The QM part was defined as
the 4 Å surroundings of the ligands (480 atoms in total), which
is around the current limit for DFT-D optimizations in a
reasonable time. The MM part constituted the remainder of the
protein, and the surrounding solvent was approximated by a
generalized Born (GB) implicit model.48

All of the prepared complexes (see section 2.1) were
optimized (specifically, the QM part was optimized while the
MM part was frozen) using the DFT-D method.40 We applied
the resolution of the identity (RI) approximation49 to the DFT
method combined with the B-LYP functional and the SVP
(3s2p1d/2s1p) basis set.46 The QM/MM optimizations were
performed in several rounds until the energy and gradient
convergence criteria (ΔE = 0.005 kcal/mol, the maximum
gradient of 1 kcal/mol/Å, the root-mean-square of the gradient
of 0.5 kcal/mol/Å) were met. The interaction energies of all of
the studied systems were determined on the optimized
structures using the RI-DFT-D methodology at the TPSS/
TZVP level.46

2.3. Strategy of the Calculations. The first step was to
identify the most stable isomers of the 1a and 7a inhibitors in
the complex with hCAII. This was done on the basis of the

QM/MM energies of the optimized structures. The most stable
complexes were selected and further used.

2.3.1. Carborane versus Sulfamide Interaction. To address
the questions of the driving force of the binding of carborane-
based inhibitors, we fragmented the ligands into two parts (the
carborane cage and the sulfamide headgroup) and capped them
by hydrogen atoms. Subsequently, their interaction “free”
energies (ΔG′int) with the hCAII active site (QM part) were
calculated using the RI-DFT-D TPSS/TZVP method. The
DFT-D method was used with the more reliable50 COSMO
solvent model51 instead of the GB model48 utilized in the QM/
MM optimizations.
The sulfamide headgroup interacted directly with the Zn2+

cation. An accurate calculation of the desolvation free energy of
the bare cation is, however, a very difficult task, with the results
depending on the method, atomic radii, etc.52 To decrease the
error of the calculated ΔG′int between hCAII Zn2+ and the
sulfamide headgroup, a single explicit water molecule (i.e., the
first solvation shell) was considered to screen the Zn2+ charge
following eq 1:32

+ − −

→ − +

− + +

− +

RSO NH hCAII Zn OH

RSO NH Zn hCAII H O
2

2
2

2
2

2 (1)

where RSO2NH
− stands for the deprotonated sulfamide form

of 1a or 7a.
2.3.2. Interactions with the Active Site. The contribution of

the amino acids in the active site to the binding was examined
by a “virtual glycine scanning” approach, which was inspired by
the “computational alanine scanning” procedure.53 Single
amino acids were substituted by glycine. The energy
contributions (ΔΔG′int) were calculated as the difference
between the original ΔG′int at the QM/MM level with the wild-
type amino acid and the new ΔG′int with the mutated glycine
residue.

2.3.3. Effect of Carborane Substituents on the pKa of the
Sulfamide Head Group. Further, we examined the role of the
carborane moiety on the pKa of the sulfamide, which in turn has
profound effects on the inhibition characteristics (generally, the
lower is the pKa, the stronger is the binding).

32 Therefore, we
calculated the pKa of the sulfamide headgroup using the highly
accurate COSMO-RS54,55 at the BP86/TZVP level. We started
with a series of substituted phenylsulfonamides with exper-
imentally determined pKa’s (Supporting Information Table S2)
and followed with all of the isomers of the sulfamide
compounds 1a and 7a.
Moreover, the charge distribution within the inhibitors and

their fragments (the headgroup and the cages) was calculated
by RESP procedure41 at the HF/6-31G* level to estimate a
possible polarization between the two parts, which could
influence the pKa value.

3. RESULTS AND DISCUSSION
3.1. Comparing the X-ray and QM/MM-Optimized

Structures. The studied hCAII/1a and hCAII/7a complexes
obtained from X-ray crystallography (PDB codes: 4MDG and
4MDM)35 were optimized using the QM/MM methodology.
The differences between the two complexes were captured by
the QM/MM optimizations. Importantly, the differences
between the QM/MM and X-ray structures are significantly
smaller than the differences between the X-ray structures (see
Figure 2). The QM/MM optimized geometries are thus reliable
and can be further used in this study.
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The X-ray structures of the hCAII/1a and hCAII/7a
complexes slightly differ in the active site. The most significant
difference was in the position of His64 and subsequently in the
positions of the neighboring amino acids Asn62, Asn67, and
Gln92 (Figure 3a). The nido carborane cage of compound 7a
interacted with the inward conformation of the imidazole ring
of His64 via a strong dihydrogen bond (the H···H distance of
2.1 Å), whereas in the hCAII/1a complex, the side chain of
His64 was shifted outward from the inhibitor 1a.
Besides the changes in the orientation of the amino-acid side

chains interacting with the carborane cages, compounds 1a and
7a also differed in the interactions of the C3−N1 linker with
the enzyme’s amino-acid residues. The hydrogen bond with
Thr200 was shorter in hCAII/1a than in the hCAII/7a
complex (Figure 3b,c). Moreover, a weak hydrogen bond (C−
H···N) was also formed with the side chain of Leu198 in the
hCAII/1a complex. In contrast, the C3−N1 part of the head of
7a interacted with Leu198 via dispersion aliphatic−aliphatic
interactions (see Supporting Information Figure S1).
3.2. Carborane Isomer Stabilities. Substituted carboranes

may occur in several rotameric states. If unconstrained, these
states can interchange, like in the case of the rotational freedom
of cobalta bis(dicarbollide).57 However, in the cases of inter-27

or intra-58 molecular interactions, a single rotational state may
be preferred.30 To obtain insight into the rotamer preferences
of 1a and how they are influenced by the protein surroundings,
we studied the rotational profile of the isolated compound 1a
using QM calculations in vacuum as well as by the use of QM/
MM in the GB solvent in the complex with hCAII. For 7a, we
performed similar calculations but focused on the two
enantiomers of 7a (racemic mixture) and the two positions
of the hydrogen-bond bridge instead. Hydrogen atoms are not

present in the X-ray structures at the given resolution and may
be fluxional;26 altogether, there were thus four isomers of 7a.

Rotational Profile of Isolated 1a. The rigid scan of the N1−
C3−C1−C2 dihedral (Figure 1a) showed that the carborane
moiety in the isolated 1a preferred the N1−C3−C1−C2
dihedral angle of about −20°. At room temperature, the N1−
C3−C1−C2 dihedral of 1a could range from about −80° to
+21° (with the energy difference being smaller than 2 kcal/
mol) (Figure 4). The rotational barrier for a complete 360°
rotation was about 8 kcal/mol high. The most stable rotamers
were stabilized by a weak hydrogen bond between the C2−H
vertex and the oxygen of the sulfamide headgroup (a distance
of about 2.5 Å). The unfavorable energies of the less stable
rotamers were caused by an electrostatic repulsion between the
B−H group and the oxygen of the sulfamide head.

Rotational Profile of 1a in the Complex with hCAII. The
relative QM/MM energies of the rotamers of 1a in the complex
with hCAII are shown in Figure 4. Although the barrier for the
360° rotation did not change (about 8 kcal/mol high), the well
around the minimum is broader in the complex than in
isolation, thus allowing wider rotation at room temperature
(from −60° to +100°). The computed minimum also agreed
with the experimentally determined position of the carbon
atoms of 1a structural data (a dihedral angle of −44°).

Isomer Stabilities of 7a − Isolated and Complexed with
hCAII. The DFT-D (TPSS/TZVP) calculations on the isolated
7a molecule showed that both positions of the B−H−B bridge
should be considered for both enantiomers, because their
relative energies differed only by up to 1.5 kcal/mol.
In the complex with hCAII, the energy differences between

the isomers were only slightly larger (below 3 kcal/mol). We
can thus assume that in addition to the most stable isomer, the
other isomers might also be found in the complex with hCAII.
However, they are supposed to be less populated. The most
stable isomer was the ρ enantiomer with the hydrogen bridge
between B10 and B11 (Figure 1b). The position of the C8 of
this isomer is also in agreement with crystallographic
observations.

3.3. Driving Force of the Carborane-Sulfamide
Inhibitor Binding to hCAII. To address the question of the
driving force of the binding of carborane-based inhibitors into
hCAII, we fragmented the ligands into the carborane cage and
the sulfamide head. We calculated the interaction “free”
energies (ΔG′int), and the gas-phase interaction energies on
the structures optimized in the water environment (ΔEint)
using the DFT-D method and COSMO implicit solvent model
(for details, see section 2.3.1). The influence of amino acids
beyond the QM region is comparable (ΔG′int of −9.3 and −8.7
kcal/mol for 1a and 7a, respectively), which justifies their
neglect when comparing binding of these compounds. The
calculated values as well as the experimental binding affinities
are summarized in Table 1. The calculated relative binding free
energies of 1a and 7a to hCAII are in very good agreement with
the experimental ones (ΔΔG′int of −0.9 kcal/mol as compared
to ΔΔG°b of −1.4 kcal/mol). However, it should be stressed
here that several important terms of the binding affinity, such as
the binding entropy and protein deformation, are not calculated
here (the problems associated with the calculations of these
terms are discussed in detail in refs 59 and 60). Thus, the
interplay of these other terms is difficult to estimate. Definitely,
however, they would disfavor binding and therefore bring the
calculated absolute values closer to the experimental ones.
Despite these limitations, the reproduced energy difference

Figure 2. An overlay of the X-ray (in blue) and QM/MM optimized
(in yellow) structures of the (A) hCAII/1a and (B) hCAII/7a
complexes.
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enables us to analyze the calculated binding affinities in more
detail. The ΔG′int of the carborane cages was significantly
weaker than that of the sulfamide moiety for both 1a and 7a
(−26.5 vs −11.2 and −26.1 vs −10.7 kcal/mol, respectively),
which agrees with previous observations concerning the

energetic importance of the sulfonamide (or isosteric) moiety
for the binding to hCAII.32

More importantly, the difference between the ΔEint of the
closo and nido cages was large. The closo-carborane cage
interacts 58.9 kcal/mol less strongly than the nido cage (Table
1). In the case of the closo-carborane cage, the dispersion

Figure 3. (A) An overlay of hCAII/1a and hCAII/7a QM/MM optimized structures. Compound 1a is in pink, 7a in magenta, hCAII of hCAII/1a in
green, and hCAII of hCAII/7a in brown. The hydrogen-bond interactions of the sulfamide headgroup of 1a (B) and 7a (C) with the hCAII active
site, where Zn2+ is visualized as a yellow sphere. Figure was prepared with PyMol, version 2006.56

Figure 4. A dihedral rigid scan of the isolated compound 1a calculated
at the DFT-D:TPSS/TZVP level in vacuum (blue) and the graph of
the dependence of relative stabilization energy on the dihedral angle of
1a in the hCAII/1a complex (red).

Table 1. Decomposition of the DFT-D (TPSS/TZVP)
Interaction Energy between the Ligand Fragments and
hCAIIa

ΔG′int ΔEint D ΔG°b
1a −37.7 −184.8 −42.0 −8.4 ± 0.1
7a −36.8 −246.6 −38.3 −7.0 ± 0.2
1a headgroup −26.5 −162.4 −17.1
7a headgroup −26.1 −165.3 −16.8
1a cage −11.2 −22.4 −24.9
7a cage −10.7 −81.3 −21.5

aThe structures were cut out of the hCAII/1a and hCAII/7a
complexes optimized by the QM/MM method. The interaction “free”
energy (ΔG′int) calculated in the COSMO solvent model, the gas-
phase interaction energy (ΔEint), the dispersion energy (D)
contribution to the interaction energy, and the experimental binding
free energy ΔG°b (calculated by ΔG°b = RT*ln Ki, where dissociation
constant (Ki) is taken from ref 35) are all in kcal/mol.
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energy itself was larger than the total ΔEint and thus played a
major role in its binding. In contrast, the dispersion energy of
the nido cage contributed only about 26.5% of the total ΔE.
The driving force of the nido cage hence seemed to be of an
electrostatic character. The desolvation penalty of the neutral
closo cage was small; consequently, the resulting ΔG′int values
of the closo and nido cages were comparable.
3.4. Sulfamide pKa in Aryl- and Carborane-Based hCA

Inhibitors. The pKa calculations of sulfamide inhibitors using
the COSMO-RS method54 were first performed on a small
series of aryl-based compounds with experimentally measured
pKa values (Supporting Information Table S2). The computed
values are down-shifted from the experimental ones by 0.6−1.3
units, but the relative trend is excellent with a correlation
coefficient of R2 = 0.88 (Figure 5).

Further, we estimated the pKa of the sulfamide in the
carborane-based inhibitors. The COSMO-RS results showed
that the carborane cages of 1a and 7a had a very similar effect
on the sulfonamide moiety. The COSMO-RS pKa values of the
1a and 7a inhibitors were calculated to be about 8.4 and 8.2.
Using the correlation equation (Figure 5), the pKa values for
the sulfamide moieties in 1a and 7a can be estimated to be
about 9.3 and 9.1, respectively. When we compare 1a and 7a
with the other compounds (Supporting Information Table S2
and Figure 5; i.e., carborane cages changed to phenyl), we
conclude that the closo- and nido-carborane cages lower the pKa
of the sulfamide group. This may be connected with the
electron deficiency of the boron clusters, thus contributing to
the potency of carborane-based sulfamide inhibitors.
3.5. Contributions of hCA Active-Site Amino Acids to

Binding. The binding role of the individual amino-acid side
chains in the active site was studied by a “virtual glycine
scanning” approach. The ΔΔG′int upon single amino-acid
mutation into glycine for the most stable 1a rotamer (a dihedral
angle of −44°) is shown in Figure 6. The closo cage of
compound 1a, whose binding was driven mainly by dispersion
energy (see above), had the strongest dihydrogen bonding
interaction with Gln92 (the H···H distance of 2.0 Å; ΔΔG′int of
−2.3 kcal/mol) and with Phe131 (the H···H distance of 2.2 Å;
ΔΔG′int of −2.0 kcal/mol). In general, the dihydrogen bonds of
the closo cage were weak, that is, only with nonpolar C−H

groups and rather long and at the margin of the range of H···H
distances (with Phe131 2.2 Å; with Pro202 2.9 Å; with Asn62
3.0 Å). All other important amino acids such as Thr200,
Val121, and Leu198 had, besides the dihydrogen interactions
(2.5 Å; 2.5 and 2.7 Å; 2.3 and 2.6 Å, respectively), also a strong
contribution to the binding via an interaction with the
sulfamide headgroup.
To explain the differences in rotational profile of 1a in

isolation and in the complex with hCAII, a “virtual glycine scan”
was also performed for rotamer 4 (a dihedral angle of +96°),
which is considerably more stable in the complex than in
isolation. Rotamer 4 had stronger (more negative) ΔΔG′int
with Thr200, Val121, and Gln92 (by 1.7, 0.9, and 0.5 kcal/mol,
respectively; see Supporting Information Graph S3). In the case
of Thr200, the increase in ΔΔG′int was due to a weak hydrogen
bond (C−Hδ+···Oδ−), which replaced repulsion between the
B−H vertex and the O atom of Thr200 (B−Hδ−···Oδ−).
The nido carborane cage (compound 7a) differs significantly

from the closo carborane cage. Here, we found a short
dihydrogen bond between a B5−H vertex and the polar NH2
group of Asn67 with the H···H distance of 1.7 Å. This
dihydrogen bond presented the largest contribution to the
binding of the nido cage. ΔΔG′int was calculated to be −4.1
kcal/mol (see Figure 6). It should be stressed here that Asn67
interacted with compound 7a only via the single dihydrogen
bond and had no other contacts. The calculated interaction can
thus be directly assigned to the single dihydrogen bond and is
in agreement with both the distance and the energetic ranges
found for carborane−biomolecule interactions.25 The neighbor-
ing Asn62 had also a more attractive interaction with the nido
carborane cage than it had with the closo cage (−1.8 vs −0.6
kcal/mol, respectively). Another larger change concerned the
flexible His64, which provided ΔΔG′int with the nido cage of
−2.0 kcal/mol (a single dihydrogen bond with the H···H
distance of 2.1 Å). In the case of the closo carborane cage, His64
was far away from the inhibitor and did not have any
interaction (ΔΔG′int of 0.4 kcal/mol). The complexes of
compounds 1a and 7a differed also in the position of the head
(specifically the −C3−N1− part, see section 3.1). The hCAII/
1a had a more favorable interaction with Leu198 by about 2
kcal/mol due to the presence of a weak CH···N hydrogen bond
as opposed to van der Waals interactions only for 7a
(Supporting Information Figure S1).

3.6. Charge Analysis. Partial atomic charges were
calculated using RESP (a correct description of dihydrogen
bonding, see ref 25) and analyzed. The nido-carborane cage of
7a was negatively charged, which translated into more negative
charges on boron-bound hydrogens (of −0.15) and con-
sequently also the formation of stronger dihydrogen bonds.
The closo-carborane cage of 1a was neutral, and boron-bound
hydrogens only had a slightly negative charge (of −0.08). This
explained why the closed cage of 1a formed considerably
weaker dihydrogen bonds. It seems that the total negative
charge of the carborane cage is a prerequisite for the formation
of strong and short dihydrogen bonds (cf., ref 25). This
knowledge may help fine-tune the binding affinity of carborane-
containing ligands in rational drug design.

4. CONCLUSIONS
We have conducted the very first QM/MM study of two novel
carborane-sulfamide inhibitors of human carbonic anhydrase II
(hCAII). The outcome is a detailed atomistic and energetic
understanding of the nature of inhibitor binding. Although the

Figure 5. The calculated pKa values plotted against the experimental
values. The experimental values are taken from ref 32 and colored
black (see also Supporting Information Table S2). For calculations, the
COSMO-RS methodology54 was used. The pKa values of 1a (in
orange) and 7a (in yellow) are estimated using the COSMO-RS
results and the correlation equation.
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studied inhibitors bind mainly via the sulfamide moiety to the
zinc ion, the different nature of binding of the carborane part of
the inhibitors was revealed. The neutral closo-carborane cage
was bound mainly via dispersion interactions and formed only
very weak dihydrogen bonds (the H···H distance greater than
2.2 Å; only with nonpolar C−H groups). In contrast, the
negatively charged nido cage interacted with the protein mainly
via electrostatic interactions. It formed short and strong
dihydrogen bonds (with an energy up to −4.2 kcal/mol; the
H···H distances as short as 1.7 Å) with the polar hydrogen of
NH2 groups. Both electron-deficient closo- and nido-carborane
cages lowered the pKa of the sulfamide anchor as compared to
phenyl and thus also contributed to the binding affinity. A
detailed understanding of the differences in the interactions of
various carboranes is important for their future use in rational
drug design.
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et al. From nonpeptide toward noncarbon protease inhibitors:
metallacarboranes as specific and potent inhibitors of HIV protease.
Proc. Natl. Acad. Sci. U.S.A. 2005, 102, 15394.
(25) Fanfrlík, J.; Lepsí̌k, M.; Horinek, D.; Havlas, Z.; Hobza, P.
Interaction of carboranes with biomolecules: formation of dihydrogen
bonds. ChemPhysChem 2006, 7, 1100.
(26) Fanfrlík, J.; Hnyk, D.; Lepsí̌k, M.; Hobza, P. Interaction of
heteroboranes with biomolecules. Part 2. The effect of various metal
vertices and exo-substitutions. Phys. Chem. Chem. Phys. 2007, 9, 2085.
(27) Fanfrlík, J.; Brynda, J.; Řezać,̌ J.; Hobza, P.; Lepsí̌k, M.
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Nykanen, A.; Ruokolainen, J.; Hobza, P.; Prochaźka, K. Stimuli-
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Figure S1: The interaction of the side chain of Leu198 with the 1a compound (a) and the 7a 

compound (b). 
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Table S2. The experimental and calculated pKa values. The experimental values taken from 

Ref.
1
. For calculations, the COSMO-RS methodology

2
 was used.  
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Compound  Exp.     Calc.  

R = CH3  10.2  9.3 

R = Cl     9.9  8.6 

R = H   10.1  9.1 

R = NH2  10.5  9.9 

R = NHCH3  11.0 10.1 

R = NO2    9.0  8.3 
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Graph S3. The contribution of single amino acids to the interaction “free” energy ∆∆G'int as 

obtained from a “virtual glycine scan”. A) The first 7 amino acids (from Gln92 to His64) 

interact only with the carborane cage and B) the next 5 (from Thr200 to Leu141) have 

interactions with both, the cage and the sulfamide head, respectively. 
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Carborane-based compounds are promising lead structures for development of inhibitors of carbonic anhydrases (CAs). Here,
we report structural and computational analysis applicable to structure-based design of carborane compounds with selectivity
toward the cancer-specific CAIX isoenzyme. We determined the crystal structure of CAII in complex with 1-methylenesulfamide-
1,2-dicarba-closo-dodecaborane at 1.0 Å resolution and used this structure to model the 1-methylenesulfamide-1,2-dicarba-closo-
dodecaborane interactions with CAIX. A virtual glycine scan revealed the contributions of individual residues to the energy of
binding of 1-methylenesulfamide-1,2-dicarba-closo-dodecaborane to CAII and CAIX, respectively.

1. Introduction

Carbonic anhydrases (CAs) play important roles in many
physiological and pathophysiological processes. For example,
extracellular CAs participate in tumor growth and progres-
sion [1]. CAIX, which is selectively expressed in a range of
hypoxic tumors, is a validated diagnostic and therapeutic
target (recently reviewed in [2–4]). There are 15 human CA
isoenzymes, and due to the ubiquity of these enzymes in
human tissues, selective inhibition is a very important aspect
of drug design.

Three main classes of CA inhibitors have been described
to date (reviewed in [5]): (i) metal ion binders (sulfonamides,
sulfamides, sulfamates, dithiocarbamates, thiols, and hydro-
xamates); (ii) compounds that anchor the zinc-coordinated

water molecule/hydroxide ion (phenols, carboxylates, poly-
amines, esters, and sulfocoumarins); and (iii) coumarins and
related compounds that bind further away from themetal ion.

CA inhibitors from the first class (metal ion binders) con-
tain specific functional groups that interact with the catalytic
Zn2+ ion in the CA active site.These metal-binding function-
alities are typically joined to a “ring” structure.This moiety is
not necessarily aromatic; however, it is usually consisting of a
5- or 6-membered hydrocarbon ring or conjugated ring sys-
tem containing nitrogen, oxygen, and/or sulfur. Numerous
functional groups have been added to the ring structure scaf-
fold to modify inhibitor properties such as specificity toward
a particular CA isoenzyme, pKa, or solubility (reviewed in
[6]). Recently, we reported design ofCA inhibitors containing

Hindawi Publishing Corporation
BioMed Research International
Volume 2014, Article ID 389869, 9 pages
http://dx.doi.org/10.1155/2014/389869

http://dx.doi.org/10.1155/2014/389869


2 BioMed Research International

space-filling carborane clusters in place of the typical ring
structure [7]. We showed that various carborane clusters
act as CA inhibitors and that modifying these clusters with
an appropriately attached sulfamide group and other sub-
stituents leads to compounds with selectivity toward the
cancer-specific CAIX isoenzyme.

Boron is one of few chemical elements that can form
binary hydrides composed of more than two atoms, which
leads to formation of boron cluster compounds (boron
hydrides or boranes). Their basic structural feature is forma-
tion of a polyhedronwith triangular facets held together by 3-
center 2-electron bondswith an extensive electron delocaliza-
tion [8]. A typical structural archetype is represented by the
divalent closo-B

12
H
12

2− anion, an extremely stable compound
with a symmetrical 12-vertex icosahedron structure [9].
Replacement of one or more {BH−} in borane cage with {CH}
leads to series of carboranes and removal of BH vertices leads
to various open-cage (nido-) species. Carboranes thus offer a
large variety of structural archetypes that provide interesting
counterparts to organic compounds [10].

Many features of icosahedral 12-vertex carboranes are
useful in the design of biologically active compounds. Carbo-
ranes have high thermal and chemical stability; therefore,
they generally do not undergo catabolism and are nontoxic
to the host organism [11, 12]. The basic closo-C

2
B
10
H
12

carborane cluster is highly hydrophobic [13]; however, its
controlled deboronation can generate water soluble 11-vertex
nido-C

2
B
9
H
12

−. These anions represent important interme-
diates in the synthesis of a family of mainly anionic metal
bis(dicarbollides) accessible via metal insertion. Incorpora-
tion of carborane cages into the structures of certain sub-
stances of medicinal interest can enhance hydrophobic inter-
actions between the boron cluster-coupled pharmaceuticals
and their protein targets, increase in vivo stability, and facili-
tate uptake through cellular membranes [14, 15].The success-
ful use of boron clusters as hydrophobic pharmacophores has
recently been increasing [16, 17]. Examples of carborane phar-
macophores include boron-containing antifolates [18], HIV
protease inhibitors [19, 20], and estrogen receptor agonists
and antagonists [21], among others [16, 22, 23].

Drug design efforts benefit greatly from knowledge of the
3D structures of protein-ligand complexes. X-ray crystallog-
raphy has contributed considerably to the development of
CA inhibitors; more than 500 structures of human CA isoen-
zymes (wild-type andmutant forms) in complex with various
inhibitors have offered unprecedented insight into inhibitor
binding modes (reviewed in [24]). Structural information
coupled with experimental inhibition data can be used to
validate various computational approaches to assess inhibitor
binding strength. Once a particular theoretical approach
reproduces the knowndatawell, it can be used for prospective
design. For studies involving metal ions and unusual com-
pounds such as boranes, the use of quantum chemistry (QM)
is warranted [25, 26]. Indeed, we recently used a quantum
mechanics/molecular mechanics (QM/MM) methodology
to quantitatively describe the binding of two carborane-
based sulfamides to CAII [7] and to explain fundamental
differences in the binding modes of closo- and nido-cages
[27].

Here, we report the X-ray structure of CAII with bound 1-
methylenesulfamide-1,2-dicarba-closo-dodecaborane (com-
pound 1, Figure 1(a)) determined at 1.0 Å resolution. This
atomic-level resolution allowed us to assess in detail the
positions of carbon and boron atoms in the carborane cage
of 1. Additionally, we modeled the complex of 1 with CAIX.
We employed a virtual glycine scan to analyze the differences
between the interactions of 1 with CAII and CAIX.

2. Materials and Methods

2.1. Protein Crystallization and Diffraction Data Collection.
For crystallization of human CAII (Sigma, catalogue number
C6165) in complex with 1-methylenesulfamide-1,2-dicarba-
closo-dodecaborane (compound 1), we adapted a previ-
ously described procedure [28]. CAII (at a concentration of
4mg⋅mL−1, dissolved in water) was incubated in aqueous
solution containing a 2-fold molar excess of p-hydroxymer-
curibenzoate (Sigma, catalogue number 55540). The protein
was concentrated to 10mg⋅mL−1 and unbound p-hydroxy-
mercuribenzoate was removed with AmiconUltra-4 concen-
trators (Merck-Millipore MWCO 10 kDa).

The complex of CAII with 1 was prepared by adding a 1.1-
fold molar excess of 1 (in DMSO) to the 10mg⋅mL−1 solution
of CAII in water without pH adjustment (the final DMSO
concentration did not exceed 5% v/v).

The best diffracting crystals were obtained using the
hanging-drop vapor diffusion method under the following
conditions: 2𝜇L protein-inhibitor complex solution was
mixed with 2 𝜇L precipitant solution [2.5M (NH

4
)
2
SO
4
,

0.3M NaCl, and 100mM Tris-HCl, pH 8.2] and equilibrated
over a reservoir containing 1mL of precipitant solution at
18∘C. Crystals with dimensions of 0.3mm × 0.1mm × 0.1mm
grew within 7 days.

For cryoprotection, the crystals were incubated inmother
liquor supplemented with 25% glycerol for approximately
30 s, flash-frozen, and stored in liquid nitrogen. Diffraction
data for the CAII complex were collected at 100K at the
X14.2 BESSY beamline in Berlin, Germany [29]. Data were
collected in two passes: the high-resolution range (11.75–
1.00 Å) and the low-resolution range (21.08–1.20 Å). The two
datasets were integrated with iMOSFLM [30] and merged
and scaled with SCALA [31]. Data collection and refinement
statistics are summarized in Table 1.

2.2. Structure Determination, Refinement, and Analysis.
Crystal structures were solved by difference Fourier method
using the CAII structure (PDB code 3IGP [34]) as a starting
model. The model was refined using REFMAC5 [35], part of
the CCP4 program suite [36].Themodel was initially refined
with isotropic atomic displacement parameters (ADPs);
hydrogen atoms in riding positions were added later. For
the final rounds of refinement, we used a mixed isotropic-
anisotropic model of ADPs: anisotropic ADPs were used for
all atoms, and only atoms in alternative conformations were
refined isotropically. Atomic coordinates for the structure
of 1 were generated by quantum mechanics computation
with DFT-D methodology [37] using the B-LYP functional
and SVP basis set [38] in the Turbomole program [39].
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Figure 1: (a) Structural formula of 1 with atom numbers used in the crystal structure coordinate file. The vertices in carborane cluster
represent BH groups. (b) Crystal structure of CAII in complex with 1. The CAII active site is shown in cartoon representation; residues
involved in interactions with the Zn2+ ion (purple sphere) and 1 are shown in stick representation with carbon atoms colored green. Boron
atoms are colored pink, and other heteroatoms are colored according to standard color coding: oxygen, red; nitrogen, blue; sulfur, yellow.The
2Fo-Fc electron density map for 1 is contoured at 1 𝜎.

A geometric library for 1 was generated using the Libcheck
program from the CCP4 suite. Coot [40] was used for
rebuilding. The quality of the refined model was assessed
using MolProbity [33]. The coordinates and structure factors
were deposited in the PDB under accession code 4Q78. Final
refinement statistics are summarized in Table 1. All structural
figures were prepared using PyMOL 1.4.1 [41].

2.3. Model of CAIX-1 Complex. The complex of CAIX and 1
was modeled by aligning the existing crystal structures of the
CAIX catalytic domain (PDB code 3IAI [42]) with the CAII-
1 complex (PDB code 4MDG [7]) using PyMOL version
1.2 [43]. Preparation of structure coordinate files for further
calculations was performed as described before for CAII [27].

The complex was fully optimized using a QM/MM pro-
cedure. We used ONIOM-like subtractive scheme [44] with
link atoms and mechanical embedding to be consistent with
our previous studies [27, 45–48]. The QM part is described
at the DFT-D TPSS/TZVP//BLYP/SVP level of theory [39]
and comprises 218 atoms including the atoms present in
1 and 8 amino acids (Trp5, Asn62, His64, Gln67, Gln92,
Val131, Leu135, and Pro202). The MM part constituted the
remainder of the protein, and the surrounding solvent was
approximated by a generalized Born (GB) implicit model.
Detailed description of the procedure was published in [27].
One crystal water molecule (Wat272) bridging the inhibitors
and CAII residues Thr199, Glu106, and Tyr7 was retained
to maintain the integrity of the active site. Other water
molecules present in the crystal structures were omitted.

The positions of the added hydrogen atoms, 1, and 15
amino acids surrounding the ligand (Trp5, Asn62, Gly63,
His64, Gln67, Leu91, Gln92, Leu123, Val131, Leu135, Leu141,
Thr200, Pro201, Pro202, and Ala204) were relaxed in a GB
implicit solvent model using the FIRE algorithm followed

by 10 ps annealing from 100K or 150K to 0K using the
Berendsen thermostat [49] in the SANDER module of the
AMBER 10 package [50].

2.4. Virtual Glycine Scan. The contribution of the active site
amino acids to inhibitor binding was examined by virtual
glycine scanning. Individual amino acids in contact with
1 in the CAIX-1 model and CAII-1 crystal structure were
substituted with glycine. The energy contributions (ΔΔG󸀠int)
were calculated as the difference between the original ΔG󸀠int
at the QM/MM level with the wild-type amino acid and the
new ΔG󸀠int with the mutated glycine residue [27].

3. Results and Discussion

3.1. Crystal Structure of CAII in Complex with 1 at Atomic Res-
olution. The overall structure of CAII in complex with 1 was
refined to 1.0 Å resolution.This high resolution allowed us to
observe details that could not be fully resolved in the complex
structure determined previously at lower resolution. Atomic
resolution was achieved by derivatization of CAII using the
4-(hydroxymercury)benzoic acid (abbreviated MBO in the
cif library of small molecules) method described by [28].The
mercury atom ofMBO covalently binds to S𝛾 of Cys206.This
modification allows formation of a hydrogen bond between
the OZ1 oxygen of the MBO carboxyl group and the main-
chain amino group of Tyr40 in the neighboring protein
molecule, reinforcing the crystal lattice and increasing the
diffraction quality of the crystal. In our structure, MBO is
modeled in two alternative conformations with occupancies
of 0.6 and 0.2.

When our atomic resolution structure is compared with
the structure of the CAII-1 complex determined at 1.35 Å
resolution (PDB code 4MDG [7]), the RMSD value for
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Table 1: Data collection and refinement statistics.
Data collection statistics

Space group 𝑃2
1

Cell parameters (Å; ∘) 42.20, 41.73, 72.16;
90.0, 104.4, 90.0

Wavelength (Å) 0.9184
Resolution (Å) 21.08–1.00 (1.05–1.00)
Number of unique reflections 108,781 (15,490)
Multiplicity 3.5 (2.5)
Completeness (%) 83.1 (81.4)
𝑅merge

a 0.056 (0.375)
Average 𝐼/𝜎(𝐼) 10.8 (2.3)
Wilson B (Å2) 6.5

Refinement statistics
Resolution range (Å) 69.90–1.00 (1.03–1.00)
No. of reflections in working set 97,856 (7,831)
No. of reflections in test set 5,426 (412)
𝑅 value (%)b 17.5 (24.4)
𝑅free value (%)c 20.0 (26.2)
RMSD bond length (Å) 0.011
RMSD angle (∘) 1.53
Number of atoms in AU 2297
Number of protein atoms in AU 2081
Number of water molecules in AU 176
Mean ADP value protein/inhibitor (Å2) 12.0/17.6

Ramachandran plot statisticsd

Residues in favored regions (%) 96.56
Residues in allowed regions (%) 3.44

The data in parentheses refer to the highest-resolution shell.
a
𝑅merge = ∑ℎ𝑘𝑙 ∑𝑖 𝐼𝑖(ℎ𝑘𝑙) − ⟨𝐼(ℎ𝑘𝑙)⟩ | /∑ℎ𝑘𝑙 ∑𝑖 𝐼𝑖(ℎ𝑘𝑙), where 𝐼𝑖(ℎ𝑘𝑙) is the
individual intensity of the 𝑖th observation of reflection ℎ𝑘𝑙 and ⟨𝐼(ℎ𝑘𝑙)⟩ is
the average intensity of reflection ℎ𝑘𝑙 with summation over all data.
b
𝑅 value = ||𝐹𝑜| − |𝐹𝑐||/|𝐹𝑜|, where 𝐹𝑜 and 𝐹𝑐 are the observed and calculated
structure factors, respectively.
𝑐
𝑅free is equivalent to 𝑅 value but is calculated for 5% of reflections chosen at
random and omitted from the refinement process [32].
das determined by Molprobity [33].

superposition of the C𝛼 atoms of residues 4–261 is 0.142 Å,
a value typical for superposition of identical structures [51].
The N-terminal residue His3 is traced differently in the two
structures; double conformations of numerous side chains
(e.g., Glu14, His64, and Gln74) are resolved in the atomic
resolution structure. We found an additional difference in
the loop formed by amino acid residues 124–139, with a
maximum difference of 0.738 Å for the position of Gln136
C𝛼. Gln136 forms van der Waals contacts with the MBO
covalently attached to Cys206. The positions of Phe131 and
Val135, which form a hydrophobic rim at the active site, are
also influenced by MBO binding. This results in a subtle
positional shift of the inhibitor, with an RMSD of 0.145 Å for
superposition of 12 atoms in the carborane cage of 1 bound to
CAII and CAII derivatized by MBO. This value is below the
value observed for superposition of identical structures [51].

Atomic-level resolution allowed us to resolve the carbon
and boron atom positions in the symmetrical carborane

Phe131

Gln92
Val121

Leu198

His94

His96

His119Thr200

Thr199

Figure 2: Interactions of 1 with CAII. The protein is shown in
cartoon representation; residues involved in interactions with the
Zn2+ ion (gray sphere) and 1 are shown in stick representation.
Polar interactions are represented by blue dashed lines; Zn2+ ion
coordination is shown as black dashed lines.

cage of 1. When analyzing the values of the electron density
map at positions of atoms bonded to the C1 atom, we can
assume that positions with higher density levels are more
likely to be carbon than boron atoms. Similar analysis was
done by others for boron-containing inhibitor of human
dihydrofolate reductase [18]. The C2 atom of the carborane
cage (Figure 1(a)) was modeled into the position with an
electron density value of 1.16 e/Å3, which was approximately
0.15 e/Å3 higher than those for the B3, B4, B5, and B6 atoms.
To exclude the possibility that higher density is caused by
model bias, we altered the composition of the cage by
replacing the C2 atom with a boron atom. Electron density
values did not change significantly after several rounds of
refinement cycles.

Thus, we can conclude that the most probable position
of the second carbon atom in the carborane cage of 1 is the
position assigned to the C2 atom in our crystal structure.This
is in good agreement with the recently published QM/MM
modeling study [27].

3.2. Detailed Analysis of Inhibitor Interactions with CAII.
The crystal structure of human CAII in complex with 1
determined at 1.0 Å resolution confirmed the key interactions
that our group observed previously [7]. The compound fits
very well into the CAII active site cavity andmakes numerous
polar and nonpolar interactions with the residues in the
enzyme active site. The sulfamide moiety, which forms key
polar interactions with the active site Zn2+ ion, also makes
polar interactions with Thr199 typical of other sulfamide
inhibitors of CAII (Figure 2). The linker NH group forms
an additional polar interaction with O𝛾 of Thr200. The
compound makes several van der Waals interactions with
residues Gln92, His94, His96, His119, Val121, Phe131, Leu198,
andThr200 (Figure 2). All interactions between the inhibitor
and protein are summarized in Table 2.
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Figure 3: (a) Structural formulas of 2 and 3. (b) Interactions of 2 and 3 with the CAII active site. Compound 2 is represented with golden
carbon atoms, while the carbon atoms of 3 are colored turquoise. Surface of residues making contacts with the isoquinoline moiety of 2 and 3
are highlighted in yellow and blue, respectively. Surface of residues colored orange make contacts with both compounds. Atoms involved
in contacts with the sulfonamide groups are not highlighted. (c) Interactions of 1 with the CAII active site. Surface of residues making
contacts with the carborane and linker moiety of 1 are highlighted in green. Atoms involved in contacts with the sulfonamide groups are
not highlighted. (d) Superposition of binding poses of 1, 2, and 3 in the CAII active site. Superposition of the complex structures was based
on the best fit for C𝛼 atoms of CAII residues 6–261.

The idea of designing CA inhibitors containing a carbo-
rane cluster moiety originated from our previous structural
studies of isoquinoline-containing sulfonamide inhibitors
(Figure 3(a)). Structural analysis of CAII in complex with 6,7-
dimethoxy-1,2,3,4-tetrahydroisoquinolin-2-ylsulfonamide (2,
PDB code 3IGP, [34]) and 6,7-dimethoxy-1-methyl-1,2,3,4-
tetrahydroisoquinolin-2-ylsulfonamide (3, PDB code 3PO6,
[52]) revealed two distinct binding modes that engage two
opposite sides of the enzyme active site cavity (Figure 3(b)).
Following this analysis, we hypothesized that the binding
space within the enzyme active site cavity could be effectively
filled with a bulky hydrophobic molecule with a spherical
structure. This led to design of 1 which exhibited inhibitory
property to CAII and CAIX with Ki values in submicro-
molar range. Structural analysis of CAII-1 indicates that our
structure-based design was sound. We found that the carbo-
rane cluster interacts with both sides of the enzyme active site
as predicted (Figure 3(c), Table 3) and that the position of 1

in the CAII active site superposes well with the two binding
modes observed for 2 and 3 (Figure 3(d)).

3.3. Model of the CAIX-1 Complex. The CAII-1 crystal struc-
ture was used tomodel binding of compound 1 into the CAIX
active site using QM/MMmethods (Figure 4).

The substrate binding sites of CAII and CAIX differ by
only six amino acids: Asn67 of CAII is replaced by Gln in
CAIX, Ile91 by Leu, Trp123 by Leu, Phe131 by Val, Val135 by
Leu, andLeu204 byAla.These variations result in a differently
shaped active site cavity, which accommodated 1 in a slightly
different pose (Figure 4). While the position of the sulfamide
anchor remained unchanged, the carborane cluster shifted by
2.1 Å (expressed as a difference in the position of B12) away
from the central 𝛽-sheet. In CAIX-1, the carborane interacts
more with the opposite site of the active site, specifically with
amino acid residues His94, His96, Glu106, Leu198, Thr199,
Thr200, and Pro201 (Figure 4, Table 3). All polar and van der
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Table 2: List of contacts between CAII and 1.
CAII 1

Residue Atom Atoma Distance [Å]b

Zn ZN N2 1.87c

Zn ZN S 3.04
Zn ZN O2 3.05

92 Gln OE1 B6 3.47
92 Gln OE1 B11 3.52
92 Gln CD B6 3.84
94 His CE1 O2 2.97
94 His NE2 N2 3.23
94 His NE2 O2 3.31
94 His CE1 C3 3.67
94 His NE2 S 3.81
94 His CE1 N2 3.82
94 His CE1 S 3.84
94 His NE2 C3 3.94
96 His NE2 N2 3.14
96 His CE1 N2 3.56
119 His ND1 N2 3.39
119 His ND1 O2 3.88
119 His CE1 N2 3.96
121 Val CG2 O2 3.82
131 Phe CZ B8 3.83
131 Phe CZ B7 3.97
198 Leu CA O1 3.09
198 Leu C O1 3.36
198 Leu CB O1 3.60
198 Leu CD2 O1 3.63
198 Leu CD1 B3 3.86
199 Thr N O1 2.70
199 Thr OG1 N2 2.74
199 Thr OG1 O1 3.58
199 Thr OG1 S 3.78
199 Thr N S 3.83
199 Thr CA O1 3.83
199 Thr CB N2 3.98
200 Thr OG1 N1 3.02
200 Thr OG1 C3 3.14
200 Thr OG1 B4 3.36
200 Thr OG1 B3 3.56
200 Thr OG1 C1 3.66
aAtom labels correspond to those shown in Figure 1(a).
bAll contacts with a distance between ligand and protein (or Zn) atoms less
than or equal to 4 Å are listed.
cPolar interactions are highlighted in bold.

Waals interactions between CAIX and 1 are summarized in
Table 4.

We used a virtual glycine scan to study the roles of indi-
vidual amino acid side chains in the active sites of CAII
and CAIX in binding of 1. The changes in free energy of

Trp5
Glu106

His96
His119

Val121

Trp209

Leu198
Thr199

Thr200

Pro201

His94

Figure 4: Interactions of 1with the CAIX active site. Atomsmaking
contacts with the carborane and linkermoiety of 1 are highlighted in
magenta. Atoms involved in contacts with the sulfonamide groups
are not highlighted. Superposition of the binding pose of 1 in CAII
is shown as black lines. Superposition is based on the best fit for C𝛼
atoms of all residues of CAII onto CAIX.

Table 3: CAII or CAIX residues interacting with 1, 2, and 3.

CAII CAIX
1a 2b 3c 1d

Trp5
Asn62
Asn67e

Gln92 Gln92 Gln92
His94 His94 His94 His94
His96 His96 His96 His96

Glu106
His119 His119 His119 His119
Val121 Val121 Val121
Phe131 Phe131 Phe131

Val143 Val143
Leu198 Leu198 Leu198 Leu198
Thr199 Thr199 Thr199 Thr199
Thr200 Thr200 Thr200 Thr200

Pro201 Pro201
Pro202
Trp209 Trp209

Interacting residues were identified from acrystal structure 4Q78 (this work);
bcrystal structure 3IGP [34]; ccrystal structure 3PO6 [52]; dcomputational
model (this work); eresidues making polar interactions are highlighted in
bold.

interaction (ΔΔG󸀠int) upon mutation of a given amino acid
residue to glycine are shown in Figure 5.

The largest energy change (2.6 kcal/mol) occurred for
Trp5, which is positioned closer to 1 in CAIX-1 than in CAII-
1. The side chain of Trp5 forms several dihydrogen bonds
with the carborane cage of 1. The shortest one has a H ⋅ ⋅ ⋅H
distance of 2.3 Å. The other major contributor to strong
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Table 4: Interactions between CAIX and 1.

CAIX 1
Residue Atom Atoma Distance [Å]b

Zn ZN N2 2.1c

Zn ZN S 3.3
Zn ZN O2 3.5

5 Trp CZ2 B5 3.74
5 Trp CZ2 B10 3.81
94 His CE1 O2 3.15
94 His CE1 C3 3.74
94 His NE2 N2 3.36
94 His NE2 S 3.88
94 His NE2 O2 3.45
94 His NE2 C3 3.76
96 His CE1 N2 3.99
96 His NE2 N2 3.49
106 Glu OE2 N2 3.71
119 His ND1 N2 3.37
119 His CE1 N2 3.83
121 Val CG2 O2 3.58
198 Leu CA O1 3.04
198 Leu CB O1 3.4
198 Leu CD2 O1 3.43
198 Leu C O1 3.38
199 Thr N S 3.88
199 Thr N O1 2.79
199 Thr CA O1 3.96
199 Thr CB N2 3.85
199 Thr OG1 N2 2.63
199 Thr OG1 S 3.69
199 Thr OG1 O1 3.65
200 Thr OG1 C1 3.77
200 Thr OG1 B5 3.56
200 Thr OG1 N1 3.13
200 Thr OG1 C3 3.31
200 Thr OG1 B4 3.64
201 Pro O B4 3.6
201 Pro O B10 3.49
201 Pro O B8 3.96
209 Trp CZ2 O1 3.74
aAtom labels correspond to those shown in Figure 1(a).
bAll contacts with a distance less than or equal to 4 Å between ligand and
protein (and Zn) atoms are listed.
cPolar interactions are highlighted in bold.

CAIX-1 binding was Asn62; the energy of binding exceeded
that in CAII-1 by nearly 1 kcal/mol. These contributions were
cancelled out by differences in binding energy contributions
of amino acid residues 131 (Phe/Val) and 135 (Val/Leu), which
were lower in CAIX by 0.7 and 0.9 kcal/mol, respectively.The
energy changes of other residues were small.

When we compared binding of 1 to CAII and CAIX, we
noted that the favorable energy changes in CAIX-1 due to
the binding of residues Trp5, Asn62, and His64 were slightly
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Figure 5: Results of virtual glycine scan showing contributions of
individual residues to the energy of binding of 1 to CAII and CAIX,
respectively.

larger than the unfavorable changes in binding caused by
the different amino acids at residues 131 and 135. This is in
qualitative agreement with the experimental𝐾

𝑖
values, which

are 700±141 nm for inhibition of CAII and 380±111 nM for
inhibition of CAIX [7].

4. Conclusions

We determined to atomic resolution the crystal structure
of CAII in complex with 1-methylenesulfamide-1,2-dicarba-
closo-dodecaborane (1), a parent compound of a recently
reported series of CA inhibitors containing carborane cages
[7]. Comparing this crystal structure with those of CAII
complexes with conventional organic inhibitors showed that
the three-dimensional cluster fills the enzyme active site
cavity. Atomic-level resolution allowed us to distinguish
the positions of carbon and boron atoms in the carborane
cage. The crystal structure also served as a model for
construction of the CAIX-1 computational model. Virtual
glycine scan enabled us to quantify the contributions of
individual residues to the energy of binding of 1 to CAII
and CAIX and uncover differences of the enzyme active site
cavities. Structural and computational analysis will be used in
future structure-based design of carborane compounds with
selectivity toward the cancer-specific CAIX isoenzyme.
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[47] J. Fanfrĺık, M. Kolář, M. Kamlar et al., “Modulation of aldose
reductase inhibition by halogen bond tuning,” ACS Chemical
Biology, vol. 8, pp. 2484–2492, 2013.
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The SQM/COSMO Filter: Reliable Native Pose Identification Based 

on the Quantum-Mechanical Description of Protein–Ligand 

Interactions and Implicit COSMO Solvation  
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Pavel Hobza *a,c
 and Carsten Baldauf *d 

Current virtual screening tools are fast, but reliable scoring is 

elusive. Here, we present the ‘SQM/COSMO filter’, a novel scoring 

function featuring quantitative semiempirical quantum 

mechanical (SQM) description of all types of noncovalent 

interactions coupled with implicit COSMO solvation. We show 

unequivocally that it outperforms eight widely used scoring 

functions. The accuracy and chemical generality of the 

SQM/COSMO filter make it a perfect tool for the late stages of 

virtual screening. 

Despite the enormous advances in method development for 

structure-based in silico drug design, reliable predictions of the 

structures (docking) and affinities (scoring) of protein–ligand 

(P–L) complexes still remain an unsolved task.1 A plethora of 

scoring functions (SFs) have been devised by utilising 

experimental data for regression analyses, by constructing 

knowledge-based potentials, or based on physical laws.2-3 As 

none of the SFs is general enough to perform equally strongly 

for a diverse set of P–L complexes, utilising several SFs at once 

(consensus scoring) holds promise.4 Regression-analysis and 

knowledge-based approaches to scoring are trained on a set of 

P–L complexes and rely on variable master equation terms. 

Their validity is limited to complexes similar to the training set. 

In principle, this problem has been overcome in physics-based 

methods. Because of computational cost, preference has been 

given to molecular mechanics (MM) methods, such as the 

combination of MM interaction energies with implicit solvation 

free energy terms (generalised Born, GB, or Poisson-

Boltzmann, PB) to estimate affinities.2 Additionally, the wide 

coverage of organic chemical space in the GAFF (general 

AMBER force field)5 has made the parameterisation of ligands 

for MM straightforward. However, an explicit description of 

quantum mechanical (QM) effects in P–L interactions, such as 

charge transfer, polarisation, covalent-bond formation or σ-

hole bonding, was missing. QM methods, which describe these 

effects qualitatively better than the energy functions used in 

MM-based SFs, were thus introduced into computational drug 

design.6,7 Recent developments in QM methods and algorithms 

as well as the availability of a powerful computing 

infrastructure have paved the way to apply them for P–L 

complexes in numerous setups: linear scaling or efficient 

parallelisation of semi-empirical QM (SQM) methods,7-10 

QM/MM,7,8,11,12 DFT-D3 on truncated P–L complexes13 or 

various fragmentation methods.11,14 Specifically, AM1, RM1, 

PM6 or DF-TB SQM methods have been used7-9,12,15 as such or 

with empirical corrections for dispersion, hydrogen- and 

halogen-bonding16 to describe the P-L noncovalent 

interactions. Merz et al. pioneered this area by introducing a 

QM-based SF (QMScore), a combination of the AM1 SQM 

method with an empirical dispersion (D) and the PB implicit 

solvent [Eq. 1].17 The method was useful for describing 

metalloprotein–ligand binding, but further corrections were 

needed, especially for a quantitative treatment of dispersion 

and hydrogen bonding.10  

 

)1.('

int EqSTGGEScore w

confsolv ∆−∆+∆∆+∆=

 
 

Equation 1. A general physics-based SF. The terms are: the gas-phase interaction 

energy (ΔEint), the change of solvation free energy upon complex formation (ΔΔGsolv), 

the change of conformational ‘free’ energy (ΔG’wconf) and the change of entropy upon 

ligand binding (-TΔS). 

Our approach is systematic. Using accurate calculations in 

small model systems as a benchmark, we developed 

corrections for SQM methods that provide reliable and 

accurate description of a wide range of noncovalent 
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interactions including dispersion, hydrogen and halogen 

bonding.16 Coupled with the PM6 SQM method18, the resulting 

PM6-D3H4X approach is applicable to wide chemical space and 

does not require any system-specific parameterisation. We use 

it here to calculate the ΔEint term. Subsequently, we compared 

MM-based (PB or GB) and QM-based (COSMO19 or SMD) 

implicit solvent models and found the latter group to be more 

accurate.20 These are therefore used for the ΔΔGsolv term. 

These two dominant terms, ΔEint and ΔΔGsolv, are at the heart 

of our SQM-based SF.15 We have demonstrated its generality 

in various noncovalent P–L complexes, such as aldose 

reductase or carbonic anhydrase and moreover extended it to 

treat covalent inhibitor binding (Refs. 15, 21, 22).  

In this work, we adapt our SQM-based SF to make it usable in 

virtual screening on the basis of our previous experience. By 

taking the two dominant terms only, ΔEint and ΔΔGsolv, we 

define the ‘SQM/COSMO filter’ energy. Its performance is 

tested here against eight widely used SFs. GlideScore XP 

(GlideXP)23, PLANTS PLP (PLP)24, AutoDock Vina (Vina)25, 

Chemscore (CS)26, Goldscore (GS)27 and ChemPLP24 are 

empirical, regression-based functions which use different 

terms to describe vdW contacts, lipophilic surface coverage, 

hydrogen bonding, ligand strain, and desolvation. The Astex 

Statistical Potential (ASP)28 is a knowledge-based potential. 

The classical physics-based AMBER/GB SF combines the ff03-

GAFF MM force fields with GB implicit solvent.5,29 

The goal is ‘cognate docking’30, i.e. the ability to identify 

sharply the known native X-ray P–L binding pose from a set of 

decoy structures generated by docking (Figure 1). To 

understand our results in detail, we have not opted for 

treating them in a statistical manner31 as in the pose decoy test 

sets available.32 Instead we cautiously selected four unrelated 

difficult-to-handle P–L systems, which comply with strict 

criteria for the selection of crystallographic structures for 

docking (details in SI).33 These systems are: acetylcholine 

esterase (AChE, PDB: 1E66)34, TNF-α converting enzyme (TACE, 

PDB: 3B92)35, aldose reductase (AR, PDB: 2IKJ)36 and HIV-1 

protease (HIV PR; PDB: 1NH0)37. For the latter, the protonation 

of the active site is inferred from ultra-high resolution X-ray 

crystallography. Based on these P–L crystal structures, we have 

created a set of non-redundant poses (2,865 in total) by 

docking with four popular docking programs (Glide, PLANTS, 

AutoDock Vina and GOLD) coupled to seven widely used SFs23-

28 (Figure 1, Table S2). 

All the poses were re-scored by all nine SFs. For the seven 

regression- and knowledge-based SFs, we used the 

recommended protocols. For the two physics-based SFs, only 

hydrogens and close contacts were relaxed by the AMBER/GB 

method. RMSD of the poses relative to the crystal were 

measured (details in S1.6). The scores were normalised and 

are shown relative to the score of the crystal pose. 

 

 

 

 

 

 
Figure 1. The ligand poses generated by the four docking programs. Ligand poses are 

color-coded by RMSD. 

The identification of the X-ray pose as the minimum-free-

energy structure is an unambiguous criterion for the 

performance of any SF. The ideal behaviour of such a score vs. 

the RMSD curve (Figure 2) is characterised by the positive 

values of energies for decoy poses. Small deviations (negative 

energies for very small RMSD values) are acceptable and might 

be explained by inaccuracies of the crystal structure. This 

condition is met by the SQM/COSMO filter, unlike the other 

SFs (Figure 2). The numbers of false-positive solutions as well 

as the maximum RMSD (RMSDmax) from the X-ray pose within a 

defined interval of the normalised score quantify the virtually 

ideal behaviour of the SQM/COSMO filter in comparison to the 

other SF. 

 

 
Figure 2. The plots of normalised scores against RMSD values for all four P–L systems.  
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Table 1: The numbers of false-positive solutions, i.e. solutions that are scored better than the X-ray pose and have RMSD > 0.5 Å. 

 Scoring function 

   Glide PLANTS AutoDock Gold 

 SQM/COSMO AMBER/GB XP PLP Vina ASP CS GS ChemPLP 

AChE 0 0 4 12 0 2 3 0 0 

AR 0 1 67 0 10 1 0 1 0 

TACE 39 171 181 294 63 56 49 78 111 

HIV PR 0 0 98 0 7 0 2 1 8 

Total 39 172 350 306 80 59 54 80 119 

Table 2: The maximum RMSD [Å] within all the poses in the defined range of the relative normalised score 

 Scoring function 

   Glide PLANTS AutoDock Gold 

 SQM/COSMO AMBER/GB XP PLP Vina ASP CS GS ChemPLP 

 Maximal RMSD within a window of 5 of the normalised Score 

AchE 0.47 0.57 2.13 0.78 0.78 1.78 1.43 1.14 0.78 
AR 0.19 0.19 7.54 1.14 3.54 2.32 1.15 2.21 1.49 

TACE 1.91 4.76 3.02 2.91 7.13 2.01 1.54 2.44 2.40 
HIV PR 0.94 0.94 17.26 12.60 11.62 1.00 1.01 12.60 11.62 

Average 0.88 1.62 7.49 4.61 5.77 1.78 1.28 4.60 4.55 
 

The number of false positives is lowest for the SQM/COSMO 

filter, even zero for three P–L systems (Table 1). CS and ASP 

perform slightly worse. AMBER/GB performs satisfyingly well 

for three systems but yields 171 false positives for TACE. For 

AChE, all the SFs perform satisfyingly well. For AR and HIV PR, 

GlideXP generates the highest number of false positive 

solutions and also shape-wise the free energy landscape looks 

ill-defined (Figure 2). In the case of AR, a plateau of negative 

relative scores is observed for GlideXP. The hardest case is the 

TACE metalloprotein. Here, all the SFs produce false-positive 

solutions but to a different extent. The SQM/COSMO filter 

performs best, followed by CS. This example in particular 

shows the strength of an electronic-structure theory 

description of P–L binding. The presence of the metal cation in 

this protein and the associated charge-transfer effects 

between the ligand and the cation are not adequately 

described by classical force-fields or statistical potentials, but 

they are well represented by the SQM/COSMO filter. 

The second criterion, RMSDmax, is shown for the interval of the 

normalised relative scores below 5 (Table 2). The SQM/COSMO 

filter shows the lowest RMSDmax of 0.88 Å on average. CS 

follows with 1.28 Å on average. ASP and AMBER/GB satisfy the 

condition of an averaged RMSDmax up to 2 Å. AMBER/GB, 

however, fails in the difficult case of TACE with RMSDmax of 

4.76 Å. Analogous analyses at greater intervals have revealed a 

similar ordering of the SFs (Table S4). 

The SQM/COSMO filter enables us not only to recognise the 

correct binding pose (RMSD below 2 Å) but also to go beyond 

this limit and evaluate even small changes in the geometry of 

the ligand binding.  

The price for such a high accuracy is the increased 

computational time requirements. The SQM/COSMO filter is 

ca. 100-times slower than the statistics- and knowledge-based 

SFs and about 10-times slower than the classical physics-based 

AMBER/GB. However, compared to the standard SQM-based 

SF, it is ca. 100-times faster. The speed can be further 

enhanced by parallelisation. 

To summarise, we have pushed the limits of the accuracy of 

SFs to judge the energetics of P–L noncovalent interactions. 

Based on our development and extensive experience with 

SQM-based scoring function21, the SQM/COSMO filter has 

been introduced. It features two dominant terms to describe 

P–L interaction, namely the ΔEint term at the PM6-D3H4X level 

for gas-phase noncovalent interactions and the ΔΔGsolv term at 

the COSMO level for implicit solvation. We showed previously 

that both these methods are very accurate at a reasonable 

speed.16,20 The SQM/COSMO energy is calculated in four 

unrelated P–L complexes. The SQM/COSMO filter is compared 

to eight widely used SFs, which are statistics-, knowledge- or 

force-field-based. The SQM/COSMO scheme exhibits a 

superior performance as judged by two criteria, the number of 

false positives and RMSDmax. In contrast to standard SFs, no 

fitting against data sets has been involved. Furthermore, it 

offers generality and comparability across the chemical space 

and no system-specific parameterisations have to be 

performed. The time requirements allow for calculations of 

thousands of docking poses as we have demonstrated in this 

pilot study. We propose the SQM/COSMO filter as a tool for 

accurate medium-throughput refinement in later stages of 

virtual screening or as a reference method to judge the 
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performance of other scoring functions. The proof of concept 

that reliable QM calculations can be now performed for tens of 

thousands of large biochemical entities opens way to progress 

in closely related disciplines such as materials design.  
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Abbreviations 
 
AChE 7 Acetylcholine esterase  
AR 7 Aldose reductase 
ASP 7 Astex Statistical Potential 
ChemPLP 7 GOLD ChemPLP score 
COSMO ... Conductor-like Screening model 
CS ... Chemscore 
FIRE 7 Fast Inertial Relaxation Engine 
GAFF 7 general AMBER force field 

GB 7 generalised Born implicit solvent model 
GlideXP ... GlideScore Extra Precision  
GS 7 Goldscore  
HIV PR ... HIV-1 protease 
IQR 7 interquartile range 
MAD 7 mean absolute deviation 
MM 7 molecular mechanics 
PB 7 Poisson-Boltzmann implicit solvent model 
PLP ... PLANTS PLP score 
P-L 7 protein–ligand 
QM 7 quantum mechanical 
Q1 and Q3 ... the first and the third quartile 
RMSD 7 Root-mean-square deviation 
RMSDmax 7 maximal root-mean-square deviation 
SD 7 Steepest descent 
SF 7 scoring function 
SMD ... Solvation Model based on Density 
SQM7 semiempirical quantum mechanical 
TACE 7 TNF-α converting enzyme 
TDOF... torsional degrees of freedom 
Vina ... AutoDock Vina 
vdW 7 van der Waals 
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1. Methods 

1.1. Protein-ligand complexes  

Four unrelated protein-ligand complexes that feature difficult-to-handle noncovalent 

interactions were chosen for this study. These were resolved by X-ray crystallography 

at reasonable resolution (Table S1) and the ligand electron density was well 

distinguishable. The ligands are shown in Figure S1.  

 

Table S1. Protein-ligand complexes used in this study 
 
PDB Reference Resolution Protein Ligand Features 

1E66 [1] 2.10 Å AChE Huprine X 
Two binding pockets, 
halogenated ligand 

2IKJ [2] 1.55 Å AR IDD393 
Cofactor, halogenated 

ligand 

3B92 [3] 2.00 Å TACE 440 

Metallo-protein, Zn2+ cation 
coordinated by S-, three 

water molecules in binding 
site 

1NH0 [4] 1.03 Å HIV PR KI2 
Large, flexible and charged 

ligand, structural water 
molecule in binding site 

 
 

    
 
Figure S1. 2D structures of the studied ligands (labelled by their target protein, see table S1) with their 
charges and the numbers of torsional degrees of freedom (TDOF).  
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1.2. Generation of Protein-Ligand Poses via Docking 

Four different docking programs with overall 7 different scoring functions (Table S2) 

were used to generate protein-ligand poses, the workflow is summarized in Figure 

S2. The individual docking runs were started from the structure of the ligand in the 

respective X-ray structure and in addition from up to 10 randomized ligand 

conformations. These starting conformations were created with the conformation 

search in MOE[5] with at least 2 Å RMSD between the conformations and an energy 

window of 7 kcal/mol using the Amber 10[6]+EHT force field.[7] For each docking run, 

up to 100 receptor-ligand poses were generated by each of the 7 docking setups. If 

the docking program supports removal of redundant results, this option was used. 

The hypothetical maximal number of 7,700 decoys per receptor-ligand pair was 

reduced by clustering with a cut-off of 0.5 Å for decoys up to 2 Å RMSD to the crystal 

structure and a cut-off of 2 Å for all other decoys in order to avoid redundant 

conformations. This yielded more than 2,800 ligand-receptor poses; exact numbers 

are given in Table S2.  

 
 
Figure S2. Schematic representation of the workflow that was used to generate sets of alternative and 
non-redundant binding poses of protein-ligand complexes. 
 
 
Table S2. Docking protocols and numbers of generated decoy poses. 

Setup  Software Energy function Number of generated poses 
AChE AR TACE HIV PR 

1 Glide GlideScore XP 4 19 27 38 
2 PLANTS PLANTS PLP 200 1,100 1,100 700 
3 Autodock Vina Vina 2 168 220 140 
4 GOLD ASP 200 1,100 1,100 700 
5  Chemscore 200 1,100 1,100 700 
6  Goldscore 200 1,100 1,100 700 
7  ChemPLP 200 1,100 1,100 700 
Poses after clustering sum = 2,865 67 163 734 1901 
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1.3. Physics-based scoring  

1.3.1. Structure preparation 

Careful preparation of the protein-ligand structures was carried out as physics-based 

methods (AMBER/GB and SQM/COSMO) are sensitive to molecular details, e.g. 

protonation states and geometrical clashes generated by the docking procedures.  

 

Ligands were prepared by adding hydrogen atoms with UCSF Chimera.[8]
 Force-field 

parameters for the ligands were taken from GAFF[9] and partial charges were derived 

from RESP fitting of the electrostatic potential (ESP) calculated at the AM1-BCC 

level.[10]
  

The protein structures were prepared using the Reduce[11]
 and LEaP programs[12]

 that 

are part of the AMBER 10 package[6]. The protonation states of histidine side chains 

were manually assigned based on the hydrogen-bonding patterns and pH of the 

crystallization conditions.  

 

Acetylcholine esterase (AChE). For the 1E66 X-ray structure (Table S1), the 

carbohydrate modifications of the enzyme were not considered. Based on the 

experimental pH of crystallization of 5.6,[1]  His471 is modeled as doubly protonated. 

The ligand Huprine X is protonated (charge +1, Figure S1) and forms a hydrogen 

bond with the backbone carbonyl of His440.  

Aldose reductase (AR). The structure 2IKJ (Table S1) features the NADP cofactor 

(charge -3), singly protonated histidines, and a ligand with charge -1. The O1 of the 

inhibitor carbonyl group forms a hydrogen-bond with Nε1 of Trp111 and the O2 binds 

to the side-chain of His110 and Tyr48.[2] The nitrophenyl group of the inhibitor is 

placed in the specificity pocket of the enzyme where it forms an interaction to Leu300 

NH via the nitro oxygen and a face-to-face oriented π7π stacking with the side-chain 

of Trp111.  

TNF-α converting enzyme (TACE). It is a metallo-protease whose structure (PDB 

code 3B92, Table S1) features a Zn2+ cation that is coordinated with the inhibitor thiol 

moiety and the three histidine side-chains of the protein. The thiol group was 

modeled as thiolate (S-) in analogy with deprotonated sulfonamide (SO2NH-) group 

that we studied earlier.[13] Three structural water molecules from the crystal structure 
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were considered throughout this study. Three water molecules (W524, W538, W676) 

were required to achieve sensible docking results. The first water molecule is bound 

by Ala439 and the sulfonyl group of the inhibitor, the second is bound by Glu398 and 

Val440 and the third is bound by Tyr436 and Ile438.  

HIV-1 Protease (HIV PR). This homodimeric enzyme (Table S1) features a structural 

water molecule in the flap region of the active site that was considered in all the 

calculations. The Asp25/25' dyad is considered doubly protonated based on the 

crystallographic findings.[4] The Asp30 side chain is protonated on Oδ2 according to 

the QM calculations of protein-ligand stabilities and proton transfer barriers.[14]  

 

1.3.2. Geometry Optimization 

Hydrogen positions were subjected to steepest-descent optimization (SD) and 

simulated annealing with the SANDER module of the AMBER package.[6] In the 

protein-ligand complexes, the positions of the hydrogen atoms within 6 Å around the 

ligand position were optimized in three steps: (i) 50 optimization steps using SD, 

(ii) simulated annealing for this part of the protein/ligand complex, (iii) optimization of 

hydrogen positions with the FIRE algorithm. For poses with close contacts between 

ligand and protein below 1.5 Å, 50 SD optimization steps of the ligand embedded in 

the fixed protein were performed. 

 
 
1.3.3. Scoring 

In the Pavel Hobza's group, we have been developing an SQM scoring function[15] 

which correctly describes all types of noncovalent interactions, viz. dispersion, 

hydrogen and halogen-bonding. We have demonstrated its applicability for various 

protein-ligand systems, such as protein kinases, aldose reductase, HIV-1 protease 

and carbonic anhydrase.[13-16] As a special case, we have also extended it to treat 

covalent inhibitor binding.[17] Recently, there have been several attempts to make QM 

methods applicable in virtual screening, especially by their acceleration and 

simplification.[18] 

 

1.3.4 SQM region 

To make the calculations faster, we defined a sphere of 8 to 12 Å (roughly 2,000 

atoms) around the aligned ligand poses as a region representing the binding site. 
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This region was treated by SQM and was the same for all the poses. These truncated 

systems (SQM/COSMO filter) were compared with full-sized systems (full 

SQM/COSMO) and shown that they behaved nearly identically (see later, Figure S4). 

 

1.4. Score Normalisation 

The calculated scores are on different scales and thus are not straightforwardly 

comparable. In order to generate comparable numbers, they were converted to a 

normalised score. For each data set, i.e. all poses of a protein-ligand complex ranked 

by a scoring/energy function, the first quartile ( ) and the third quartile ( ) were 

calculated. The interquartile range ( ) is defined as: 

 

All poses with energies greater than  were considered as high energy 

outliers and were removed from the dataset. Finally, the relative energies of poses 

with respect to the energy of the X-ray pose were scaled with a factor F:  

 

The resulting normalised scores are comparable between the different energy 

functions.  

 

1.5. RMSD Measurements 

For all the ligand poses generated, the distances in Cartesian space (root-mean 

square deviation, RMSD) from the X-ray structure were determined. The RMSD 

values were calculated without considering hydrogens. The algorithm takes full 

molecule symmetry into account, based on a graph depth-first-search[5] and atom 

priorities following the Cahn-Ingold-Prelog rules. All RMSD values were calculated 

without superposition so that the resulting values truly express a distance in the multi-

dimensional energy landscape.  

 

1.6. Normalised Scores vs. RMSD  

The energy values of every pose were plotted vs. the RMSD value to the crystal 

structure. The cloud of points (see Appendix of the SI) was further simplified to a 

single graph by showing only the lower boundary of all energies with respect to 

RMSD from the X-ray structure (Figure S3). The graph was constructed by removing 
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all data points above a point if the connecting line would have a |slope| > 12 starting 

with the lowest energy data point. This was repeated on all points in the order of 

increasing energy until the whole data set was processed. The remaining points were 

connected with lines. 
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Figure S3. Scheme of the algorithm to create the lower boundary from the whole data set. An iterative 
process reduces the large amount of data points to the most important points for this study. 

 
2. Results 
2.1. Convergence of SQM region size 

In all four systems we compared the influence of applying the truncation scheme to 

covering the full protein-ligand complex in a SQM calculation. Table S3 shows gives 

the mean absolute deviation (MAD). The MAD values of up to 4 kcal/mol are, 

however, not visible in the overall shape of the lower-bound representation of the 

binding energy landscape (see Figure 2). The results of SQM/COSMO filter and full 

SQM/COSMO are in good agreement (Figure S4). The use of SQM/COSMO filter 

can thus be recommended for use due its speed. 
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Table S3. Mean absolute deviations (MAD/kcal.mol-1) between SQM and full-SQM energy 

approaches. 

Protein AChE AR TACE HIV PR 

Overall atoms 8,388 5,160 4,064 3,230 

Atoms in SQM region 1,843 1,960 1,489 2,200 

MAD / kcal/mol 2.8±1.6 2.5±0.8 0.5±0.9 3.9±0.8 
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Figure S4.  Comparison of the full-size SQM/COSMO vs. SQM/COSMO filter plots 
 

 
2. 2. Quality Criterion – RMSDmax 

 

Here, were present the results of of second criterion, RMSDmax, for larger score 

windows of 10 and 20 (Table S4). In the former, 3 scoring functions (SQM/COSMO, 

AMBER/GB and Gold CS) recognized the correct binding pose (RMSD < 2 Å). The 

SQM/COSMO showed the lowest RMSDmax (1.32 Å). In the score window of 20, no 

scoring function met the limit of 2 Å. However, AMBER/GB and SQM/COSMO were 

close (RMSDmax of 2.04 and 2.49 Å). 
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Table S4. Behaviour of the scoring function within normalised scores up to 10 and 20 
 

 Scoring function 
   Glide PLANTS AutoDock Gold 
 SQM/COSMO AMBER/GB XP PLP Vina ASP CS GS ChemPLP 
 Maximal RMSD within a window of 10 of the normalised Score 

AchE 0.63 1.01 2.13 2.13 1.01 1.78 1.78 1.14 1.01 

AR 0.84 0.19 7.54 3.47 3.54 2.59 1.77 7.66 1.81 

TACE 2.81 4.76 3.13 2.91 8.06 2.86 2.63 2.44 2.73 

HIV PR 1.01 0.94 17.74 13.13 11.62 1.00 1.08 14.20 12.64 

Average 1.32 1.62 7.64 5.41 6.06 2.06 1.81 6.36 4.55 

 

 Maximal RMSD within a window of 20 of the normalised Score 

AChE 1.06 1.14 11.99 4.11 19.85 7.97 6.58 5.55 1.43 

AR 1.77 1.16 9.06 7.79 9.75 3.90 2.32 8.18 3.54 

TACE 2.37 1.10 18.22 16.51 12.60 1.94 1.93 16.90 14.20 

HIV PR 4.76 4.76 3.13 2.91 9.59 7.41 2.63 6.98 7.13 

Average 2.49 2.04 10.60 7.83 12.95 5.31 3.37 9.40 6.58 
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4. Appendix 
 

Raw energy and score values plotted against RMSD values for the tested scoring 

functions for all poses of AChE, AR, TACE and HIV PR. 
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A1: Raw scores and energies for AChE. 
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A1 continued: Raw scores and energies for AChE. 
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A2: Raw scores for AR. 
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A2 continued: Raw scores and energies for AR continued. 
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A3: Raw scores and energies for TACE. 
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A3 continued: Raw scores and energies for TACE continued. 
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A4: Raw scores for HIV PR. 
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A4 continued: Raw scores and energies for HIV PR continued. 
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