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Abstrakt: Greenovy funkce proudi umoznuji studium resonanci v nizkoenergetické
limité QCD. Jejich pouzitim muZeme konstruovat napi. amplitudy ¢i rozpadové sitky
procesu. Porovnanim teoretickych predpovédi s experimentalnimi méfenimi muzeme
stanovit hodnoty parametru teorie a ziskat tak ucelenéjsi obraz o chovani QCD procesi.
V nédmi zkoumaném sektoru liché parity existuje celkem pétice netrivialni t¥i-bodovych
Greenovych funkci, neboli koreldtoru. Korelatory VV P a VAS jiz byly studoviny
v [1], zatimco vypocet AAP byl proveden v [2]. V této praci se tedy zabyvéame dosud
nestudovanymi Greenovymi funkcemi VV A a AAA pficemz predkladdme kompletni
vypocet prispivajicich Feynmanovych diagramu v antisymetrickém tensorovém formal-
ismu, ktery spliiuje vysokoenergetické chovani v ramci OPE, jak bylo rovnéz ukazano
v [2]. Ziskané vysledky poté aplikujeme na studium fenomenologie. Déle, v praci se
rovnéz zabyvame studiem dvou ¢tyf-bodovych Greenovych funkci, VV PP a VVVV,
pricemz uvadime pouze popis naSich vypoctl, které, vzhledem k jejich komplikované
tensorové struktuie, nemohou byt v této praci obsazeny ve své kompletni formé. Na
zaveér pak uvadime popis kédu 'Mercury’, ktery jsme napsali za uc¢elem zjednoduSeni
slozitych vypoctu. Jeho funkénost demonstrujeme na vypoétech mnoha typu vertexu
pro ruzné Lagrangidny.

Klicova slova: Kvantova chromodynamika, Greenovy funkce prouda, chiralni poruchova
teorie, resonancni chiralni teorie.
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Abstract: Green functions of currents allow us to study resonances in the low-energy
limit of QCD. Using them, we can construct amplitudes or decay widths of processes.
By a comparison of the theoretical predictions with experimental measurements we
can determine the values of parameters of the theory and obtain a more comprehensive
understanding about the behaviour of QCD processes. In our investigated topic, an
odd-parity sector of QCD, exist five nontrivial three-point Green functions, also re-
ferred to as correlators. Correlators VV P and V AS have already been studied in [1],
whilst a calculation of AAP was provided in [2]. In this thesis we therefore deal with
the Green functions V'V A and AAA that have not yet been studied before. We present
a complete calculation of the contributing Feynman diagrams in the antisymmetric
tensor formalism that satisfies high-energy behaviour within the OPE framework, as
was shown also in [2]. The obtained results are submitted to phenomenological studies.
Further, we also present an introduction to our calculations of the four-point Green
functions VV PP and VVVV. The calculations were carried out both in the antisym-
metric tensor and vector formalism but due to the complicated tensor structure of the
results, the calculations can not be shown here in their complete form. At the end
we also give a description of the 'Mercury’ code that we wrote to be able to simplify
our calculations as much as possible. We demonstrate the functionality of the code on
calculations of many types of vertices with various contributing Lagrangians.

Keywords: Quantum chromodynamics, Green functions of currents, chiral perturbation
theory, resonance chiral theory.
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Introduction

“Per aspera ad astra.”
— Latin proverb

The Standard model is a very succesful theory that describes interactions of ele-
mentary particles. Over many years it has faultlessly passed many experiments. For
instance, let us remember the discovery of the Higgs boson about three years ago. This
finding ended the search for particles contained in the model.

Although the Standard model seems to work very accurately, it is still obvious that
it is not a final theory but rather a low-energy approximation of a more general theory
because we still encounter problems that are not solved within the Standard model.

One of the parts of the Standard model is Quantum chromodynamics that describes
strong interactions between quarks and hadrons. However, at low energies, the quarks
and gluons are confined into hadrons - mesons and baryons. Therefore, it is obvious
that we need a different approach to describe the interactions at low energy. One of
the possible techniques includes so called Chiral perturbation theory and, for rather
higher energies, Resonance chiral theory. These methods are the cornerstones of our
work that rests in a low-energy region of QCD and we will devote detailed attention to
them in the following chapters.

Motivation

A general motivation of this thesis is to contribute to the systematic study of odd-
intrinsic parity sector of QCD by calculations of contributions of resonances into three-
point and four-point Green functions. Using this approach, it is possible to obtain
parameters that are suitable for being verified by experiments.

This paper is supposed to be an extension of an article [1] and a bachelor thesis |2],
where VV P,V AS and AAP correlators were studied. Following this journey, we present
here calculations of new Green functions that have not yet been studied extensively in
the literature before.

Outline

This thesis consists of the following. In the first chapter 1| we present a basic introduc-
tion into the quantum chromodynamics and cover various topics, from a construction
of the general QCD Lagrangian to generating functional to symmetry breaking.

In the second chapter 2] we pay our attention to the low-energy region of QCD and
its description using chiral perturbation theory and resonance chiral theory. We also
deal with a description of the resonance fields using different formalisms and study an
anomalous WZW Lagrangian in detail.

The third chapter |3 deals with a general description of the Green functions of cur-
rents. We also present a discussion regarding the topology of the correlators and revise
the Green functions that have already been studied in the past.

The fourth and fifth chapters contain original calculations of the three-point
Green functions VV A and AAA in the antisymmetric tensor formalism. We present
the full procedure, from a determination of all the contributing Lagrangians to the
calculation of individual vertices and diagrams. In the case of VV A correlator, we
also determine several constraints for some of the coupling constants and calculate the
decay of the f;(1285) meson.

The sixth and seventh chapters [6}7] represent a short introduction to our original



calculations of the four-point Green functions VV PP and VVVV. Despite their com-
plicated structure, we studied both of these correlators in the vector and antisymmetric
tensor formalism. Since the results are very difficult to present in a comprehensible form
due to the very extensive tensor structure, we just mention their basic properties and
present some of the phenomenological applications that we will pay our attention to in
future studies.

This thesis also includes a set of appendices, where we pursue an effort to give
a deeper description of the topics that could not be mentioned in detail in the main
chapters. Appendix [A] deals with mathematical aspects of the theory we used, whilst
Appendix[B] contains a general expansion of the chiral operators in its individual terms.
In Appendix [C] we present a formalism used to describe the spin one particles. Ap-
pendix [D| presents a survey of the Feynman rules for Lagrangians we used extensively
in this thesis and also for the ones that could be useful in future studies. We deal with
various Lagrangians, throughout the vertices that come both from xPT and RxT. The
results in this appendix were obtained by our algorithm, many of them have not been
studied before. Finally, in Appendix [E] we give a complete description of the original
algorithm "Mercury’ in FeynCalc, that we wrote and used for our calculations.

For clarity in the description of this topic, the reader is recommended to browse
this thesis in the following order, to get a complete understanding of the studied issues:

1. chapters [T} 2 3
2. appendices [A] [B] [C]
3. chapters 6}, [7

4. appendix [E]

Convention

Throughout this thesis, we use the ”West coast convention” for the metric tensor,
g,ul/ = g#l/ = dla‘g(+) Ty T _) 9
and for the Levi-Civita tensor we take

€123 = 1.



1. Quantum chromodynamics

Quantum chromodynamics (QCD) is a non-abelian gauge theory of the strong interac-
tions, based on the color SU(3) as the underlying gauge group, with the fundamental
degrees of freedom, gluons and quarks which are asymptotically free at high energies.
However, at low energies the quarks and gluons are coupled into hadrons. Therefore,
since quarks have not been observed as asymptotically free states, the meaning of quark
masses and their numerical values are tightly connected with the method by which they
are extracted from hadronic properties.

QCD is a very important part of the Standard model and a lot of experimental
evidences benefit for its excellent validity. Let us start this paper with a basic intro-
duction to the mathematical background of QCD so we can build our calculations on
these principles afterwards.

1.1 QCD Lagrangian
We present the quark colour triplet as the basic building block [3], [4], [5]
9

qf = qu , (1.1)
a5

where f stands for the flavour of the quark. The triplet transforms as

qr — U(z)qy, (1.2)

where U(x) is an element of SU(3) group that we can write in the form

U(x) :exp<—igea(a:))\2a>, (1.3)

where 6, is one of the eight parameters § = (01, ...0s) that describes the gauge trans-
formation above and A% represents Gell-Mann matrices.
The SU(3) invariant Lagrangian can be written in the form (3], [4], [5]

Ly = Z@f(m“vu —myg)qy (1.4)
f

where V, is the covariant derivative and
Vg = Ouar — iqAu(x)gy , (1.5)
where
8 a
HEESY 5 A(@) (1.6)
a=1
is the octet of SU(3) gauge fields. The octet transforms as
Ay (z) = U(z) A, (2)U (z) — éauU(x)UT(m) . (1.7)
As an invariant object made out of gluon fields we present nonabelian stress tensor [3],
4]
G, = 0 AL — 9, A% + gf**°Ab AS (1.8)

)



that transforms as

G — U(x)Gu U (2). (1.9)

The only nontrivial scalar, considering dimensions equal to or less than 4, made out of
(1.4) and (|1.8)) is the contraction of the two stress tensors. Thus we have the complete
QCD Lagrangian (3], 4]

Locp =Y q(v"Vy —myp)gs — - Zga GHe (1.10)
f

There are six quarks in the flavour sector. With respect to their masses we can
divide them into two parts consisting of quarks with masses less or greater than 1 GeV,
which is so called hadron scale Ar. Schematically, we have

My, Mg, Ms <K 1 GeV < me, mp, my . (1.11)

In the low-energy region only the first three quarks are necessary to be taken into
account. The approximation, based on the massless quarks, is called chiral limit. In
this case (1.10)) has the form [3], [4]

Lhop= Y, Tin"Vugr - ZQ“ Gre (1.12)
f=u,d,s

Massless QCD Lagrangian is invariant under SU(3) and even possesses U(3)
symimetry.

In order to exhibit the global symmetries of , we consider the chirality matrix
~s5, also known as the fifth Dirac matrix, and projection operators

1 1
PL:§(1 +75), Pr = 5(1—75), (1.13)

These operators satisfy their expected properties, such as idempotent

P%:le P}%:PRv (114)
orthogonality
PrLPr =0, PrPr, =0 (1.15)
and completeness
Pr+Pr=1. (1.16)

The properties (1.14)-(1.16) guarantee that P;, and Pg project from the quark field ¢
to its chiral components ¢, and qg,

qr. = Prq, qr = PRy, (1.17)
where
q=dqL +qRr- (1.18)

With the respect to the properties of Dirac matrices (see Appendix , we can
rewrite the massless QCD Lagrangian (|1.12])

Loep = Z (@R, V"V uar,r + a5, 717" Vyuar,g) Z G, g (1.19)
f=u,d,s



Now we can see that ([1.12]) is also invariant under the independent transformations of
chiral components ¢y, and qg,

qr. = Urar, qr — URqr , (1.20)

where Uy, and Ug are unitary 3 x 3 matrices. We say that has a classical global
U(3)r x U(3)r symmetry.

The result of Noether’s theorem is that there are 18 conserved currents associated
with the mentioned transformations of left-handed and right-handed quarks. The SU(3)
currents (a = 1...8) are defined as

ACL

=g (1.21)
a
R = @R’YM?q}% ; (1.22)
with

0L =0, (1.23)
OuRM* =0, (1.24)

and the U(1) singlet currents (a = 0) are
VI =qy"q, (1.25)
Al =gy ysq . (1.26)

The singlet currents are conserved on the classical level, however, after the quantization,
the axial current is not conserved anymore. Also, the Lagrangian E%CD is invariant
under the local group SU(3)z x SU(3)g x U(1)y on the quantum level.

Instead of and it is more useful to take into account their linear

combinations

)\a
VA — RHsa 4 A m“?q, (1.27)
)\a
AMa — R _ e — qry“ryg)?q, (1.28)

with the parity transformations
Vi (x,t) = Vi(—x,1), (1.29)
AP (x, 1) = —Aj (=%, 1). (1.30)

In addition to the vector ([1.27]) and axial-vector (1.28]) currents, it is also appropriate
to define the SU(3) densities, specifically the scalar density

)\(I

s =%, (1.31)
and the pseudoscalar density
)\a
Pt = i@’yg,?q. (1.32)
The U(1) singlets are defined as



The densities transform under parity transformations [3]

S4x,t) = SU(—x,t), (1.35)
P(x,t) - —P*(—x,t). (1.36)

We also define the external fields
8 8 8

A A A A*
UM:Z?’U57 a“:Z?ag, S:Z?Sa; p:Z?pav (1'37)

a=1 a=1 a=1 a=1
represented in the flavour sector by Hermitian 3 x 3 matrices. By coupling vector and
axial-vector currents to external fields we can get

L=LYp+ Lot (1.38)

_ 1 _ .
= Loep + T (v“ + 3V T 75@“)@1 —q(s —i5p)q.- (1.39)

Here we added the single vector current vé ) together with other external fields, however

we omitted the axial-vector single current a’' ) Which has an anomaly. It is easy to notice
that we can recover the ordinary three flavor QCD Lagrangian by setting

v“:vé):p:O (1.40)
and
my O 0
s=10 mg O (1.41)
0 0 mg

in (1.39). The diagonal matrix (|1.41]) is usually called the mass matrix, denoted as M,
i.e. s =M is required in this case to recover the ordinary QCD Lagrangian.
If we define vector and axial-vector currents in the form

1 1
vt = 5(7’” + 1), at = 5(7‘” — 1"y, (1.42)
Lagrangian (1.39) now has the form
£ =9 + 77 (1 + 20 Yar + Gy (7 + o (1.43)
QCD LY\t 3% dL T 4RrY" |\ Tu 3% dr

—qr(s+ip)ar — qr(s —ip)qr.

1.2 Green functions of currents

The amplitudes of physical processes can be calculated using LSZ reduction formula
from the Green functions, the vacuum expectation values of the time ordered products
of the quantum fields:

(0] T[O1(p1) - .. On(0)][0) = (1.44)
= /d4x1 b,y PP T ) (0| T[O) (21) ... 05 (0)]]0)

In our case, the operators O;(z) stand for any of the currents ((1.27)), (1.28)) or densities
(11.31), (1.32)). Since we have a set of four possible operators which we choose from,
considering a general n-point Green function, we have a total number of

Cp(4) = <n - 3) (1.45)

n

8



different Green functions for the given n because the choosing of the operators is basi-
cally a combination with repetitions.

Easily, one can find that we have 20 possible three-point, 35 four-point Green func-
tions etc. Of course, a lot of them are trivially zero. For example, there are only
five nontrivial three-point Green functions: VV P,V AS, AAP,VV A and AAA. More-
over, individual Green functions are connected with other ones due to the chiral Ward
identities.

1.3 Chiral Ward identities

The Green functions are connected through the ward identities that reflect the symme-
try properties of a given theory on the quantum level. The knowledge of the identities
allows us to determine the structure of the Green functions and other important prop-
erties.

The divergences of chiral Green functions correspond to the linear combi-
nations of other Green functions. These relations are called chiral Ward identities,
explicitly

6§<0‘T[J“(:c)(’)1(x1) . (’)n(mn)] |0> = <0‘T[(8ﬁJ”(x))(’)1(x1) . (’)n(xn)] ‘0>

+) " 6(20 = 2)(0|T[O1(x1) .. . [Jo(x), Oi(:)] . .. On ()] ]0) , (1.46)

=1

where J#(x) stands for any of the Noether currents. Notice that here we let the diver-
gence act on the right side of . Integration out over coordinates, which eliminates
the divergence, we obtain chiral Ward identites for the Green functions in the impulse
representation, i.e. in the form of the left side of .

To evaluate chiral Ward identities it is necessary to know the equal-time commuta-
tion relations among currents V, A and densities S, P [3], [4].

[Vi'(¢, @), Vi (t y)] = 8% (@ — y) fVi(t ) (1.47)
Vo' (t, ), Vu(t,y)] =0, (1.48)
V' (t, @), AL (t,y)] = i6° (@ — y) f ALt @), (1.49)
V5! (t, @), S°(t, y)] = i6°(x — y) f*°S°(t, @), (1.50)
V' (t, ), S°(t, )] = 0, (1.51)
V5! (t, @), P°(t,y)] = i6*(x — y) [ P(t, ), (1.52)
V' (t, @), P°(t,4)] = 0, (1.53)
[A§(t, ), VI(t,y)] = i6°(x — y) f A (¢, 2) (1.54)
[A5(t, ), Vi(t, y)] =0, (1.55)
[A§(t, ), AL (t, y)] = i6° (@ — y) Vi (L, @), (1.56)
[A%(t, ), S°(t,y)] = i0°(x — y) [d“bCPc(t, x) + \/25“1)130(15, m)} , (1.57)
[AG(t, ), SO(t,y)] = i63(x — y) \/gP“(t, x), (1.58)
[A2(t, x), Pb(t,y)] = —id3(x — y) [dachc(t, x)+ \/géabSo(t, w)] , (1.59)
[A(t,x), PO(t,y)] = —id3(x — y)\/gsa(t, x). (1.60)

9



1.4 Divergences of currents

The divergences of the currents (1.25)), (1.26)) and (1.27]), (1.28) are possible to express

depending on the mass matrix, usually denoted as

M = diag(my, mg, ms) . (1.61)
The explicit forms of the divergences are as follows [3], [4]:
)\a
9, VH = ig [M, 2} q, (1.62)
a — A?
O AP = zq%{./\/l, 2}q, (1.63)
0, VF =0, (1.64)
0, A" = 2igM 39 o Grngr 1.65
i = 21qM~y5q + @@Lupa’ . ( . )

The last term is a well known anomaly due to the violation of the axial-vector current
conservation.

For the purpose of an evaluation of the chiral Ward identities, it will be convenient
to express the divergences of the currents (|1.62)) and ([1.63)) in a more suitable way. Let
us start with the mass matrix. It is very easy to express it as a linear combination of
the Gell-Mann matrices, such as

mu+md+m5)\o+mu—md)\3+ (M +mg) — M
V6 2 V3

Using easy matrix manipulations, explained in detail in Appendix [A] one can arrive at

A . 3ab i 8ab )\b
2} = [z(mu —mg) f°* + ﬁ(mu +mq — 2ms) f ] =5 (1.67)

{wu”}z[“%mu+mdm%w&+vgmmmwﬁﬂ”) (1.68)

M = 28 (1.66)

[M,

2 3 2
/\b

1
+ |:(mu + mg — Qms)d8ab + (mu - md)dSab:| 9

V3
2 A\
+ g(mu + my +ms)?.

It might be helpful to notice the possible non-vanishing structure constants in the
previous expressions. Easily, one can find that the totally symmetric tensor d®®® in
(1.68) has the non-zero contributions only for a = b. Considering this fact, we can

rewrite (|1.68)) in the form
a 9 92 0
{M, A} = [\[(mu + mg — 2mg)6% + \/;(mu - md)éf”“} % (1.69)

2 3
2 1 @
+ [3(mu +mg +mg) + ﬁ(mu +mg — 2m8)d8““] 5
)\b
+ (mu - md)dsab? .

Knowing the expressions (1.67) and ((1.69) above, we can finally find the relations for
divergences (1.62)) and (1.63)) in the form

9V = st (1.70)
Ou AT = BIPO + BoP? + B P (1.71)
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where we denoted

a® = —(my, —mg) 3% — \}g(mu +mg — 2my) 5% (1.72)
2 2
B = L2+ = 2m)5 2~ ). (1.73)

2
Bo = g(mu +mg +ms) + (my, +mg — 2m5)d8‘w, (1.74)

Sl

B = (my, — mg)d>®. (1.75)

1.5 Generating functional and the anomaly

The Green functions associated with the vector, axial-vector, scalar and pseudoscalar
currents are generated by the functional [6]

€xp (iZ[U, a,s,p, ‘9]) = <00ut|oin>v,a,s,p,0 5 (176)

where (Oout|Oin) is the vacuum-to-vacuum transition amplitude in the presence of ex-
ternal fields, determined by the Lagrangian (1.39) with the included operator in the

form
1

— @e(xxawéw , (1.77)

where

G =1V, V)] (1.78)
is the gluon field strength (1.8) with the covariant derivative (L.5) and 6(z) is the

vacuum angle.

The meaning behind the vacuum-to-vacuum transition amplitude is the following.
Let us consider that, in the remote past, the system was in the ground state and
consider the evolution in the presence of the external fields. Then, the vacuum-to-
vacuum transition amplitude represents the probability amplitude for the system to
wind up in the ground state when 2% — oo [6].

It is convenient to collect the currents into the universal definition of the generating
functional [6],

exp (iZ[v,a,s,p,0]) = Z ;—n' /ddxl dz, f;}l (1) .. .f;’;(xn)x (1.79)
n=0
X (O|T[JE (1) ... JE () ]]0)

where fﬁ(x) is a set of external fields. In our case of the Lagrangian (1.39)), we can
write the generating functional in the form

exp (iZ[v, a, s,p]) = <O‘T[exp <i/d4x£ext(x))} |0). (1.80)

By expanding the generating functional around v, = a, = s = p =0, 0(x) = 0y one can
obtain the Green functions of QCD with massless u,d, s quarks. However, the Green
functions of the real world, i.e. with the mass quarks, are obtained by expanding the
functional around v, = a, = p = 0, s = M and 0(x) = 6y. In other words, the n-
point Green functions are obtained by variation with respect to corresponding external
sources, for example (we consciously do not consider f(x) anymore)

52

<0’T[AZ(:C)AI,;(O)] 0) = (—i)QW exp (iZ[v, a, s, p]) . (1.81)

v=a=p=0

s=M

11



Formally, the vacuum-to-vacuum amplitude is invariant with the respect to local

U(3) x U(3) transformations

+ 75
2 2

which generate a gauge transformation of the external fields

4(z) = Vi)

v+ ay = vy, + ay, = Ve(z) (v, + a“)V;(x) + iVR(:B)QLV];(:):) ,
Uy — ay — v; — a;L = Vi (x)(v, — aM)Vg(x) + iVL($)aMVg(l‘) .

and

(),
().

N

s+ip — s +ip' = Vr(x)(s +ip)V,

=

s—ip — s —ip = Vi(x)(s — ip)
For an infinitesimal chiral transformation
Vr(z) =1+ia(z) +if(x) + ...,
Vi(z) =1+ia(z) —if(z)+ ...,
where 5 o
L @ =pw

o(z) = 0 (z) J
the change in the external fields is given by

vy = O+ ila, vy + (B, 4]
day, = 0,6 + ila, a,) + B, v,
ds =ila, s| — {8, p},
op = i[a, p] +{B, s} -

4(@) + Vi (2) == (),

(1.82)

However, the anomalies of the fermion determinant break chiral invariance [12], i.e.

the generating functional is not invariant under the transformations ((1.83)-(1.86)). The

change in Z can be schematically given as

ZW',d' s p| = Zv,a,s,p] + 6 Z[v,a,s,p, VLVA]

where [12]
N
072 = _F:? /d4x (B(x)Q(z))
with
4

0;
Bvaagvuay + g{vaﬁa a,a,}

Qx) = goPuv (vang, +

&1 4
+ S auvapay + gaaaﬁa#al,

3

where we have defined

Vap = 0qUg — O3Uq — i[Uq, V4],
Vaag = 0qag — i[va, agl .

(1.94)

(1.95)

(1.96)

(1.97)
(1.98)

An assumption to obtain ([1.95) explicitly is that one simultaneously transforms the

external field 0(z) as
60(x) = —2(B(z)) -
Let us get back to (1.96])) and rewrite the expression as

O(z) = P10,

12
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1.6 Symmetry breaking

1.6.1 Explicit symmetry breaking

So far we have not considered the quarks to have masses whatsoever. Taking them into
account, the symmetry is explicitly broken due to the presence of the mass term in the
Lagrangian ((1.43]), specifically by the existence of the part

Ly = —qrsqL — 45 4R (1.101)
= —gMyq, (1.102)

where we denoted mass matrix in its usual form (1.61) which is contained in the scalar

field s, cf. (T.4T).

Depending on the masses of the quarks in the mass matrix, we can introduce the
following special cases [7], [8]:

1. my = mg = ms; = 0: the octet vector and axial-vector currents are conserved,
the symmetry group is SU(3)z x SU(3)g x U(1)y.

2. my = mg = mg # 0: vector current is conserved and the Lagrangian is invariant
under SU(3)y x U(1)y.

3. my = mg = 0: the symmetry is SU(2); x SU(2)g x U(1)sy x U(1)y, where
U(1)gy represents the conservation of the strangeness.

4. m,, = mg # 0: the chiral limit of the lightest quarks with the symmetry SU(2)y x
UL)sy x U(D)y.

For the general values of m,, mg4, ms we have no flavor symmetry, except for U(1)y,
which is always present and represents the conservation of the baryon number.

1.6.2 Spontaneous symmetry breaking

The symmetry group of QCD with the massless quarks, SU(3);, x SU(3)r x U(1)y, is
spontaneously broken to SU(3)y x U(1)y due to the presence of an order parameter in
QCD. According to the Goldstone theorem, to each generator, which does not anihilate
the vacuum state, there corresponds one massless Goldstone boson. Therefore, an octet
of these particles appears in the spectrum of QCD.

The generators of SU(3)y symmetry are [3]

a

Q) = [ Eaviiat = [ 4T a (1.103)

and satisfy the equal-time commutation relations with the SU(3)y octet of scalar den-
sities
Q% (1), S"(y)] = i f*5(y). (1.104)

This relation can be used to express the scalar density in the form

5°(y) = — 5 IQY (), 5°()]. (1.105)

Since the vacuum is invariant under SU(3)y, we can write the vacuum expectation
value of the scalar density to be zero, i.e.

(0[5*(»)[0) = 0. (1.106)
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Let us consider a = 3 and a = 8. Then, we get

(uu) — (dd) =0,
(wu) + (dd) — 2(ss) =0,

which leads to B
(wu) = (dd) = (3s) .

Assuming the non-vanishing singlet scalar density, we simply obtain [3]
(01510) = (qq) = 3(uu) # 0.
For the equal-time commutation relation
2
iQA(t), P*(y)] = d**5(x,t) + 55(x, 1),

the vacuum expectation value is easily

iOl1Q4 (1), P ()0} = 5 aa) £ 0.

In conclusion, we have found that the order parameter in QCD is (qq).
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2. Low-energy region of QCD

An approach, based on the strong interaction in terms of dynamical quarks and gluons,
fails in the low-energy region of hadronic spectrum, i.e. for energies less than 2 GeV,
where QCD becomes non-perturbative. An alternative way out would be to replace
QCD at low energies with a new theory that would take other relevant degrees of
freedom into account, i.e. mesons and baryons. However, the situation here is not that
simple since we do not know such a theory in the full low-energy spectrum.

Nevertheless, in the region of energies typically less than M,, with M, standing for
the mass of the p(770) meson, we have an effective field theory of QCD, called Chiral
perturbation theory.

2.1 Chiral perturbation theory

Spontaneous breaking of the chiral SU(3);, x SU(3)r symmetry down to SU(3)y in
QCD leads to the presence of Goldstone bosons [3]. Identifying them with the octet
of pseudoscalar mesons (7, K,n), as the lightest hadronic observable states, we can
construct Chiral perturbation theory (xPT). Then, the effective Lagrangian is expressed
in terms of the mentioned hadronic degrees of freedom [16]. The construction of such
a Lagrangian is now our task.

2.1.1 Chiral operators and the yPT Lagrangian

A general formalism of how to build effective Lagrangians with spontaneous symmetry
breaking was proposed in [9], where a suitable way of parametrization of the Goldstone
boson was provided. We can use this formalism to construct an effective Lagrangian to
describe the interaction among Goldstone bosons, the lightest pseudoscalar multiplet.
Considering the fact that there is a mass gap separating the pseudoscalar octet from
the rest of the hadronic spectrum, one can construct an effective field theory containing
only these modes.
Let us recall the spontaneous chiral symmetry breaking

G= SU(3)L X SU(3)R — H = SU(3)V . (2.1)

Denoting ¢%(a = 1...8) the coordinates describing the Goldstone fields in the coset
space G/ H, a coset representative ug 1,(¢) is chosen. The transformation of coordinates,

carrying the Goldstone modes, under a chiral transformation g = (g, gr) € G is given
by

ur(6) - grun(¢)hi (g, ¢), (2.2)
ur(6) % grur(d)hi(g, ),

where h(g,¢) € H is the compensator field. We can take the choice of a coset repre-
sentative such that

ur(¢) = ul (¢) = u(9). (2.4)

The explicit form of parametrization can be written in the form of the basic building
block of xPT, i.e. [10], [11], [12]

u(¢) = exp < (2.5)

)
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where the low-energy parameter F' is the pion decay constant and

1 04 1 + +
A va’ —t‘/éng 1 Z)T 1 Ko
a=1 K~ FO _ 2

is the matrix of the octet of pseudoscalar meson fields, i.e. Goldstone bosons, under
chiral SU(3) transformations.

The octet of pseudoscalar fields can be easily extended to include the 1’ meson, the
singlet counterpart of the Goldstone boson octet. Although the 7’ is not a Goldstone
boson due to the axial U(1) symmetry which is explicitly broken through the chiral
anomaly of the strong interactions, it combines with the Goldstone bosons to a nonet
at the level of the effective theory. The extension of the 7’ to the nonet is possible due
to the ninth Gell-Mann matrix (see Appendix .

The matrix also says that physical fields representing the octet of pseudoscalar
mesons are linear combinations of real fields ¢®. It is also clear that physical fields on
the diagonal positions, 70 and 7, are singlets and for this reason they are representable
only by a single field, specifically:

™ =¢3,  n8=ds. (2.7)

For remaining components of dublets we can find the following field representation:

\7(¢1 — i), o= 7(% +iga), (2.8)
K" \7(?54 —ids), K~ \7@54 +i¢s5), (2.9)
K9= X (g6—itr), K (¢ + icpr) - (2.10)

:75

Obviously, every couple in — makes up a mutually complex conjugated pair,
which we have to take into account to find 4. It means that during every complex
transposition of ¢, for example, physical field 7+ in ¢ changes to 7~ and takes the
same place as 7~ had in the original matrix ¢. This is just a simple consequence of
complex transposition, which is just a composition of matrix transposition and complex
conjugation. The same principle applies on every physical field in ¢. This satisfies
the fact that ¢ = ¢f, which is also just a simple consequence of hermiticity of Gell-
Mann matrices A® and reality of fields ¢*. Knowing how to work under the complex
transposition, we will be able to express a few terms of an expansion of the building
block and covariant tensors. We will return to this point later on.

Mesonic chiral Lagrangians can be constructed by taking traces of products of chiral
operators X that either transform as [9], |10], [11], [12]

Nia

X % n(g,¢)Xnl(g, 9) (2.11)

or remain invariant under chiral transformations. The simplest such operators are

Uy = uL =i |uf (8, —ir,)u — u(d, — iﬂu)uT] (2.12)
and
e = ulxul £ uxtu, (2.13)
where
X = 2By(s +ip) (2.14)
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and By is a constant not restricted by chiral symmetry and related with the quark
condensate.
The xPT Lagrangian can be written in the form [10], [11], [12]

where
2

F
L = T lwa + x4, (2.16)

L;“QT = Ly {uyut)y? + Lo(uyu”)(ubuy) + Ly{uyutu,u”) + Ly{uul) (x4 ) (2.17)

Lg
+ L (upux4) + Lo(x+)* + Lr{x—)% + 7()(2_ +x4)

L
- Z'L9<ff/uuuu> + %<f+,uuf$y - f—,uufﬁy>

+iL1 (x— (Vpu!' + %Xf» — Lo {(Vpu! + %Xf)2>

1 1
+ §H1<f+w,fﬁ” + fow )+ ZH2<X1 —x%).

The term E&L])ZW is the Wess-Zumino-Witten Lagrangian and we will pay special atten-
tion to it in the next chapter.

We see that the lowest order xyPT Lagrangian in chiral limit contains only
two unknown constants: F' and By which is contained in the operator . However,
the situation in the next-to-leading order O(p*) is a bit complicated and there we al-
ready have 10 constants. The reader may notice that contains 14 constants but
the constants Li1, L12 vanish when the equations of motion are used and the constants
Hy, Hy are needed only for the renormalization.

In the Lagrangian we were required to introduce other additional operators
in order to have the most general Lagrangian which has to be invariant under parity,
charge conjugation and the local chiral transformations. Up to and including O(p?),
the operators

Y = uFut +ul Fh (2.18)
and
huw = Vyu, +Vyuy, (2.19)
are suitable choices to satisfy the requested conditions. In ,
FIY = ore” — et — i [em, 0¥] (2.20)
ng =oMrY = o'rt —irt rY] (2.21)

are the left and right non-Abelian field-strength tensors and the covariant derivative in

(2.19)) is defined by

VX =0, X + [Ty, X], (2.22)
where the chiral connection is
1

r,= B ul (8, — iry)u + w(9, — iﬁu)uT] . (2.23)

An important note regarding the basic properties of the building blocks and the
chiral power counting has to be made. Simply,

u~0O(1), (2.24)
Opus Uy ~ O(p) (2.25)
s,p~ O(p%), (2.26)

whilst the constructed operators above have other additional properties, that are shown
in the table 2] below.
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operator\ P \ C \ h.c. \power counting‘

Uy —ukt uJ; Uy O(p)
O e R O O(pz)
X+ xx | oxx | e Oo(p?)
fuu:l: ifi + Eyj: f,uzz:t O(p2)

Table 2.1: The P,C' and hermiticity properties of the chiral operators.

2.1.2 Expansion of the chiral operators

Calculations of chiral Lagrangians require one to expand the basic building block and
the chiral operators in several terms sufficient for the given case. For example, in the
case of three-point Green functions, it is sufficient to take into account only terms linear
in the fields, i.e. the basic building block of yPT reads
i
u=1l+—=0+..., 2.27
Tk (227)

which gives us the following forms for the chiral operators:

V2

Up & = o +2a, + ..., (2.28)
2v/2
hyw ~ —?éh&,qb +2(0uay + Ovay) + ..., (2.29)
X+ ~4Bys+ ..., (2.30)
X— >=4Bop+ ..., (2.31)
S = 200007 — 0V ot) + .. (2.32)
Y~ —2(0%a” — 8"at) + ... (2.33)
The chiral connection is
Iy~ —iv, +... (2.34)
so we have the covariant derivative in the form
VX ~0,X —ifv,, X]+ ... (2.35)

Expansions of the chiral operators above are listed in Appendix [B], where we considered
all terms that consist of the external sources that are coupled to three pseudoscalar
fields at most.

2.2 Wess-Zumino-Witten Lagrangian

The leading order of the pure Goldstone-boson part of the odd-intrinsic parity sector
starts at O(p*), as we have already seen in , and the parameters are set entirely by
the chiral anomaly. The Wess-Zumino-Witten Lagrangian contributes to the anomalous
term and is generated by the need of coupling the Goldstone bosons to the external
gauge invariant sources. The full action at next-to-leading order is written as [13]

. N¢
4872
. N¢
~ 194072

S(u, b, r)wzw = — / A*2 0 (W (U, €, — W (L, 0,7)H7P)  (2.36)

/ do'km (sEyksiniel)
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where
WU, L,7)yvas = — iS00, U Ulsg + SLUVO,roUls — iXlt, 0005 (2.37)
1
+ U8l Lo UTrg +i0,r, Ul U'rs + 525@2%
+ ULyl loUlrg — SESLUTr ULy — inlnlsles
1
+ ZUEHUTrVUéaUTm +3500,00l5 + S]0,lals
— (L R)
with the parametrization
U=u? (2.38)

and
25 =Ulo,U, B =Ug,U'. (2.39)

The symbol (L < R) in stands for the interchanges U « UT, ¢, < r, and
ZL — ER. The tensor W(l E 7“)“”0"8 has the same meaning as W (U, E 7‘)“”0‘5 but in
thls case the building block does not contain any pseudoscalar mesons, i.e. ¢ =0
and for this reason U = u? = 1 In this special case we then have EL ER 0.

Knowing the full action it is possible to extract the Wess- Zumino Witten La-
grangian. Moving on from the parametrization (2.38) to (2.5 we can get the Lagrangian
in the form [13]

4 . Nc 0
[’E/V)ZW = Z487r e B<W (u, L, T)IWOéﬁ - W(1,¢, T)Muaﬁ> (2.40)
Ne Waﬂ/ £ 6 o€ o
MPTIET A€ (040505059) -

where
1
Wowas(u,b,17) = L,L,LoRg + ZL”RyLaRg + L LoRg + iR, Lo Rg (2.41)
—iouLyRoLg + 0y, Ryalg — 00, RoLg+ 0, L, Lag
1
+ouLlyaLlg —i0,LyLoLg + §JML,,JQL/3 —10,0,00Lg
- (L A R) ’

with L ¢ R standing also for o <+ o' interchange. In (2.41)) we have denoted

L, =ulul, Ly = u(0,6,)u’ (2.42)
R, = uTruu, R, = uT(E)MT,,)u (2.43)
and

o, = {ul, dul, O'L = {u, 8MUT}. (2.44)

The power & in (2.40) denotes a change of the building block u to

6 _ i€ >

u> =exp| —==09 ). 2.45
(o (2.45)

It is important to notice that both definitions and are equivalent due
to the cyclic property of the matrix trace operation.

We can neglect the term under the integral sign in as a higher order con-
tribution and consider only the upper line of the equation. In this case, considering

19



that for W(1,4,7),.qs we have o, = 0, we have, in total, 10 contributing terms in the
means of vector and axial-vector external sources and pseudoscalar fields. However,
there are only two types of contributions if we consider only the three-point vertices.
In this case, the result can be written in the form

(4) Ne

Lywzw = m«@m)au(%aﬁ)ﬁ“mﬁ (2.46)
N, N,
* m<(3u¢)“v(aavﬁ)>5uyaﬁ * 6\/§7$2F<(au¢)(3vva)”6>5umﬁ :

The detailed calculation can be found in Appendix [D]

2.3 Resonance chiral theory

Taking the large- N¢ limit we can construct the effective theory of QCD for an inter-
mediate energy region that also satifies all symetries of the underlying theory [8], [17].
This effective theory is called Resonance chiral theory (RxT) and is relevant for ener-
gies M, < E < 2GeV. For bigger energies RxT loses its convergence and can not be
properly used because of the higher masses that become significant in hadron dynamics.

Since we are in an intermediate region there is no suitable expansion parameter.
At lower energies we expand in small momenta while at high energies we can use the
1/N¢ expansion. In the resonance sector we are required to combine both expansion
parameters in order to get phenomenologically relevant results.

RxT increases the number of degrees of freedom of Chiral perturbation theory by
including massive U(3) multiplets of vector V (1~ 7), axial-vector A(171), scalar S(0*+)
and pseudoscalar P(0~ ") resonances, denoted generically as a nonet field R. We assume
that this field can be decomposed into singlet R? and octet R® such as [17], [18]

8
1 a
R=—R"+> “_R", (2.47)
V3 =2

where R =V, A, S, P. For instance, let us show the nonets that are considered in this
thesis:

%Wo + %778 + %770 m K
b il —%770 +4\%60778 + %770 K° . (2.48)
K— K _%7]8 + %7]0
%po + %ws + %Wl P Kt
. o _%po i %ws + %m K*0 . (2.49)
K*— F*O 7%(‘}8 + %wl
dad+ L fi 4 L] af iy
. ar _%a%%{%\}g% K, . (2.50)
K, Ky _%f§+%f%

2.3.1 RxT Lagrangian
A procedure of constructing the RyT lagrangian consists of the following steps [17], [18]:

1. In order to recover at low energies the results of xPT, to consider chiral sym-
metry seems to be a reasonable choice. On account of large- N, the mesons are
contained in the U(3) multiplets shown above and the operators with only one
trace over flavour space are considered.
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2. To have a meaningful effective description, it is necessary to properly match the
incipient theory with the underlying theory. In this case, the underlying theory is
QCD with asymptotic behaviour that sets in at & ~ 2 GeV. Therefore, the RxT
should recover the short-distance behaviour of QCD. This demand simplifies our
model because it excludes all interactions with large numbers of derivatives that
tend to violate asymptotic behaviour of form factors. The matching also allows
us to determine relations between coupling constants in the model Lagrangian
(see (2.68)). Without further discussion, let us introduce such relations [17]:

Fy =2Gy = V2F, = V2F (2.51)
Cm = Cqg = \V2dp, = g , (2.52)
My =V2My, (2.53)

Mp ~2Ms . (2.54)

It is obvious now that all parameters are determined by the pion decay constant
F and the characteristic masses of the vector and scalar multiplets, My and Mg.

3. Some approximations are needed to construct the effective Lagrangian. As the
number of meson states is infinite at large- N, the most common approximation
is the cut in the number of resonances, leaving us to consider only the lightest
states. Also, the contributions of the higher resonances are suppressed by their
masses.

4. It is known that E;@T is largely saturated by the resonance exchanges generated

by the linear terms in the resonance field. Hence, the explicit introduction of the
terms constructed with no resonances and chiral operators of O(p?) would amount
to include an overlap between both contributions. Thus our theory stands for a
complete resonance saturation of the yPT Lagrangian.

To summarize the procedure above, to construct the RxT Lagrangian one takes into
account so called Single resonance approximation where just the lightest resonances are
considered. In this approach, the Goldstone bosons are coupled to massive U(3) mul-
tiplets. Then, the construction follows the path of using the operators that transform
similarly as in but in our case we look for tensors that obey the transformation

X %5 h(g, ) X1 (g,0), (2.55)

where

G/ = U(3)L X U(3)R . (2.56)

However, the situation here is a little bit tricky. Since one of the lightest resonances
are one-spin particles, we are allowed to use different formalisms to describe them.
Although the solution of any calculation should be independent of used formalism,
since we work with perturbation theories, we provide calculations only up to a given
order which makes different formalisms nonequivalent.

To obtain a more complete picture, in the construction of the RxT Lagrangians we
will distinguish within the most used formalisms which are vector and antisymmetric
tensor formalism.

2.3.2 Vector field formalism

The first formalism to describe one-spin resonances is the vector (Proca) formalism.
The resonances R, = V,,, A, carry one Lorentz index and are defined in the usual way,
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together with the field made out of the covariant derivative acting on the resonance
[14], [15], [17]:

8
N PIN
R,=> “-R:, (2.57)
a=1 \/i
R, =V,R,—V,R,. (2.58)

The chiral order of the resonances in the vector formalism is R, ~ O(p® and Ry ~
O(p?. Then, the resonance Lagrangian up to O(p®) in the vector formalism is given
by [14], [15], [17]

£ =+ )+ L8+ o) (2.59)

res

where the individual terms are the following (we omit mass and kinetic terms)

£y =~ 2{V@<VW ) - QZ%WMU“ ] + iy (Viluy, £2]) (2.60)
+ ﬁV(‘A/M[u“, x-1) + Z'GV(‘A/“u”uau'B)aWag + hvﬂA/“{u”, fﬁﬁ}k#mg ,
£y =- jfi@uuf% +icalAulun, 1) + 25 (A e (2.61)

0 A ) + A A () + A5 A ()
+ hA<A\M{UV7 fgﬁ}>5uuoc5 )

. s s@ sB®
£§/‘)/ = %<VMVMUVUV> + %(Vuuyvuuw + %(VHVVU'MUV> (262)
sW s® L Ky - o
+ %(VﬂVyu”u”) + %(V#u“Vyu” + Vyu, VVul) + 7<VHV“X+>
PV 5 1o v ov 5 v {ra
+ = ValVi )+ SV VO Y
g 5(1) o 5() R R 5(3) o
£ = %<AMAHUVU )+ %(AMUVA“U’? + %(AHA,,u“uU (2.63)
5(4) 53
+ —(A Auuty + i(A ut A u” +AMuVA ut) + f(A Al
KbA

( [AVv f ]) + 7<AH{UV7 Aaﬁ}>€}waﬂ )

£y = z’A( YVl Ay, 1)) + i APV, [, A1) +iAG) (A, [u,, V) (2.64)
+ BV [AR, x_]) + HVHA", £ e pap + i ZD (b’ { A%, VOV e pag
+iZD (WP AUV PV e s -

2.3.3 Antisymmetric tensor field formalism

The second formalism is the antisymmetric tensor field formalism. Using the large-N¢
approach, there is no limit to the number of resonances that can be included in the
effective Lagrangians. Hence, we can construct the RyT Lagrangian as an expansion
in the number of resonance fields, i.e. [1], [17]

ERXT = EGB + 'CRlRl,kin + Z ‘CRl + Z 'CRl,RQ + Z LR1,R2,R3 + ... ) (265)
R1 Rl,Rz Rl)R21R3
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where the dots denote terms with four or more resonances, indices R; run over all

resonances fields R; =V, A, S, P and

1

4
1 a /! / 1 2 ! /!

+ §<v R'V,R'y — §MR/(R R’

1
LR, Ry kin = — §(V“RWV0¢RO‘”> + ~M3(R,, R"™) (2.66)

is the kinetic term, where we denoted R, = V},,, A, and R' = S, P to avoid confusion
with the previous notation R;.

In , the term Lgp contains only Goldstone bosons and external sources and
includes terms with the same structure as YPT Lagrangian but differs in the value
of the couplings as Lop belongs to the theory where resonances are active degrees of
freedom.

’ operator \ P \ C \ h.c. \ power counting ‘
Vi | VI Vi | Vi O(p?)
AMV — AR A,uu A/W O<p2)
S S ST S O(p)
P -Pp | PT | P O(p)

Table 2.2: The P,C' and hermiticity properties of the resonances in the antisymmetric
tensor formalism.

Also, there is another expansion of the RxT Lagrangian, based on the ordering
according to the contribution to the chiral coupling constants. Here, the resonance
fields are effectively of the order O(p?) and the chiral building blocks are counted as
usual. Now we can write

Loyt = L&p+Lep+ Lanin + Lihin + L (2.67)
+ L8+ L L LS

The couplings of the massive U(3) multiplets with the pseudoscalar fields and ex-
ternal sources in the leading order of 1/N¢ are given by the linear interaction resonance

Lagrangian from (2.67)), more specifically

LY =P+ + £l (2.68)
with the following contributing terms [17]:
Fy o iGy )
£ = 5 5Vt + S sVl ) (2.69)
Fy
£(4) — A y 4 , 2.70
A =5 gt Aw ) (2.70)
LY = cq(Sutuy) + em(Sx), (2.71)
iy
L) = idm(Px-) + 2 PY ) (2.72)
F

It is important to mention that the second term in represents the 7’ exchanges
that we do not consider in this paper. A short remark on this is made in appendix [E]
In the antisymmetric tensor formalism with Lagrangians up to O(p%), we will use
the independent operator basis, relevant in the odd-intrinsic parity sector, which was

formulated in [1]. Every operator has the form
OX = giweB X (2.73)

i iuvafs
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with all the contributing operators shown in the tables below.

2]

Operator OF

|

Vertex structure

¢ i pvaf
VI 1]V (housu” — uPu,h)) Va?,Va’p, Vag? Ve?
2 | (VP (ugh®u® — uPhou,)) Va?,Va2e,Vap?, V3
3 | i(V*(uguPh®? — h*uPu,)) Va?,Va’p, Vag?, Ve?
4 i([VH V% JuP) Vsa,Vso
5 iV upu]) Va?,Va2e,Vad?
6 | (VA (feouPuy — usuP f2)) Va3, Va2¢,Vag?
7 | iV (ug feouP —uP fOu,)) Va3, Va’gp,Vaep?
8 | (V' (f%upu® — uPu, f29)) Va3, Va2e,Vap?
9 (Vi {x—, utu’}) Va’p, Vape, Vpd?
10 (V“”uax_u5> Va?p, Vape, Vpp?
11 (VI L, 27)) gp Vua
12 (VL fee, hﬂ"}>gpo Vova, Voo
13 iV (- Vup
14 WV x-3) Vup
15 L) Vas
16 (VI (Ve FO7 %) Voa, Vo
17 (VLN 5 £97, uP}) Vva, Vug
18 (Vv ueuBy () Va?p, Vape, Vpp?
Al 1l (AP TuuP  u_ u’l) Aa*, Ad>p, Aa®p?, Aag®, Agp?
2 (AP [uu®uP  u]) Ad*, Aa3¢, Aa®¢?, Aag?, Ap*
3 (A ‘”’{Vo‘hﬁg,ug}> Aa?, Aag, Ag?
4 i(AmY [f , u%Ug)) Ava?, Avag, Avp?
5 i(AW(f_O;"uguﬁ - uﬁugff_“’» Ava?, Avagp, Avgp?
6 | (A" (oo uPuy — upuP f$7)) Ava?, Avag, Avp?
7 (A (u ff“_"uﬁ - uﬁfﬁ"u(,» Ava?, Avag, Avgp?
8 (Am{ foo, hP7Y) Aa®, Aag
9 i(Am fP) (x ) Aap
10 i(APY @) (VB y ) Aap, App
11 HAR L1 ) Aap
12 P(AP VY, uPY) Aap, Agp
13 (A [x o, u®uP)) Asa?, Asagp, Asg?
14 (A X)) Avs
15 (A {757 0y} Ad?, Aag
16 (AP (V5 f27 uP}) Aa?, Aad
P (P, £27)) Pa?
2 i(Pu® i uP) Pva?, Pvag, Pvg?
3 i(P{f" utulY}) Pva?, Pvag, Pvg?
4 (Puru’u®uP) Pa*, Pa?$, Pa’¢?, Pag?, Po*
5 (PLAY, 127 Pv?
S |1 (S[f2 aﬂ u“u 1) Sa3, Sa’¢, Sad?
2 (ST, 7)) Sav

Table 2.3: Monomials with one resonance field and possible vertex structures for four-
point Green functions at most.
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’ RR ‘ Operator OFE

‘ Vertex structure ‘

b ipraf
VvV |1 i(VIVPY () VVp
2 i({VH ey ) VVp
3 {V VI Vooiyh) VVa,VVe
4 VAV Ve u,) VVa,VVé
AA |1 i(APY A°BY (x ) AAp
2 i({ A, Aaﬂ}x_> AAp
3 {V, A A2y By AAa, AA¢
4 ({VPAW | A% u,) AAa, AAd
SA |1 i([Am 8] 97 ASv
2 (ARV]S, uo‘uﬁ]> ASa?, ASap, AS$?
SV |1 (v, S) P VSa
2 W[V Ve STuf) VSa,VS¢
VA1 i(VIV[AY uu,]) AVa?, AVap, AV ¢?
2 | iV (A% uguP — uPu, A%0)) | AVa?, AVagp, AV ¢?
3| iV (A% uPuy — usuP A%?)) | AVa?, AVagp, AV ¢?
4 | iV (ug A%uP — uP A% uy)) | AVa?, AVag, AV ¢?
5 (v, A%} 7Y g0 AV
6 W[V A8y ) AVs
PA |1 ({Am P} foP) APa
2 ({Am Ve PYuP) APa, AP¢
PV |1 i({V*, PYu“uP) V Pa?,V Pag,V Pg?
2 iV u® PuP) V Pa?,V Pag,V P>
3 ({ve, PLeP) VP

Table 2.4: Monomials with two resonance fields and possible vertex structures for four-
point Green functions at most.

’ RRR | i | Operator OFEE | Vertex structure ‘

vvp } } <V“"V°‘ﬁZ]§; = } VVP \
| VAS [ -] (v, A*P1S) | VAS |
| AAP | - | <AWA“5P> \ AAP \

Table 2.5: Monomials with three resonance fields and possible vertex structures for
four-point Green functions at most.

Thus, the Lagrangian is
(6,0dd
LR = Z Z kX0, (2.74)

where X stands for resonance fields contributing to the Lagrangian, i.e. the single fields
V, A, S, P, the combinations of two fields V'V, AA, SA, SV, VA, PA, PV and three fields
VV P, VAS AAP.

In what follows we will strictly use the same notation as in |1] and consider this as a
referent basis, especially with indices ¢ standing for a serial number of the Lagrangian.
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3. Green functions in the
odd-intrinsic parity sector

Before we make some steps ahead, we should establish some ground rules to work with.
First of all, let us introduce the difference between external and internal vertices.

e External vertex: a vertex where at least one external source is present.
e Internal vertex: a vertex where no external source is present.

e n-point diagram: a representation of only just n external sources where all the
sources are connected, either within the contact terms or by propagators.

Although we do not consider Feynman diagrams with loops, the n-point diagrams can
contain more than one external source in the external vertices. And since we require at
least one resonance exchange between the external vertices, the n-point diagram can
not be made up by only one contact term, that would contain all n external sources,
i.e. can not be made up by so called one n-contact term. In other words, the n-point
diagrams can be made of diagrams with (n — 1)-contact terms at most.

To calculate the Feynman diagrams contributing to the n-point Green functions,
one must find the appropriate topology of the graphs first. Basically, there are two
main possibilities of how to establish the topology.

1. First of all, one can find all topological combinations of how to connect four points
in the planar topology, regardless of the existing vertices of the xPT and RxT
and then select only the suitable ones.

2. The second approach is to find all existing diagrams based strictly on the knowl-
edge of xYPT/RxT vertices, i.e. ’gluing’ the individual vertices of the graphs
together untill the full set of graphs is complete.

Although it may be seen as the method of trial and error, we would actually prefer the
first method. The reason is that in the closed channels (see section it is actually
possible to have contributions via the resonances of the other types than the ones
entering through the external vertices. This feature gives us a rich set of contributing
diagrams and it could be very difficult to cover all the options from within the second
method above.

3.1 Three-point Green functions

Considering the general definition (|1.44)), we can define the three-point Green functions
as the vacuum expectation values of the time ordered products of the quantum fields:

(0] T[O1(p1) O2(p2)05(0)]|0) = (3.1)
= /d4x1 /d4x2 ei(p1x1+p2x2) <0’T[01(931)02(x2)03(0)} }0>7

where the operators O stand for any of the currents ([1.27)), (1.28]) or densities ((1.31)),
(1.32). Despite the fact that we have 20 possible three-point Green functions in total, in

the odd-intrinsic parity sector of QCD exist only five nontrivial three-point correlators.
Three of them, VV P, VAS and AAP have been already studied in the past. In this
chapter, we will focus primarily on the study of the two remaining Green functions:
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VV A and AAA.
Also, in this chapter we take all the 4-momenta as ingoing to the vertices, i.e. the
law of 4-momentum conservation can be written in the form

p+q+r=0. (3.2)

As it will be brighter later, structures consisting of the scalar product of the 4-momenta
associated with the appropriate vertices will develop in our calculations of the Feynman
rules. Using , it is more convenient to use the relevant combinations of the Lorentz
invariants instead:

1

p-q= 5(—192 — ¢ +7?), (3.3)
1

per= 5(—192 +q* 1), (3.4)
1

gr=a0F g ), 35)

that are easily obtained by multiplying by all 4-momenta individually and solving
the system of equations formed.

In our future calculations, we will deal with contractions of components of 4-
momenta with Levi-Civita tensor. For simplicity, we will use the notation —
. In our case, considering , we can explicitly write the shortened notation

in the form

Eu(p)(r) = Epv(p)(—p—a) = Epv(p)(—a) = ~Epp)(a) > (3.6)
Euv(q)(r) = Euv(q)(—p—q) = Euv(q)(—p) = ~Euv(q)(p) = Euv(p)(q) >

Eu@)(@)(r) = Eu@)(@)(—p—q) = ~Eu@)(@)(p) ~ Enp)(a)(e) =

3.1.1 Topology of the Feynman diagrams

The topology of the three-point diagrams is very simple. Just for now, let us assume
that a full line in figures [3.113.2] stands either for the pseudoscalar or resonance fields.

1-contact diagrams This type of Feynman diagrams describes all three individual
external sources that do not constitute a multiple contact vertex and, therefore, are
coupled together through at least two (three at most) propagators.

Considering all possible combinations, we can draw the full set of Feynman diagrams
with the couplings of pseudoscalar fields and resonances, without its physical relevance

Figure 3.1: A general 1-contact topology of the three-point Green functions.

2-contact diagrams Unlike the previous case, this type of Feynman diagrams de-
scribes the topology that include two external sources coupled together in one vertex
which is connected with the remaining external source through only one propagator.
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Figure 3.2: A general 2-contact topology of the three-point Green functions.

Before we advance to the study of the new Green functions, it is appropriate to
introduce some familiar results.

3.1.2 Familiar results

As we have already mentioned, the Green functions that have been already studied
in the literature contain the following correlators: VV P,V AS and AAP. All three of
them can be written in the simple forms

b

(Myve(p.ar)),, = Mvve®®, 6% r*)d e wasp™e” . (3.9)
b

(Mvas(p.a: 7)) = My as(v®, a% ) [ e wasp”d” (3.10)
b

(Manr(p, ;7)) = Taap(p?, %) d" e app™d” (3.11)

1%

due to the fact that the external sources, that generate the correlators, carry only two
different Lorentz indices together, it makes the tensor structure easy to express. The
high-energy behaviour within the OPE framework can be written as

BoF? p? +¢* +1r? 1

Myye ((Ap)°, (M) (Ar)?) = 5 g ) (3.12)
BoF? p? — % — 12 1

My as((Ap)%, (A)?; (Ar)?) = 2oA4 o (9<A6> , (3.13)
BoF? p? + ¢% — r? 1

Maar ()%, M)* (A)?) = =5 g 05 ) (3.14)

By comparing this behaviour with the calculated Green functions, one can obtain im-
portant relations for the coupling constants, as we will see later.

VV P Green function The first correlator is a very important example in the odd-
intrinsic parity sector of QCD, with a lot of important phenomenological applications.
A full calculation [1] reads:

BoNo  64Bodmrl  4BoFZRYY (0* + ¢2)

Myyp(p?, ¢ r?) = — o V2 - 07— )@ — M%) (3.15)
ABoF(8ky Y — kYY)  16V2BodmFyvrsY  16vV2BodmFyri”
(P? = M) (g2 = M) (p2 = My)(r2 = ME)  (¢? — M{)(r? — MB)
— m [pQ(fiYﬁ + 2&}/2) — q2(f<;¥6 — 2/<c¥7 + 2&}/2) - 7“2(81@}/4 + RYG + 2&}/2)]
2v2By Fy

— W [qZ(H}/G + 2/43}/2) — pQ(K,}/G — 2/€¥7 + 2/?/‘1/2) — 7“2(85‘1/;1 + H/Yﬁ + 2/@}/2)]

16 Body FgrYVY
(P? — ME)(? — M) (r? — M2)
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Using the comparison with the necessarily fulfilled high-energy behaviour allows us to
extract the following constraints for the coupling constants:

dmrtV F? No M2
pyV o Imts o 0TV (3.16)
V2F,  32F% 512m%F%
] 14% vv _ F2 3.17
Ko  — kg = SF‘Q/ ) ( . )
N,
% \% C
Kl + 26]g = — 3.18
10T 302 Ry, (3.18)
N,
\% C
Fifpg = — | 3.19
T 64Vt Ry, (3.19)
N,
Vv C
Fily = —————— 3.20
" 956v2n2 Ry, (3.20)
KL =0. (3.21)

As it is obvious, in this case we have two free parameters: /{5 Vi and K

Different phenomenological aspects were already discussed in [1], namely the F o,
formfactor and its applications to the decays p — 7y, 7(1300) — v and 7(1300) — p~,
as well as the m¥-pole contribution to the muon g — 2 factor.

VVP

VAS Green function A full calculation of the V AS, without the tensor structure,
simply reads [1]

8V2BoFy (kY —2kYs)  16V2BoFarf, = 32Bocpks

My as(p®, % %) = (3.22)

p? — M2 q> — M3 r2 — M3
16v2BoFacmki®  8V2BoFycnm(267Y 4 K5Y)
(¢* — M3)(r? — M3) (p? — M) (r? — M3)
16BoFaFy kg4 16BoFaFy cppr¥ 49

(p? = MP)(q* — M3) ~ (¢* — MZ)(p* — M)(r? — M)

and the high energy behaviour dictates the following coupling constants constraints

F2
2wV k= —— 3.23
1 2 16\/§CmFV ( )
Ky —2k)s =0, (3.24)
FQ
SA
A= —— 3.25
' 32v2¢,,Fa (3:25)
VA F?
= 2
N6 T 3R Ry (3.26)
Ky =0, (3.27)
Ky =0, (3.28)

In this case we have only one free parameter, the coupling constant £¥4S. This implies
that we can connect all processes of the type

Vipw,K'v...)~(A:ay, {1, K1,GB,W...) ~ (S :0,K,a0, fo,H...) (3.29)

via a single parameter. However, these processes are very rare and have not yet been
studied experimentally. For more details, see also [1].
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AAP Green function This Green function was a subject of study in [2]. There we
provided the complete calculations of this correlator both in vector and antisymmetric
tensor field formalism. The result in the vector formalism is quite easy, explicitly

_ BoNc | 4V2Bofahap® | 4V2Bofahaq’®
24m2r — (p? = MZH)r? - (¢® — MF)r?
4B fioap*e?
(p* — M3)(q* — MZ)r?’

Maap(p?,¢*r?) = (3.30)

whilst the antisymmetric tensor field formalism is a bit complicated due to the richer
set of contributing Lagrangians, leading to the result

BoN¢c  64Body, kY 32ByF2 k44
I 2 2 2y _ _ 1 A2 3.31
Aap(p™ 47, r7) 24m2r2 2 - ME  (p?— M3)(¢? - M3) (3.31)
AByF3r5" 2., .2 .2
R Tl T
16 BoF3d,, k44T
(v = MA@ — ME) (= M)
4vV2ByF4 [1
2(E = M) [2(172 — ¢ +1r?) (k5 + 265 + Ki5) — pQHiqﬁ}
A
4v2ByF4 [1
TR o) [2(292 — ¢ —r?) (k5 + 26§ + Ki5) + f’#ﬁ}
A
8V2ByFadnm AP AP
_ (p2 — Mi)(r2 — M%) (2/@1 + /‘7/2 )
8v2ByFadm AP AP
@ eE g )
8v2ByF4

A ) 8\/§BOFA (21%,141 + 51142) )

S L 2k + R —
POy ( 11 T Kig) + PRy
In order to satisfy the high-energy behaviour for vector formalism, we obtain the con-
dition N
— O —4fioa +8V2faha =0, (3.32)
247
from which it is obvious that vector formalism is not consistent with OPE at order
1/A%. However, the antisymmetric tensor formalism satisfies the OPE well and gives

us the following constraints on the coupling constants:

2k 4+ T — 2{?FA k=0, (3.33)
K4+ 268+ n{‘:— 2k =0, (3.34)
64d,, kT + 8V2F KLy = —%fz, (3.35)

2k + Kb + %nf‘ﬁ =0, (3.36)

gt — 8roA = ;F; , (3.37)

KAAP =0, (3.38)

31



3.2 Four-point Green functions

The motivation to study the four-point Green functions is given mostly by the inter-
esting phenomenological applications, such as the conjecture that V'V PP Green func-
tions in the antisymmetric tensor formalism for 7° Compton-like scattering violates the
Froissart bound while the vector formalism preserves it. Another example can be the
hadronic VVVV correlator that contributes to the anomalous magnetic moment.

As usual, let us start with the general definition of the four-point Green functions:

<0‘T[01 (1) O2(p2)O3(p3) O4(0 (0)]]0) = (3.39)
/d4x1 d4.%'2 d4$3 6 i(pr1+paza+psrs) <0|T [01 (.%'1)02(.%’2)03(.%’3 04 ] ‘0>

Equivalently as in the case before, for four-point Green functions we take all the
4-momenta as ingoing to the vertices, i.e. the law of conservation of energy takes the
form

p+q+r+s=0. (3.40)

Besides the obvious invariants p?, ¢2, r2, s> we can introduce the Mandelstam variables

S,T and U, typical for four-particle processes, in the form

=(p+q)?°=(r+s)7, (3.41)
=(p+r)?=(g+s)7, (3.42)
U=({p+s)?=(q+7)?, (3.43)

that can easily give us the following set of useful formulas:
1

pra=5(S-p"—q, (3.44)
T‘S:%(S—T2—82), (3.45)
p-r:%(T—pQ—TQ), (3.46)
q-s:%(T—qQ—SQ), (3.47)
p-s:%(U—p2—s2), (3.48)
q.r:%(U—q2—T2). (3.49)

3.2.1 Topology of the Feynman diagrams

The topology of the 4-point Feynman diagrams is a bit complicated. Instead of listing
all types of diagrams, let us mention that the complete set consists of ten types of
diagrams, some of the examples can be found in Chapters [6] and Here we only
introduce some basic properties.

1-contact diagrams This type of Feynman diagrams describes all four individual
external sources that do not constitute a multiple contact vertex and, therefore, are
coupled together through at least three (five at most) propagators.

2-contact diagrams Unlike the previous case, this type of the Feynman diagrams
describes the topology that include two external sources coupled together in one vertex
which is connected with the two remaining external sources through at least two (three
at most) propagators.
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3-contact diagrams Finally, a topology that consists of one 3-contact vertex, where
three external sources are coupled together. The last one is connected with the contact
vertex through one propagator.

3.2.2 Froissart bound

Regarding one of the motivation topics to study four-point Green functions, the Frois-
sart bound is a very general property of the behaviour of total particle scattering cross
sections at very high energy. More specifically, the bound states that the total cross
section of four-particle scattering does not increase faster than

Otor <1 S (3.50)

Violation of this limit would mean violation of unitarity. In what follows we concisely
derive the Froissart bound from the principles of quantum mechanics.
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4. V'V A Green function

The standard definition of the V'V A Green function, i.e. the correlator of two vector
and one axial-vector current, is

(v atpai )i = [atedty domso OT V@V AO]0). (@)

A calculation of will be the task we will deal with in this chapter. To provide such
a calculation, it is necessary to determine which currents and chiral building blocks we
will need.

Looking at the definition it is obvious that we will need Lagrangians that
consist of vector and axial-vector currents. Given the structure of the independent op-
erator basis up to O(p°®) one can find that only the linear terms in external sources and
pseudoscalar fields of the expansions of the chiral building blocks are needed. There-
fore, the covariant derivative can be simply identified with the standard derivative and
one can easily find (see chapter [B]) that the suitable operators are u#, W* and fi”. The
building block f{" is the key ingredient for the V'V A Green function since it is the only
chiral operator that contributes linearly as a vector external source in its expansion.
Obviously, since we do not have any scalar or pseudoscalar sources in this case, we do
not consider y4.

Knowing the suitable building blocks, let us start with an introduction of the inde-
pendent operator basis contributing to this correlator.

4.1 Independent operator basis up to O(p°)

Before we start to determine the independent operator basis of O(p®), let us summarize
contributions of the Lagrangians of the lower powers.

Contribution up to O(p?)

a¢ vertex First of all, we will need the contributions from xPT. Up to O(p?) there
is only one contribution of the lowest yPT Lagrangian and that is a contribution of the
coupling between an axial-vector external source and a pseudoscalar field. The relevant

part of the Lagrangian (2.16]) is
F
£§<2) = —\ﬁ({ﬁugb,a“}) - (4.2)

Contributions up to O(p4)

Vertex vvg A contribution of the anomalous Wess-Zumino-Witten Lagrangian ([2.40)
comes by the term

4 NC 176
Euiew = 1 g (Ot Gaag)et (43)

and couples two vector external sources with the pseudoscalar field.

Vertex Vv The contributions of the couplings between vector or axial-vector external
sources with the resonances comes from the Lagrangian . More specifically, a
contribution to the vertex consisted of vector external source and vector resonance is
given by the Lagrangian with the relevant part

£ %m,,(aﬂvv — 90y . (4.4)
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Vertex Aa As in the previous case, a contribution to the coupling between axial-
vector external source and axial-vector resonance is given by the Lagrangian ([2.70))
with the relevant part

Y = —%(Auy(aua" —0%aM)). (4.5)

Contributions up to O(p°)

Now, we can finally determine the independent operator basis of O(p%). We need
operators that couple vector or axial-vector resonances together with the building blocks
ut, h*” and f1”. Having considered all possible couplings from the tables the
contributing Lagrangians of O(p°®) can be schematically designed with respect to the
resonance exchanges, such as

LV =LY+ L5+ LY + L£17, (4.6)
LV =V 4 LyVv,
Lﬂ/A IZLE{A,

with the corresponding operators shown in the table below.

i OVMVA
i pvaf3 ipraf

1| (VR PN gpe | 3] ({Vo VI,V }uP)

12 | (VI {f WP g | 4 | ({VPVI VO b,)

16 | (VI {Vefo7 u,}y |5 | ({Vm, A%} 9% g,

17 | (V{07 u})

i )4

Table 4.1: Monomials contributing into V'V A Green function

Now we modify all contributing operators by rewriting them into the individual
terms of vector and axial-vector external sources, pseudoscalar and resonance fields. In
doing so, we will realize that we will have a rich set of vertices, given to the possible
expansion of the chiral operators. To simplify the writing, we use the notation (D.1]).

Vertex Vwa The first possibility consists of one vector resonance field coupled to vec-
tor and axial-vector external sources. The relevant building blocks are ffg 7 BB uy,uP
as axial-vector sources.

L) =~ —4rY (VI {0%P — 0Pv7,0Pa% — 87aP}) gpoe was (4.9)
= —2v2k}) > AV (0% — 9°vg)(0°ad — 07 a2 gpotvas ; (4.10)
(a,b)

L1y = Ak} (V{00 — 8P0®,0Pa% 4+ 0°0P}) gpot pvas (4.11)
= 2V2k}y Y AV (0°v] — 07v5) (0% al + 0% al) gpotwas » (4.12)

(a,b)
L1 = Ak} (VI {9°0Pv7 — 800 a0 })e map (4.13)
= 2V2kY5 > AV (0°0%v] — 0707, ) cEpas » (4.14)

(a,b)
L7 = Ak} (VI {0,0%0° — 0,070, 0P })emap (4.15)
= 2V25); Y AV (0,008 — 050708 )al e umap - (4.16)

(a,b)
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Vertex Vvg The second possibility is to consider building blocks h%7, u,, u? as pseu-
doscalar fields. Since the operator ff 7 obviously does not contribute as a pseudoscalar
field, the Lagrangian £q; is trivially omitted here.

42KV
ﬁYg ~ —\/;{12<VW{80¢UP — 9P, 8ﬁaa¢}>gp05uyaﬁ (4'17)
1%
— _4\/}5:312 Z dachauV(aa'Ug — 8pv?)(aﬁaa¢c)gpoguuaﬁ , (418)
(a,b)
1%
ﬁ‘l/ﬁ ~ —MF'%W(VMV{aaﬁﬂvU _ 6“80U’8,8g¢}>€u,,a5 (4.19)
2v2KY.
_ \/;7 M6 N7 gty (9708 ug — 09070 ) (Dsde)ewa (4.20)
(a,b)
2v2KY
;CY? ~ \/}:1H17<V“V{80-80‘UU _ 80801;&’ 8ﬂ¢}>5uuaﬁ (421)
2v2KY.
S \/;“17 Z dPVHY (9,0%0] — 80807)1?)(8'B¢c)€uya5. (4.22)
(a,b)

Vertex VVa The third possibility is to consider u®, u, as axial-vector sources.

LYV ~26yV({9,V*™ V7 aP Ve uap (4.23)
=2cY" ) A0, VIV al e pag (4.24)

(ab)
LYV ~ 25V ({0PVH VO Yas e umap (4.25)
=26 ) A (O Vi g e s (4.26)

(ab)

Vertex VV ¢ The fourth possibility is to consider u?, u, as pseudoscalar fields.

2 4%
Ei‘i/v = —\f;g({@gV“”, V"‘”}@%>ewa5 (4.27)
2H}5/V abc v aoaf
= S A @, VIV (06 s (4.28)
(a,b)
2 4%
,CXV ~ —\[;,4<{35V“”, Vo Dy d)E s (4.29)
2"14‘1/‘/ abe( qf v ao
- - F Z d (0" Vi)V, (8cr¢c)5/wa,8- (4.30)
(a,b)

Vertex V Av The last possibility is quite simple, beacuse the operator f_fo represents
linearly only a vector source.

LYA ~ 2 VAV A% (0P07 — 070P))e mag (4.31)

= 2654 " AV (0%0] — 070 ) AL GpoE pas - (4.32)
(a.b)

These possibilities give us together five Feynman diagrams, which we will calculate
now.
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4.2 Feynman rules

Here we present all Feynman rules of contributing vertices. First of all, let us start
with the propagators needed in this case.

Tensor propagator The kinetic and mass terms form the tensor propagator

i6% 5 9

N MZ(p? — M2) [90p980(Mp — P°) + GapPsPo — Gaobppp]  (4.33)
- (O[ A 6) )

where R stands for any resonance field that carry two Lorentz indices in the antisym-
metric tensor formalism, of course, i.e. R =V, A.

i(AR(p))gI,)Bpa =

Pseudoscalar propagator The kinetic term comes from /Jg?) whilst the mass term

does not exist since pseudoscalars are massless in the chiral limit. Then, the pseu-
doscalar propagator has the form

— 09 (4.34)

r2

i(Ap(r)™ =

Ra.aﬁ p Rb,po o a r P b

Figure 4.1: Tensor (left) and pseudoscalar (right) propagators.

Now we will present the Feynman rules for the Lagrangians up to O(p®). An
important note regarding the fixation of the notation is in order. Wherever we will
have an external source with the Lorentz index u, we will assign it the group index a
and 4-momentum p, i.e. we will fix the trio (u, a,p). Similarly, for the external sources
with Lorentz indices v and p we will have fixed choices (v,b,q) and (p, ¢, 7).

Vertex WZW This vertex consists of two vector sources and one pseudoscalar. The
contributing Lagrangian is the anomaly Wess-Zumino-Witten Lagrangian (4.3). The
Feynman rule is due to Bose statistic

a . Ne
(szw)ul;d = —287T2Fd bdéuy(p)(q) . (4.35)
D

lr
PN | Vo

Vp,a Vv,b

Figure 4.2: Feynman diagram of Wess-Zumino-Witten vv¢ vertex.

Vertex 1 This vertex consists of a pseudoscalar field coupled to an axial-vector ex-
ternal source. The contributing Lagrangian is (4.2) with the Feynman rule for this
vertex
d d
(V)3 = Fpu*®. (4.36)
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Vertex 2 This vertex consists of axial-vector source and axial-vector resonance. The
contributing Lagrangian is (4.5). The Feynman rule is

FA “
(‘/Q)Maﬁ 9 (pozguﬁ - pﬁgua)(s d . (437)

Vertex 3 This vertex consists of vector source and vector resonance. The contributing
Lagrangian is (4.4). The Feynman rule is

Fy "
(V:?),uaﬁ ~ 9 (paguﬂ - pﬁgua)(s d (4.38)
p
\ v \p \p
a” aﬂra vha
DY ACI,B.O' V”ﬁ'd

Figure 4.3: Feynman diagrams of vertices 1 (left), 2 (middle) and 3 (right).

Vertex 4 This vertex consists of axial-vector source, vector source and vector res-
onance. The contributing Lagrangians are —. The second permutation of
this vertex is simply obtained by the interchange (i, a,p) <+ (v, b, q). this behaviour is
typical for every vertex in the case of VV A Green function. The Feynman rule of this

vertex is
(‘Ql)zzliﬂ = — 2iv/2d [(’511 - ’f12)9u95a,8(p)(q) (5}/1 - ’in)ppffaﬁp,(r) (4.39)
+ 1B + 58— @+ )l + ) easp — PEasy
- ’f}/ﬂ?ugab’p(p) — (K1 + “}/2)7“#501/3/3(10)] ;
(VEed g = 2iv2d" {(/ﬂﬂ — KY2)GvpEas(p)(a) — (K11 — K12)0pEasu(r) (4.40)

1
— R169p€apu(q) + 5(}72 - q2 - T2)(’{¥1 + K“YQ)gaﬁup + q2"€17€o¢ﬁup

1% v 1%
+ Kl7@€app(q) + (K11 + E12)TV5aﬂp(q)] :

v‘“a

Tq rp

aﬁ cxﬁ

Figure 4.4: Feynman diagrams of vertex 4 (both permutations).
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Vertex 5 This vertex consists of vector source, vector resonance and pseudoscalar.
The contributing Lagrangians are (4.18)-(4.22). The Feynman rule is

Qﬁdade 1
(VE})%% = —F [2(P2 - q2 + 7“2)"6}/6%5”@) + 2/‘6}/2%%6(1))((1) (4.41)
+ H}/?p,ugaﬁ(p)(q) - (p2 - qQ + TQ)F‘:‘l/an,Bu(r) + p2/€¥7€aﬁu(r):| )
Qﬂdbde 1
(VSZ)Zb/ieﬁ = Ja [2(p2 - q2 - 7“2)'%}/65(151/((]) + Q’f;\[grugaﬁ(P)(Q) (4'42)

1% 2 2 AR 2.V
+ K17QvEap(p)(q) — (07 — 4 = T7)K12€apu(r) — 4 “175aﬂu(r)} :

\° 7
Vp, v,b

a %
7\ /ANy
Va,G,d @° Va,G,d @°

Figure 4.5: Feynman diagrams of vertex 5 (both permutations).

Vertex 6 This vertex consists of axial-vector source and two vector resonances. The
contributing Lagrangians are (4.24)-(4.26]). The Feynman rule is

(%)Zi%w =- "Lgdede (PyEaBsp — PsCapyp + datByop — 43Earsp) (4.43)

VV ed
— Ky d(GypEapsp) — 9opEapry(p) T JarEprs(a) — IBrEan(a)) -

Vertex 7 This vertex consists of two vector resonances and one pseudoscalar. The
contributing Lagrangians are (4.28)-(4.30). The Feynman rule is

w | iVaed
Vaprs = = =5 (P1€aps(r) — Psapy(r) + daSys(r) — 45Ears(r)) (4.44)
iRV el
- I3 (ryEaps(p) = T6€apy(p) T Tays(q) — TBEard(g)) -

Figure 4.6: Feynman diagrams of vertex 6 (left) and vertex 7 (right).

Vertex 8 This vertex consists of vector source, vector resonance and axial-vector
resonance. The contributing Lagrangian is (4.32)). The Feynman rule is

A
(VvSI)ZgSBwS = - K%/ dade(g’yueaﬁd(p) — G5u€apy(p) — Py€aBip + péea,@’Yﬂ) ) (445)
(‘/82)%%75 = ’ff%/Adbde (gwgab’&(q) — 95vE€apy(q) — IvEaBy T Q6€a,8w) . (4.46)
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% \?

v,u,a vv,b
a/ff N\ o/ N\
Va,B,d Avde Vaﬁ,d Avde

Figure 4.7: Feynman diagrams of vertex 8 (both permutations).

Subdiagram 1 This subdiagram consists of vertex 1 (4.36) and pseudoscalar prop-
agator (4.34). The Feynman rule is

(Sl)/c)d = (Vl)zeiAp<7’)de (4.47)
= grp(scd. (4.48)

Subdiagram 2 This subdiagram consists of vertex 2 (4.37) and tensor propagator
(4.33]). The Feynman rule is

c ce - de
(S2)ses = (V2)5si (D)) 50s (4.49)
1F4
= ———(Talps — T8Ypa)0. (4.50)
7'2 - ]\4{24 14 P

Subdiagram 3 This subdiagram consists of vertex 3 (4.38)) and tensor propagator
(4.33). The Feynman rule is

(S3)jias = (Va)ussi(Av (0))55as (4.51)
i .
_m(pafw ~ P3Gua)0". (4.52)

r ap,c /Aaﬁ,d /Vaﬁ,d
. Ay§,e Vyé,e
| o L.%s -—E%a
L)

Figure 4.8: Feynman diagrams of subdiagrams 1 (left), 2 (middle) and 3 (right).

4.3 Feynman diagrams

Diagram x This diagram consists of vertex WZW (|4.35)) and subdiagram 1 (4.48]).
The Feynman rule is

(L), = (Vivzw et (S1)5! (4.53)
NC abc
= 87r27a2d Euv(p)(q)Tp - (4.54)
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a’e
o
p\&@/ q
e b
Figure 4.9: Feynman diagram Yx.

Diagram 1 This diagram consists of vertex 4 (4.39))-(4.40]) and subdiagram 3 (4.52]).
The Feynman rules of both permutations are as follows

(I, = (Vi) (S3)sas (4.55)
4v/2Fyd®e [ 1
ST [2(192 — ¢+ 1) (K1) + K19)Eup(q) — PPE17Ewwp(a) (4.56)

+ KV¥7pM5Vp(p)(q) + (k11 + ﬁg)”ugup(p)(q) — (Kf) = Kla — ’i}/(i)pﬂgul/(p)(q)} ,

()i, = (V) pes(93) s (4.57)
4v2Fyd®e 1
= M2 {2(132 — @ —r?) (k] + /iYQ)aw,p(p) + q2/<e}/75w,p(p) (4.58)
v

- ”}@quup(p)(Q) — (ki) + HYZ)TV‘Eup(p)(q) — (ki) — Kfy — ’fYﬁ)qﬂgw(p)(q)} :

o\ / r Y / r
Vaﬁ,d Vaﬁ,d
Vv,b Vp,a

Figure 4.10: Feynman diagram 1 (both permutations).

Diagram 2 This diagram consists of vertex 5 (4.41))-(4.42), subdiagrams 1 (4.48]) and
3 (4.52). The Feynman rules of both permutations are as follows

()5, = (Vi )jaia(S1)5 (So)as (450)
4ﬂdeabc B
= (@ — M2)2 5(—p2 +¢* — 1) (265 + Klg) +p2,¢¥7] Ew(p)g)Tps  (4.60)

%

(TI3) e, = (Vi2)0ies(S1)5 (Ss) s wl)
42Fyde [1
= 2 ayE a4 ) 4 ) + q2"¢lv7} o (462)
\%4 L
\" \

3~ 3~
d° d°
e : V2 Vb yHa
p — : ) q s : )
- VaB,d ‘\q - VaB,d ‘{)

Figure 4.11: Feynman diagram 2 (both permutations).
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Diagram 3 This diagram consists of vertex 6 (4.43) and two subdiagrams 3 (4.52)).
The Feynman rules of both permutations are as follows

(H3)Zbucp (‘/6),004,876(53)uaﬂ(53)1/'y6 (463)

4F2 VVdabc
= 4.64
= M =) (69

1
5(192 +q* - 7’2)(5uup(p) — Epvp(a)) ~ WEvp(p)(a) T PrEpp(p)(a)

Diagram 4 This diagram consists of vertex 7 (4.44)), subdiagram 1 (4.48]) and two
subdiagrams 3 (4.52)). The Feynman rules of both permutations are as follows

(H4)Z?/Cp (V7)a,3’y§(sl)6f(s3)uo¢5(53)1/76 (465)
B 4F‘% }J)/Vdabc
(p? — M) (? — M)r?

(—p2 - q2 + T2)5uu(p)(q)rp . (4.66)
Lagrangian (4.30]) does not contribute to this diagram after all.

&r ~

aPe
af"C
f

VGB d Vy5 e @
5’/ \‘: VaB,dAvvé,e.
P/@/ \@\q
Figure 4.12: Feynman diagrams 3 (left) and 4 (right).

Diagram 5 This diagram consists of vertex 8 (4.45))-(4.46) and subdiagrams 2 (4.50))
and 3 (4.52). The Feynman rules of both permutations are as follows

(H%)le)/cp = (‘/81)7;%5376(52);)76(53)1/(1[3 (467)
AFpFyrYAdoe  [1
= (@ — M2)(r> — M2) |2 (p —¢*+1?)e Ewvp(a) — Pr€uv(p)(a) T TuCup(p)(a) | »
(4.68)
(HQ)Z?/C,O - (V82)1€C§35'y5(SQ)pPyS(S?))ua,B (469)
AFAFyrYAd®e 11, 5 5
= (p? — M2)(r2 — M3) §(p =@ —T7)Ep(p) ~ DEur(p)(a) ~ TvERP(P)(a) | -
(4.70)
P q
~ Vp,a S Vv,b
VGB d Ayﬁe VGB d Ayﬁe

A Yo b

Figure 4.13: Feynman diagram 5 (both permutations).
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Taking all contributions together, we have established all Feynman diagrams that

contribute to (4.1)).

4.4 Ward identities

Generally, the Ward identities reflect the global or gauge symmetries of the theory. In
our case, the determination of the identites tells us not only if we did not forget any
Feynman diagrams in our calculations, i.e. if the topology of the studied Green function
is complete, but also it allows us to verify the conservation of the vector current and
nonconservation of the axial current. Hence, the Ward identities have the general forms

abc

s (4.71)

{pu7 qu ,,,P} (HVVA(p7 q; T))
which we will calculate.
Considering the vector Ward identities first, it is very easy to verify that the results
are null for all contributing Feynman diagrams, i.e.

{p"; ¢"}(IT,) % = {0; 0}, (4.72)
{p"; ¢}, = {0; 0}, (4.73)
{p";q” }(H%);‘;"fp {0;0}, (4.74)
{p"; ¢"}(I5)50 = {0; 0}, (4.75)
{p"; ¢ }(13)e%, = {0; 0}, (4.76)
{p";q"} ()5, = {00}, (4.77)
{p"; ¢ }(ILa) 2%, = {0; 0}, (4.78)
{p"; ¢ }(II5)5, = {0; 0}, (4.79)
{p"; ¢ }(12)%¢, = {0;0} . (4.80)
Then we can simply write
P (Myva(p,g:r) o =0, (4.81)
¢’ (Myva(p,gir)) e = 0. (4.82)

The axial Ward identites are little tricky. Not only that some contributions are nonze-
ro after multiplication by r”, but we can also notice the fact that some diagrams
compensate one another in order to reconstruct the anomaly term that causes the
nonconservation of the axial current. All individual results are listed below.

N, dabc

b C

(W) = T]pz cmw)(a) (4.83)
424" Fy, 1

rp(H%)abc = 7(p2 - q2 + TQ)(Q’%YQ + KYG) p ’%17 Euu )(q) (484)

prp q2_M‘2/ _2

4v/2d"Fy, 1
(HQ)ZI;C,) = W 5(—]92 + % + 1) (2615 + K

we  A2d%FR, 1

QQ%] Cup)a) s (4.8D)

Te) —
~(=p" + ¢* = r?)(2K15 + K1g) + PRl |€

1 _
P (13)wsp = P2 —MZ |2 w(p)(q) s (486)
4v/2d"Fy, 1
(H2)Zbyi) = p2 — M‘Q/ 5(}72 - C]2 - T2)(2K}¥2 + K/}%) + q2/‘f¥7:| €H1/(p)(q) ) (487)
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2 jabc V'V
4FGd" kg

abc 2 2 2
TP(HS);wp = (pg — M‘Q/)(qg _ M‘Q/) (p +q - )5uu(p)(q) ) (488)
4F2 dabc 4%
abc 2 2 2
(H4)p,l/p = (p _ M2 )( M‘Q/) (_p —q¢ +r )g,uz/(p)(q) ) (489)
rP(I§)ae = 0, (4.90)
rP(I2)e = 0. (4.91)

Now, it is obvious which diagrams compensate one another. More specifically, we see
that

rP (T80 + rP (L) 0%, = 0, (4.92)
rP (I35 + rP(113) 0%, = 0, (4.93)
rP(I3)o%¢ + rP (I4)0h = 0. (4.94)

Knowing that, we can finally establish that axial Ward identity takes the form

abe NC abc
uvp = 87T2d Ev(p)(q) » (495)

r(Iyva(p, ¢;7))
i.e. the axial Ward identity is determined only by the anomalous term, as expected.
knowing the expected results of the Ward identities, let us rewrite the standard
definition (4.1)) of the VV A correlator as

b
(Myvalp.asr))s, = dTu,(p, ¢ 7). (4.96)

where we have already separated the tensor structure and the part that comes from
the traces over flavor space. The Ward identities restrict the general decomposition of
the tensor part in (4.96f) into four terms,

w(p,q;r) = WLEuw(p)(q)Tp T w(T)Hl(}V)p + wé?)Hl(W)p + w(T)Hl(f,’j)p , (4.97)

where wy, is the longitudinal part, entirely fixed by the anomaly term (4.54)), and a trio
of formfactors

w(Tl) = w(Tl)(pQ, q2,7"2) = +w§11)(p2,q2,7“2) > (4-98)
W) =) (12,42, 5%) = ol (7,2 ?). (499)
wf(l§) = wgi))) (p2,q2,T2) = —wgii) (p27q277ﬂ2) ) (4100)

where we also introduced their properties under the Bose symmetry, and that stand by
the transversal tensors [20]

2., .2 .2
_ ) pT+q =
Hf}l/)p = H( ) (p, GT) = Pu€upp)(q) — QuEvplp)(q) — Teﬂy(p)(q)rp (4.101)
1
- 5(_792 — ¢+ 7”2)(5/11//)(10) — Euvp(g)) >
ne = e P’ -
W, =1L, ar) = |(p—a)p + 3 | Cwp)(a) (4.102)
1

El,sl/)p = H( ) (p’ q; T) — plleyp(p)(q) + quyp(p)(q) + 5(_]92 - q2 + T2)€MVP(7') . (4103)
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Extraction of the formfactors

Now, our task will be an extraction of the formfactors wg ),wég ),w%; ), Although we
already know the form of wy,, we will include it in our procedure just to be sure we will
be able to recover the correct result.

Let us remind ourselves that in section we have provided the final result .
To compare the result with the decomposition in order to obtain the formfac-
tors, a simple method comes to mind. The principal is to multiply the expressions
, by the components of 4-momenta p,q,r that will not make the results
vanish.

Easily, the components p” and ¢* are clear choices. However, due to many nonzero
terms in —, we will also take the components p?, ¢” into account. The reason
why we do not consider r” at once is that we are looking for four formfactors so we
need a system of four equations in order to be able to solve it. If we did not want to
recover wy, formfactor, a system of three equations, considering only 7 instead of both
p? and ¢”, would be sufficient.

Following the procedure above, using we have

. 2V2Fy
P (p,457) = = 5 [(%Yl + 1Y) (P — ¢ +12) + w1 (PP + ¢ — r2)} (4.104)
1%
2V2Fy,
+ 5 [(fﬁvl +KY)(0* — ¢ +1?) — 2p fm}
q — My,

2FZRYY (3% + 2 — %) 2FAFyrYA(0? — A (0? — > +1?)
(p? — M7)(q? — M) (p? — M%)(q2 — M2)(r2 — M3)

2V2Fy

1%

2V2Fy
T2 — M2 [("5‘1/1 +R) P =@ — 1) — k(0P + @7 — ﬁ)}

q — My,

2FZRYY (p? +3¢2 — 1) 2FuFvkYAW? — @) (p* — ¢ — r?)
(P? = Mp)(q® = M) (p* = My)(q? — MP)(r? — M3)
1 16Fv(p2 — q2)
1672 { (p? — M2)(¢® — M2)(r?2 — M%)

ppH;wp(pa q; 7") = X (4.106)

X [2}92[7" ( FA/@ + \fMA( K,Yl —i—/-@YQ —i—/@YG /{17) —|—FV/£VV
+V2MPKY; — V27 (2615 + 516)) +V2(r*)? (k) — KYy — K16 + Ki7)

+ MA( — FyryV — V2MERY, + V242 (2k), + /ﬁlﬁ))}

+ (q2 — r2) [7"2 (2(—FA/<5VA + Fvli +V2M, VH17)

+ \fMA("ﬂlﬁ 2k1)) + V24 (2KY5 + “16 2”17))
- MA( (Fvry Y + V2MEEY:) + V24° (26Y5 + k1g — 2“}/7))

VAP el — ol + VRGP0 — )ty + ol - 20

_ Ne@® -+ 7“2)}

T2
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X

1 16Fy (p? — ¢?
" Mp(p, ;1) = — { ( )

167> | (p? — Mi)(¢? — M) (r? — M3)

(4.107)

X [2}92 [rQ( — FA/{gA + \/iM%(—HYl + /{YQ + m}% m17) + FVKVV

+V2MPKY: — V27 (2615 + H16)) +V2(r%)? (k1) — kYo —

+ M3 (= FvrYY — V2MERY; + V26 (2615 + /116))}
+ (q2 — 7“2) {7‘2 (2(—FAI€ + Fvlivv +V2M VK,17)

+ V2MA (kY — 2611) + V2¢* (2615 + KYg — 2“17))
— ME(2(FvrYY + V2MEY;) + V24° (26Y5 + k1 —

+ \/5(7“ ) (2’f11 - ’QYG)]
+V2(p°)(r? = MA) (215 + K1 — 2617)

Ne@ —¢* —1?) }

T2

+

On the other hand, using (4.97)) we get a simpler system of equations:

\%4

2/1‘1/7))

v v
Kig + Ki7)

Puslp.ir) = G +uf?) + 50 =)l — uf?), (4.108
¢'Myp(p,q;r) = %pz(w:(r)—l—w?))—l—; (wi(pg) 3w:(r))+ ;7“ (w:(r)"’ §§)), (4.109)
Puwp(p, g;7) = — p;(wLer(T“—2 2wl 4 (22) (wh) — wi?) (4.110)
P - ) ) — (g + ) + )]
0" Wy (P, 4;7) = p;(wLer(Tl) 2wl — wl?) + (12722 (w? — wM) (4.111)
% <2>q;(wL+w<1>+2w§g>+w§§>)
+(32( m—i—wgp))—i-r;( wy, +w(T)+w§§)).

By comparing appropriate expressions in both systems, we are able to determine the

final results for the formfactors:

822’

1 2\/§FV [/ﬁ}}/?(p2 + q2 — 2M‘2/) - \/§FV,‘Q¥V]
e (* M) (a® ~ M) |

@ _  2V2Fv(p* — ¢*)(2kl5 + Kl — ki)

e (p? — MP)(q? — M) ’
LB 2V2R =) (v ol V2FarYA
T (pQ_M‘Q/)(qg_M‘Q/) 11 12 17 2_]\434 :
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(4.113)
(4.114)

(4.115)



4.5 Coupling constants constraints

To be able to extract some relations for the coupling constants we will construct the
formactor in the form [20]

wr(Q?) = =167 [wi (-Q2,0,-Q%) + wiP (-Q%,0,-Q%)] (4.116)
Using (4.98)),(4.100), we simply obtain
_ V2R [R1H(Q° + 2M7) + V2Fy RV

1
(3) 2 2 2\/§FVQ2 ( A% A% 1% ﬁFA’%“‘)
—-Q*,0,— =" |2 + 2 — + -1, 4.118
i.e.
2v/2F; V2F kYA
2 |4 2 \% \% Alvg 4%
= "7 2 2 — L 2 ) —\/2F) 4.119
wr(Q7) M‘%(Q2+M‘Q/)[Q<m1+ H12+Q2+Mfl> fvl-ig ] ( )
4\/§F\/H‘1/7
Mz

In anticipation of what will follow, we will expand (4.119) into a series in the terms of
Q? up to O(1/Q?®). But first, let us simplify the previous expression by substituing for
kY- from one of the coupling constraints for V'V P Green function, [1], (3.19):

N,
1% C
Kig = ———F———. 4.120
YNGR T o (4.120)
Then, the series reads
4Fy [ N,
2y _ |4 c 1% \%
wr(Q”) = — Mi‘g/ 642 Fy +V2(k1; + /‘012)} (4.121)
AFy [FyrYY — FarY4
+ Q2 : M2 5— + V2(kY) + i)
L v
4 F [ MQ
7)1/ Fvligv + \/§M‘2/(I€¥1 + KVYQ) — FA/{E—)VA 1+ 7’3
Q* | M
4 F [ M2
o | = Pt ) - maarged A (14 ) 4 VEME G + )
L v

1
+0( )
The result for (4.116)) up to O(1/Q®) can also be obtained from the OPE framework,
in which we have [21], [22]

wr (@) = fc\;g N W . (9<$8> _ (4.122)

By a comparison between (4.121]) and (4.122]) one can easily obtain the following con-
straints for the coupling constants:

Ne
14
Ne M
P A el . (4.124)
64w M2 2
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and

g
kYA = HXVF—Z (4.125)
Ne M
=0V __ (4.126)
642 M2 Fyy Fy

Also, looking at ([3.17)), we can realize that knowing the constraint ([.124) for s}, we
can extract a relation for n;/ v

1 Ne M3
VvV 2 CciVly,
Koy W = <F — 52 2) , (4.127)

(4.128)
and then, from (3.16)), also a constraint for x£V:
F? NeME ( M3
KEV = {H - ‘2’< ‘2’—1>]. (4.129)
32v2d,, Fy 8m2F2 \ M2

By the determination of (4.129) we can also obtain a relation for the deviation dpr,
from the form of k1" if we take the Brodsky-Lepage behaviour [1], [23], [24] of the
Fro formfactor into account (see (4.139))). Hence, the prediction is

NcM?2 (M2
SpL, = V=Y —1). 4.130
Bl gn2pe (Mi ) (4.130)
Finally, let us also introduce the numerical values of the fully obtained parameters:
ky Y = —0.067, (4.131)
kY4 = —-0.086, (4.132)
K2V =0.017. (4.133)

and

opr, = —1.342. (4.134)

We do not calculate errors of the obatined parameters since we get the values purely
by matching two theoretical approaches. Also, the only parameter that comes with an
uncertainty is Fy but it is very small, less than two orders. To obtain the parameters

(4.131))-(4.134)) we used the following numerical values:

My = 0.775GeV, (4.135)

F =92.22MeV, (4.136)
Fy = (146.3 £ 1.2) MeV, (4.137)
dy, = 26 MeV . (4.138)

Now, a discussion involving the parameter dpi, is in order. Knowing the values

(14.133))-(4.134)), one can apply them to study a particular example that could be verified
either by other theoretical consequences or experiments. In our case, a 7'y formfactor

is a suitable tool. The formfactor is originally determined as
r X
3(p? — M) (¢ — M)

dm Py Ne M

RxT
F oo (0%,0%50) =

(4.139)
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Substituing from the expression (4.129)) we can get

F No M
FXT (02 ¢2,0) = — SpL(p® + ¢ 1 4.140
from which we can extract the experimentally measured object
F Nc M
BT (0, —Q2;0) = 255 — 0V 4.141
./_"7.(0,},,7( 9 Q 9 ) 3(p2 _ M‘Q/)(qQ _ M‘Q/) <Q BL 47T2F2 9 ( )

which is sensitive to the value of dp;,.

The formfactor (4.141)) is depicted in Fig. for our value (4.134) and for two

other values, based on [1]. The figure also contains experimentally obtained values of

Friss (0, Q% 0) from experiments BABAR [25], BELLE [26] and CLEO [27.

0.4
0.3 _
3 § B
= 02 ,;%—'? { :
¢ I
S | . Leseter® L Lo o 1 _l__._.
0.1 _
00 | |
20 30 40
Q*[GevY]

Figure 4.14: A plot of BABAR (red), BELLE (green) and CLEO (blue) data fitted with
the formfactor ]-":5’%:(0, —Q?;0) (4.141) using the modified Brodsky-Lepage condition.
The full black line represents our fit with dgr, = —1.342 (4.134)) and the full brown line
is a fit using the LMD behaviour of the formfactor (4.145)). The dashed line stands for

oL, = —0.055 and the dot-dashed line for dgr, = 0.

We can clearly see that the formfactor does not agree with the experimental
data. To get a full notion, one should discuss first if we even have a sufficiently consistent
theoretical model to describe such a behaviour. In other words, is it sufficient not to add
any other resonance fields and still have an agreement with the experiments? Obviously,

not. The reason is that our formfactor for the value is very close to the
behaviour of the formfactor F-MP (p?, ¢%;7?) describing the lowest meson dominance
(LMD) [15], [28] which is defined through the formfactor FYMP(p2, ¢%;72) of the vector
meson dominance (VMD) [15] as

4
p27q2;r2) - _8]\]20 2 2]\4—‘/2 23 7
T (p? = My)(¢* — My)
47T2F2(p2—|—q2)
-~ NoM

FYMD( (4.142)

FUP @ g% %) = FYMP (2, g% r?) |1 (4.143)
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In our case, both expression take the forms

N, M?2
VMD 2 c \%
—Q?%0)=— 4.144
F (07 Q 70) ST2F Q2 + M‘Q/ ’ ( )
N, M?2 Ar2F?
LMD 2. _ c \%
FE(0,-Q%0) = “RFOT 4 3<1 NG 4Q ) (4.145)

To support our explanation, the LMD fomrfactor (4.145)) is also depicted in Fig. 4.14
Finally, let us also mention that by using (4.129)), one can determine more specific
relations for two low-energy constants:

F? 1 1 d,, F2 N, M2
cyY = 2<2 + 2) Vo kVVE 20 - < Y- 1) ., (4.146)
32MZ\2M2 M} 2M3 M 256m2 M3 \ M3
Ng 1 1
=" ("0t ). 4.147
2 12872 (Ma * Mi) (4.147)

4.6 Phenomenology

As a phenomenological example of the VV A Green function, we can study a decay of
the axial-vector meson f;(1285),

f1(1285) — p+ 1, (4.148)
with the branching ratio [29)
Br = 0.055 + 0.013 . (4.149)

An assignment of the 4-momenta is exactly the same as previously in this chapter, i.e.
the axial-vector meson f;(1285) carries 4-momentum r whilst vector states p and ~y
carry 4-momenta p and ¢, respectively.
Since the photon in the final state is massless, we are required to take the decay
width in the form/]
M? — M?
Lrom = 357 Z! ? fQMg 2, (4.150)

with the obvious designation of the masses of the particles involved. Also, we have
considered the decaying meson to be unpolarized.

Y

Figure 4.15: A scheme of the decay f1(1285) — p~: axial-vector resonance represents
the decaying f1(1285) meson and the vector external source stands for the p meson.

!For the sake of simplicity in equations, we will designate f1(1285) = f.
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The matrix element

Before we make the step to contructing the matrix element itself, let us explain why
we can consider the decay channel that includes the electromagnetic interaction. The
reason is simple, considering the external sources we have defined in Chapter
Since the quarks carry an electric charge, considering the vector-like nature of the
electromagnetic current, we can construct the external sources in the form

v, = —eALQ), (4.151)
a, =0, (4.152)
where we have explicitly excluded the contribution of the axial-vector external source

to the interaction. In (4.151)), we have designated 4, as an electromagnetic field and
Q stands for the quark charge matrix

1
Q = gdiag(2,~1,-1). (4.153)

It is useful to express the quark charge matrix in terms of the Gell-Mann matrices.
This simply leads to the expression for (4.151f) in the form

1
v, = —eA, [ T? + TS) : 4.154
= e (104 (4154)

In order to have a nonzero contribution to the matrix element, i.e. to be able to
reconstruct the experimentally observed decay (4.148)), we are now capable of resolving
that the matrix element has the form

. . 1 1

M= et ()| g - M) |00 - |, sy
where Hl?f;sp is given by (4.1) for the particular choice of group indices due to the
physical nature of the process. The contributing part of Hif’,i, is determined only by

the expression proportional to the coupling constant ﬂgA, i.e.

1
338 _ 33817(3) ,,,(3)
My = —5d 3wy (4.156)
AF 4 F VA2 _ 2

_ AL'V Ky (p q ) « (4157)

3(p? — M)(¢? — M)(r? — M3)

1 2 2, .2
X\ PvEpp(p)(a) T du€up(p)(a) T 5(_17 =4 7)) | -
For completeness, let us mention that the 1/+/3 in (#.156)) is a relict from (4.154)).

Calculation of the decay width

The last expression is necessary to put back to the matrix element. Since this is a quite
difficult, we restrict ourselves only to the result. But before we do that, let us only
mention a short note regarding the polarization sums. Indeed, the following expressions
are useful. First of all, let us deal with the massless photon,

> et (p)et (p) = —gM —

’ 1 / /
P+ — (" +0fpt), (4.158)
pol. P

(n-p)?

where
n=(1,0,0,0), (4.159)
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and with the polarisation sums for the mass particles p and f;(1285),

!

v *v/ v qq
> @ (@) = —¢" + S s (4.160)
pol. p
/ ;P
> (@) (q) = —g + e (4.161)
pol. f

Now, let us remind that the contributing part of is transversal. In this case, only
the metric tensors in all polarization sums contribute, leaving the other parts to vanish.
This fact greatly simplifies the calculation. But still, the procedure is complicated due
to the difficult tensor structure and many non-vanishing terms. For simplicity, we will
skip the whole calculation.

Then, the decay width of this channel is

e MZM,° (M7 — My)

T2 MM (M3 — 2M2)?

(Y42, (4.162)

Ff—>m =

Comparing the result with the branching ratio and the total decay width of the f1(1285)
meson, one can determine the coupling constant mgA:

kY4 = —0.062 £ 0.030, (4.163)

where we have already chosen the negative value due to the already known sign from
(4.124)). We see that both values agree on the given order.
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5. AAA Green function

The standard definition of the correlator consisting of three axial-vector currents is

pvp

(HAAA(p, q; r))abc = i/d4x d4y ci(Pr+ay) <0‘T[AZ($)AI;(y)A;(O)] ‘0> . (5.1)

The strategy of the calculation of is the same as in the previous chapter. The only
difference is in the bulding blocks, we will need only u*, h** and f*”. The assignment of
the indices is exactly the same, we still hold the following threesomes: (u,a,p), (v, b, q)
and (p,c, ).

5.1 Independent operator basis up to O(p°)

Now, we can easily start working on the contributing operators. As in the previous
case, we will also distinguish between contributions of the individual orders.

Contribution up to O(p?)

a¢ vertex A very important contribution to AAA correlator comes from yPT. Up
to O(p?), we will need the coupling between an axial-vector external source and a
pseudoscalar field. The relevant part of the Lagrangian (2.16]) is

o

X \/§<{8ﬂ¢?au}> . (52)

Contributions up to O(p*)

Vertex aa¢p We have also another contribution from xPT, more specifically from
the anomalous Wess-Zumino-Witten Lagrangian (2.40). The contributing part has the
form

cw o Ne Mo
WZW ™ 19\ /212F 61212 F

and couples two vector external sources with the pseudoscalar field.

{(0u) vy (Bavg) e P + ((0u0)(Dyva)vp)e P (5.3)

Vertex Aa First resonance contribution to the AAA Green function comes as a
coupling between the axial-vector external source and the axial-vector resonance. The
relevant part of the Lagrangian (2.70)) is

Fy

4
£y = 75

(A (9a” — 8”a)) . (5.4)
Contributions up to O(p6)

Finally, the contributions from Lagrangians up to O(p®). The AAA Green function
can consist only one or two axial resonance fields. Therefore, a set of all possible
contributions from tables is easily ascertainable. Then, we can schematically
write the relevant Lagrangians in the form

LA=L8+ L8+t + 4
e Y
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where all the individual operators are listed in the table below.

i OzA;waﬁ i OzA;ﬁaﬁ

3 | (A{VoR7 u}) | 3 | ({Vedr, A% }uP)
S| (A g ) | (9PA, A )
15 | (AR (Ve 7 u, )
16 | (AP {V,f2 uP})

Table 5.1: Monomials contributing into AAA Green function

Now we can use the table and rewrite the Lagrangians into its individual terms.
For simplicity, we will distinguish between all possible topological contributions. To
simplify the writing, we use the notation (D.2)).

Vertex A¢g First of all, let us turn our attention to the vertex consisted of one
axial-vector resonance and two pseudoscalar fields. The only possible contribution
could arise from the Lagrangian below:

A 41{? uv f aaqB qo
L3 ~ W<A {8 070 <Z>, 8J¢}>€uua5 (57)
4v/2k4
= \;"53 Z dabCAgV(aaaﬁ80¢b)(6U¢C)gwjaﬁ. (5.8)
(a,b,c)

Given the structure of derivatives of the pseudoscalar field, coming from the term
V@hP? the Feynman rule is trivially zero due to the product of the symmetric combi-
nation of 4-momenta, carrying Lorentz indices, and antisymmetric Levi-Civita tensor.
Hence, there are not any diagrams consisted of three axial-vector external sources cou-
pled together through one axial-vector resonance and two pseudoscalar fields.

Vertex Aaa The first nontrivial possibility is to consider all chiral building blocks
h ' and u* to be axial-vector external sources. Relevant Lagrangians are then

L4~ 4rs (AP {0°0P a® 4+ %0 d”, o })Epvap (5.9)
= 2V/2k4 Z dabe AP (9%9P af + 8“8"a5)a07cawal3 , (5.10)
(a,b,c)

L8~ —Arg (A (0% — 37a®,0"a” + 070" })e ap (5.11)

= —2v2kg Y d"CAL(0%af — 0% af)(0%aZ + 07 al)eag (5.12)
(a,b,c)

L% &~ —4dris (A {0°0Pa” — 8°0%a, ay })emap (5.13)

= —2V2i5 D A AR (007 af — 007 ay )ao.cEvas (5.14)
(a,b,c)

L1 =~ —4r1g (AP {0,0%° — 0,0°a%, " })emap (5.15)

= —2V2kiy > dAR(0,0%a] — 0,07 ag)alemas (5.16)
(a,b,c)
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Vertex Aa¢ This is a little complicated. The nontrivial contribution of the operator
04 is to consider K% to be an axial-vector sources and u, as a pseudoscalar field. In
the operators (’)g‘, (’)fg), (’)f6 we consider %7, u,, u? to be pseudoscalar fields.

2v/2k4
L4~ _@(A“”{aaaﬁaa +9%0°0°, 0,0 1)y (5.17)
2\/§,€A aoc 14 (6% o o NO
- *Tg (zb:)d be ABY (90 af + 0%D% 4l ) Dy Dot pvap (5.18)
4/2k4
L4~ */I;"NAW{aaaU — 070, 0°0° )€ s (5.19)
4\/§K/A aoc v o O g a
- FS(Zb:)d P AR (9%af — 0%af)0P 0% Petvag » (5.20)
212k}
Lk ~ ‘/;f”lfwAW{aaaﬂaﬂ —9°0°a” 0,01V pvap (5.21)
A
= 2@“15 > dte AR (0°0P af — 0°0% ay ) s beEpvas » (5.22)
(a,b,c)
22k,
Lo~ ‘/;“16<A“"{aoaaaa — 9,07, 0”0}V pap (5.23)
22k,
— c"l@‘ D dC A (0,0%aF — 0,07 ag)0” Pet uvap - (5.24)
(a,b,c)

The additional possibility of considering h%% to be a pseudoscalar field (and, of course,
uy to be an axial-vector source) gives a zero contribution. It is obvious, given the
Lagrangian to be

A
L4~ _‘M;’%mﬂ”{aaaﬁa%, o })E o (5.25)
4v/2k4
= —\/;””3 > AP AR (0°0°0° ¢ cE pva - (5.26)
(a,b,c)

Vertex AAa The third possibility is to consider building blocks u?, u, to be axial-
vector sources.

L84 ~ 264 A ({8, AP, A% aP Ve (5.27)

=2r5 " > A0, AL AR ale g (5.28)
(a,b,c)

LA~ 2k {BP AP A% Yag)e ap (5.29)

=26y > A0 ARY) AR g eEpag - (5.30)
(a,b,c)

Vertex AA¢ Finally, the last possibility is to consider building blocks u?, u, to be
pseudoscalar fields.

AA
E?A ~ _@<{8UAMV,AQJ}85¢>5#VQQ (5.31)
QH?A abc uv oo ﬁ
- F Z d (a‘jAa )Ab (6 ¢C)5umxﬁa (532)
(a,b,c)
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£ = Y2 00 4, 20710,6)e 10 (533)
2I{AA
= Z debe aﬁA'uy)Aao( U(bc)f‘:;waﬁ (534)
(a,b,c)

5.2 Feynman rules

As in previous case, we also here present all Feynman rules of contributing vertices. To
be consistent with the previous chapter, we repeat two types of propagators that we
will use here, too.

Tensor propagator The kinetic and mass terms form the tensor propagator that in
the antisymmtric tensor formalis takes the form

i(sab

(AR asper = = 55735 900980 (M = D°) + GapPsPo — gaopppy]  (5.35)
Mg (p? — Mp)
R R

—(a+p),

where in this case we only consider R = A.

2)

Pseudoscalar propagator The kinetic term comes from E§< and pseudoscalars are
massless in the chiral limit. Then, the pseudoscalar propagator is

i(Ap(p))® = Fsa”. (5.36)

Ra.aﬁ P Rb,po o a r

q)b

Figure 5.1: Tensor (left) and pseudoscalar (right) propagators.

Vertex WZW This vertex consists of two axial sources and a pseudoscalar. The
contributing Lagrangian is the anomaly Wess-Zumino-Witten Lagrangian (5.3]). The
Feynman rule is due to Bose statistic

(VWZW)abd - i247T2FE“V p)(q dabd ) (537)
N,
abd __ . c acd
(VWZW) = Z247r2F‘Elw(p)(tz)d , (5.38)
N,
abd __ . C bed
(VWZW) = — Z7247T2F5Vp(p)(q)d . (5.39)
ol (ol ol

19 %

lr
PN Fa PN ¥ aN_ |

a,u,a av,b a,u,a ap.c av,b a,o,c

Figure 5.2: Feynman diagram of Wess-Zumino-Witten aa¢ vertex (all permutations).
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Vertex 1 This vertex consists of axial source and a pseudoscalar. The contributing
Lagrangian is (4.2). The Feynman rule is

(V1)4 = Fpus™. (5.40)

Vertex 2 This vertex consists of axial source and axial resonance. The contributing
Lagrangian is (4.5). The Feynman rule is

_F

A a
(‘/é)uaﬁ 9 (paguﬁ - pﬁgua)(s d (5.41)
N \
g g#a
ol Aa,B.d

Figure 5.3: Feynman diagrams of vertices 1 (left) and 2 (right).

Vertex 3 This vertex consists of two axial sources and axial resonance. The con-
tributing Lagrangians are ((5.10)-(5.16)). The Feynman rules of all permutations are as
follows

(‘/E%l)zlz)/%ﬁ = — 2iv/24"" [( 2)511465%8#1/ - (H? + ’f1145)(pvgaﬁu(p) + qugaﬁu(q)) (5.42)
+ /116(p,u‘€oz,81/(p) + qwgoeﬁu(q)) + Qﬁé(qﬂgaﬁ'/(?) +pVEOéﬁM(Q))} ’
. A A
(‘/:’32);%%45 = — 2i/2d [(p2 - 7'2)“1146504/3#0 — (k5 + ’{15)(1),050(6#(13) + Tueaﬁp(r)) (5.43)
+ 616 (Pucapp(p) + Toapu(r) + 268 (Tucap(r) + PoCapu(r)] -
(V) os = = 2iV2d"[(¢* = 1) ri6eapup — (K8 + K1) (dp€apuiq) + TvEaso(r)  (544)
+ Ki6(@veapo(a) T Tofasi(r) T 268 (TuEap(q) T doapu(r))] -

We can see that every one of the Feynamn rules are interchangeable either under
the permutations (u,a,p) < (v,b,q), (1, a,p) < (p,c,r) or (v,b,q) < (p,c,7). This
feature is typical for AAA Green functions and we will be able to observe it in the next
vertices as well.

a;ua a;ua apc apc
{q
AoB.d AcB.d AcB.d

Figure 5.4: Feynman diagrams of vertex 3 (all permutations).

Vertex 4 This vertex consists of axial source, axial resonance and pseudoscalar. The
contributing Lagrangians are ([5.18)-(5.24]). The Feynman rules of all permutations are
as follows

2 dade
(V41 )ade _ \/>

paf F 2( 15 T K3 )(_p2 + q2 - 702)501,6’11@) - pQ’Q{‘GEaﬁM(T) (5'45)

— KRg ( p + q 2)5a,3u(r) - (HfGPH + QR?T#)EGB(P)(‘])
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2\[dade
2\ade __ A
vty = - 2 e

K3 + 515)(_]72 - q2 + T2)5aﬁu(p) - p2’%11465aﬁu(q) (5'46)

— Ky ( P’ —q +r )5a6u(q) + ("511461’# + 2"5184%)5&5@)((1)] )

2 f dbde

A

(V2)bde, = — [2(H3 + K1) (0% — @ = 1)eapule) — CRIEapu(r) (5.47)

- H?(pQ - q2 - rQ)Eaﬁu(r) + (%1146%/ + 2H184TV)5aﬁ(p)(q):| ’

2 \[ dbde

A

(V4 )rljilyeﬁ = F [2 ("{3 + "{15)(_]72 - (]2 + T2)€a,8u(q) - q2’{11466a611(p) (5'48)

— Kg ( PP+ )5aﬁu(p) — (k16qv + 2"51841’”)5046(10)@)} )

2 f dcde

Vi)t == 2T |30+ )0 = @ = ey ~ P (549

— (K167 + 2K5'4p)€app)q) — K6 (P° — @° — Tg)faﬁp(q)} :

2 ﬂ dcde

(‘/46)%65 R [2(“§ + K5) (=P + 6 = 10)eappr) — T RI6Eapp(p) (5.50)

— kg (—p* +¢* — 7“2)%6/)(1)) + (K167p + 2’ié4pﬂ)€aﬂ(p)(q)} :

a,u.a av,b
\a 7//\Y
0 AUB d oe
\ \
aPe a*e

Y
—
ke
o
\
—
Q
o
\A
o
Re]

AG,B, d AGB, d

Q)e

®° AaB,d

Figure 5.5: Feynman diagrams of vertex 4 (all permutations).

Vertex 5 This vertex consists of axial source and two axial resonances. The con-
tributing Lagrangians are ([5.28))-(5.30). The Feynman rules of all permutations are as

follows
1\ad d,
(VS )Zaeﬂ'yé - K3 da e( AvEaBsu —
— rif A% (gypueaps(q)
2\bd V'V jbd
(V:f) )lxae,nyé = — K3 d e(p’ygaﬁéu
kA" (g Eapsip)

45€aByp + TaCBysu — TBEaou) (5.51)
— 9suCapr(q) t Jangpré(r) — IBuCard(r)) ;

Ps€apyw + Ta€pysy — TBEarsw) (5.52)
— 95vEapy(p) T JorEBys(r) — YBrEars(r))
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(V53)thieﬂq/6 = - R;/VdCde(p’YEaB(;p — Ds€apyp + qa€p~ysp — q55a76p) (553)

d
— ky ¥ d° “(9v0€aps(p) = 950Eapry(p) T JapEsrd(a) — IBoEars(q)) -

S‘p v.a \q v.b \r 0.C
o/ \\ o\ o/ \a

AaB.a Avde Aab.a Arde AaB.d Arde

Figure 5.6: Feynman diagrams of vertex 5 (all permutations).

Vertex 6 This vertex consists of two axial resonances and a pseudoscalar. The con-
tributing Lagrangians are (5.32)-(5.34]). The Feynman rules of all permutations are as
follows

L S 5.54
( 6 )aﬁ'yé = - T(QVEaﬁzS(p) - Q55a/87<p) + Ta€Bys(p) — rﬁgafy&(p)) ( . )
ilinddef
- T(pvgaﬁﬂq) — PsCapy(q) T PaEpys(r) — PAEars(r)) »
- V'V gdef
d 1K ¥ d
(Viaths == — 5 (D+2asse) = PiCap(e) + Talprsla) — T8%antte)  (5:-55)
iHXVddef
- T(@Y&xﬂ&(p) — 45€apBy(p) + da€p~s(r) — Qﬂea'ycg(r)) )
. VV idef
d iKky " d
(%3)(165];5 = - ST(p’yeaﬁé(r) — Ds€apy(r) + da€B~s(r) — %5(175(7«)) (556)
iRYV gl

- I3 (ry€aBs(p) = T6€aBr(p) t TalBrys(a) — TBEavs(q)) -

Figure 5.7: Feynman diagrams of vertex 6 (all permutations).

In order to simplify our calculations as much as possible, we now construct subdi-
agrams consisting of one vertex and one propagator. In the case of AAA correlator we
have the following subdiagrams.

Subdiagram 1 This subdiagram consists of vertex 1 ((5.40)) and pseudoscalar prop-
agator (5.36)). The Feynman rule is

(S1)58 = (Vi)SeiAp(r)®e (5.57)
73
- %r,,écd. (5.58)



Subdiagram 2 This subdiagram consists of vertex 2 (5.41)) and tensor propagator
(5.35). The Feynman rule is

(S2)%5 = (V2)&5i (Aa(r)) %5, (5.59)
Yéap
1F4
= ———(Talps — T8Ypa)0. (5.60)
r2 — Mi P p

r ap,C /
®° Av5,
7 —(Xfare

Figure 5.8: Feynman diagrams of subdiagrams 1 (left) and 2 (right).

5.3 Feynman diagrams

Diagram x This diagram consists of vertex WZW (/5.37))-(5.39) and subdiagram 1
(5.58). The Feynman rules of all variants are as follows

(I = (Vi zw ) (S1)5 (5.61)
= %%V( T (5.62)
(I = (Vibzw )i (S1)y (5.63)
= _%Eup(p)(q)q'/dabc7 (5.64)
(I = (Vb zw )i (S1;! (5.65)
= ;Zglﬂgyp(p)(q)pﬂdab? (5.66)

P\ /a P\ /r a'\ /r

a,u,a av,b a,u,a ap,c av,b ap,c

Figure 5.9: Feynman diagram y (all permutations).

Diagram 1 This diagram consists of vertex 3 (5.42))-(5.44)) and subdiagram 2 (/5.60)).
The Feynman rules of all permutations are as follows

(), =(Va ) as(S2)sas (5.67)
4y/2F 4d®%*
o _7]\431 (’i? + 2Hé4 + H1145)<5Vp(p)(q)Qu - pueup(p)(q)) (5.68)

+ K16 (Pucup)(a) — DEupp)(@) + F16(P° — )€ pr)
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(I9);5

=(V8)ipas(52)sas

4\/§FAdabc
¢* — M3

&

+ QHSA + H{‘.B)(rﬂgup(p)(q) + ppgul/(p)(q))

+ K16 (Duvp(p)(q) T ToEuv)(g) T+ F16(r? — pg)%up@] :

I:(nguV(P)(Q) - rvgup(p)(q))(“i% + K4+ 2k5)

A A
— K16 (@ Eup(p)(g) — ToEv(p)(a) — Kig(r* — q2)€u'/p(p)} :

()5, =(V3 s (S2)as
B 4\/§FAdabc
p* — M}
/a

Figure 5.10: Feynman diagram 1 (all permutations).

p\ / r g\ / r
aua%f@af” a“"@ﬁ@ap'c
Aaﬁ,d Aaﬁ,d
q\% P\
av,b a,u,a

(5.69)

(5.70)

(5.71)

(5.72)

Diagram 2 This diagram consists of vertex 4 (5.45))-(5.50) and subdiagrams 1 (5.58))
and 2 (5.60). The Feynman rules of all permutations are as follows

(T ), = (Vi )5 (S1)5 (S2(a)) Vs

B mrﬂgw(p)(@ _W(’ﬁ% + K3+ 268) + PPRig|
(I3, = (Vi) ias (S0 (Sa2(r)) 5k s

= m%%(m(q) _])24_(]22_7,2(’?145 + K+ 268) — p2’€1146_
(T3, = (Vi) o (S1)5 (S2(p)) s

= m%gw(ﬁ)(@ -pQ — q22 —— (ks + K5+ 268) + 92’€i46_
(M), = (Vi (S1)5 (S2(r) ) oms

= mm%(p)@ _W(Hﬁ +R5 4 268 + qQKfe_
(T3, = (VI )3 (S1)5(S2(p))sid 5

- 2

= (iz\[iF]\Zg; Q€ pp(p)(q) -—p2 +2q e (k15 + K3 + 268") — A
(), = (V)5 S0 (Sala)lhs

- (32\/313\126;;1:2 PuEvp(p)(q) _—p2 +2qZ - (”1145 + ”34 + 2”?) + 7‘2’{1146_ .
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(5.75)
(5.76)
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(5.79)
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(5.83)
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AGB d

&,@é=®\

\q

2

-~

Aaﬁ d

\7

o
s,

Aaﬁ d

\l’

5=
RO

Aa,G d

P

=
s,

Aa,G d

Figure 5.11: Feynman diagram 2 (all permutations).

Diagram 3 This diagram consists of vertex 5 (5.51))-(5.53) and two subdiagrams 2
(5.60). The Feynman rules of all permutations are as follows

(T3)gme, = (V3o 5(S2)oe 5(S2) 50 5 (5.85)
A (5.86)
(¢ — M3) (M3 —12) '
2, .2, .2
-p°+q +r
X |:2(€,LWP(T) — Euvp(a)) ~ TvEup(p)(q) T qPElW(P)(CI):| )

(Hz)Zlb/cp = (V )Vaﬁ'yJ(SQ),uaﬁ(SQ)p'yé (587)

4F2 VVdabc
_ (5.88)
(p? — fo)(?”2 M)

p? —q® +r?
X 9 (Eavp(r) = Epvp)) — TuEvp(p)(@) — PrEuv(p)(a) | »
(H3)le)lcp = (V )pa,B’yé(SQ),uaﬁ(SQ)V'yé (589)
4F2 VV abe
_ d (5.90)
o (p? —Mz)(q — )"

p°+q —
X[Q@Wm>€wmﬂ%®mmﬁpﬁwm@y

Vv \q V

a“'a a*°
Auﬁ d Ay5 e AG,G d Ay5 e Aaﬁ,d Ayﬁ,e
C( §%> é{ %%> &C/ i
i,a b

Figure 5.12: Feynman diagram 3 (all permutations).
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Diagram 4 This diagram consists of vertex 6 (5.54)-(5.56)), subdiagram 1 (5.58|) and
two subdiagrams 2 ([5.58)). The Feynman rules of all permutations are as follows

(), = (Ve o s (S0 (S2)05(S2) 5 (5.91)
2 . .VV jabc
T (P AI—F?E)(Z — M2) (P* = " =" )Pucupioa) (5.92)
(), = (Ve a5 (S0 (S2)ja(S2)iis (5.93)
2 V'V jabc
T (0 —31;%?;2(2 — M3) (7" = @ + ) (5.94)
@, = (Va5 (S0 (S2)5s (52055 (5.95)
2 V'V jabc
0 —i\];%;;q"’d— M3)r? (=1 = & + 7)o p)(a) - (5.96)
R e 4 a"? = °
T T i

g@% R ;@% 2 ;@{ QI

Figure 5.13: Feynman diagram 4 (all permutations).

Taking all contributions together, we have finally calculated all possible Feynman
diagrams that contribute to (5.1)) in the antisymmetric tensor formalism.

5.4 Ward identities

Having the AAA Green function calculated, we can also study its property in the sense
of Ward identities. Since we have an anomalous correlator consisted of three axial-
vector currents, we can expect not to have these currents conserved on the quantum
level. To verify that, let us proceed in the following way. We can easily find out the
results below:

P, = 0, (5.97)
pH(IT)e =0, (5.98)
N
3\abec __ c abc
p#(Hx),uz/p - mgyp(p)(q)d ) (599)
dhe 4\/§FAdabc p2+q2—7“2
pu(H%)pl;/p = r2 _ Mi |: 2 (/i1145 + ’%SA + 2’%%4) - q2’%1146 Eup(p)(q) » (5100)
abe 4\/§FAdabc p2—q2+r2
pu(H%)wb/p = qg —_ Mi I: 2 (/i1145 + "<'3134 + 2’%?) - TQH{‘G Eup(p)(q) » (5101)
P, =0, (5.102)
Py, =0, (5.103)
pHI3)e =0, (5.104)
pH(I3)ek, =0, (5.105)
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(H4)abc _

4\/§FAdabc r

_p2 _ q2 +’I“2

pvp

P I3), =0,

_Mi

4\[FAdabc r

2

—»*+¢ -1’ Al

6\abc __
(H )ZVCﬂ q2 _ M2

2

4F2 \_/'Vdabc

P ()t = -

(2—q2—7”

wvp
b
pH (1), =0,

P IE), =0,

(¢? — Mi)(r2

4F2 VVdabc

2
gy P Jevp(w)(a)

1yab
PH(g)np =

M3)(r?

wvp

P (e

(@
P, = 0.
pvp =0

M2)( P —¢* - T2)5Vp(p)(q) )

We see that the nonzero expressions cancel each other out,

P, + (), =0,
P (), + (), =0,
P (), + (), =0,

(ks + K5 + 268) + ki |

(k{h + K5 + 268) + rkig e

vp(p)(q)

vp(p)(q) »

(5.106)
(5.107)

(5.108)

(5.109)

(5.110)
(5.111)

(5.112)

(5.113)
(5.114)

(5.115)
(5.116)
(5.117)

except for the term that arises from the anomalous part of the contributions. Similarly,

we have
¢’ (L), =0,
(HZ)Z?/% - %gup(p)(q)dabc
¢" (1), = 0,
(Hl)Zﬁ‘Z - 4ff?\ffzbc B QQQ o (H{% T /<a§‘ + 2Hé4) +p*hig Eup(p)(q) >
A
¢ ()}, = 0,
(H?’)Z’Z‘Z = 4{?}‘\%6 L= q22 - ('ﬁ% + /<c§4 T 2%4) + T2’i{16_ Eup(p)(q) »
A |
¢ (), = 0,
(H2)er)/cp - 4\[f?\f/(;bc v q22 - (lﬁ% + n{? + 2%4) B p2’ii46_ Eup(p)(q) »
A |
¢ (I3, = 0,
¢"(T3)j, = 0,
¢"(T3)72, = 4;9{ f?\j;bc = +2q 4+ ) — e Eup(p)(a)
¢"(T13)f, = 0,
¢"(T3)j, = 0,
2,.VV jabe
¢ (M3 = (p? _41;?5(7«5 — M3) (0" + @ = 1)eupm(a)
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(5.119)
(5.120)

(5.121)
(5.122)
(5.123)
(5.124)
(5.125)

(5.126)
(5.127)

(5.128)

(5.129)
(5.130)

(5.131)



qy(Hg)abc _ 0’ (5132)

pp =
qy(Hzll)Z?/Cp =0, (5.133)
4F2 KVVdabc
qV(H2)a;bjc _ A™3 (p2 _ q2 + 7’2)6 , (5134)
D yuvp 2 = Mi)(rz — Mi) wp(p)(q)
qy(Hi)Z?fp =0, (5135)

where we can also notice that a lot of non-zero contributions compensate each other,

g” (II})ebe, + ¢¥(I13) %%, = 0, (5.136)
q” (1) 4 g¥ (I15) 2%, = 0, (5.137)
¢” (I13)%% 4 ¢* (I13)2%¢, = 0, (5.138)

and only the anomalous term will now vanish. Thirdly, the last part of the Ward
identites lead to the following results.

Ne
TP(H)lg)ZIZ)/Cp - mguu(p)(q)dalm, (5139)
rP (I )a, = 0, (5.140)
rP (I ), = 0, (5.141)
rP(T})ie, = 0, (5.142)
4\/§FAdabc ’p2_q2+r2
S v (et 4 g+ 2k) - P e, (5:143)
4\/§FAdabc ’_p2_|_q2+,r.2
Tp(H?)ZIz)/Cp = p2 — Mi D) (H‘ﬁr) + R? + 2%?) — q2/£1146 Euv(p)(q) » (5.144)
4\/§FAdabc ‘_p2+q2_,r2
Tp(H%)le)’cp - q2 — M?2 2 ("{145 + H? + 2’%184) +p2"{146 Euv(p)(q) » (5145)
AL
rP(T3)5, = 0, (5.146)
4\/§FAdabc ’p2 _ q2 . 7’2
), = — 5 e (et 4 g+ 28) 4 Pl Eg s (5:147)
Al
P (M), =0, (5.148)
rP (T3, = 0, (5.149)
rP(II)ehe, = 0, (5.150)
rP (T3, = 0, (5.151)
rP (I3, = 0, (5.152)
4F?2 KVVdabc
3yabe _ AR3 2., 2 .2
(U3 ) = (p® — M2)(¢% — M2) (P + 4" =) wp)a) - (5.153)
rP (), = 0, (5.154)
rP(I13)e, = 0, (5.155)
4F2 KVVdabc
3yabe _ AR3 2 2., .2
rP ()0, = 72— M2 = Mi)(—p =@+ 1)) ) - (5.156)
Only the anomalous term will not be eliminated here also,
rP(I13)5be 4 P (I13) 45, = 0, (5.157)
rP (I, 4 rP (T3 e, = 0, (5.158)
rP (I3)55, + P ()0, = 0. (5.159)
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Therefore, we have determined that the Ward identites for the AAA Green function
take the form

abc N¢ abe
P(aaa(ps @1) 0, = 5pasmm@d™ (5.160)
v abc NC abe
q (HAAA(p,q, T))MVP = — mgﬂp(p)(q)d b y (5161)
P NC abc
PP (MaaaPair) = acmm@d”” (5.162)

that coincide with the non-conservations of the axial-vector currents on the quantum
level.

5.5 Phenomenology

A phenomenology study regarding the AAA Green function could not be done due to
the lack of experimentally relevant data for our purpose. We will certainly return to
this point in future studies and complete the task.
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6. VV PP Green function

Before we will define all required ingredients, let us stress properly enough that in this
and the next chapter we do not present any full calculations of the four-point Green
functions. Although we have obtained the results of the VV PP and VV V'V correlators
both in the vector and the antisymmetric tensor formalims, the final expressions are
very complicated due to the complex tensor structure that it is not appropriate to show
them here in their full lenght. For this reason, we present only the set of all contributing
Feynman diagrams for Lagrangians of various chiral orders. The study of the results
in detailed will be dealt with in our future papers.
The standard definition of the V'V PP correlator is

(Mvvpp(p,a,759)) " = (O] T[VE(p)V (@) P(r) P4(0)] |0) (6.1)

= /d4x dly dtz e!prtay+rz) <O‘T[Vlf(x)V,f(y)PC(z)Pd(O)] |0). (6.2)

As we have mentioned several times, the topology of the four-point Green functions
in general is complicated. Therefore, we are required to take the higher expansions of
the chiral operators into account. Specifically, we need the following operators that
couple vector external sources with pseudoscalars,

\/§ V2

W, = = 20,0 — (0,0, (6.3)
s = ‘fa . M[ o0~ ool + (e ow), (64
= Z\[[qb, oY — 9V (6.5)
Y= 2(8“1)” — 80 = 2i[vH, V] + %Ma"v” —0"v")¢ (6.6)

2F2 {¢2 al"/U 6VUM} 9
and the building blocks that couple pseudoscalar external sources with the pseudoscalars,
X— = 4iBop, (6.7)

MBO{M (6.8)

X+ =

In this case, we are also required to take the chiral connection and the covariant deriva-
tive in the forms

'y =—iv,, (6.9)

VX =0, X —ifv,, X]. (6.10)

To give a detailed description of the construction of the contributing Feynmand

diagrams, it is useful to present again the propagators that are needed. Except for the

tensor and pseudoscalar propagators, we will also use pseudoscalar and scalar resonance
propagators.

Pseudoscalar resonance propagator The kinetic and mass terms form the pseu-
doscalar resonance propagator.

i(Ap(p, Mp))® = pi&ab. (6.11)
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Scalar resonance propagator Similarly as in the previous case, the scalar resonance
propagator is formed by the kinetic and mass terms.

1

5%, (6.12)
p* — Mg

i(As(p, Mg))™ =

P ——> PP S%__——> S°

Figure 6.1: Pseudoscalar (left) and scalar (right) resonance propagators.

Both previous propagators represent resonances that do not carry any Lorentz in-
dices, therefore they do not dependent on the used formalism. However, since we
calculate the VV PP and VVVV Green functions also in the vector formalism, we
need to introduce the appropriate propagator for the vector resonances in that case,
similarly as we have done in the case of the antisymmetric tensor formalism.

Vector propagator Vector propagator is formed by the kinetic and mass terms |[7]:

. a i Pulv \ <
i(ARr(p, MR));}; = —m (g;w — ]1\2[2 )5 b (6.13)
R R

where R stands for the resonance. In our case, we consider only the vector resonances,
ie. R=V.

V{J,a p Vv,b

Figure 6.2: Vector propagator.

Similarly as in the previous chapters, it is very useful to define subdiagrams to keep
our calculations as simple as possible. As an analogical case to subdiagram 3
in the antisymmetric tensor formalism, we can introduce the subdiagram in the vector
formalism.

Subdiagram 3’ This subdiagram consists of vertex (D.77)) and vector propagator
(6.13). The Feynman rule is

b Jv 2 b

(SZ/S)ZQ = *m(p Jua — pupa)(sll . (6.14)
Other subdiagrams consist of pseudoscalar external sources coupled either to pseu-
doscalar field or pseudoscalar resonance.

Subdiagram 4 This subdiagram consists of vertex (D.32)) and pseudoscalar propa-
gator (4.34)). The Feynman rule is

(54)ab _

FBy
— 6. (6.15)
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Subdiagram 5 This subdiagram consists of vertex (D.133)) and pseudoscalar reso-
nance propagator (6.11)). The Feynman rule is

(55) = 22 B0
p? — Mg

/ - %? / "
. /
V's'C c @°
p |q’ p
— ViUJa (I)b — pa

Figure 6.3: Subdiagram 3’ (left), 4 (middle) and 5 (right).

5 (6.16)

Before we advance to construct the Feynman diagrams, let us mention that we do
not consider any multiple permutations of the particular diagrams shown as examples.
In other words, the Feynman diagrams presented in this and next chapters are alway
one of the complete specific set of the Feynman diagrams that differ from one another
typically by interchanges vy, < v? and p° < p? in the case of VV PP Green function
and vy < v vy < v¢ in the case of VVVV Green function. The simultaneous
interchanges of corresponding 4-momenta is implicitly assumed. More specifically, one
topology of the Feynman diagrams then constitutes a complete set of typically six or
twelve particular diagrams.

Also, for simplicity, we do not show the Feynman diagrams with explicitly high-
lighted subdiagrams and propagators included in the Feynman diagrams. Not only
that it would lead to more complicated pictures but it is unnecessary for our case here.
Instead, we only indicate what resonance or pseudoscalar contributes in that channel.
In future studies, where we will work with detailed study of these correlators, we will
pay more attention to technicalities as we did in Chapters [4f and

6.1 Non-resonance contribution up to O(p?)

Considering the lowest possible contribution into VV PP Green function, we have to
start with the chiral Lagrangian up to O(p?), i.e. with the Lagrangian (2.16):

£2 = — (uput 4+ x4) - (6.17)

The lowest contribution consists only of two different topologies of the Feynman
diagrams, one with two possible permutations.

&)

P/ e 2 \q

Figure 6.4: Feynman diagrams 1 and 2 in the YPT up to O(p?).
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6.2 Vector formalism up to O(p°)

Here we consider all possible diagrams given by the resonance Lagrangian in the vector
formalism up to O(p®). The relevant part of the Lagrangians (2.60)-(2.61) can be

written in the form

L= = 5 Tl t) = 5 A ) = S Tl ) (6.18)

+ioy (Valuw, 1) + Bv (Vulu, x_1) + hv (VU £ Ve vas -

Note that we can also consider a term that consists of an axial-vector resonance. This
may seem odd but remember we use a higher expansion of the f*” operator in
order to avoid a presence of the axial-vector external source. Then, the axial-vector
resonance is fully coupled to vector sources and pseudoscalars.

Then, the contributing Feynman diagrams are the following.

S\ pd VV,b

Figure 6.5: Feynman diagrams 1 (left), 2 (middle) and 3 (right) in the vector formalism
up to O(p%).

p\ "

Figure 6.6: Feynman diagrams 4 (left), 5 (middle) and 6 (right) in the vector formalism
up to O(pb).

) )

P/ yHa Wb \q P/ vha VD \q

Figure 6.7: Feynman diagrams 7 (left) and 8 (right) in the vector formalism up to
O»°).
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Figure 6.8: Feynman diagrams 9 (left), 10 (middle) and 11 (right) in the vector for-
malism up to O(pf).

6.3 Antisymmetric tensor formalism up to O(p?)

The lowest resonance Lagrangian (2.68]) in the antisymmetric tensor formalism up to
O(p*) has the following relevant part:

F v
£(4) - ﬁafuu _l: >+

The contributing Feynman diagrams are the following.

Fy

75 Viw[u, u"]) + Wi

(A f27) . (6.19)

-3 A5 o/,

P / vha N2 \q

Figure 6.9: Feynman diagrams 1 (left) and 2 (right) in the antisymmetric tensor for-
malism up to O(p?).

Figure 6.10: Feynman diagrams 3 (left) and 4 (right) in the antisymmetric tensor
formalism up to O(p?).
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Figure 6.11: Feynman diagram 5 in the antisymmetric tensor formalism up to O(p?).

6.4 Antisymmetric tensor formalism up to O(p°)

Finally, the resonance Lagrangian in the tensor formalism up to O(p®) has the relevant
part consisted of two Lagrangians, one of the order p* and second of the order pS, i.e.

F; v .
LW = %i@my MY iy (PX_) (6.20)

LO =+ 2V + L+ £+ 2+ LYV LYV L5V £V 4 LVVP L (6.21)

where the contributing operators of the order p® are shown in the table below.

V.P VV,SV.PV . VVP
¢ iﬁlxa%ﬂ Oz uvaf ¢ Oz prof
5 (PLAT 1571 i{ver velyy ) | - | (VRVerp)

14 | v {27 o) (v, PYP)
16 | (VI {V 57 uy}) [V, Vi Veotyh)
17 | (VR{V, 27, uP})

i
2

12 | (V{0 1007 ) gpe | 2 | [V, VOS]uP)
3
3

Table 6.1: Monomials contributing into V'V PP Green function

The contributing Feynman diagrams are the following.

A

Figure 6.12: Feynman diagrams 1 (left), 2 (middle) and 3 (right) in the antisymmetric
tensor formalism up to O(p%).

) ) (3 )

P/ A WD \CI P/4 yHa Wb \C] p/ e Wb \q

Figure 6.13: Feynman diagrams 4 (left), 5 (middle) and 6 (right) in the antisymmetric
tensor formalism up to O(p%).
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Figure 6.14: Feynman diagrams 7 (left), 8 (middle) and 9 (right) in the antisymmetric
tensor formalism up to O(p%).

PN /r Ve P A P

W \° 9y \s a7 NS

Figure 6.15: Feynman diagrams 10 (left), 11 (middle) and 12 (right) in the antisym-
metric tensor formalism up to O(p®).

At B, A Py,

Figure 6.16: Feynman diagrams 13 (left) and 14 (right) in the antisymmetric tensor
formalism up to O(p?).

Figure 6.17: Feynman diagram 15 in the antisymmetric tensor formalism up to O(p?).
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Figure 6.18: Feynman diagrams 16 (left) and 17 (right) in the antisymmetric tensor
formalism up to O(p%).

A summary of this chapter is stated in the table below.

contribution VVPP
XPT O(p?) 2
RxT O(p*) (tensor form.) 5

RxT O(p®) (tensor form.) 17
RxT O(p®) (vector. form.) 11

Table 6.2: A number of contributing Feynman diagrams into V'V PP Green functions.

6.5 Phenomenology

Just for a motivation of the study of the VV PP Green functions, we can introduce the
Compton-like scattering of Goldstone bosons within the RxT.

Compton-like scattering of the Goldstone bosons

The on-shell matrix element of the Compton-like process in the chiral limit can be
written in the form [§]

(A.q.7:9)) 5" = (O[T [VER)V0)]]¢(5) (6.22)
7"282
- 7«21520 B2F2 <O‘T[ )Vb( } }0> (6.23)

i.e.

abed 2 2 abed
(Alp,q,7:9))}," = - Am e B2F? (Myvep(p,g.7:5)),, " (6.24)
The pseudoscalar density satisfies
(01P*(0)[¢"(s)) = BoFd™ (6.25)

and |¢®(p)) stands for the Goldstone boson state. Then, the amplitude of the Compton-
like scattering of the Goldstone bosons can be written in the form [§]

. abc : * v abed
iMSBHp,gq,rs) = lim e (p,k)e” (g, \) (Ap, ¢, 73 8)) .

72,5250 pv

(6.26)
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Then, by calculating , one can study this important phenomenological example.
However, the total number of all contributing Feynman diagrams to is reduced
due to the physical nature of the process - we are interested in the diagrams that consist
of the external legs of the pseudoscalar bosons. The number of all relevant diagrams is
not that high and detailed analysis can be found in [8].
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7. VVVV Green function

The standard definition of the VV V'V correlator is

(v (p,0,759)) e = (O| T [V (0)VE(@) Vi (r) VE(0)]]0) (7.1)
- / dtzdtydtz S0P (O TV (V2 VE(VAO)][0) . (7.2)

Similarly as in the previous chapter, the following chiral operators contribute to this
correlator:

\/§ V2

up=— V20,6~ 21o,0,], (7.3)
- ‘fa 2.0~ Lo00) - Ll o)+ ov), 04
= (8“1) — 0"v) — 2i[v* V"], (7.5)

whilst the building blocks, that couple scalar and pseudoscalar external sources with
the pseudoscalars, do not,

x+=0. (7.6)

Also in this case, it is necessary to take the chiral connection and the covariant derivative
as

I'y =—iv,, (7.7)

VX =0, X —ifv,, X]. (7.8)

All required propagators and subdiagrams have been defined in the previous chap-
ter. Now we can finally introduce all contributing Feynman diagrams.

7.1 Non-resonance contribution up to O(p?)

The lowest non-resonance contribution into the VVVV Green function comes from
the anomalous Wess-Zumino-Witten vertex (D.73)). The only contributing diagram is
shown below.

v’i}@@{j”b

D

Vp,c >< >< Vo,d
goe

Figure 7.1: Diagram 1 in the yPT up to O(p*).

79



7.2  Vector formalism up to O(p°)

The relevant part of the resonance Lagrangian up to O(p%) in the vector formalism is

b= ‘2@5% WY 4 b (VA £ 1 e s - (7.9)

The contributing Feynman diagrams are the following.

P\
SR v

7\
v.b

r s \S
f \ r V'O'C

WS v s

& ey

Figure 7.3: Diagrams 3 (left) and 4 (right) in the vector formalism up to O(p%).

7.3 Antisymmetric tensor formalism up to O(p?)

The only relevant part of the Lagrangian (2.68)) in the antisymmetric tensor formalism
is

F

4 v

LW = ﬁw’“’ ) (7.10)
Taking the Lagrangian above into account, we are able to construct only one Feynman
diagram with the same type of contact vertices, connected through vector resonance
propagator. The contributing Feynman diagram is the following.

Vf,:‘/jib

Vp,c Vo,d
SR
Figure 7.4: Diagram 1 in the antisymmetric tensor formalism up to O(p*).
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7.4 Antisymmetric tensor formalism up to O(p°)

The resonance Lagrangian in the tensor formalism up to O(p®) has the relevant part
consisted of two Lagrangians, one of the order p* and second of the order p®. More
specifically,

F;
£ = Yy iy 7.11
2\/§< 2 ( )
LY =Yy + L%+ L1+ L8+ £V + £V + VA + o8V 4+ £VVP (7.12)

where the contributing operators of the order p® are shown in the table below.

7 i oFvvvva i VVP
i praf E i pvaf o tpraf
5 (P{f £57) (Ve PYFSPY | - | (Ve Vesp)

16 | (VA {vef y, ) VBV Vo ly,)
17 | (VP {Vqfe7,u’}) (v, AP} f77) gpo

Table 7.1: Monomials contributing into VVV'V Green function

)
3
12 | (VAL £ 1P} gpe | 3| ({Vo VI, Vo7 }uf)
4
5}

The Lagrangian above allow us to construct the following set of Feynman diagrams.

\_/ .
e R AL

Figure 7.5: Diagram 1 (left), 2 (middle) and 3 (right) in the antisymmetric tensor
formalism up to O(p%).

Figure 7.6: Diagram 4 (left), 5 (middle) and 6 (right) in the antisymmetric tensor
formalism up to O(p%).
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Figure 7.7: Diagram 7 (left), 8 (middle) and 9 (right) in the antisymmetric tensor
formalism up to O(p°).

r\‘,c Va,d /S r\‘ VP e Vo,d /S r\ vPe vo,d /5

) (9 ) ) )

PAua vb Rd PAua vb X9 PA ua vb A9
v vV v v v v

Figure 7.8: Diagram 10 (left), 11 (middle) and 12 (right) in the antisymmetric tensor
formalism up to O(p%).

To summarize the construction of all the contributing Feynman diagrams, let us
mention right away the number of diagrams that are need to get a complete contribution
for different chiral orders.

contribution Vvvv
xPT (’)(p4) 1
RxT O(p*) (tensor form.) 1

RxT O(p®) (tensor form.) 12
RxT O(p®) (vector. form.) 4

Table 7.2: A number of contributing Feynman diagrams into VV'VV Green functions.

7.5 Phenomenology

Although unduly complicated, the VVVV correlator is a interesting object to study.
For instance, it represents hadronic contribution into the light-by-light scattering [30],
[31], [32], [33], [34]. This calculation, regarding our Lagrangian up to O(p®) in the odd-
intrinsic parity sector, has not yet been provided (at least to our knowledge). We plan
to return to this point later on. Here we only present a basic note on the anomalous
magnetic moment itself. In what follows we inherit the same notation as in [34].
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Anomalous magnetic moment

The muon anomalous magnetic moment,
a="—, (7.13)

belongs to the most precisely measured physical quantities in particle physics. Recently,
it was was measured with a remarkable accuracy by the E821 experiment at Brookhaven
National Laboratory with the current rescaled result

a = (116592089 + 63) x 10711 (7.14)

However, there has been found a significant and still persisting discrepancy between the
theoretical prediction and the measured data. One of the greatest source of the theoret-
ical uncertainty stems from the so called hadronic light-by-light (HLbL) contribution.
This process is depicted in Fig. below.

q
X

KRk

e &
AN

Figure 7.9: Hadronic light-by-light scattering contribution into anomalous magnetic
moment (taken from )

The muon anomaly can then be extracted as follows

6 4 4
HLbL . € d ]{71 / d kQ 1 0
_ T, (g, kr, K, K 7.15
a 1/487’)7,” / (271_)4 (27T)4 k%k%k% 8q# UV p (q 1, ~3 2) q:0>< ( )

x TY{(P +my) (P + MY %21— m %11_ mﬂa} |

Since this is not an easy calculation (the number of the independent contributing tensor
structures is 138 up to O(p®)), we will finish our discussion here. Detailed study can
be found for example in , . However, we plan to return to this point in future
studies with our calculations of the tensor I, (g, k1, k3, k2), i.e. in our notation.
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Conclusion

To conclude this thesis, let us remember the topic we dealt with and summarize the
main results we have obtained in our work.

In the first two chapters we have studied the basics of quantum chromodynamics
and introduced the description of the QCD at low energies, the chiral perturbation
theory and resonance chiral theory.

In the third chapter we have dealt with the general properties of the Green functions
of currents and presented some familiar results that have been already obtained.

The fourth chapter contains our original calculation of the VV A Green function.
Extracting the formfactors from its result, we were succesful in obtaining some con-
straints for the coupling constants. We have also studied its phenomenology on the
decay f1(1285) — pvy from which we have recovered similar value for one of the cou-
pling constants.

The fifth chapter contains our original calculation of AAA correlator. Since the
experimental data are not readily available for our study, we did not deal with the
phenomenological predictions.

After finishing studies of the VV A and AAA Green functions, we have devoted our
time to study the four-point Green functions VV PP and VVVV in Chapters [6] and
[l As we have mentioned, the calculations were carried out both in the antisymmetric
tensor and vector field formalism, up to various chiral orders of the Lagrangians. To
accomplish this difficult task we had to extensively use our algorithm Mercury (see
Appendix . Although we were successful and calculated all possible diagrams in the
antisymmetric tensor and vector formalisms with Lagrangians up to O(p%), we had to
make a decision regarding the publication of the results. Since these correlators, espe-
cially VV V'V have a very difficult tensor structure, the results are inconveniently long
for the purpose of this thesis. In addition, we had to deal with dozens of different types
of contributing Feynman diagrams, not to mention the permutations of the indices that
would take the total number of diagrams even higher. For this reason, we have only
mentioned basic properties of these correlators and introduced all contributing Feyn-
man diagrams. Also, we have briefly mentioned the phenomenological studies of these
correlator that we will devote our time to in the future.

To illustrate the difficulty of the previous task, let us mention that all calculations
of the four-point Green functions took several hours just to simplify the results slightly
and extract individual formfactordd

To make the description of the topic clear, we have also included several appen-
dices. Some of them, D] and [E] to be more specific, contain original results that have
been obtained in order to make our calculations as understandable as possible. For this
reason, we have wrote an algorithm in FeynCalc that allows us to carry out difficult
calculations in a very simple way. The source code and the files are also attached to
the thesis.

Future studies

As we have mentioned previously, not only will we want to carry on in the systematic
study of the odd-intrinsic parity sector itself, we will also pay our attention especially
to phenomenological studies of the VV A and AAA Green functions in the connection
with some new experimantal data that would allow us to widen our knowledge of this
topic.

2Used computers: Intel Core i5 CPU 2.80 GHz 64 bit, 16 GB RAM and Intel Core i7 CPU 2.20
GHz 64 bit, 8 GB RAM.
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Also, we will try to use our obtained results from VV PP and VVVV Green func-
tions on some phenomenologically releavant applications, such as Compton-like scat-

tering in case of V'V PP correlator, or the hadronic light-by-light scattering in the case
of VVVV Green function.

Final remark

In conclusion, let us mention that the results of this thesis were presented in progress
during the work by a poster at MesonNet International Workshop 2014 in Frascati,
Italy [36], [37] and by talks at two international conferences, XI*" Quark confinement
and the hadron spectrum 2014 in Saint-Petersburg, Russia [38] and 18" High-energy
physics international conference in QCD 2015 in Montpellier, France [39]. Also, during
the first year of the masters studies, the ongoing results were presented at 5™ Czech-
Slovak student scientific conference in Prague.
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A. Mathematical appendix

A.1 Gell-Mann matrices

The Gell-Mann matrices are one of the possible representations of the infinitesimal
generators of the special unitary group SU(3) with dimension eight. Generally, this
representation gives us a set of eight linearly independent hermitian generators T,
where a = 1...8. The element of the SU(3) group can be written in the form

8
U(zx) = exp ( iy aa(g;):ra> . (A1)
a=1
These generators satisfy the following (anti)commutation relations [40]:
[T%, T° = ifebere, (A.2)
1
{1, 1% = 55“” + dbeTe (A.3)

where d° is totally symmetric and £ is antisymmetric tensor. The relations (A.2)-
(A.3) can be inverted into the definitions of these tensors:

fabe = —2¢([T, T"|T°), (A.4)
d®e = 2({T, T"}T°). (A.5)

Non-zero elements of the tensors above are shown in the tables[A.1land [A.2 below. The
particular choice of the generators T is related to the hermitian Gell-Mann matrices

A? due the form \

T¢ = A.
5 (A.6)
where
010 0 —i 0 1 0 0
M=110 0], No= | 0], NM=10 -1 0], (A7)
000 0 0 0 0 0 0
00 1 00 —i 000
M=1(0o o0 0], No=(oo0 o], N=100 1], (A.8)
1 00 i 0 0 0 1
00 0 AR
N=10 0 —i], N=—101 0]. (A.9)
0 i 0 V3o 0 —2
abc | 118 [ 146 [ 157 [ 228 247 256 338 344
RS 1 1 1 1
el Bl 2 2| 3 2 2 NG 2
abe | 355 [ 366 [ 377 [ 448 558 6683 778 888
d rr_ i rp_ 1t F 1B T 7 S
“lo | 2] 2] 23] 23] 23| 23| B

Table A.1: Totally symmetric non-vanishing structure constants of SU(3).
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abc | 123 | 147 | 156 | 246 | 257 | 345 | 367 | 458 | 678
; ) 1 11 1 1 1 11vV3 ]| V3
abe 2 21l 2 1 91 9 21 2 1™

Table A.2: Totally antisymmetric non-vanishing structure constants of SU(3).

It is useful to add one additional matrix TP, despite the fact that it is not a part of
SU(3) but corresponds to U(1). For this matrix we choose

o_ L
0= (A.10)

It is also useful to define the symbol h%¢ as follows
habc — dabc + Z'fabc (All)
with the identities for index permutations:

habc — hbca — hcab’ hbac — hacb — hcba, (A12)
pabe + pbac _ Qdabc, pabe _ pbac _ Qifabc . (A.13)

Jacobi identites
The Jacobi identities for the coefficients (A.4)-(A.5) are as follow:
fabkfkcl + fbckfk:al + fcakfk:bl =0 (A14)
dabkfkcl + dbckfk:al + dcakfkbl —0. (A15)
Another useful identities are

2
abk pkcl __ <
gk gl = 2

dabkdkcl _ é((sac(sbl + 5al5bc o 6abé~cl + fack:fblk + falk:fbck:) ) (Al?)

(5ac(5bl . 5al5bC) + dackdblk o dalkdbck ’ (A16)

Products of 7% matrices

In the following it will be useful to introduce a symbol for a product of n matrices T
defined as:
T4-0n = T4 T (A.18)

with a usual choice of a1 = a,as = b,a3 = c¢ etc. For our purposes the following
formulas are useful:

qab — Lgav Ly abhrpn (A.19)
6" 2 ’ '

abc _ %6(1ch + %habc + ihabkhkclTl ’ (AQO)

qabed _ % stbsed 4 2714 pabk pked %( paverd y gabpedkphy (A.21)

n é yabk kel pldm pm.

For the same reason as above we also show here the formulas for a commutator and
an anticommutator of four 7% matrices at most. For simplier notation, let us define a
symbol for a commutator of one and other n — 1 matrices T* for n > 1:

Tl_l1~~~f1n — [Tal,Ta2”'a"], (A22)
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and equivalently for an anticommutator:

ai...an __
TaL-0n —

{Tal , Ta2---an} .

The following formulas will be useful.

Tab _ ifakak ,

1
Tib _ g5ab + dakak: ,
1 1
Tizbc _ 6(5(1ch . 5bcTa) + 1(habkhkcl . hbckhkal)Tl ,
T—?-bc _ é(dach + 6bcTa + habC) + %(habkhkcl + hbckhkal)Tl
1 1
Tgbcd — 7(habch . hbcha) + 7(5abhcdk . 5bchdak)Tk
12 12
1 ab scd be sda 1 abk 1 ked bek 3 kda
g (80 — 8%01%) - o (PRt — ek
%(habk hkclhldm hbck hkdlhlam)Tm 7
1 1
T_?_de — E(habchcl + hbcha) + 7(5abhcdk + (5bchdak)Tk’
i absed | sbesda abkyked | 7 bek kda
oo (070 4 gPegt) 4 24(h phed | pbekpykday
é (habk hkclhldm hbck hkdlhlam)Tm

Traces of 7% matrices

9

(A.23)

(A.24)
(A.25)

(A.26)

(A.27)

(A.28)

(A.29)

Knowing the basic properties above we can derive traces of products of the T* matrices.

Trivial calculations based on (A.2) and (A.3)) lead to the following relations:
(1) =
() =

<Tabc> _

<Tabcd>

that allow us to calculate the traces occurring in the (anti)commutators:

0,
1
75ab
2 )
1

- habc
4

1 L jabkpked

5ab5cd
8 12 ’

(T2 =0,
<T+b> = 5!117 ’
<T7bc> — 0’
1
Tabc _ 7habc
< —+ > 2 ’
1 1
<Tgbcd> 72 (6ab50d 5b05da) + = (habk hkcd _ hbck: hkda) ,
1 1
<T_‘f_b6d> 72 (5ab50d + 5b<:5da) g (habk hkcd + hbck hk;da) ]
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A.2 Dirac matrices

Dirac gamma matrices, {70,71,72,73}, are a set of conventional matrices with spe-
cific anticommutation relations. These matrices ensure that they generate a matrix
representation of the Clifford algebra C¢; 3(R) and they are defined as [40]

10 0 O 0 0 01
01 0 0 0 0 10
0 _ 1_
T7loo -1 0] T Tlo -10 0] (4.40)
00 0 -1 -1 0 00
0 0 0 —i 0 01 0
0 0 ¢ O 0 0 0 -1
2 _ 3 _
TZ{o io o 7T T|-100 o0 (A-41)
— 0 0 0 0 1 0 O
It is useful to define the product of the four gamma matrices as follows:
0 010
0 001
0123 _
Y5 =147 7YY 100 0 (A.42)
01 00

Traces of Dirac matrices

The matrices shown above satisfy a lot of important properties, but we will introduce
here only the identities of traces of products of Dirac matrices. In this case we present
following identities [40]:

(") =0, (A.43)

(15) =0, (A.44)

(AHAY) = dgh (A.45)

(V'v"v5) =0, (A.46)
(YY) = 49" g™ — g"7g"7 + g7 g"") (A.47)

(YA AP ys) = —dighP? (A.48)

<'Y ’7 7y ,YU,YA,}/H,Y5> (g,u,zzepcr)\n _ g,u,pelfo)\n —FngE“U)\H (A49)

_ gUNENVP)\ + ga)\g/u/pm _i_g/\/ﬁguupa) )

Feynman slash notation

Let us introduce and an arbitrary four-vector a,. Then we will denote a product of
Dirac matrix v* and a, in the Feynman slash notation as follows:

¢ =~"a,. (A.50)

Using the anticommutators of the gamma matrices, one can show that for any four-
vectors a, and b,

i = a® (A51)
and

db+ B¢ = 2(a-b). (A.52)
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Further identities can be read off directly from the gamma matrix identities by replacing
the metric tensor with inner products. For example:

(#h) = 4(a-D), (A.53)
(ghgd) = 4[(a-b)(c-d) — (a-c)(b-d) + (a-d)(b- )], (A.54)
<¢5¢d’75> = 4i5uupaaubucpda . (A55)

A.3 Matrix algebra

A tricky task to deal with is derivatives of a matrix with its components that are de-
pendent on a parameter. For this case, let us assume a general square matrix X(t),
dependent on a variable ¢, and a parameter o € R. The first derivative of the exponen-
tial matrix can be expressed in the form

1
(;i X _ / ox®9X M) a-axw g, (A.56)
t 0

The key ingredient that we will need greatly is the derivative d,u, where u is defined

by (2.5). Analogically to (A.56|), we can designate

d
dt
where ¢ is the matrix of pseudoscalar fields (2.6 and

X(t) — Bo, — Oy, (A.57)

6=

i

. A58
NeTa (A.58)
It will be also appropriate to use the Taylor series to expand the exponential matrices
under the integral sign:

B 1 4 0fo + %a252¢2 + O, (A.59)
e1=0)88 ~ 1 4 (1 — 0)B + %(1 —a)282620(6%) (A.60)

where we expanded the series only up to O(¢?) since we want to have d,u (and other
chiral building blocks) up to O(¢*). We have therefore

1
D = / P9 5(8,6)e1-05% dqy (A.61)
0

1
= [ [500)+ 1 - 1P @00 + ao0,0) + 302500 (a02)

1

+ 5 (1= )*8%(0,9)0" + (1 = ) B°6(9u) 6| dor + O(¢7)

= B(0u0) + 580,0,6) + (50,0, 6} + (B 0(0u0)0+ O (A6

Substituting back for (A.58|) we get

7 {060} — — {066} (A.64)

i
o0, u ~ ud
Ch V2F ko 12f F3

- Wﬁb(@@)ﬁﬁ + O(¢ )
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which is a correct way of treating matrices. The same result can be obtained faster by
expanding (2.5 in the Taylor series and then derive term by term.
Since ¢ and 0,¢ generally do not commute,

[Oug, 9] # 0, (A.65)

a wrong way of the calculation of d,u above would be the following treatment:

D = B, [exp (\/EFQN (A.66)
#exp<fF )IF Oyt = fFuam (A.67)

~ \/§F ,U«¢ 2F2¢( H¢)_4\/§F3
Once again let us repeat that the result (A.64) is correct whilst (A.68)) is not.

¢*(9u9) + O("). (A.68)

A.4 Levi-Civita tensor

Levi-Civita tensor (or e-symbol) in four dimensions, assuming
o123 =1, (A.69)

has the following important properties:

gn 9v ga 95
9p 9 Yo 93
Ewape’’ == 4 T TS TR (A.70)
9 9v Yo Yg
9 9 9 9
o’ = =2(ghgs — 909L) - (A.71)

The examples of a contractions of components of 4-momenta with Levi-Civita tensor
can be written in the simplified forms such as

Epva(p) = E,uua,é’pﬁ ) (A72)
Euvp)(q) = EuvasP™ (A.73)

etc.

Schouten identity

A very important example of the usage of such a tensor is the Schouten identity. For
any 4-vector p,, one has

Pu€vpor + Pv€porp + Pporuv + PoEruvp + Préuvpos = 0. (A74)
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B. General expansion of the
building blocks

Now we will perform the procedure to find out the structure of the chiral tensors. Let
us start with the basic building block . Using the Taylor series (see also section
, we can expand the matrix exponential in the infinite series of the powers of the
matrix of the pseudoscalar fields ¢. Let us use only the terms up to O(¢*). The relevant
expansion of the basic building block, including its hermitian conjugation, is then

w1t %gb? — B+ 0(¢Y), (B.1)

12\fF3
1
\/§F 4F 12[1?3

where it is obvious that (¢?)7 = ¢? and (¢3)! = ¢3 etc. Using basic manipulations with
matrices, such as

ul ~1—

2¢2 =@+ O(¢h), (B.2)

0,u0” = {0u0, 9}, (B.3)
0u0° = {00, 9} + (0,0) 9, (B.4)
allow us to obtain derivatives of :
! _ 2
Ot =0 172 (0u: 6} — 12[5’3{ O, 7} (B.5)
v 4
o0t + O(6")
and similarly for
T~ 2
Opu' ~ \fF O — Fg {0uo, &} + 12\fF3 {0u0, 0%} (B.6)
4
+ g 00u)6 + 0(6).

The chiral operator ([2.12)) couples the vector and axial-vector sources together with the
pseudoscalar fields. Its expansion has the form

2 i 2 1 1
Uy = = \1«( W@+ 2ay — Z\F[[Q% ] + abaud — ﬁ{¢2» an} (B.7)
1 1 9

¢ 3 4
+6\/§F3[¢ 7’UM]+O(¢ )

Indeed, it is easy to show that still holds the relation u, = uL (see . The
only possibly dangerous terms are the commutators, excluding them, we have left only
the hermitian single terms and symmetrical hermitian anticommutators. However, it
is easy to show that the mentioned hermiticity holds, because of the sign change of the
imaginary units and the reordering of the terms in the commutators, that leave the
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whole term itself the same as was before. In detail, we can write:

U
< \[[¢7 U,u]) = F\@[U“’d)] = \[W, U,u] (B.S)
i f i i
(6fo3 [(bs’v“]) T 6V2F? 0w 6] = 6\/§F3 [, vl (B.9)
f i
(- soamionnds) =5 aolnndlo =~ toolonle.  (B10)

The chiral operators (2.13]) couple the scalar and pseudoscalar external sources together
with the pseudoscalar fields. The expansions of the operators have the forms

2\/>ZBO 2ZBO ZB()

X— ~4iBop — {65} = 7 o6 — 15 {0".p} (B.11)
fF3¢{¢, o+ 2005} +0(¢4>
and
o dBos + 22000 4y 2;92% 6 2385} (.12
\fF3¢{¢7p}¢ 3fF3{¢3 p}+O0(6").

The left and right non-Abelian field-strength tensors (2.20)), (2.21)) occur in the following

combinations:

FRY+ FIY = 2(8"v” — 0¥vM) — 2i[v*, v"] — 2i[a*, a"], (B.13)
FR — F1 =2(8"a” — 9"a") — 2i[v*, a”] — 2i[a",v"]. (B.14)

Using (B.13]) and (B.14)) one can extract the structure of the operators (2.18]) that couple
the vector and axial-vector external sources together with the pseudoscalar fields. The
results are complicated and as follows:

= 2(0"a” — 8Va") + 2i[v", a”] + 2i[a*, V"] + \;,5 (¢, [v",v"]] (B.15)
+ 200 o] + 0600 — 00 ol oo

F
+ Lé[a#,vl’] - ﬁé(aﬂal’ - 81/@“)(25 - ﬁ{(ﬁza [Uﬂ7ay]}

2F2{¢ [a", v ]}+2F2{¢ MHa” — 9" a"}

W P, 00" _avvu]¢+2de o[, [0, v"]]
1 1% 124
+ mﬁﬂ% [a",a H@b— 6\/§F3 [¢318MU — 0"

1 4 1

~ o ] = s 6 o] + Ol
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and

S 200" — 9oM) — 2i[vH 0¥ — 2i[a”, a”] — i[@ dHa’ — 8 a] (B.16)
- \f [, [, a"]] — ‘f [, [a*,v"]] + ﬁqu — &)
- ol 16— ol 1o~ (67,00 00y
21?2{"52 [0, "]} 2F2{¢2 o]}
- 2ﬂF3 olp, OMa¥ — 9 at] — 2\/{F3 (6, [, a*]]
- 2\[;};13(25[(;5’ [a*, 0o+ = \fFB 6%, 0"a” — 9" "]

1 3 y 1
VT [¢°, [v", a"]] + GUaF

[6°, [a*,v"]] + O(6").

The chiral connection ([2.23) has the following form of the expansion:

o . .
T = v, = 0,0 = 5000 — 7.0+ g ldtn)  (BID
I R '
4\/§F3¢[¢7au]¢+ 12\&}73 [¢ ,(Iu] +O(¢ ))

which allows us to determine the form for the covariant derivative (2.22)) of an arbitrary
operator X:

VX 20X — ifu, X] - fF[w, s X] = 5[0, X) (B.15)

1 2
—@[[8u¢,¢],X] 4F2[{¢ Upts X}

1
o 4\/§F3 [¢[¢7 CL#]¢7X} + W [[(ﬁ?”a‘u]’X] + O(¢4) )

Finally, the results obtained above enable us to identify the expansion of the operator
(2.19) with the most complicated structure. Since the structure is very complicated,
we will show here the result only up to O(¢?):

By = — @a 1,006 + 20,0, — if[am,v,,] - Z\[[gb, 8,0,) (B.19)

2F2{¢ Ouct} = gpz{{5u¢ ¢}, av} + 25 (Oud)avd
+ ﬁﬁb(auau)(ﬁ + ﬁ¢au(8u¢) |:{¢2 UM} — 2(;51}#(;5 + z[ M¢ ¢] CLV]

i =000+ 20, - Lior] + ot — ()]

2F2

1 V2 a 1[ v 3
- 5F [[¢, a), == Ov + 20, — —~ [0, V]} + 0(¢”)

+(n e v).

Long story short, we now know the expansions of the basic building blocks into the
terms of vector, axial-vector, scalar and pseudoscalar fields. The results of this chapter
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are summarized below where we state the content of the building blocks in term of
pseudoscalar fields and external sources.

wn~ b, % ., (B.20)
Uy ~ G, V0, ad?, 3, v ..., (B.21)
huw ~ a, d,v¢,ad*, ¢°,vd* ... (B.22)
M ~a, av,v0,0%¢, a%d, ad?, avd?, v?, a?¢3, V2P ..., (B.23)
W~ v,a%, 0%, ag, ave, vd?, a®p?, v2P%, ad®, avd® . . . (B.24)
X~ S,P, (B.25)
X— ~ p,sb,pd?, s> ..., (B.26)
X4 ~ S, pd, s¢%, pd> . .. (B.27)

Chiral operators for 1’ exchanges

Taking the 1’ meson into account requires a modification of the basic building block
E3) into 1]

7= L gor0
u-exp(\/iFgZ)T)u, (B.28)

where
T =

NI (B.29)

is the ninth Gell-Mann matrix with Np being the number of flavours (see also (A.10)),
where we explicitly used Ny = 6). Therefore, we have an expression for the pseu-

doscalar singlet in the form
0 . 2 o~
¢’ = —iFy\/—In(detu). (B.30)
Np

The construction of the new chiral building blocks requires an application of (B.28])
and usual external sources introduced in Chapters|land [2] Here we will show only the
results:

- V2

Uy, = uy, — 7(DM¢0)T0, (B.31)
~ iV 2 iV2
X+ = exp < — Z\F[¢OT0> ulyul £ exp <Z\F[¢>0TO> uxu (B.32)

i 2,
—Xi—F\/FF¢ Xg+ - (B.33)
Np

(1) = 12\/ - (B.34)

etc., where the covariant derivative (in fact invariant) of ¢” is defined as
Dy¢” = 0,¢° — 2Faj, . (B.35)

For detailed discussion see [1].
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C. Spin one particle formalisms

The spin one particles can be described in the means of a quntum field theory in two
main formalisms. Either we consider the particles to be described by the vector field
formalism or by the antisymmetric tensor fields formalism. Here we present the most
important properties of the mentioned formalism.

C.1 Vector field formalism

Let us consider a spin one field with a mass m. In the vector field formalism, the free
field Lagrangian can be written as [8], [41], [42], [43]

1 1
Ly = _ZFWFW + §m2AHA“, (C.1)
where
F, =0,A, —0,A,. (C.2)

Easily, using the Euler-Lagrangian equation, the classical equation of motion reads
DA, +mA, —09,0-A)=0. (C.3)
Considering the Coulomb gauge condition,
0-A=0, (C.4)

we get
(0% +m?)A, =0. (C.5)

The solution to the equation above can be guessed as a Fourier transform in the form

#_ 3/22\/@

,\)e?* + B (p, \)e 7] (C.6)

where it is necessary to sum over all polarizations, i.e. A = {—1,0,+1}.
In a quantum field theory it is required to change operators for functions. In this
case, (C.6)) hence has the form

Ap= 3/2 Z \ﬁ leu(p, Na(p, \)e?™ + &% (p, Nal (p, \)e 7], (C.7)

where we have the following properties for the polarization vector ¢,:

Pubv
Zgu P, A 7)‘) = —Gu T # ) (CS)
en(D, Nt (p, N) = =, (C.9)
puet (P, A) =0, (C.10)

and for the creation a'(p, \) and annihilation a(p, \) operators:

la(p, \),a(p’, \)] =0, (C.11)
la(p, N, d'(p', X)] = 6°(p" — p)orw (C.12)
[af(p, \),al (p’, \)] = 0. (C.13)
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The vacuum expectation value of the time ordered product of two vector fields (C.7))
is called the propagator of the field, i.e. [§], [41], [42], [43]

iNp (2 = y)w = (0| T[Au(x) Ay (y)][0) - (C.14)

The covariant part of the result has the form

. d4 —ip(a—
where
. _ _; _ Pubv
ZAF(p);w - p2 — ’I’I’L2 + ie <gu1/ m2 > (016)

is the vector propagator in the momentum representation. Here we tacitly assume the
”Feynman epsilon” ie to be infinitesimally close to 0.

C.2 Antisymmetric tensor field formalism

Equivalently as in the case above, let us consider a field with a mass m. In the anti-
symmetric tensor field formalism, the free field Lagrangian can be written as [8], [41],
[42], [43]

1 1
Lr = —§W#W“ + ZmQR,LwRMV7 (C'17)

where

W, =0%Ra, . (C.18)
Classical equation of motion now reads
0u0° Row — 0,0 Rayy + m* Ry = 0, (C.19)

that implies
(0% + m?)(mO*Ray) =0, (C.20)

where the derivation of the field is multiplied by the mass due to the correct dimension
of the field. A general solution of the equation above is

Ry (1) = 3/22 m Ay (P, Na(p, e + By (p, Nal (p, N)e™P] . (C.21)

using the identities,

iph A = met(p, ), (C.22)
—ipt' B, = me"*(p, ), (C.23)

obtained by applying the derivative in the momentum space, we can write the solution
in the form

Ryu(2) = 3/2 Z@ Poeu(P,N) — pues(p. V) alp, Ne?*  (C.24)

+(pV5u(p7 A) - pug;i(pv /\))GT(p, /\)eiip'x] .

The propagator of the field is now defined as [§], [41], [42], [43]
ZA%(*% - )a,@uu = <O‘T aﬁ |0> (C.25)
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A direct calculation gives the covariant part

d4p

WiAF(p)aﬂ;we_w@_y) 5 (026)

INE(T = Y)apuw = /
where

Z.Ag(p)aﬁuy = (027)
1
T m2(p? — m? +ie) (9012950 (* =) + gaupspy = gavpppu] = (6 v).

is the tensor propagator in the momentum representation.
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D. Feynman rules of YPT and
R YT vertices

In this chapter we show the Feynman rules, corresponding to the Lagrangians we have
used in this paper.

Having some same currents, forming general Green functions, it forces us to include
all possible permutations of the Lorentz and the group indices of that current. This
naturally leads to presence of the terms in Lagrangians that differ from one another only
by the indices. To shorten the writing of such similar terms, we present the following
notation that is helpful in given cases.

Z =(a+ D), (D.1)
(a,b)
Y =aeb)+aec)+ oo, (D.2)
(a,b,c)
ZZ (@< b)A(c+d), (D.3)
(a,b) (c,d)
Y =@eb)t@oo+(asd+(bo o)+ (bod+(cod. (D.4)
(a,b,c,d)

Obviously, in the descending order, the previous notations (D.1)-(D.4)) are needed in
the cases of the VV A, AAA,VV PP and VVVV Green functions.
Now, let us define the projectors that one uses to calculate the Feynman rules.

projection projector
%, p*, s* — ¢b pb Sb (52
vy, ay, —>v3b, ab g,’fl(jg
R*—- R o,
R, — Rb g,’fég
Ra - R l( Moy v M)éb
29295 — 9a95)%

Table D.1: Projectors.

Regarding the derivatives, coupled to the fields, let us remember that we consider
all 4-momenta as ingoing into vertices. In that case, the Feynman rule for the field with
derivative is —¢ multiplied by the component of that 4-momentum with the Lorentz
index same as the Lorentz index carried by the derivative. A more detailed explanation
can be found in the examples below.

Examples

To make the calculations as clear as possible, we will present illustrative examples of
calculations of the Feynman rules from the corresponding Lagrangians.

Vertex ¢p This vertex comes from the lowest Lagrangian of the xPT and contributes

by the term

U=
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Since we have only one pseudoscalar external field and one pseudoscalar field, we can
rewrite those terms in the means of the individual components p, and ¢, i.e.

LY = BoF({sT",paT"}) = BoFpatp{{T", T°}) (D-6)

where we used the substitutions
p=pT?, (D.7)
¢ = V2T (D.8)
Carrying out the trace over group indices we finally found the Lagrangian in the form
L = ByFpa¢yd® . (D.9)

Let us assume that we want to keep the group indices of the fields in the Feynman graph
the same as the indices we used in the Lagrangian. To coincide with this assumption, to
obtain the corresponding Feynman rule, one needs to apply the projectors we introduced
in the previous subsection. Let us rewrite the Lagrangian with the changed group
indices a’ and ¥’ for the correct use of the projectors so we could have the Feynman
diagrams with the indices a and b. Then, we have

L2 = ByFpy ¢y (D.10)
and by applying the corresponding projectors we find the Feynman rule to be
Vb = iByF3%6%0%Y = iByF &, (D.11)

where we obviously added the imaginary unit due to the transition from the Lagrangian
to the S-matrix.

PN
p?
lp
PP
Figure D.1: Vertex ¢p.

Vertex Sa¢ Next we will examine the vertex that is formed by the lowest resonance
Lagrangian (2.71) and couples together scalar resonance with the axial-vector external
source and pseudoscalar field. The relevant part is

cy) = M"dw{w,a “. (D.12)

In this case we follow the procedure from the previous case until we get

2
£ = ‘fcddabc 1Sy(Dube) - (D.13)

Now again, let us assume that we need to keep all the indices the same as on the
Feynman diagram. To allow this, we will rename the indices and apply the suitable
projectors. Also, it is crucial to notice that here we deal with the derivative coupled
to the pseudoscalar field, so we will also get 4-momentum of the pseudoscalar in the
Feynman rule. It is obvious that the result is

_2 2 AN~ I 2 2
vabe = ¢<chd>da Y gk 5 S (—iry )05 = —\gcdd“bcm . (D.14)
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\?

ae

o\

S ®°
Figure D.2: Vertex Sa¢.

Vertex VV P For the last example we will take a look at the vertex that consists of
two vector and one pseudoscalar resonances. The relevant Lagrangian is

LYVE = gVVP vy yeBpye o . (D.15)

We perform the same steps as in previous calculations but we need to take into account
that now we have two vector currents,

VI = VT 2V T (D.16)

each one of them carries its 4-momentum. Let us assign 4-momentum p to the V"
component of the vector current and 4-momentum ¢ to V/*”. The assignment of the
4-momenta depends only on the group indices. The pseudoscalar resonance carries
4-momentum r. i.e.

EVVP _ 2\/§/§VVP<(VL{“/T“ + VbMVTb)<VaaﬂTa + %aBTb)PcTC>5yua,8 ) (D.17)

Now, the key part is to realize that only interference terms make up the interaction,
i.e. we are interested only in the combination of the fields that carry different group
indices. The terms with two same indices do not represent relevant parts of the vertex,
therefore we do not consider them at all. Keeping that in mind we find

LYV = 22V VP (VIO TOT 4 VIV T P s (D.18)

/{VVP

-5 > WPV Y Pt g (D.19)
(a:)

The last part of the calculation represents using the projectors. To make the calculation
as clear as possible, we will carry out the full procedure:

. 1 / / / / 1 / ! / / AN
Ve = i2v/2rVVY [2(95 A A A L AR DL (D.20)

1 ! ! ! / 1 ! ! ! ! /N,
+5 (95 95 — 90 95005 (0 9. — 90 90 )00 h” " | sy

After some algebra, we get the result

Vabe s = ivV2KY VP de yag . (D.21)

nro

VHv.a
Figure D.3: Vertex VV P.
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D.1  xPT vertices

D.1.1 Vertices up to O(p?)

Let us start with the lowest Lagrangian (2.16]) of xPT. Considering only the expansion
of the chiral operators that can build up three-point vertices at most, we can extract
the Lagrangians that describe the following types of vertices:

Vertex a?

[ q

ap,a av,b

Vertex a¢

\P

a'e@
lp
(D b
Vertex avg
(DC
p

P\ _| ¥a

au,a Vv,b

Vertex v¢?

\P

vHa

q / \f
il P°

Vertex p¢

o
pa
lp

(I)b

£§(2) ~ a27 a(ba av(bv U(bQ,p(b, S¢2 T

Eg(?) = F*{a,a"),

Vb = iFg,,5%.

@__+F at
£X2 = ﬂ<{au¢’ R

Vlfb = Fp,o®.

L:g(?) = —7§<{[¢>Uu]>au}>’

ngc = —’I:ng,z/fabc .

£ = ({00, [6,0.]}).
V;bc — _(q . ,r)ufabc'

£ = 22 (o)),

Vab = ZBOFéab .
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(D.25)

(D.26)

(D.27)

(D.28)

(D.29)
(D.30)

(D.31)

(D.32)



Vertex s¢?

\P

\ £ =~ Niosg) - O sh), (D3
q/ \r abc abc
\% = —ZBod . (D.34)

ol ®°

D.1.2 Vertices up to O(p?)

Since we do not consider the xYPT Lagrangian in the next-to-leading order (2.17)), we
take into account only the anoumalous Wess-Zumino-Witten Lagrangian (2.40)). For the
purpose of the calculation of the WZW Lagrangian, we need to expand the definitions

and (ZT3):

1 1
Ly~ {,+ \fF[ ul + ﬁgbﬁuqb - m{¢27£#} (D.35)
+ 110 66 — s 1%, 4] + 06,
L Ouly+ — f (6, 0,0, + ;2¢<a“e,,)¢_ %{&Wu} (D.36)
7 ngqzs[ef»,auw g VT [¢3 Dub] + O(8"),
Ry~ 71,— \[F [p, 7] + F2¢ 0 — F2 {6% ru} (D.37)
4\[F3 [¢7 ,u](b + 12\[F3[ T,u] + O(¢4)7
Faw = By —lo0m] + Was(mw - Elan) D)
OB, Ourv)e + [6°, 0] + O(¢*) .

4fF3 12fF3

Next, we will also use the definition (2.44]). It is easy to obtain the appropriate
expansions in terms of pseudoscalar fields:

z\f )

7 S0 S 0(00)0 — c 00,6} + O, (D39
s _
o200 s YO0+ (0.6 +O0Y. (D)

Obviously, in the special case of u = 1 we have

L,=1,, L, = 0,0, (D.41)
R, =1y, R, = Oury (D.42)

and
o= O’L =0. (D.43)



Let us now move forward to the calculation of (2.41]). Let us rewrite the definition,
together with the special case of u = 1. We have

1
Wiwap(u ;1) = LuLyLaRg+ LyRyLaRs + il LaRs +iRuwLaRg  (D44)

— iGMLVRaLg + UuRyaLﬁ — UMUVRaLg + O'ML,/LQB

1
+ouLlyaLg —i0,LyLoLg + iauLyaaLg —10,0,00L3
1 , :

— RuRyRaLg — JRuLyRaLg — iRy RalLs — il RaLg

+iolRyLaRg — 0}, LyaRg + 0lo LaRg — 0}, Ry R

— 0} RuaRs +ic|, Ry R Rg—fo' Ryo}Rg +iololol Rs,
Wm,ag(l,ﬁ, ?”) = fuﬁl,foﬂ’g + ZEMT‘,,EQTB + i(aufl,)ﬂoﬂ“g + i(a,ﬂ”y)foﬂ“g (D.45)

—rururals — iru&,raﬁg —i(Oury)rals — 1(0uly)ralp .

To be able to extract the interaction terms, one must deal with a lot of terms, many
of them eventually cancel each other out. For completeness, we will show all individual
terms that are present in (D.44)).

L,L,LoRg ™~ — 00,0008 + 00,0008 — Q10,0408 + 00,003 (D.46)
+ vpayaaag — V0,008 + U0y aa V3 — Uy GyUa V3
+ apvyaaag — auUL Va8 + ayULaVE — AUV VA
— VpUyaag + VU Va 03 — VyUyGaUg + VU003 ,

L,R,LoRg ~ a,0,0008 — 00,0008 + 0u0,0008 — Gu0,V0V3 (D.47)
— VpQy a0 + V00008 — VyQyGaUg + UyQyUa V3
+ apvyaaag — apVLVAA8 F ALEVLAVE — AUV
— Ve 0B + VyUy0a08 — VyUyGa V8 + VU003

iLywLaRg ~  i(0uay)anag — i(0uan)vaag + i(0uan)aavg — i(Ouan)vavs  (D.48)

(
— i(Opvy)aaag + i(Opvy)vaas — i(Ouvy)aavs + i(Ouvy)vavs
iR LaRg ~ — i(Ouay)anag + i(0ua,)vaag — i(0uay)aavs + i(0ua, )vavg  (D.49)
— ((pvn)aaap + i(Ouvy)vaas — i((uvr)aavs + i(9u0n)vavs ,
. V2 V2 2
—io, Ly RoLg ~ 7(8Hq§)a,,aaa5 + 7(8Hq§)al,vaa5 — 7(8Hq§)al,aavg (D.50)
V2 2
- ?(8#@@,,1)&1),3 - ?(‘%@%aa%’ - ?(‘%d))vvvaab’
V2
+ 7( uqb)vuaoﬂ}ﬁ + 7( uqb)vuvavﬁa
iv?2 iv?2
ouRvalg ~ — —(0,0)(0vaq)ag + —( 0u®)(0vaa)vs (D.51)

F
Zﬂ( u¢)(a ”a)aﬁ + ﬁ( u¢)<8uva)vﬂ7

F
—0u0vRalp = — ﬁ(au@(au(ﬁ)aaaﬁ - 7@#@(81105)%@,8 (D.52)

+ %(5;@)( Ovd)aavs + 45 ( 0u9) (v P)vavs
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iv?2 iv2

ouLyLag ~ T(auqb)a,,(@aaﬁ) - ?(ﬁuqﬁ)vy(@aag) (D.53)
- %(auqs)au(aavﬁ) + Z\P/?( M¢)vu(a Uﬁ)
rulvals = Y2(0,0)0a)as — 2 (0,0)Buaa)os (D.54)

_ i\[( 9,9) (0 Vva)aﬂJri( 9u®)(Ovva)ug ,

\f(@uqﬁ)a,,aavﬁ (D.55)

V2
F

2
— (Oud)ayvaag +

—iouLyLalLg ~— e

(Oud)avanag +

j(au(b)vuaaa,é’ - (8,&5)7},/1}&&,6)

(8ﬂ¢)a'/vav/8 + F

?2((9“¢)vyvav5,
2
Q(au(b)au( a¢)aﬁ + FQ( M¢)au(aa¢)vﬁ (D'56)

ﬁ(aud))vu(aa(b)aﬂ - ﬁ(8u¢)vu(aa¢)vﬁa

civuosraln = 2 (0,0)(0,0)ud)as - 20,000 Oud)vs.  (D5T)

(Oud)vvaavg +

\wmmm

ouLyoaLg ~ —

ro

_|_

\)

Identically, the terms that arrise from the deduction of the L < R interchange gives
the individual contributions:

—R,R,RoLg >~ a,0,0003 + 0u0,0003 — Q)0,00V3 — 0,0, V0V (D.58)
+ VpyGaag + VU0 — VyQyGoVg — V008
+ apvyaaas + auULVAA8 — GpVLAUE — ALULVAUR
+ VpVsaaa8 + VU008 — VyUyAaV3 — VUV U3
—RyL,RoLg ™~ — a,0,0008 — 0,0,V008 + 0,0,0,V8 4 00,0008 (D.59)
— VpQyGa0p — Vp0yVa 08 + Uy GaVg + Uyt Ug
+ auUaa08 + AuULVRAE — GuULAGUE — Gy UL VQUE
+ VU aaag + VU Ve 08 — VUGV — VUV Vg
—iRRoLg ~ i(0uay)aaag + 1(0ua,)vaag — 1(0uay)aavg — 1(Ouan)vavs  (D.60)
V)Uavﬂ )
Opay)vavg  (D.61)

aqag + (0,0, )vaag — i(0yvy)aqvg — 1(0uv1)Vavg ,

+ (00 )aaag + i(
—iLuyRaLﬂ ~ — ( ,,)aaaﬂ Z(
+i(0uvy) (0

(

Oy )vaag — i(0,vy)aqvg — i(0y
9 (
(

(
0y ) Va0 + 1(0uay)aqvg + i
) (
2 2
iJ};R,,LaRﬁ ~ — \Ff(ﬁugb)a,,aaa/; + \Ff
vz )
F

(Oud)ayvaag — —(0

Oud)vyaqag + ?(8M¢)v,,vaa,3

F
— ?(auqﬁ)vyaavg + ?(%qﬁ)vyvavg ,
i 2 1/ 2
—~ohLuaRs = = “2(0,0) (0s0a)as — - (0,0) (Dyaa)vs (D.63)
z 2 V2

F — ( u¢)( ,,va)ag—l——( u¢)( I/'Ua)U,Ba
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aLalLaRﬁ ~

=
AN
q

|
Q
= —

T
10,

Qo —+
2
=
|

U:EU:;R[; ~ — 7( u¢)( V¢)(aa¢)aﬁ -

2
21 (0,0)(0,0)vaas
2 (0,0)(0u0)vavs

2
ﬁ(au@(auﬂs)aaaﬁ -

2
+ ﬁ(au(ﬁ)(auéf))aavﬁ -

.7(8;;,@25)@1/(60/16) + 7( 9u®)vu(Oaap)

+ ?( Opud)a, (Oavg) + Z\Ff< u9)vu(Oavp) ,

V2 (0,0)Ban)as + V2

I3 (0u®)(Ovaa)vp
2 iv/2
F

~.

+ —( Mgf))(@ Ua)aﬁ + —( u¢)(auva)v/3a

2
— (Oud)ayvaag +

(Oud)avanag + Ia

f (8M¢)auaav,8

2
—(Oup)vyanasg + fa

(Oud)ayvavs + fa

(Oud)vvvaas
-

ud))au(aad))vﬁ

+
REISEIS ﬁ?\&w

(Oud)vyaqvg +

(0,000 (0ud)as + §2<

ﬁ(augb)vu( a¢)aﬁ + Fg( M¢)Uu(aa¢)vﬁa

2v2 2*f< 0,:8) (00 8) (Dad)vs

ro

_|_

(D.64)

(D.65)

(D.66)

(D.67)

(D.683)

(D.69)

As we have mentioned earlier, many terms will drop out but a lot of terms will
survive at the same time. For our purposes it will be sufficient to present only the terms
that form interaction vertices consisted of two external sources and one pseudoscalar.
Then, we have only two simple contributions.

Vertex a?¢

cDC
r

pN_| _Va

ap,a av,b

Vertex v?¢

CDC

p\_| Ya

Vp,a VV’ b

___N¢
C12V2n2F

N,
abc . 9 abc
Ve = — d

! 242 F

<(3u¢)ay(8aaﬂ)>5ﬂl/aﬂ ’

Euv(p)(q) -

N¢

L= m<(au¢)vu(3avﬂ)>€”m6

<(au¢)(avva>vﬁ>5wa6 )
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D.2 RxT vertices

D.2.1 Vector formalism up to O(p°)

The Lagrangians (2.60)-(2.61)) in the vector formalism have the following three-point
structures:

LV ~ V (v, 2, ap, a?, po, ap, av, v . . D, (D.74)
LA ~ Aa,vp,va, ap,a’...). (D.75)
Vertex Vv
p
Qe L= - (D.76)
lp 22 VB0 '
Va,b V;ilolj = _ZfV(S (p Gau _papu) . (D77)
Vertex Va?
P\ /q gV . & v
a’e b L= —27< Vo [u, u]) + oy (Valus, f1]) (D.78)
fr Viabe = 2 [V2ay g (g — p)a (D.79)
v + gau(\/ipuav - erV) + goa/(gVTu - \/iqMaV)] .
Vertex Vag
\lp gy " . 5 v
8 L=- 2\[< Vi [u, u) + oy (Vuluw, £27]),  (D.80)
i/ \\ Vit = 2 £ gap(VEav (0 ) —gv(a-r)  (D81)
v @° + v aura — \/ipamav} :
Vertex V ¢?
gy v
L= 2\/>< ,UV[U’M u ]>7 (D82)
2
Vate = = (- )ra — (- 7)4a] (D.83)
Vertex Vap
PN Yq
a’? p° >
L= Py (Vulu", x-]), (D.84)
. fr Vibe = —4iv/2BoBy f* Gap - (D.85)
V i
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Vertex Vop

v

7\

14 ol
Vertex Vav

PN ¥

ate %

TI’

VG,C

Vertex Vuo
\?
vha
W/l \\
Va,b o°

Vertex Aa

N

Vertex Aav

P\ /qvb

aHe %

tr
ac

A

Vertex Avo
\°
vHe

I\

A o°

L= By (V[u", x_]),

4\@B0BV fabcra )

Vc?bc — 7

L= hV<‘/}'u{uy7 fiﬁ}>5uuaﬂ >
abc abc
V,uzza = —4\/§hvd Eauy(q) .

L =hy(VFu”, 1) e pap

4i\/2h
abc __ V' abe
Viek === 4 Caup)(r) -
fA N v
‘C = - A v ﬁ )
23 A=)

V;folz) = ifA5ab(p2gocu - pap,u) .

~

L =iaa(Ayuu, f17]),

Vibe = —2v2ay f*"(qaGu — Quar) -

~

L =iaa(Aufu, 17,

Vabc o 22'\/501\/
po T _T
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fabc [paTu - gau(p : T)] .

(D.86)

(D.87)

(D.90)

(D.91)

(D.92)

(D.93)

(D.96)

(D.97)



Vertex Aa?

PN Yq
aluva a\/,b R
L= ha(A{u”, F* e s, (D.98)
abce abc
e Tr Viva = —4V/2h ad (Eapv(p) — Eapn(q)) - (D.99)
Vertex Aag
\p
/ a\p,a L= ha(A"{u”, ) emas » (D.100)
K ' 4iv/2h
abc __ A jabe
A o Via' = — " Capm)r) - (D.101)

D.2.2 Antisymmetric tensor formalism up to O(p?)

Now, we present Feynman rules for the lowest resonance Lagrangian (2.68)) that has
the following three-point structures:

L'(4) ~V(v, 8% a% 0% ap. . ), (D.102)
,C(4 ~ Ala,av,vp...), (D.103)
LY ~ 5(s,pp, ¢%,a% as...), (D.104)
LY ~ P(p,sp...). (D.105)
Vertex Vv
p
N
Ve (4 _ Fv vy
Ly = —= (Vi (0"” = ")), (D.106)
» .
\/@B.b Vuaﬁ - TV&ab(pagﬁu - pﬁgau) . (D.107)
Vertex Va?
PN i B v
a“'a /g\/,b ‘C&) = \/;<V/u/a a >+Z\/>GV< ,LLI/[ “,a ]>7
(D.108)
fr i
\abe V/?l?gcﬁ = Z.<GV - 2V> fabc(gal/gﬁu - ga,ugﬁu) . (D.109)
Vertex Vv?
PN fa .
u.a v, 4 iFy .
Y T Y £y = —$<Vw[v”,v 1 (D.110)
d abc ILF abc
\/aBc V;ufa,@ = Vf (gaugﬁp gaugﬁu) . (Dlll)
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Vertex Vag¢

| B
\p £ = = (Viuls, 00" — ¥ a)) (D.112)
& iGV iGV
- 1 i\ _ VvV n o av
Q/ \r F <V'U‘V[a (ZS,CL ]> F <VMV[a 78 ¢]>7
ahe fabc
\/aB.b ®° le;g =57 [Fv(pagﬁu — Pa9ap) + 2Gv(ragsu — Tﬁgau)] .
(D.113)
Vertex V ¢?
ap.a
pl v .
1 Gy .
LY = =2V, [0"6,0"9)), (D.114)
7 N Ve
abc GV Labe
dP o° Vag - _W‘f ’ (qﬁrO& - QCVT,B) . (D115)
Vertex Aa
£ )
> £l = —7%<Auu(0“a” - 0%a")), (D.116)
Y A
a A caq
AB.D Vi = -5 *(Pagsu — PBYan) - (D.117)

Vertex Aav

o) (s b F i F
- v 4 1A . v 1A »
a T v £f4) :ﬁ<Auy[’UI,CL ]>+W<Aw[a“,v ]>, (D118)
r abc 1Fy abe
AvBC V,w?aﬁ = Tf b (gaugﬁp - gaugﬁy) . (D.119)
Vertex Avg
\p
,a F
v £l = %Muu[qﬁ, ¥ — M), (D.120)
Q/ \r yabe _ _&fabc(p 98, — PaY. ) <D121)
AdBb ° poB 2F aYBu BYap
Vertex S¢?
Pl : 2c
£§) = Z5(5(0,0)(9"9)) (D.122)
q/4 ‘\r 2'\/5
o o yabe — —%dabc(q 7). (D.123)
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Vertex Sa?

PN _Va

a,u,a av,b

TF

SC
Vertex Sa¢

\°

a'e
o/ \\
sb ®°

Vertex S's

¥

Vertex Spo
\p
p
/) \v
sb d°
Vertex Pp

N
p°

lp

pb
Vertex Ps¢
\?
Sa
//8\Y

PP ®°

) =

,C(;) = 4cq(Saray) ,
V;%)c — Qi\/icddabcgwj ]

2fcd

7 (5{0u0,d"})

e
F 12

,C(S4) = 4Byc(Ss),
= Qi\@Bocmdab .

Vab

) =

Vabc _

£ =

Vabc —
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2v/2Bycm

F

F

(5{¢,p})

2iv/2Bocm Jobe

LY = —4Byd,(Pp),

Vab

2v2Byd,,

F

F

= —2iv/2Byd, 6"’ .

(P{o,s}),
2i\/2Bod,, Jobe

(D.124)
(D.125)

(D.126)

(D.127)

(D.128)
(D.129)

(D.130)

(D.131)

(D.132)
(D.133)

(D.134)

(D.135)



D.2.3 Antisymmetric tensor formalism up to O(p°)

Here we show the Feynman rules of appropriate Lagrangians consisted of the monomials
shown in tables We consider only the three-point structures, i.e. all the chiral
operators in the Lagrangians below are considered to be expanded only to the linear

terms.

Vertex Vsa
P\ /q
sb

e
fr
Vaﬁ,c
i.e. all together

Vertex Vso
\a
5P
M\
VGB’C 0%

Vertex Vwva

P\ /r

vHe a”e

Va,G,b

i.e. all together

I

'C4 = 1Ky <[V“V Vax+] ﬁ>5uva57
V;clv)% = —4V2Boky f bcgaﬂu(q) g
‘C - Z’%15<ij[]0— 7X+]>5uua5 )

VA?CIM)CB = —8V2Bor{s [ “CaBulp) >

Vati)% = _4\@BOfabc(2“‘l/55aBu(p) + “X‘Eaﬁu(q)) :

LY =iry ((V*, V%0 ) e pap

4@\/7B0/‘$4 fabc

abc __
Vag = I (v)(a) -

«

LY = & VL PN 0p0 s »

Vinas = —20V2631d [ = GupCap(p)(r) — TuCaop)

(D.141)

(D.142)

(D.143)
(D.144)

+ PpEapu(r) — (P 7”>5aﬁup] )

£12 - K12<Vuu{fapv hﬂa})onguuaIB ;
abc \4
Viipap = = 2iV/25pd"[ ~ Iup€ap(p)(r) t+ Tu€afp(p)

+pl)€aﬁu( ) + (]3 ) T)€a5up] ’

LY = “16<V”V{Vafﬁgvua}>€waﬂ,
abc

Vipas = _2“fpp’i16d “CaBu(p)
£17 = 517<Vlw{v0 + 7 u }>5uua[37

b
Vipas = 2iV/2r17d™ “(Pucapp(p) +P *eapn)

(D.145)
(D.146)

Ve = —2iV/2d"° [ — PP RYr8apup + (K11 — K12) (PoEapu(r) — Gurfapm)r))  (D-151)

v v v v
- [“17pu + (k11 + le)ru]faﬁp(p) + K16PpEaBu(p)

- (H}/l + "{}/2)(]) : T)saﬁup} .
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Vertex Vvo

E‘l/2 = H}/2<Vﬂy{f$p7 hﬁa})ong,uua,B ,

4+/2kY.
\P Viah = =524 [rugas)e) — (0 1)easuer)]
u,a
v LY = kig(V*{V 127 up 1)e pas
Q‘/ \f’ abc 2\/§RY6 abc
Vias = d™(p - T)eapu(p) -
VaB,b CI)C v VF
L7 = k17 (V*¥{V, ia»uﬁ}>5uua5,
22k V-
Viah = =A™ (Pugas)(r) — P Eapu(r)
i.e. all together
2v/2
Vibe = —Tdabc [ — (KY7Pu + 26YaTu)Eapp)(r) T 2612(P - T)Eapu(r)
+ P*R17808u(r) — F16(P - T)easu(p) | -
Vertex Vup
P\ /r
v p° ,
‘CYAL = Zﬁﬂ<vﬂy{fi‘ﬁa X*}>5uua,6’ y
TG’ V;(% = SﬁBoﬂﬂdabcsaB“(p) .
Va,G,b
Vertex Aa?
'C3A = ’5554 <Aw{vahﬁgv Ug })Epvag »
Vlfl?occﬁ = 2i\/§”§4dabc(pvsaﬁu(p) + GuEapu(q)) -
PN /g L3 = R (A £27 WO g
Ca a V;ﬁ%ﬁ = _4i\/§”?dabc(qﬂgaﬂl/(p) + Pu€aBu(g))
TF ‘C1145 = /{1145<A,u1/{vaf€0’ u0}>€uuaﬁ )
Ak V;fl?géﬁ = 2i\/§’{1A5dabc(pV€a6u(p) + Q,ugaﬁl/(q)) s

Ll = w16 (A" (Vo f* P Ve uap
V;B;B = 2i\f2/sf6dabc(—p“5aﬂu(p) — pzsagw,

~ Weappu(q) T P capuv)
i.e. all together

b . b A A A
V/.:ll/gzﬂ = _22\@da ‘I = (’%3 + K/ls)(pl/goz,b’u(p) + qugaﬁv(q)) + K16Pu€apu(p)
+ rig(p” — q2)5aﬁuv + Hi%QVEQBM(Q) + 2"§‘qu5aﬁl/(p)

+ 2“;347’”504%(«1)} .
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(D.152)

(D.153)
(D.154)

(D.155)
(D.156)

(D.157)

(D.158)

(D.159)
(D.160)

(D.169)



Vertex Aag¢

a'?
/I \
Aaﬁ'b d°

i.e. all together

abc __
Vuaﬂ -

Vertex A¢?

Vertex Aap
PN__Ja
b

aHe
1
Aaﬁ,c
i.e. all together

Vertex A¢p
\P
p
7//8\Y

AaB,b ®°

V2 e
2F2db{

L5 = mg (AR uo}) s
2\/§/€A
Vﬁab% = —T3dabc(p “T)EaBu(p) »

L3 = k§ AL, D5 Ve uag
4\/§R§‘

abc abc
Vuaﬁ - F d [Tugaﬁ(p)(r) —(p- r)gaﬂu(r)} )
515 = “15<A“V{Vaf Uo”@waﬂ»
aoc 2\/>K/ aoc
Vwi)ﬁ - _de “(p- T)EaBu(p) s
£16 = ”1146<A“V{Vafga7 Uﬁ}>5uuab’ )
Qﬂ/{A
abe abe
Viah = = =54 (Putas)(r) — P*Casutr))

— ap(p)(r) (K16Du + 265 T) — (K15 + K5 (D T)easuip)

+ EaBu(r) [p2’£1146 + 2"1184(19 : T)]] :

£3 = k(A {VRY ) e s
Vi =0.

['11 = mn(AW{f s X— 1) Euvags
Vlfg% = *8\/>Bol‘€11d 5aﬁ,u( E
£12 - 7’/€12<AMV{VQX U }>5uuaﬂ7

V;abﬁ = 4\[B(Wl?dab €aBu(q) s

b
Ve =

w 4\/§Bodabc(2l€ﬁ€a5u(p) -

A
”12€aﬂu(q)) :

512—“‘512< AV -, u }>5uvaﬂa

4Z\[BOHH dabcg

abc
Vog =—— ¢ aB(p)(r) -
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(D.170)

(D.171)
(D.172)

(D.173)
(D.174)

(D.175)
(D.176)

(D.177)

(D.178)

(D.179)
(D.180)

(D.186)

(D.187)



Vertex Avs

v“a

aﬁc

Vertex Pa?

i

Vertex Puv?

i

Vertex Sav

i

Vertex VVp
\p
pa
o/ \r
\/aB.b yvoe

Vertex VVa

\/aB.b yvoe

514 = ZHI4<AM [f+ :X+]>5/wa67
Vit = 8V2Boriuf " capu(p) -

Ly = v (PUY 127 Demas
abc P jabc
VMV = 162[/%1 d guV(p)(q) .

EP = H5P<P{f“yv fiﬁ}>5uuaﬁ )
abc . abc
Vi = 16iv/2kL d Euv(p)(q) -

Ez = 1K} <S[ 11"1:1/’ fﬁlﬁbgul’aﬁ ’
Vabe = —8iv/2k5 F ) o)

£V *152 <{V/W VQ/B}X >€;waﬁa

abec __ V'V jabc
v ByS — 8’LBOKJ2 d EaBs -

(e}

E}’{V = Hf‘ﬂ/v<{vngja Vaa}u/8>5;uza6 )

Vig%ws = H}S/Vdabc(_qygaﬁts,u + qs€afyp

— TaEpyop + o) -

LYV =& VEVPVH VO gV agp

b VV b
Viagys = K4 A (—9yu€apsiq) T 9ouCab(q)
— Gap€pys(r) + gﬁuga'w(r)) )
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(D.188)
(D.189)

(D.190)
(D.191)

(D.192)
(D.193)

(D.194)
(D.195)

(D.196)
(D.197)

(D.198)
(D.199)

(D.200)
(D.201)



i.e. all together

V;fab%% = ”gvdabc(q'y%ﬁciu — 45€apyp + Ta€Byop — TBEaou) (D.202)
— iy A" (GyEasia) — GouCanla) T JanEai(r) — IouEand(r) -
Vertex VV ¢
LYV = kYV UV VO s (D.203)
abc i’{’gv abc
Vags = Td (—vEapsp) T BEapY(p) (D.204)
~ Ta€yi(p) T TBEan3(p))
,CXV = ’@YV<{V6V‘“V7 Vacr}ug>8m,a5 , (D‘205)
abc iﬂ}l/v abc
Vs = —5 4" (=P1€aps(q) + Pscapria) (D.206)

— Pafpys(r) + PBEars(r))

i.e. all together

- VV
1K
Vans = = A" (@2aps(p) — G6apy(p) + TaCprs() — T8Ears(r) (D.207)

- V'V
1R
_ 7}47 dabc(p’ygaﬁé(q) - péia/gw(q) +pa€575(7«) — pﬁga'y(S(r)) .

Vertex AAp
\p
p?
\ £124A = Z"%ZAA<{AMV7 Aaﬂ}x—>5uua5 ) (D208)
.
P BZ/ . Vs = —8iBoks ™ e apys - (D.209)
ap, AV c
Vertex AAa
) L34 = kA UV A, AP s (D.210)
\' e Ve s = kA (—qyapsp + dsEapu (D.211)
\ ~ Ta€Byop T THEardn)
p BZ/ r . LA = kAP AR A% VgV g » (D.212)
ap, Avde

V:olz),cﬁfyé = fAdabc(_g’w«EaB(S(q) + 9su€apy(q) (D213)

— GapEBys(r) T 9BuEars(r))
i.e. all together

Vlfab%% = “?Adabc(q'y%ﬁcm — 45€apyp + Ta€Byop — TBEaO) (D.214)

AA jab
— Ky d? c(gwsaga(q) — 9su€apy(q) T JauCps(r) — gﬁuga,ﬂs(r)) )
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Vertex AA¢

L34 = AV A" A% 1P e ag, (D.215)
abc i'%SAA abc
Vaghs = —p 4" (= theasse) + dsasy(p) (D.216)
— Ta€By3(p) T T8Eard(p)) »
ﬁfA — HfA<{V/3AMV’ Aaa}“O)@LV&B, (D217)
abc i’ifA abc
Vapys = F d*(=Py€aps(q) + Ps€ap(q) (D.218)

— Pa&py(r) + pﬂea’yﬂr)) )

i.e. all together

aobc iHAA abc
Vahs = = }?; ™ (12 aps(p) — ©6Zapr(p) T TaEprs() ~ TBEars(r) (D.219)
ikt o
B Td (Pr€aps(a) — PsCapy(a) T Pacpri(r) — PECars(r))
Vertex SAv
\p
v SA _ . SAquv o poB
q/ \r El = K7 <[A 7S]f+ >5,ul/a,37 (D-QQO)
abc SA rabc
AB.D - Vias = 4677 Capu() - (D.221)
Vertex SVa
p y v «
\ b L3V = in?V (VS £V pas (D.222)
a abc SV rabc
/ \r Vi = =467 [ Capup) » (D.223)
VGBZ ¢ ﬁgv = Z'HQS‘/([V‘[W’ VQS]U/B>E;WQB ’ (D224)
. Vi = 265" e (D.22)
i.e. all together
Vi = =2 (267" cappu(p) = K5 Capu(r)) - (D.226)
Vertex SV ¢
L5V = irsV (V™ VO SuP Ve ag (D.227)
2iksV
abc 2 abc
Vag =~ eapan - (D.228)
\p VA VA
vhe [’5 = ks <{V/W’ Aap}f-s—(’)gpae;wa,@ s (D229)
q/ \r V;fab%w = /{gAdabc(_ga/LEﬁ'y(s(p) + 98uEars(p) (D.230)
AdB.b \vée + pag/g,y&u _ pﬁgavéu) '
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Vertex V As

\p
Sa

q/ \r ‘C%/A = i’i(‘i/Aquwv Aaﬁ}X-ﬁ-)guuaﬂ ) (D-231)
o e Vs = 4iBokg A f " agys - (D.232)
Vertex PAa

v . LTA = kPALAM, PY Ve s (D.233)
& Vabc _ 4/€PAdabcE (D 234)
q/ \r poB = Fh1 aBu(p) - .
o L5 = kA A VPP )eap (D.235)
ap, Pc
i.e. all togeth Viah = —265 e (r) (D.236)
i.e. all together
Viai = 2d4"°(261  eagu(p) — 52 Capp(r)) - (D.237)
Vertex PA¢
L5 = kA A VPP )eap (D.238)
2ikE A
Vag =~ FQ A" a(p)(r) - (D.239)
Vertex PVw
&p
vhe
/ \ £§V = H3PV<{VM/7 P}f-?-lﬁ>5,uuaﬁ ) (D.240)
;
Vv BZ V;ﬁ% - _4”§Vdabcgaﬂﬂ(p) : (D.241)
ap, Pc
Vertex VV P
EVVP — HVVP<VMVVQ,BP>€MVQB ’ (D242)
Vabes = ivVar VPd™ e p0s . (D.243)
EVAS — il{,VAS<[V'uV, Aaﬂ]s>5uuaﬁ ’ (D244)
Volclg'cy& = 7i\/§’<'VASfabcea6"/6 . (D245)
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Vertex AAP

[AAP _ /{AAP<A“VAQBP>€uua/3 , (D.246)
Vagig _ Z'\/§I€AAPdab05aﬂyd . (D247)

«
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E. Algorithm in FeynCalc

Here we will describe the construction of the algorithm "Mercury’ in Feyncalc, that we
have developed and used, and explain how it may be run by the reader to check the
results obtained in this thesis.

First of all, let us recall that FeynCalc is a package that is possible to instal into
Wolfram Mathematica software which allows us to do algebraic calculations in quantum
field theory easily. The FeynCalc can be obtained from the web page [44] and manually
installed or simply substituted by putting

Import["http://www.feyncalc.org/install.m"]

in the Mathematica notebook and executing this command. After restarting the Kernel,
the package is succesfully ready to use.

Now, let us assume that we already have the package at our disposal. If so, we need
to load the FeynCalc by the command

<< HighEnergyPhysics ‘FeynCalc*

To work with FeynCalc correctly, one has to use the given notation. Before getting any
further, we will introduce here some designations that FeynCalc work with.

E.1 Implementation of fields and chiral operators

In what follows we present the source code of the Mercury algorithmﬂ We simply
follow the structure of the code contained in the Mathematica files attached to this
thesis but we will enhance the source code for a discussion to get a better look at
the subject involved. Let us start with the definitions of the pseudoscalar fields nad
external sources. This part of the source code is contained in the file

Ol-mercury-definitions.nb

which must be run first to ensure we load all definitions to work with.
We have defined the components of pseudoscalar fields, pseudoscalar and scalar
external sources, together with their derivations (three, at most), in a following way.

1 Pseudoscalar[a_]:=QuantumField[GaugeField,SUNIndex[al];

2 PseudoscalarDer[u_,a_] :=QuantumField[PartialD[u,GaugeField,
SUNIndex[al]l;

3 PseudoscalarDerDer[u_,v_,a_]:=QuantumField[PartialD[pu,PartialD[v],
GaugeField,SUNIndex[al]l;

4 PseudoscalarDerDerDer[c_,u_,v_,a_] :=QuantumField[PartialD[c],
PartialD[p] ,PartialD[v],GaugeField,SUNIndex[al];

5 ScalarSourcela_] :=QuantumField[GaugeField,SUNIndex[al];

6 ScalarSourceDer[o_,a_]:= QuantumField[PartialD[a],GaugeField,
SUNIndex[al];

3 A reader should be aware of the spacing used in this text. Since the individual lines of the source
codes are usually long but the lenght of the row in this text is not, we simply break the line when
needed and continue on the next line without any unique meaning. For simplicity we use numbering of
the lines for a reader’s comfort. Every new definitions or commands start at the newly numbered line.
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7
8

PseudoscalarSource[a_] := QuantumField[GaugeField,SUNIndex[al];

PseudoscalarSourceDer[o_,a_]:= QuantumField[PartialD[a],
GaugeField,SUNIndex[a]];

Similarly as in previous steps we have also defined the components of vector and axial-
vector external sources. The only difference is in the presence of GaugeField that is
coupled directly to the components of the sources.

9

10

11

12

13

14

VectorSource[pu_,a_]:= QuantumField[GaugeField,LorentzIndex[u],
SUNIndex[al];

AxialSource[p_,a_]:= QuantumField[GaugeField,LorentzIndex[u],
SUNIndex[al];

VectorSourceDer [a_,u_,a_] := QuantumField[PartialD[a],GaugeField,
LorentzIndex [pu] ,SUNIndex[al];

VectorSourceDerDer [a_,B_,u_,a_]:= QuantumField[PartialD[a],
PartialD[P],GaugeField,LorentzIndex[pu] ,SUNIndex[a]l];

AxialSourceDer[a_,u_,a_]:= QuantumField[PartialD[a] ,GaugeField,
LorentzIndex[u] ,SUNIndex[al];

AxialSourceDerDer [a_,B_,u_,a_]:= QuantumField[PartialD[a],
PartialD[P],GaugeField,LorentzIndex[u],SUNIndex[al];

Now we can define the components of scalar and pseudoscalar resonances.

15

16

17

18

ScalarResonance[a_] := QuantumField[GaugeField,SUNIndex[al];

ScalarResonanceDer[a_,a_]:
SUNIndex[al]l;

QuantumField[PartialD[a] ,GaugeField,

PseudoscalarResonance[a_] := QuantumField[GaugeField,SUNIndex[a]];

PseudoscalarResonanceDer[a_,a_]:= QuantumField[PartialD[a],
GaugeField,SUNIndex[al];

Similarly as above, the definitions of vector and axial-vector resonances in the antisym-
metric tensor formalism are following.

19

20

21

22

VectorResonance[p_,v_,a_] := QuantumField[GaugeField,
LorentzIndex[u] ,LorentzIndex[v],SUNIndex[al];

VectorResonanceDer [p_,u_,v_,a_] := QuantumField[PartialD[p],
GaugeField,LorentzIndex [pu] ,LorentzIndex[v],SUNIndex[al];

AxialResonance[p_,v_,a_]:= QuantumField[GaugeField,LorentzIndex[u],
LorentzIndex[v],SUNIndex[al];

AxialResonanceDer[p_,u_,v_,a_]:= QuantumField[PartialD[p],
GaugeField,LorentzIndex [pu] ,LorentzIndex[v],SUNIndex[al];

The resonances in the vector formalism takes the form

23

AxialResonanceVecForm[u_,a_] :=QuantumField[GaugeField,
LorentzIndex [pu] ,SUNIndex[al];
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24

25

26

Now it is possible to construct all kinds of fields and the chiral operators. Simply,
only by using FeynRule we can exchange a given object for its Feynman rule as we
have explained in Appendix [D] We now present the implementation of the chiral op-
erators expanded only into their first term. We also define their first derivatives. The

VectorResonanceVecForm[u_,a_] :=QuantumField[GaugeField,
LorentzIndex [pu] ,SUNIndex[al];

AxialResonanceVecFormDer [p_,u_,a_] :=QuantumField[PartialD[p],
GaugeField,LorentzIndex[p],SUNIndex[al];

VectorResonanceVecFormDer [p_,u_,a_] :=QuantumField[PartialD[p],
GaugeField,LorentzIndex[p],SUNIndex[al];

designation of the functions fully coincides with their real meaning.

27

28

29

30

31

32

33

34

35

36

37

ulxial[p_,a_,v_,b_,p_]1:=2 (-I)FeynRule[AxialSourcel[u,a],
{AxialSourcel[v,b] [p]}]SUNT [SUNIndex[a]];

uPseudoscalar([p_,a_,b_,p_]:=-2/F (-I)FeynRule[PseudoscalarDer[y,a],

{Pseudoscalar[b] [p] }]SUNT [SUNIndex[al];

hAxial[p_,v_,a_,o_,b_,p_]:=2((-I)FeynRule[AxialSourceDer[u,v,a],
{AxialSourcela,b] [p]}]1+(-I)FeynRule[AxialSourceDer[v,u,al,
{AxialSource[a,b] [p]}])SUNT [SUNIndex[al];

hPseudoscalar([p_,v_,a_,b_,p_]1:=-4/F (-I)FeynRule[
PseudoscalarDerDer [u,v,a],,{Pseudoscalar[b] [p] }]SUNT [SUNIndex[a]l];

hDerAxiall¢_,u_,v_,a_,o_,b_,p_]:=2((-I)FeynRule[
AxialSourceDerDer[¢,u,v,al],{AxialSource [a,b] [p]}]+(-I)FeynRule[
AxialSourceDerDer[c,v,u,al,{AxialSource[a,b] [p]}])

SUNT [SUNIndex[al];

hDerPseudoscalar([¢_,u_,v_,a_,b_,p_]:=-4/F (-I)FeynRule[
PseudoscalarDerDerDer[c,u,v,al ,{Pseudoscalar [b] [p]}]
SUNT [SUNIndex[a]];

f_[pu_,v_,a_,o_,b_,p_]:==2((-I)FeynRule[AxialSourceDer[u,v,al,
AxialSource[o,b] [p]]1-(-I)FeynRule [AxialSourceDer[v,u,a],
AxialSourcela,b] [p]])SUNT [SUNIndex[al];

fDer-[¢_,u_,v_,a_,o_,b_,p_]:=-2((-I)FeynRule[
AxialSourceDerDer[c,u,v,al,{AxialSource [a,b] [p]}]1-(-I)FeynRule[
AxialSourceDerDer[¢,v,u,a],{AxialSource [a,b] [p]}])

SUNT [SUNIndex[al];

filp_,v_,a_,o_,b_,p_]:=2((-I)FeynRule[VectorSourceDer [u,v,a],
{VectorSource[a,b] [p]}]-(-I)FeynRule [VectorSourceDer[v,u,al,
{VectorSource [a,b] [p]}])SUNT [SUNIndex[al];

fDer: [c_,u_,v_,a_,0a_,b_,p_]1:=2((-I)FeynRule[
VectorSourceDerDer [¢,u,v,al,{VectorSource[a,b] [p]}]-(-I)FeynRule[
VectorSourceDerDer[c,v,u,al ,{VectorSource[a,b] [p]}])
SUNT [SUNIndex[al];

x-[a_,b_,p_1:=41 By(-I)FeynRule[PseudoscalarSourcel[a],
{PseudoscalarSource[b] [p] }]1SUNT [SUNIndex[al];
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38 xDer-[a_,a_,b_,p_]:=41 Bo(-I)FeynRulel[
PseudoscalarSourceDer [o,a] ,{PseudoscalarSource [b] [p]}]
SUNT [SUNIndex[al];

39 x+la_,b_,p_]:=4Bo(-I)FeynRule[ScalarSource[a],{ScalarSource[b] [p]}]
SUNT [SUNIndex[al];

40 yDer,[o_,a_,b_,p_]:=4By(-I)FeynRule[ScalarSourceDer[a,a],
{ScalarSource [b] [p] }]SUNT [SUNIndex[a]l];

For our convenience, we also introduce definitions for the pseudoscalars and individual
external sources:

41 axiallp_,a_,v_,b_,p_]:=(-I)FeynRule[AxialSourcel[u,a],
{AxialSource[v,b] [p] }]SUNT [SUNIndex[a]];

42 axialDer[u_,v_,a_,a_,b_,p_]:=(-I)FeynRule[AxialSourceDer[u,v,al,
{AxialSource[a,b] [p] }]SUNT [SUNIndex[al];

43 vector([p_,a_,v_,b_,p_]:=(-I)FeynRule[AxialSource[u,a],
{AxialSource[v,b] [p] }]SUNT [SUNIndex[al];

44 vectorDer([u_,v_,a_,a_,b_,p_]:=(-I)FeynRule[AxialSourceDer[u,v,a],
{AxialSource[a,b] [p] }]SUNT [SUNIndex[a]l];

45 phila_,b_,p_]:=(-I)FeynRule[Pseudoscalar[a],{Pseudoscalar[b] [p]2}]
SUNT [SUNIndex[al]lSqrt[2];

46 phiDer[p_,a_,b_,p_]:=(-I)FeynRule[PseudoscalarDer[u,a],
{Pseudoscalar[b] [p] }]SUNT [SUNIndex[a]l]lSqrt[2];

47 pSourcela_,b_,p_]:=(-I)FeynRule[PseudoscalarSource[a],
{PseudoscalarSource[b] [p] }]SUNT [SUNIndex[al];

48 pSourceDer[u_,a_,b_,p_]:=(-I)FeynRule[PseudoscalarSourceDer[u,al,
{PseudoscalarSource [b] [p] }]SUNT [SUNIndex[al];

49 sSourcela_,b_,p_]:=(-I)FeynRule[ScalarSourcel[a],
{ScalarSource[b] [p] }]SUNT [SUNIndex[a]l];

50 sSourceDer[u_,a_,b_,p_]:=(-I)FeynRule[ScalarSourceDer[yu,al,
{ScalarSource [b] [p] }]SUNT [SUNIndex[a]l];

Resonances in the antisymmetric tensor formalism are defined as follows.

51 VectorFRulel[p_,v_,a_,a_,B_,b_,p_1:=(-I) 1/2 (FeynRulel[
VectorResonance [pu,v,a] ,VectorResonance [a,p,b] [p]]-FeynRule [
VectorResonance[v,u,al ,VectorResonance [o,p,b] [pl]);

52 VectorFRuleDer[p_,u_,v_,a_,o_,p_,b_,p_1:=(-I) 1/2 (FeynRulel[
VectorResonanceDer [p, W,v,al,VectorResonance [a,f,b] [p]]-FeynRule[
VectorResonanceDer [p, v,u,al,VectorResonance[a,p,b] [pl]);

53 AxialFRulelp_,v_,a_,o_,B_,b_,p_]1:=(-I) 1/2 (FeynRulel
AxialResonance[p,v,al] ,AxialResonance [a,B,b] [p]]-FeynRule[
AxialResonance[v,u,al ,AxialResonance [a,f3,b] [pl]1);

126



54 AxialFRuleDer([p_,u_,v_,a_,a_,p_,b_,p_1:=(-I) 1/2 (FeynRulel
AxialResonanceDer[p, W,v,al,AxialResonancela,p,b] [p]]-FeynRulel
AxialResonanceDer[p, v,u,al,AxialResonance[a,,b] [pl]);

55 VectorR[u_,v_,a_,o_,p_,b_,p_]:=VectorFRule[u,v,a,a,B,b,p]
SUNT [SUNIndex[a]]lSqrt[2];

56 VectorRDer[p_,u_,v_,a_,o_,B_,b_,p_]:=VectorFRuleDer[p,u,v,a,a,B,b,p]
SUNT [SUNIndex[a]]lSqrt[2];

57 AxialR[u_,v_,a_,a_,p_,b_,p_]:=AxialFRulel[u,v,a,o,B,b,p]
SUNT [SUNIndex[a]]lSqrt[2];

58 AxialRDer[p_,u_,v_,a_,a_,B_,b_,p_]:=AxialFRuleDer[p,u,v,a,a,B,b,p]
SUNT [SUNIndex[a]l]Sqrt[2];

59 ScalarR[a_,b_,p_]:=(-I)FeynRule[ScalarResonance[a],
{ScalarResonance [b] [p] }]SUNT [SUNIndex[al]lSqrt[2];

60 ScalarRDer[oa_,a_,b_,p_]:=(-I)FeynRule[ScalarResonanceDer[u,a],
{ScalarResonance [b] [p] }]SUNT [SUNIndex [al]Sqrt[2];

61 PseudoscalarR[a_,b_,p_]:=(-I)FeynRule[PseudoscalarResonance[a],
{PseudoscalarResonance [b] [p] }]1SUNT [SUNIndex[a]l]lSqrt[2];

62 PseudoscalarRDer[a_,a_,b_,p_]:=(-I)FeynRule[
PseudoscalarResonanceDer [a,a] ,{PseudoscalarResonance [b] [p]}]
SUNT [SUNIndex[a]]Sqrt[2];

On the other hand, resonances in the vector formalism take the forms

63 AxialResonanceVecFormFRule([p_,a_,v_,b_,p_]:=(-I)FeynRule[
AxialSource[p,al],{AxialSource[v,b] [p]}];

64 VectorResonanceVecFormFRule[pu_,a_,v_,b_,p_]:=(-I)FeynRulel[
VectorSource[u,al ,{VectorSource[v,b] [p]l}];

65 AxialResonanceVecFormDerFRule[p_,u_,a_,v_,b_,p_]:=(-I)FeynRule[
AxialSourceDer[p,u,al ,{AxialSource[v,b] [p]}];

66 VectorResonanceVecFormDerFRule [
p_,M_,a_,v_,b_,p_l:=(-I)FeynRule[VectorSourceDer[p,u,al,
{VectorSource[v,b] [p]}];

67 VectorR1VecForm[u_,a_,v_,b_,p_]:=(-I)FeynRule[VectorSource[u,a],
{VectorSource[v,b] [p] }1SUNT [SUNIndex[a]l]lSqrt[2];

68 AxialR1VecForm[u_,a_,v_,b_,p_]:=(-I)FeynRule[AxialSourcelp,a],
{AxialSource[v,b] [p] }1SUNT [SUNIndex[al]lSqrt[2];

69 VectorR2VecForm[u_,v_,a_,o0_,b_,p_]:=(-I) (FeynRule[
VectorSourceDer [u,v,al ,{VectorSource [a,b] [p]}]-FeynRule[
VectorSourceDer[v, u,al,{VectorSourcel[a,b] [p]}])SUNT[SUNIndex[a]]
Sqrt[2];

70 AxialR2VecForm[u_,v_,a_,o_,b_,p_]:=(-I) (FeynRule[
AxialSourceDer[u,v,al,{AxialSource[oa, bl [p]l}]-FeynRule[
AxialSourceDer[v,u,al ,{AxialSource[a,b] [p]}])SUNT [SUNIndex[a]]
Sqrt[2];
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To summarize this section, we present here the table in which the commands that one
explicitly uses in our code are shown.

Command Chiral operator
uAxial[p,a,v,b,pl] 2.28
uPseudoscalar([p,a,b,p] 2.28
hAxial[p,v,a,o,b,p] 2.29
hPseudoscalar[u,v,a,b,p] 2.29

hDerAxiallp,u,v,a,a,b,p]

hDerPseudoscalar [p,u,v,a,b,p]
f_[u,v,a,a,b,p] (12.33)
fDer_[p,u,v,a,a,b,p]

fily,v,a,a,b,p] (12.32)
fDer. [p,u,v,a,a,b,p]

x-[a,b,p] (12.31))
xDer-[a,a,b,p]

X+ [a,b,P] 2'30
xDer, [o,a,b,p]

Command External source

axial[u,a,v,b,p]
axialDer[u,v,a,a,b,p]

—
w
-3

vector[u,a,v,b,pl] (11.37)
vectorDer[u,v,a,a,b,p]

phi[a,b,p] (2.6)
phiDer[u,a,b,p]

pSourcel[a,b,p] (11.37)
pSourceDer[p,a,b,pl]

sSource[a,b,p] (11.37)
sSourceDer [p,a,b,p]

Command Resonance field

VectorR[u,v,a,a,B,b,p]
VectorRDer [p,u,v,a,a,B,b,p]

[ey
[\]
-J

AxialR[p,v,a,a,PB,b,p] (1.28))
AxialRDer[p,u,v,a,a,p,b,pl

ScalarR[a,b,p] (1.31))
ScalarRDer [a,a,b,p]

PseudoscalarR[a,b,p] (1.32)
PseudoscalarRDer [a,a,b,p]
VectorRiVecForm[j,a,u,b,pl 2.57
VectorR2VecForm([p,u,a,a,b,p] 2.58
AxialR1VecForm[u,a,a,b,pl] 2.57
AxialR2VecForm[p,u,a,a,b,p] 2.58

Table E.1: Chiral operators, pseudoscalar fields, external sources and resonances de-
fined in the Mercury code.
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E.2 Implementation of propagators
The definitions for the propagators are as follows.

71 PropagatorVectorFormVectorR[p_,u_,v_,a_,b_]:=
-I/(ScalarProduct [p]-My~2)
(MetricTensor [u,v]-(FourVector[p,u]FourVector[p,v])/My~2)
SUNDelta[SUNIndex[a],SUNIndex[b]];

72 PropagatorVectorFormAxialR[p_,u_,v_,a_,b_]:=
-I/(ScalarProduct [p]-M,~2)
(MetricTensor [p,v]-(FourVector [p,u]FourVector[p,v])/My~2)
SUNDelta[SUNIndex[a] ,SUNIndex[b]];

73 PropagatorTensorFormVectorR[p_,u_,v_,o_,B_,a_,b_]:=
-I/(My~2(ScalarProduct [p]-My~2))
((My~2-ScalarProduct [p])MetricTensor [y,a]MetricTensor [v,B]
+MetricTensor [u,a] FourVector [p,v]FourVector [p, ]
-MetricTensor [u,R]FourVector [p,v]FourVector [p,a]
-(My~2-ScalarProduct [p] )MetricTensor [v,a]MetricTensor [u,f]
-MetricTensor [v,a]FourVector [p,u]FourVector [p, ]
+MetricTensor [v,p]FourVector [p,u]FourVector[p,al)
SUNDelta[SUNIndex[a],SUNIndex[b]];

74 PropagatorTensorFormAxialR[p_,u_,v_,oa_,p_,a_,b_]:=
-I/(My~2(ScalarProduct [p]-M,~2))
((Mp~2-ScalarProduct [p])MetricTensor [u,a]MetricTensor [v,p]
+MetricTensor [u,a] FourVector [p,v]FourVector [p, ]
-MetricTensor [u,R]FourVector [p,v]FourVector [p,al
-(Mp~2-ScalarProduct [p] )MetricTensor [v,a]MetricTensor [p,[]
-MetricTensor [v,a]FourVector [p,u]FourVector [p,B]
+MetricTensor [v,p]FourVector [p,p]FourVector[p,al)
SUNDelta[SUNIndex[a],SUNIndex[bl];

75 PropagatorPseudoscalar[p_,a_,b_]:=I/ScalarProduct [p]
SUNDelta[SUNIndex[a],SUNIndex[b]l];

76 PropagatorPseudoscalarR[p_,a_,b_]:=I/(ScalarProduct [p]-Mp~2)
SUNDelta[SUNIndex[a],SUNIndex[b]l];

As we have already used subdiagrams in Chapters we now present definitions for
them in our code.

77 SubDiagl[p_,u_,a_,b_]:=(I F)/ScalarProduct[p] FourVector[p,u]
SUNDelta[SUNIndex[a],SUNIndex[b]l];

78 SubDiag2[p_,u_,a_,p_,a_,b_]1:=(I Fp)/(ScalarProduct [p]-M,~2)
(FourVector [p,a]MetricTensor [u,p]-FourVector [p,f]MetricTensor [u,a])
SUNDelta[SUNIndex[a],SUNIndex[b]];

79 SubDiag2VecForm[p_,u_,a_,a_,b_]:=f,(-Pair[LorentzIndex[a],
Momentum [p]JPair [LorentzIndex [u] ,Momentum[p]]+Pair[LorentzIndex [a],
LorentzIndex [pu]]Pair [Momentum [p] ,Momentum [p]])SUNDelta[SUNIndex[a],
SUNIndex[bl])/(Pair [Momentum[p] ,Momentum[p]l]-M,~2);
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80 SubDiag3[p_,pu_,a_,p_,a_,b_1:=(-I Fy)/(ScalarProduct [p]-My~2)
(FourVector [p,a]MetricTensor [u,p]-FourVector [p,B]MetricTensor [u,a])
SUNDelta[SUNIndex[a],SUNIndex[b]];

81 SubDiag3VecForm[p_,u_,a_,a_,b_]:=fy(Pair[LorentzIndex[a],
Momentum [p]JPair[LorentzIndex [u] ,Momentum[p]]-Pair[LorentzIndex [a],
LorentzIndex [u]]Pair [Momentum[p] ,Momentum[p]])SUNDelta[SUNIndex[a],
SUNIndex[b]])/(Pair [Momentum[p] ,Momentum[p]]-My~2);

82 SubDiag4[p_,a_,b_]:=(-F Bg)/ScalarProduct [p]
SUNDelta[SUNIndex[a],SUNIndex[b]l];

83 SubDiagblp_,a_,b_]:=(2Sqrt[2]B; dy)/(ScalarProduct[p]l-Mp~2)
SUNDelta[SUNIndex[a],SUNIndex[b]];

84 SubDiag6[p_,a_,b_]:=(-2Sqrt[2]By cy)/(ScalarProduct [p]-Ms~2)
SUNDelta[SUNIndex[a],SUNIndex[bl];

At the end of this section, we present a table that consists of the propagators and
subdiagrams defined in the code.

’ Command ‘ Vertex
PropagatorTensorFormVectorR[p,u,v,a,B,a,b] 4.33
PropagatorTensorFormAxialR[p,u,v,a,B,a,b] 4.33
PropagatorVectorFormVectorR[p,u,v,a,b] 6.13
PropagatorVectorFormAxialR[p,u,v,a,b] 6.13
PropagatorPseudoscalar[p,a,b] 4.34]
PropagatorPseudoscalarR[p,a,b] 6.11
PropagatorScalarR[p,a,b] 6.12

Table E.2: Propagators defined in the Mercury algorithm.

’ Command \ Vertex
SubDiagl[p,u,a,bl] 4.48
SubDiag2[p,u,a,p,a,b] 4.50
SubDiag2VecForm[p,u,a,a,b]
SubDiag3[p,u,a,p,a,b] 4.52
SubDiag3VecForm[p,pu,a,a,b] 6.14
SubDiag4[p,a,b] 6.15
SubDiag5[p,a,b] 6.16
SubDiag6[p,a,b]

Table E.3: Subdiagrams defined in the Mercury algorithm.
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E.3 Procedures and rules

Finally, we also present the procedures and rules that we have used, mostly for a simpler
form of strictures generated by the traces of products of the Gell-Mann matrices. These
definitions are based on the identities (A.15) and (A.16])-(A.17).

85 DFJacobiRule=
SUND [SUNIndex[a_],SUNIndex[b_],SUNIndex[k_]]
SUNF [SUNIndex[k_],SUNIndex[c_],SUNIndex[1_]]:>
—-SUND [SUNIndex [b] ,SUNIndex[c],SUNIndex[k]]
SUNF [SUNIndex[k] ,SUNIndex[a],SUNIndex[1]]
-SUND [SUNIndex [c] ,SUNIndex[a] ,SUNIndex[k]]
SUNF [SUNIndex [k] ,SUNIndex[b],SUNIndex[1]];

86 DDSumRule=
SUND [SUNIndex[a_],SUNIndex[b_],SUNIndex[k_]]
SUND [SUNIndex[k_],SUNIndex[c_],SUNIndex[1_]1]:>
1/3 (SUNDelta[SUNIndex[a],SUNIndex[c]]
SUNDelta[SUNIndex[b] ,SUNIndex[1]]
+SUNDelta[SUNIndex[a] ,SUNIndex[1]]
SUNDelta[SUNIndex[b] ,SUNIndex[c]]
-SUNDelta[SUNIndex[a] ,SUNIndex[b]]
SUNDelta[SUNIndex[c],SUNIndex[1]]
+SUNF [SUNIndex [a] ,SUNIndex[c],SUNIndex[k]]
SUNF [SUNIndex [b] ,SUNIndex[1],SUNIndex[k]]
+SUNF [SUNIndex[a] ,SUNIndex[1] ,SUNIndex[k]]
SUNF [SUNIndex [b] ,SUNIndex[c],SUNIndex[k]]);

87 FFSumRule=
SUNF [SUNIndex[a_],SUNIndex[b_],SUNIndex[k_]]
SUNF [SUNIndex[k_],SUNIndex[c_],SUNIndex[1_]]:>
2/3 (SUNDelta[SUNIndex[a],SUNIndex[c]]
SUNDelta[SUNIndex[b] ,SUNIndex[1]]
-SUNDelta[SUNIndex[a],SUNIndex[1]]
SUNDelta[SUNIndex[b] ,SUNIndex[c]])
+SUND [SUNIndex[a] ,SUNIndex[c],SUNIndex [k]]
SUND [SUNIndex [b],,SUNIndex[1],SUNIndex [k]]
-SUND [SUNIndex[a] ,SUNIndex[1],SUNIndex[k]]
SUND [SUNIndex[b] ,SUNIndex[c],SUNIndex[k]];

The following rule represents the expressions (3.6)-(3.8)):

88 Epsilon3Rule=
Eps[LorentzIndex[a_],LorentzIndex[pB_],Momentum[p] ,Momentum[r]]:>
-Eps[LorentzIndex[a] ,LorentzIndex[p],Momentum[p] ,Momentum[ql],
Eps[LorentzIndex[oa_],LorentzIndex[pB_],Momentum(q] ,Momentum[r]]:>
Eps[LorentzIndex[a] ,LorentzIndex [B],Momentum[p] ,Momentum([q]l],
Eps[LorentzIndex[oa_] ,Momentum[p] ,Momentum[q] ,Momentum[r]] :>0;
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E.4 Vertex functions

For comfort, we have defined the following vertex functions that already represent
Feynman rules for the relevant vertices. The following functions are defines in the file

02-mercury-vertices.nb

An important fact to mention is that all vertex functions below are defined in the full
agreement with the designation of the vertices shown in Appendix [D] Also, when it is
necessary to explicitly emphasize the demand on the 4-momenta conservation, we use

—p — q instead of r.

Table E.4: Vertex functions for the yPT vertices up to O(p?).

Table E.5: Vertex functions for the Wess-Zumino-Witten xPT vertices up to O(p*).

] Command ‘ Vertex ‘

ChPTp2Vertexl[u,a,p,v,b,ql
ChPTp2Vertex2[u,a,p,b,-p]
ChPTp2Vertex3[u,a,p,v,b,q,c,-p-ql
ChPTp2Vertex4[u,a,p,b,q,c,r]
ChPTp2Vertex8[a,p,b,-p]
ChPTp2Vertex9[a,p,b,q,c,r]

D.2

E

)
B
S

It
[\l
(09)

)
w
S

o
w
[\

)
(%)
I~

’ Command ‘ Vertex ‘

ChPTp4WZWVertexl[u,a,p,v,b,q,c,r]
ChPTp4WZWVertex2[u,a,p,v,b,q,c,r]

D.71
D.7

EE

’ Command \ Vertex ‘
RchTp6VectorVertexl[pu,a,p,a,b,-p] D.77
RchTp6VectorVertex2[yu,a,p,v,b,q,a,c,r] @
RchTp6VectorVertex3[u,a,p,a,b,q,c,r] D.81
RchTp6VectorVertex4[a,a,p,b,q,c,r] @
RchTp6VectorVertex5[pu,a,p,b,q,a,c,r] D.85
RchTp6VectorVertex6[a,p,u,b,q,c,r] @
RchTp6VectorVertex11[u,a,p,v,b,q,a,c,r] D.89
RchTp6VectorVertex12[u,a,p,u,b,q,c,r] @
RchTp6VectorVertex13[u,a,p,o,b,-p] D.93
RchTp6VectorVertex14[u,a,p,v,b,q,a,c,r] @
RchTp6VectorVertex15[u,a,p,a,b,q,c,r] D.97
RchTp6VectorVertex20[u,a,p,v,b,q,a,c,r] D.99
RchTp6VectorVertex21[u,a,p,®,b,q,c,r] D.lOT[)

Table E.6: Vertex functions for the RyT vertices in the vector formalism up to O(p?).

’ Command ‘ Vertex ‘
RchTp4TensorVertexl[p,a,p,a,B,b,-p] (D.107
RchTp4TensorVertex2[p,a,p,v,b,q,%,p,c,-p-ql @
RchTp4TensorVertex3[u,a,p,v,b,q,%,p,c,-p-q] D.111
RchTp4TensorVertex4[u,a,p,®,B,b,q,c,r] (D.113
RchTp4TensorVertex7 [o,B,a,p,b,q,c,r] D.115
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.

—_
—
~

RchTp4TensorVertex8[u,a,p,a,pf,b,-p]

RchTp4TensorVertex9[u,a,p,v,b,q,a,B,c,-p-q] D.119
RchTp4TensorVertex10[p,a,p,®,p,b,q,c,r] (D.121
RchTp4TensorVertexi4[a,p,b,q,c,r] D.123

RchTp4TensorVertex15[p,a,p,v,b,q,c,r]
RchTp4TensorVertex16[u,a,p,b,q,c,r]
RchTp4TensorVertex19[a,p,b,-p]
RchTp4TensorVertex20[a,p,b,q,c,r]
RchTp4TensorVertex22[a,p,b,-p]
RchTp4TensorVertex23[a,p,b,q,c,r]

S99 =19 =P
=l = —=f =] =
CR|| WOl DI DO D!
(O8] | K | K] | BN || ESA

O
=
(%)
(@1

Table E.7: Vertex functions for the RxT vertices in the antisymmetric tensor formalism
up to O(p*).

’ Command ‘ Vertex ‘
RchTp6TensorVertex5[u,a,p,b,q,a,B,c,r] (D.140
RchTp6TensorVertex6[a,p,b,q,®,B,c,r] @
RchTp6TensorVertex10[u,a,p,®,p,b,q,p,c,r] D.151
RchTp6TensorVertexil[u,a,p,o,B,b,q,c,r] @
RchTp6TensorVertex12[u,a,p,®,p,b,q,c,r] D.160
RchTp6TensorVertex18[u,a,p,v,b,q,a,B,c,r] (@
RchTp6TensorVertex19[u,a,p,®,p,b,q,c,r] D.178
RchTp6TensorVertex20[o,B,a,p,b,q,c,r] @
RchTp6TensorVertex24[u,a,p,b,q,o,p,c,r] D.185
RchTp6TensorVertex25[a,p,o,Bf,b,q,c,r] @
RchTp6TensorVertex29[u,a,p,b,q,a,p,c,rl] D.189
RchTp6TensorVertex30[u,a,p,v,b,q,c,r] @
RchTp6TensorVertex39[u,a,p,v,b,q,c,r] D.193
RchTp6TensorVertex43[u,a,p,v,b,q,c,r] D.195
RchTp6TensorVertex44[a,p,o,pf,b,q,Y,d,c,r] D.197
RchTp6TensorVertex45[u,a,p,®,p,b,q,Y,d,c,r] D.202
RchTp6TensorVertex46[a,p,a,Bf,b,q,Y,8,c,r] @
RchTp6TensorVertex47[a,p,a,B,b,q,Y,5,c,r] D.209
RchTp6TensorVertex48[u,a,p,®,B,b,q,Y,d,c,r] @
RchTp6TensorVertex49[a,p,a,B,b,q,Y,5,c,r] D.219
RchTp6TensorVertex50[u,a,p,,B,b,q,c,r] (]m
RchTp6TensorVertex54[u,a,p,®,p,b,q,c,r] D.226
RchTp6TensorVertex55[o,B,a,p,b,q,c,r] @
RchTp6TensorVertex59[u,a,p,o,p,b,q,Y,d,c,r] D.230
RchTp6TensorVertex60[a,p,a,B,b,q,Y,8,c,r] @
RchTp6TensorVertex61[u,a,p,o,B,b,q,c,r] D.237
RchTp6TensorVertex62[a,p,o,p,b,q,c,r] @
RchTp6TensorVertex66[u,a,p,o,p,b,q,c,r] D.241
RchTp6TensorVertex67[a,B,a,p,Y,d,b,q,c,r] @
RchTp6TensorVertex68[a,B,a,p,Y,d,b,q,c,r] D.245
RchTp6TensorVertex69[a,B,a,p,Y,d,b,q,c,r] D.247

Table E.8: Vertex functions for the RxT vertices in the antisymmetric tensor formalism
up to O(pb).
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E.5 Source code for Green functions

To conclude this chapter, we show here the source code for the calculations of all five
nontrivial Green functions in the odd-intrinsic parity sector. The individual files can
be found in the attachment:

03-vvp-rcht-tensor-p6.nb
04-vas-rcht-tensor-p6.nb
05-aap-rcht-tensor-p6.nb
06-vva-rcht-tensor-p6.nb

07-aaa-rcht-tensor-p6.nb

VV P Green function in the antisymmetric tensor formalism up to O(p°)

1 I SUNSimplify[Contract[RchTp6TensorVertex12[u,a,p,a,B,d,q,c,r]
SubDiag3[q,v,a,p,b,d]]]

2 I SUNSimplify[Contract [RchTp6TensorVertex12[v,b,q,a,p,d,p,c,r]
SubDiag3[p,u,a,B,a,d]l]]

3 I SUNSimplify[Contract[RchTp6TensorVertex39[u,a,p,v,b,q,d,r]
SubDiagb[r,c,d]]]

4 I SUNSimplify[Contract[RchTp6TensorVertexlil[u,a,p,a,p,d,q,e,r]
SubDiag3[q,v,a,p,b,d]SubDiag4[r,c,e]]]

5 I SUNSimplify[Contract[RchTp6TensorVertexll[v,b,q,a,p,d,p,e,r]
SubDiag3[p,u,a,B,a,d]SubDiag4[r,c,el]l]

6 I SUNSimplify[Contract[RchTp6TensorVertex66[u,a,p,a,p,d,q,e,r]
SubDiag3[q,v,a,B,b,d]SubDiaghs[r,c,e]]l]

7 I SUNSimplify[Contract[RchTp6TensorVertex66[v,b,q,a,p,d,p,e,r]
SubDiag3[p,u,a,P,a,d]SubDiagh[r,c,e]]]

8 I SUNSimplify[Contract[RchTp6TensorVertexd44[c,r,a,B,d,p,Y,d,e,q]
SubDiag3[q,v,Y,d,b,elSubDiag3[p,u,a,p,a,d]l]]

9 I SUNSimplify[Contract[RchTp6TensorVertex46[f,r,ua,B,d,p,Y,d,e,q]
SubDiag3[p,p,a,P,a,d]SubDiag3[q,v,Y,d5,b,e]lSubDiagd[r,c,f]]]

10 I SUNSimplify[Contract[RchTp6TensorVertex67[«,B,d,p,Y,d,e,q,f,r]
SubDiag3[p,u,a,P,a,d]SubDiag3[q,v,Y,d,b,e]SubDiagbs[r,c,f]]]
V AS Green function in the antisymmetric tensor formalism up to O(p°)

1 I SUNSimplify[Contract[RchTp6TensorVertex5[v,b,q,c,r,a,B,d,p]
SubDiag3[p,u,a,p,a,d]]]

2 I SUNSimplify[Contract[RchTp6TensorVertex29([u,a,p,c,r,o,p,d,q]
SubDiag2[q,v,o,p,b,d]1]1]

3 I SUNSimplify[Contract[RchTp6TensorVertex43[v,b,q,u,a,p,d,r]
SubDiag6[r,c,d]]]
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4 I SUNSimplify[Contract[RchTp6TensorVertex6[c,r,e,q,a,B,d,p]
SubDiagl[q,v,b,elSubDiag3[p,u,o,p,a,d]]]

5 I SUNSimplify[Contract[RchTp6TensorVertex50([u,a,p,o,p,d,q,e,r]
SubDiag2[q,v,a,p,d,b]lSubDiag6[r,c,el]l]

6 I SUNSimplify[Contract[RchTp6TensorVertexb54[v,b,q,a,p,d,p,e,r]
SubDiag3[p,u,a,p,a,d]SubDiag6lr,c,el]l]

7 I SUNSimplify[Contract[RchTp6TensorVertex60[c,r,Y,d5,e,q9,a,p,d,p]
SubDiag2[q,v,Y,d,b,e]lSubDiag3[p,u,a,p,a,d]]]

8 I SUNSimplify[Contract[RchTp6TensorVertex55[a,B,d,p,f,r,e,q]
SubDiagl[q,v,b,e]SubDiag3[p,u,o,p,a,d]SubDiag6[r,c,f]1]]

9 I SUNSimplify[Contract[RchTp6TensorVertex68[o,p,d,p,Y,d,e,q,f,r]
SubDiag2[q,v,Y,d,b,e]SubDiag3[p,u,a,p,a,d]SubDiag6[r,c,f]]]

AAP Green function in the antisymmetric tensor formalism up to O(p°)

1 I SUNSimplify[Contract[RchTp6TensorVertex24[p,a,p,c,r,a,p,d,ql
SubDiag2[q,v,a,B,b,d]]]

2 I SUNSimplify[Contract[RchTp6TensorVertex24[v,b,q,c,r,o,p,d,pl]
SubDiag2[p,u,a,B,a,d]l]]

3 I SUNSimplify[Contract[RchTp6TensorVertex30([u,a,p,v,b,q,d,r]
SubDiagb[r,c,d]]]

4 T SUNSimplify[Contract[RchTp6TensorVertex19[u,a,p,o,p,d,q,e,r]
SubDiag2[q,v,a,p,b,d]SubDiagé[r,c,el]]

5 I SUNSimplify[Contract[RchTp6TensorVertex19([v,b,q,a,p,d,p,e,r]
SubDiag2[p,u,a,P,a,d]SubDiagéd[r,c,el]]

6 I SUNSimplify[Contract[RchTp6TensorVertex25[c,r,a,B,d,p,e,q]
SubDiagl[q,v,b,e]SubDiag2[p,u,o,B,a,d]]]

7 I SUNSimplify[Contract[RchTp6TensorVertex25[c,r,o,p,d,q,e,p]
SubDiagl[p,u,a,elSubDiag2[q,v,o,pf,b,d]]]

8 I SUNSimplify[Contract[RchTp6TensorVertex61[yu,a,p,a,p,d,q,e,r]
SubDiag2[q,v,a,p,b,d]SubDiaghb[r,c,e]l]]

9 I SUNSimplify[Contract[RchTp6TensorVertex61[v,b,q,a,p,d,p,e,r]
SubDiag2[p,u,o,p,a,d]SubDiagb[r,c,el]]

10 I SUNSimplify[Contract [RchTp6TensorVertex47[c,r,a,B,d,p,Y,d,e,q]
SubDiag2[p,u,®,p,a,d]SubDiag2[q,v,Y,d,b,el]]

11 T SUNSimplify[Contract[RchTp6TensorVertex20[a,B,d,p,f,r,e,ql]
SubDiagll[q,v,b,elSubDiag2[p,u,o,p,a,d]SubDiagd[r,c,f1]]

12 T SUNSimplify[Contract[RchTp6TensorVertex20([a,B,d,q,f,r,e,p]
SubDiagl[p,u,a,elSubDiag2[q,v,o,B,b,d]SubDiagd[r,c,f1]]

13 I SUNSimplify[Contract[RchTp6TensorVertex62[d,p,a,B,e,q,f,r]
SubDiagl[p,u,a,d]SubDiag2[q,v,o,B,b,elSubDiagh[r,c,f]1]]
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14 T SUNSimplify[Contract [RchTp6TensorVertex62[d, q,o,p,e,p,f,r]
SubDiagl[q,v,b,d]SubDiag2[p,u,o,p,a,elSubDiagh[r,c,f1]]

15 I SUNSimplify[Contract[RchTp6TensorVertex49[f,r,uo,B,d,p,Y,d,e,q]
SubDiag2[p,p,a,B,a,d]lSubDiag2[q,v,y,d,b,e]lSubDiag4[r,c,f]]]

16 I SUNSimplify[Contract[RchTp6TensorVertex69[a,B,d,p,Y,d,e,q,f,r]
SubDiag2[p,p,a,B,a,d]lSubDiag2[q,v,y,d,b,e]lSubDiagb[r,c,f]1]]
VV A Green function in the antisymmetric tensor formalism up to O(p°)

1 SUNSimplify[Contract [RchTp6TensorVertex10[u,a,p,o,p,d,q,p,c,r]
SubDiag3[q,v,a,B,b,d]]]

2 SUNSimplify[Contract [RchTp6TensorVertex10[v,b,q,«,p,d,p,p,c,r]
SubDiag3[p,u,a,B,a,d]l]]

3 SUNSimplify[Contract [RchTp6TensorVertexil[u,a,p,®,p,b,q,e,r]
SubDiagl[r,p,c,elSubDiag3[q,v,a,B,b,d]]]

4 SUNSimplify[Contract [RchTp6TensorVertexll[v,b,q,a,p,d,p,e,r]
SubDiagl[r,p,c,elSubDiag3[p,u,o,B,a,d]]]

5 SUNSimplify[Contract [RchTp6TensorVertex45[p,c,r,o,p,d,p,Y,d,e,ql
SubDiag3[p,u,a,P,a,d]SubDiag3[q,v,Y,d5,b,el]]

6 SUNSimplify[Contract[RchTp6TensorVertex46[f,r,a,p,d,p,Y,d,e,q]
SubDiagl[r,p,c,f]SubDiag3[p,u,o,B,a,d]SubDiag3[q,v,Y,d,b,el]]

7 SUNSimplify[Contract [RchTp6TensorVertex59[u,a,p,,p,d,q,Y,d,e,r]
SubDiag2[r,p,Y,d,c,e]SubDiag3[q,v,a,B,b,d]]]

8 SUNSimplify[Contract [RchTp6TensorVertex59[v,b,q,®,p,d,p,y,d,e,r]
SubDiag2[r,p,Y,d,c,e]SubDiag3[p,u,a,B,a,d]]]

AAA Green function in the antisymmetric tensor formalism up to O(p°)

1 SUNSimplify[Contract [RchTp6TensorVertex18[u,a,p,v,b,q,a,p,d,r]
SubDiag2[r,p,a,B,c,d]]]

2 SUNSimplify[Contract [RchTp6TensorVertex18[u,a,p,p,c,r,a,B,d,q]
SubDiag2[q,v,a,B,b,d]]]

3 SUNSimplify[Contract [RchTp6TensorVertex18[v,b,q,p,c,r,a,B,d,p]
SubDiag2[p,u,®,p,a,d]]]

4 SUNSimplify[Contract[RchTp6TensorVertex19([u,a,p,o,p,d,q,e,r]
SubDiagl[r,p,c,elSubDiag2[q,v,o,p,b,d]]]

5 SUNSimplify[Contract [RchTp6TensorVertex19[p,a,p,,B,d,r,e,ql
SubDiagl[q,v,b,elSubDiag2[r,p,o,p,c,d]]]

6 SUNSimplify[Contract[RchTp6TensorVertex19[v,b,q,,B,d,p,e,r]
SubDiagl[r,p,c,elSubDiag2[p,u,o,p,a,d]]]

7 SUNSimplify[Contract[RchTp6TensorVertex19[v,b,q,o,p,d,r,e,p]
SubDiagl[p,p,a,elSubDiag2[r,p,o,p,c,d]]]
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10

11

12

13

14

15

SUNSimplify[Contract [RchTp6TensorVertex19([p,c,r,a,B,d,p,e,q]
SubDiagl[q,v,b,elSubDiag2[p,u,o,p,a,d]]]

SUNSimplify[Contract [RchTp6TensorVertex19[p,c,r,a,p,d,q,e,p]
SubDiagl[p,u,a,elSubDiag2[q,v,o,p,b,d]]]

SUNSimplify[Contract [RchTp6TensorVertex48[u,a,p,®,p,d,q,Y,d,e,r]
SubDiag2[q,v,a,B,b,d]SubDiag2[r,p,Y,d5,c,el]]

SUNSimplify[Contract [RchTp6TensorVertex48([v,b,q,a,p,d,p,Y,d,e,r]
SubDiag2[p,u,a,B,a,d]SubDiag2[r,p,Y,d5,c,el]]

SUNSimplify[Contract [RchTp6TensorVertex48[p,c,r,a,p,d,p,Y,d,e,q]
SubDiag2[p,u,a,B,a,d]SubDiag2[q,v,Y,d5,b,el]]

SUNSimplify[Contract [RchTp6TensorVertex49[f,p,«,B,d,q,Y,d,e,r]
SubDiagl[p,u,a,f]SubDiag2[q,v,a,p,b,d]SubDiag2[r,p,y,d,c,ell]

SUNSimplify[Contract [RchTp6TensorVertex49[f,q,a,p,d,p,Y,d,e,r]
SubDiagl[q,v,b,f]SubDiag2[p,u,o,pB,a,d]SubDiag2[r,p,Y,d,c,el]]

SUNSimplify[Contract [RchTp6TensorVertex49[f,r,a,B,d,p,Y,d,e,q]
SubDiagl[r,p,c,f]SubDiag2[p,u,a,B,a,d]SubDiag2[q,v,Y,d,b,el]l]
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