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## Notation

## Sets

| $\emptyset$ | empty set |
| :---: | :---: |
| $\mathbb{N}$ | set of positive integers $\{1,2,3, \ldots\}$ |
| $\mathbb{N}_{0}$ | set of nonnegative integers $\{0,1,2, \ldots\}$ |
| $\mathbb{R}$ | set of real numbers ( $-\infty,+\infty$ ) |
| $\mathbb{R}_{+}$ | set of nonnegative real numbers $[0,+\infty)$ |
| $\mathbb{R}_{-}$ | set of nonpositive real numbers $(-\infty, 0]$ |
| $(a, b)$ | open interval in $\mathbb{R}$ |
| [ $a, b$ ] | closed interval in $\mathbb{R}$ |
| $\mathbb{B}_{r}(\boldsymbol{x})$ | closed ball of radius $r>0$ and center $\boldsymbol{x} \in \mathbb{R}^{n}$ |
| $\mathbb{B}_{r}$ | $=\mathbb{B}_{r}(\mathbf{0})$ |
| $X \times Y$ | Cartesian product of the sets $X$ and $Y$ |
| $X^{n}$ | $\underbrace{X \times X \times \cdots \times X}$ |
| $\bar{A}$ | closure of $A \subset X$ (in the topology of $X$ ) |
| $\partial A$ | topological boundary of $A \subset X$ |
| relint $A$ | relative interior of $A \subset X$ |
| conv $A$ | convex hull of $A$ |
| $\left\{x^{i}\right\}_{i \in I},\left\{x^{(i)}\right\}_{i \in I}$ | sequence of elements $(I \subset \mathbb{N})$ |

## Functions and mappings

| $f: X \rightarrow \mathbb{R}$ | real-valued function from $X$ into $\mathbb{R}$ |
| :--- | :--- |
| $\boldsymbol{f}: X \rightarrow \mathbb{R}^{n}$ | vector-valued mapping from $X$ into $\mathbb{R}^{n}$ |
| $F: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ | multifunction (or set-valued mapping); a mapping |
|  | from $\mathbb{R}^{n}$ into subsets of $\mathbb{R}^{m}$ |
| $x \mapsto f(x)$ | function (mapping) $f$ |
| $C^{k}(\Omega)$ | space of functions having continuous derivatives on |
|  | $\Omega$ up to order $k \in \mathbb{N}_{0}$ |
| $C^{0,1}(\Omega)$ | space of Lipschitz functions on $\Omega$ |
| $L^{p}(\Omega)$ | Lebesgue integrable functions of order $p \geq 1$ on $\Omega$ |
| $L^{\infty}(\Omega)$ | essentially bounded measurable functions on $\Omega$ |
| $H^{1}(\Omega)$ | Sobolev space $W^{1,2}(\Omega)$ of functions belonging together with |
|  | their distributional derivatives into $L^{2}(\Omega)$ |
| $\operatorname{div} \boldsymbol{f}$ | divergence operator |
| $\nabla f$ | gradient of a real-valued function |
| $\nabla \boldsymbol{f}$ | Jacobian matrix of a vector-valued function |
| $\bar{\partial} f$ | Clarke's subgradient of a real-valued $f$ |
| $\bar{\partial} \boldsymbol{f}$ | Clarke's generalized Jacobian of vector-valued $\boldsymbol{f}$ |
| $\partial f$ | limiting subdifferential of the real-valued function $f$ |
| $D^{*} Q$ | limiting coderivative of the multifunction $Q$ |
| $\operatorname{dist}(\boldsymbol{x}, S)$ | distance of $\boldsymbol{x} \in \mathbb{R}^{n}$ from the set $S \subset \mathbb{R}^{n}$ |

## Linear algebra

$\mathbb{R}^{n} \quad$ Euclidean space of dimension $n$
$\boldsymbol{x} \in \mathbb{R}^{n} \quad$ column vector $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)^{T}$
$x_{i} \quad i$ th component of $\boldsymbol{x} \in \mathbb{R}^{n}$
$\mathbb{R}^{n \times m} \quad$ space of matrices of type $n \times m$
$\mathbb{E} \quad$ unit matrix
$\mathbb{A}^{T} \quad$ transposed matrix
$\mathbb{A}^{-1} \quad$ inverse matrix
$\langle\boldsymbol{x}, \boldsymbol{y}\rangle_{n}=\boldsymbol{x} \cdot \boldsymbol{y}=\sum_{i=1}^{n} x_{i} y_{i}$; Euclidean scalar product on $\mathbb{R}^{n}$
$\|\boldsymbol{x}\|_{n} \quad=(\boldsymbol{x} \cdot \boldsymbol{x})^{1 / 2} ;$ Euclidean norm on $\mathbb{R}^{n}$
$\|\boldsymbol{x}\|_{\infty} \quad=\max \left\{\left|x_{i}\right| \mid i=1, \ldots, n\right\} ;$ max-norm on $\mathbb{R}^{n}$
$\boldsymbol{x} \bullet \boldsymbol{y} \quad=\left(x_{1} y_{1}, \ldots, x_{n} y_{n}\right)^{T}$; componentwise product on $\mathbb{R}^{n}$
$\boldsymbol{x} \div \boldsymbol{y} \quad=\left(x_{1} / y_{1}, \ldots, x_{n} / y_{n}\right)^{T} ;$ componentwise division on $\mathbb{R}^{n}$
$|\boldsymbol{x}| \quad=\left(\left|x_{1}\right|, \ldots,\left|x_{n}\right|\right)^{T}$; componentwise absolute value
$\boldsymbol{x} \geq \boldsymbol{y} \quad$ componentwise comparison, i.e. $x_{i} \geq y_{i} \forall i=1, \ldots, n$;
$\mathbb{A}: \mathbb{B} \quad=\sum_{i=1}^{n} \sum_{j=1}^{m} A_{i j} B_{i j} ;$ scalar product on $\mathbb{R}^{n \times m}$

## Abbreviations

AGE adjoint generalized equation
BT bundle trust
CP cutting plane
GE generalized equation
ImP implicit programming
MPEC mathematical program with equilibrium constraints
NLP nonlinear program
SRC strong regularity condition

## Introduction

There is virtually no area of mechanical engineering where one would not encounter the problem of determining the motion/position of several deformable bodies that are or may become in contact, but cannot penetrate one another. Moreover, in many applications it is simply not possible to neglect the action of friction forces on the contacting surfaces. These frictional effects may be welcomed, e.g. in machine tools, or undesirable, e.g. because they cause wear in the material and thus shorten the lifecycle of the contacting parts. In either case, engineers have always tried to maximize the desired effects just by altering the geometry of the modelled elements-this is the topic of contact shape optimization.

From the mathematical point of view, shape optimization is the branch of optimal control theory, where the control variable (also called design variable in the context of shape optimization) is connected to the geometry of the problem. A fundamental role in shape optimization problems is played by the control-to-state mapping (or solution map) $S$, which assigns to each feasible value of the design variable the set of solutions to the state problem. Thus, any shape optimization problem can be written in the following general form:

$$
\left.\begin{array}{ll}
\text { minimize } & J(\alpha, y),  \tag{1}\\
\text { subj. to } & y \in S(\alpha), \\
& \alpha \in U_{a d},
\end{array}\right\}
$$

where the real-valued function $J$ is called the cost functional, $U_{a d}$ signifies an admissible set of design variables $\alpha$ and $S$ usually represents an equilibrium problem. Typically, the state variable $y$ is sought in a function space $V(\alpha)$, where $\alpha$ determines the domain of definition of $y$. After suitable discretization, (1) turns into a (finite-dimensional) mathematical program with equilibrium constraints (MPEC), where $\alpha \in U_{a d} \subset \mathbb{R}^{m}, y \in \mathbb{R}^{n}$ and $S: \mathbb{R}^{m} \rightrightarrows \mathbb{R}^{n}$. If the state problems happen to be uniquely solvable for each $\alpha$, i.e. $S$ is single-valued, we can substitute $y=S(\alpha)$ and solve the MPEC as a standard nonlinear optimization problem. This is called the implicit programming ( $\operatorname{ImP)}$ approach, since the composite cost functional $\mathcal{J}: \alpha \mapsto J(\alpha, S(\alpha))$ involves the implicitly defined control-to-state mapping. Fast minimization algorithms may be applied provided one is able to compute (sub)gradients of $\mathcal{J}$. As it turns out, this is a major problem whenever $S$ is complicated enough.

Due to its importance, shape optimization in contact problems has been subject to research for quite some time-let us mention the monographs [15, 16, 52] and the references therein. For example, in [16] the two-dimensional (2D) Signorini problem is considered without friction and with Tresca friction; the papers [3] and [4] analyse the same problem with Coulomb friction in two and three di-
mensions, respectively. In the present thesis we aim at generalizing these results to 2D contact problems with Tresca and Coulomb laws of friction, where the coefficient of friction may depend on the magnitude of the tangential displacement. By means of it one can model, e.g., in dynamic contact problems the transition from the static friction coefficient to the dynamic one, or the stick-slip motion during earthquakes - see e.g. [49. In their weak formulation, contact problems with Tresca friction and a solution-dependent coefficient of friction take the form of an implicit variational inequality of the second kind, similarly as for the local Coulomb law in 2D in [3]; however, in our case it cannot be proved that the control-to-state mapping $S$ is piecewise smooth, unless imposing additional smoothness assumptions on the coefficient of friction. Therefore, when performing sensitivity analysis we follow rather [4] and employ the generalized differential calculus of B. Mordukhovich to derive first order sensitivities of $S$. Moreover, in contrast to the Coulomb case, the discretized state problem is formulated as a generalized equation with a control-dependent multivalued part, which is a rather uncommon model in the literature. Things get even more complicated as the local Coulomb law of friction is coupled with a solution-dependent friction coefficient; nevertheless, the established approach proved to be successful also in this case.

The thesis consists of four chapters and an appendix. In Chapter 1 we introduce the state problems while keeping the design variable $\alpha$ fixed. We deal with frictional contact problems and their various variational formulations, discretization and solvability with respect to the coefficient of friction.

Chapter 2 deals with shape optimization in contact problems with the Tresca model of friction and a solution-dependent coefficient of friction. After recalling briefly the main results of [43] we move onto the discrete shape optimization problem, prove its solvability and conduct sensitivity analysis based on modern tools from variational analysis.

The structure of Chapter 3, where we investigate shape opimization in contact problems with Coulomb friction and a solution-dependent coefficient of friction, very much resembles that of Chapter 2. However, in this case we treat only the discretized shape optimization problem: Lipschitz continuity of $S$ and solvability of the shape optimization problem is proved. Again, sensitivity analysis represents the core of the chapter, providing for a subgradient of the cost functional in numerical experiments.

Chapter 4 introduces first the tools used for the numerical realization of contact shape optimization problems: the bundle trust minimization algorithm, solution of the state problems and the adjoint equations, then finally several examples are presented.

For the sake of completeness and convenience of the reader, we provide a summary of those basic tools from nonsmooth and variational analysis (Clarke's and Mordukhovich's calculus) in Appendix A that are used extensively throughout Chapters 2 and 3.

## Chapter 1

## Contact problems with various models of friction

In the following introductory chapter we describe the state problems, parametrized by the geometry of the underlying domain. This will play central role in the subsequent chapters dealing with finding an optimal value of this parameter. We start our exposition with the classical Signorini problem in linearized elasticity (posed originally in [51] and solved in [13, 14], paving the ground for the theory of variational inequalities) combined with the most basic model of friction, the so-called Tresca law. Due to its simplicity, this problem has been thoroughly analyzed and questions concerning its (unique) solvability answered satisfactorily (see e.g. the monographs [11, 22, 24] on unilateral contact problems). Based on the aforementioned problem we introduce and analyze properties of contact problems with "generalized" Tresca and Coulomb laws of friction, where we allow the coefficient of friction $\mathfrak{F}$ to depend on the unknown solution (see also [19, 20] and [30, 31] for the three-dimensional case). In particular, the classical and weak formulations of these frictional contact problems shall be presented, followed by their finite element discretization. Conditions guaranteeing existence and uniqueness of the corresponding solutions will be recalled. Note, that in shape optimization one does not deal with a particular state problem, but rather a family of problems, which differ in their geometry, i.e. the domain of definition of the unknown solution. Therefore, throughout the presentation below a parameter $\alpha$ will occur, that determines the shape of the underlying domain. Special attention will paid to the unique solvability of the discrete state problems with respect to $\alpha$.

### 1.1 The Signorini problem with given friction

We start with some basic notions from the theory of linearized elasticity and contact mechanics. Let a planar, elastic body, in its reference configuration, be represented by the domain $\Omega \subset \mathbb{R}^{2}$ with Lipschitz boundary $\partial \Omega$ (later the geome$\operatorname{try}$ of $\Omega$ will be further specified). Assume that $\partial \Omega$ is composed of three nonempty, pairwise disjoint and relatively open parts $\Gamma_{D}, \Gamma_{N}, \Gamma_{C}$ so that $\partial \Omega=\bar{\Gamma}_{D} \cup \bar{\Gamma}_{N} \cup \bar{\Gamma}_{C}$. The body $\Omega$ is subject to volume forces of density $\boldsymbol{F}: \Omega \rightarrow \mathbb{R}^{2}$ and surface tractions of density $\boldsymbol{P}: \Gamma_{N} \rightarrow \mathbb{R}^{2}$, while $\Omega$ is clamped on $\Gamma_{D}$. The classical Signorini problem consists in finding a displacement field $\boldsymbol{u}: \bar{\Omega} \rightarrow \mathbb{R}^{2}$ such that the deformed body is in equilibrium with the forces acting upon it, whereas, in addition,
one assumes the presence of a perfectly rigid obstacle $\Xi \subset \mathbb{R}^{2}$ (i.e., $\Xi$ does not undergo any deformation). The so-called contact boundary $\Gamma_{C}$ is the part of $\partial \Omega$, where $\Omega$ may become in contact with $\Xi$, but can not penetrate into it (see Figure 1.1). In the classical Signorini problem the contact along $\Gamma_{C}$ is assumed to be frictionless, but it will not be our case.


Figure 1.1: 2D Signorini problem.
In order to present the differential equations the unknown displacement field $\boldsymbol{u}$ has to satisfy, we introduce the following notation: $\varepsilon(\boldsymbol{u}):=\frac{1}{2}\left(\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}\right)$ shall denote the linearized strain tensor; the stress tensor $\sigma: \Omega \rightarrow \mathbb{R}^{2 \times 2}$ will be linked to $\varepsilon$ by means of a linear Hooke's law, determined by the fourth-order stiffness tensor $\mathcal{C}: \mathbb{R}^{2 \times 2} \rightarrow \mathbb{R}^{2 \times 2}$. Denoting by $\nu: \partial \Omega \rightarrow \mathbb{R}^{2}$ the unit outward normal to $\partial \Omega$, one defines the normal component of the displacement along $\partial \Omega$ as $u_{n}:=\left(\left.\boldsymbol{u}\right|_{\partial \Omega}\right) \cdot \boldsymbol{\nu}$ and the stress vector as $\boldsymbol{T}:=\sigma \boldsymbol{\nu}$. The normal stress is defined as the normal component of the stress vector, i.e. $T_{n}:=\sigma \boldsymbol{\nu} \cdot \boldsymbol{\nu}$ and the tangential stress as $\boldsymbol{T}_{t}:=\boldsymbol{T}-T_{n} \boldsymbol{\nu}$.

By the classical solution to the Signorini problem with Tresca friction we mean any displacement field $\boldsymbol{u}: \bar{\Omega} \rightarrow \mathbb{R}^{2}$ satisfying the following system of differential equations and boundary conditions (abbreviated as b.c. below):
(equilibrium equation)

$$
\begin{equation*}
\operatorname{div} \sigma+\boldsymbol{F}=\mathbf{0} \quad \text { in } \Omega, \tag{1.1}
\end{equation*}
$$

(Hooke's law)

$$
\begin{equation*}
\sigma=\mathcal{C} \varepsilon(\boldsymbol{u}) \quad \text { in } \Omega \tag{1.2}
\end{equation*}
$$

(Dirichlet b.c.)

$$
\begin{equation*}
\boldsymbol{u}=\mathbf{0} \quad \text { on } \Gamma_{D}, \tag{1.3}
\end{equation*}
$$

(Neumann b.c.)

$$
\begin{equation*}
\boldsymbol{T}=\boldsymbol{P} \quad \text { on } \Gamma_{N}, \tag{1.4}
\end{equation*}
$$

(unilateral b.c.)

$$
\begin{equation*}
u_{n} \leq d, \quad T_{n} \leq 0, \quad T_{n}\left(u_{n}-d\right)=0 \quad \text { on } \quad \Gamma_{C}, \tag{1.5}
\end{equation*}
$$

(frictional b.c.)

$$
\begin{equation*}
\left\|\boldsymbol{T}_{t}\right\| \leq \mathfrak{F} g, \quad \boldsymbol{u}_{t} \neq \mathbf{0} \Rightarrow \boldsymbol{T}_{t}=-\mathfrak{F} g \frac{\boldsymbol{u}_{t}}{\left\|\boldsymbol{u}_{t}\right\|} \quad \text { on } \quad \Gamma_{C} . \tag{1.6}
\end{equation*}
$$

The function $d: \Gamma_{C} \rightarrow \mathbb{R}_{+}$appearing in (1.5) is called the gap (or distance) function and the first inequality (1.5) 1 models the fact that the gap between the deformed body and the rigid obstacle is positive or equal to zero; by $(1.5)_{2}$ we exclude adhesion (only compression is allowed); finally, the complementarity condition (1.5) 3 says that pressure may occur only at points of contact. Here we complement the contact boundary conditions on $\Gamma_{C}$ with the simplest model of friction, the Tresca law, or the so-called model with given friction (1.6). It says that no slip occurs until the shear stress does not attain a certain threshold value, given by the product of the coefficient of friction $\mathfrak{F}: \Gamma_{C} \rightarrow \mathbb{R}_{+}$and an a priori given function $g: \Gamma_{C} \rightarrow \mathbb{R}_{+}$called the slip bound. Note that (1.6) is merely a simplification of the physically more relevant and widely used Coulomb law of friction, that will be introduced and discussed later in this chapter.

Now we specify the geometrical setting of the contact problem that will be dealt with in the sequel. In particular, we assume that the rigid obstacle is flat and the elastic body is represented by a "rectangle" with curved contact zone only (since our goal is to optimize the contact boundary, this does not represent a relevant simplification)-see Figure 1.2. Therefore, by a suitable choice of the coordinate system, $\Xi=\mathbb{R} \times \mathbb{R}_{-}$(recall, that $\Xi$ denotes the obstacle) and $\Omega \subset$ $\widehat{\Omega}:=(0, a) \times(0, b)$, as shown in Figure 1.2, Further, we assume that $\Gamma_{C}$ can be described by one Lipschitz continuous function $\alpha$, i.e. $\bar{\Gamma}_{C}=\operatorname{Gr} \alpha$. This parameter


Figure 1.2: Geometry of our contact problem.
$\alpha$, called the design variable in context of optimal shape design, is going to be subject to optimization in the forthcoming chapters. An optimal $\alpha$ will be sought in the admissible set

$$
\begin{align*}
\mathcal{U}_{a d}:=\left\{\alpha \in C^{0,1}([0, a]) \mid\right. & 0 \leq \alpha \leq C_{0} \text { in }[0, a], \\
& \left|\alpha^{\prime}\right| \leq C_{1} \text { a.e. in }(0, a),  \tag{1.7}\\
& \left.C_{21} \leq \int_{0}^{a} \alpha\left(x_{1}\right) d x_{1} \leq C_{22}\right\} .
\end{align*}
$$

We assume that the positive constants $C_{0}, C_{1}, C_{21}, C_{22}$ are given in such a way that $\mathcal{U}_{a d} \neq \emptyset$. Thus the elastic body $\Omega$ with $\bar{\Gamma}_{C}=\operatorname{Gr} \alpha$ becomes

$$
\Omega=\Omega(\alpha):=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \mid 0<x_{1}<a, \alpha\left(x_{1}\right)<x_{2}<b\right\}
$$

and the third condition in (1.7) translates to $\widetilde{C}_{21} \leq \operatorname{meas} \Omega(\alpha) \leq \widetilde{C}_{22}$ with $\widetilde{C}_{21}=$ $a b-C_{22}$ and $\widetilde{C}_{22}=a b-C_{21}$. In particular, by setting $C_{21}=C_{22}$ one may enforce that all admissible bodies in

$$
\mathcal{O}:=\left\{\Omega(\alpha) \mid \alpha \in \mathcal{U}_{a d}\right\}
$$

have the same volume.
Next, let us reformulate the general contact conditions (1.5) and (1.6), exploiting the special geometry described above. First of all, note that the inequality (1.5) 1 represents only an approximation of the nonpenetration condition between two bodies in the framework of small deformations. In general, (1.5) 1 does not guarantee that the deformed body stays above the obstacle, e.g. Figure 1.3 depicts an example of $\Omega$ penetrating into $\Xi$. Therefore, we will consider a modified ver-


Figure 1.3: Penetration into the obstacle.
sion of the complementarity system (1.5), which ensures nonpenetration exactly, along the whole $\Gamma_{C}$ :

$$
\begin{equation*}
-u_{2}(\boldsymbol{x}) \leq x_{2}, \quad T_{2}(\boldsymbol{x}) \geq 0, \quad T_{2}(\boldsymbol{x})\left(u_{2}(\boldsymbol{x})+x_{2}\right)=0 \quad \text { for } \quad \boldsymbol{x} \in \Gamma_{C} \tag{1.8}
\end{equation*}
$$

The corresponding friction conditions then take the form:

$$
\begin{equation*}
\left|T_{1}\right| \leq \mathfrak{F} g, \quad u_{1} \neq 0 \Rightarrow T_{1}=-\mathfrak{F} g \operatorname{sgn}\left(u_{1}\right) \quad \text { on } \quad \Gamma_{C} . \tag{1.9}
\end{equation*}
$$

Convention. Note that (1.8)-(1.9) and (1.5)-(1.6) are equivalent, provided that $\boldsymbol{\nu}(\boldsymbol{x})=(0,-1)^{T} \forall \boldsymbol{x} \in \Gamma_{C}$ in the chosen coordinate system, i.e. if $\Gamma_{C}$ is affine. Therefore, given any vector field $\boldsymbol{v}: \Gamma_{C} \rightarrow \mathbb{R}^{2}$, we will sometimes use the more illustrative terms of tangential and normal component for the coordinate functions $v_{1}, v_{2}$, respectively.

Although until the end of this chapter the parameter $\alpha \in \mathcal{U}_{a d}$ will be fixed (unless stated otherwise), the notation shall highlight the fact, that a given quantity depends on this parameter. To this end, we will write e.g. $\Gamma_{C}(\alpha), \boldsymbol{L}_{\alpha}, \boldsymbol{u}(\alpha)$, etc.

### 1.1.1 Primal variational formulation

Let us proceed with the weak formulation of (1.1)-(1.4) and (1.8)-(1.9). In order to do so, let us introduce the following function spaces:

$$
\begin{aligned}
& V(\alpha):=\left\{v \in H^{1}(\Omega(\alpha)) \mid v=0 \text { on } \Gamma_{D}(\alpha)\right\}, \\
& \boldsymbol{V}(\alpha):=V(\alpha) \times V(\alpha) \\
& \boldsymbol{K}(\alpha):=\left\{\boldsymbol{v} \in \boldsymbol{V}(\alpha) \mid-v_{2} \leq d_{\alpha} \text { on } \Gamma_{C}(\alpha)\right\},
\end{aligned}
$$

where the equality and inequality conditions on parts of the boundary $\partial \Omega(\alpha)$ are meant in the sense of traces, and the distance function $d_{\alpha}$ is given by (cf. (1.8)):

$$
d_{\alpha}(\boldsymbol{x}):=\alpha\left(x_{1}\right) \quad \forall \boldsymbol{x} \in \Gamma_{C}(\alpha) .
$$

As usual, the weak formulation of the problem (1.1)-(1.4), (1.8)-(1.9) can be easily derived by multiplying (1.1) by $(\boldsymbol{v}-\boldsymbol{u})$ for some $\boldsymbol{v} \in \boldsymbol{K}(\alpha)$, applying the Green theorem and using the fact that $\boldsymbol{T} \cdot(\boldsymbol{v}-\boldsymbol{u})=T_{1}\left(v_{1}-u_{1}\right)+T_{2}\left(v_{2}-u_{2}\right)$. In the end, one arrives at the following definition:

Definition 1. By a weak solution to the Signorini problem with given friction we mean any function $\boldsymbol{u}:=\boldsymbol{u}(\alpha) \in \boldsymbol{K}(\alpha)$ satisfying the following variational inequality:

$$
\left.\begin{array}{l}
\text { Find } \boldsymbol{u} \in \boldsymbol{K}(\alpha) \text { such that: } \\
a_{\alpha}(\boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u})+j_{\alpha}(\boldsymbol{v})-j_{\alpha}(\boldsymbol{u}) \geq L_{\alpha}(\boldsymbol{v}-\boldsymbol{u}) \quad \forall \boldsymbol{v} \in \boldsymbol{K}(\alpha),
\end{array}\right\}
$$

where the bilinear form $a_{\alpha}$, linear form $L_{\alpha}$ and convex, proper functional $j_{\alpha}$, respectively, are given by:

$$
\begin{align*}
a_{\alpha}(\boldsymbol{u}, \boldsymbol{v}) & :=\int_{\Omega(\alpha)} \mathcal{C} \varepsilon(\boldsymbol{u}): \varepsilon(\boldsymbol{v}) d \boldsymbol{x} \quad \forall \boldsymbol{u}, \boldsymbol{v} \in \boldsymbol{H}^{1}(\Omega(\alpha)),  \tag{1.10}\\
L_{\alpha}(\boldsymbol{v}) & :=\int_{\Omega(\alpha)} \boldsymbol{F} \cdot \boldsymbol{v} d \boldsymbol{x}+\int_{\Gamma_{N}(\alpha)} \boldsymbol{P} \cdot \boldsymbol{v} d s \quad \forall \boldsymbol{v} \in \boldsymbol{H}^{1}(\Omega(\alpha)),  \tag{1.11}\\
j_{\alpha}(\boldsymbol{v}) & :=\int_{\Gamma_{C}(\alpha)} \mathfrak{F} g\left|v_{1}\right| d s \quad \forall \boldsymbol{v} \in \boldsymbol{H}^{1}(\Omega(\alpha)) . \tag{1.12}
\end{align*}
$$

Concerning the regularity of the data, we will assume the following:
(D1) $\boldsymbol{F} \in \boldsymbol{L}^{2}(\widehat{\Omega})$,
(D2) $\boldsymbol{P} \in \boldsymbol{H}^{1}(\widehat{\Omega})$,
(D3) $\mathcal{C}=\left(c_{i j k l}\right)_{i, j, k, l=1}^{2}$, where $c_{i j k l} \in L^{\infty}(\widehat{\Omega})$ and satisfy the usual symmetry and ellipticity conditions:

$$
\begin{aligned}
& c_{i j k l}=c_{j i k l}=c_{k l i j} \quad \forall i, j, k, l \in\{1,2\}, \\
& \exists C_{\text {ell }}>0: \mathcal{C} \xi: \xi \geq C_{\text {ell }}\|\xi\|^{2} \quad \forall \xi \in \mathbb{R}^{2 \times 2}, \xi^{T}=\xi
\end{aligned}
$$

Moreover, to ensure uniform coercivity of $a_{\alpha}$ on $\boldsymbol{V}(\alpha) \times \boldsymbol{V}(\alpha)$ with respect to $\alpha \in \mathcal{U}_{a d}$, we will assume that
(A4) $\exists \epsilon_{D}>0 \forall \alpha \in \mathcal{U}_{a d}: \operatorname{meas}\left(\Gamma_{D}(\alpha)\right) \geq \epsilon_{D}$.
The symbols $\mathcal{C}, \boldsymbol{F}, \boldsymbol{P}$, appearing in (1.10) and (1.11) are then to be understood as restrictions of the mappings declared in (D1)-(D3) onto $\Omega(\alpha)$ and $\Gamma_{N}(\alpha)$, respectively. Conditions on $\mathfrak{F}$ and $g$, guaranteeing existence of a weak solution, are specified below.

Theorem 1. Let $\mathfrak{F} \in L^{\infty}\left(\Gamma_{C}(\alpha)\right), \mathfrak{F} \geq 0$ and $g \in L^{2}\left(\Gamma_{C}(\alpha)\right), g \geq 0$ be given. Then $\overline{\mathcal{A}(\alpha)}$ has a unique solution $\boldsymbol{u} \in \boldsymbol{K}(\alpha)$. Moreover, $\boldsymbol{u}$ may be equivalently characterized as the (unique) solution of the variational problem

$$
\left.\begin{array}{ll}
\text { minimize } & \frac{1}{2} a_{\alpha}(\boldsymbol{v}, \boldsymbol{v})+j_{\alpha}(\boldsymbol{v})-L_{\alpha}(\boldsymbol{v})  \tag{1.13}\\
\text { subj. to } & \boldsymbol{v} \in \boldsymbol{K}(\alpha) .
\end{array}\right\}
$$

Proof. See e.g. [22].

### 1.1.2 Mixed variational formulation

Yet another reformulation of $(\mathcal{A}(\alpha))$ (or (1.13)) is the so-called mixed formulation, involving Lagrange multipliers for releasing the nonpenetration condition. This way the constrained minimization problem (1.13) can be turned into a saddlepoint problem (for more details on the Lagrange multiplier technique in convex optimization the reader is kindly referred to [12]). Before giving the anounced mixed formulation, we will need some more notation to introduce the Lagrange multiplier space:

$$
\begin{align*}
& X(\alpha):=\left\{\varphi \in L^{2}\left(\Gamma_{C}(\alpha)\right) \mid \exists v \in V(\alpha): v=\varphi \text { on } \Gamma_{C}(\alpha)\right\},  \tag{1.14}\\
& X_{+}(\alpha):=\left\{\varphi \in X(\alpha) \mid \varphi \geq 0 \text { on } \Gamma_{C}(\alpha)\right\},  \tag{1.15}\\
& X^{\prime}(\alpha) \text { denotes the topological dual to } X(\alpha),  \tag{1.16}\\
& X_{+}^{\prime}(\alpha):=\left\{\mu \in X^{\prime}(\alpha) \mid\langle\mu, \varphi\rangle_{X^{\prime}(\alpha), X(\alpha)} \geq 0 \forall \varphi \in X_{+}(\alpha)\right\} . \tag{1.17}
\end{align*}
$$

It can be easily seen that

$$
\boldsymbol{v} \in \boldsymbol{K}(\alpha) \Leftrightarrow \boldsymbol{v} \in \boldsymbol{V}(\alpha) \text { and }\left\langle\mu, v_{2}+d_{\alpha}\right\rangle_{X^{\prime}(\alpha), X(\alpha)} \geq 0 \forall \mu \in X_{+}^{\prime}(\alpha) .
$$

In light of the above characterization of the closed, convex cone $\boldsymbol{K}(\alpha)$, the Lagrangian corresponding to (1.13) is given for each $(\boldsymbol{v}, \mu) \in \boldsymbol{V}(\alpha) \times X_{+}^{\prime}(\alpha)$ by

$$
\mathcal{L}_{\alpha}(\boldsymbol{v}, \mu):=\frac{1}{2} a_{\alpha}(\boldsymbol{v}, \boldsymbol{v})+j_{\alpha}(\boldsymbol{v})-L_{\alpha}(\boldsymbol{v})-\left\langle\mu, v_{2}+d_{\alpha}\right\rangle_{X^{\prime}(\alpha), X(\alpha)} .
$$

Let us recall that by a saddle-point of $\mathcal{L}_{\alpha}$ we mean a pair $(\boldsymbol{u}, \lambda) \in \boldsymbol{V}(\alpha) \times X_{+}^{\prime}(\alpha)$ satisfying:

$$
\mathcal{L}_{\alpha}(\boldsymbol{u}, \mu) \leq \mathcal{L}_{\alpha}(\boldsymbol{u}, \lambda) \leq \mathcal{L}_{\alpha}(\boldsymbol{v}, \lambda) \quad \forall(\boldsymbol{v}, \mu) \in \boldsymbol{V}(\alpha) \times X_{+}^{\prime}(\alpha) .
$$

In the context of mixed variational formulations, $\boldsymbol{v}$ is called the primal variable and $\mu$ the dual variable, explaining also the title of the previous section.
Concerning the existence of saddle-points of the Lagrangian, we may state following result.

Theorem 2. Let the assumptions of Theorem 1 be fulfilled. Then $\mathcal{L}_{\alpha}$ has exactly one saddle-point $(\boldsymbol{u}, \lambda) \in \boldsymbol{K}(\alpha) \times X_{+}^{\prime}(\alpha)$, that is also the only solution of:

Find $(\boldsymbol{u}, \lambda) \in \boldsymbol{V}(\alpha) \times X_{+}^{\prime}(\alpha)$ such that:
$\left.\begin{array}{l}a_{\alpha}(\boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u})+j_{\alpha}(\boldsymbol{v})-j_{\alpha}(\boldsymbol{u}) \\ \\ \quad \geq L_{\alpha}(\boldsymbol{v}-\boldsymbol{u})+\left\langle\lambda, v_{2}-u_{2}\right\rangle_{X^{\prime}(\alpha), X(\alpha)} \\ \left\langle\mu-\lambda, u_{2}+d_{\alpha}\right\rangle_{X^{\prime}(\alpha), X(\alpha) \geq 0} \geq 0 \quad \forall \mu \in X_{+}^{\prime}(\alpha) .\end{array}\right\} \quad(\overline{\mathcal{A}}(\alpha))$,
Moreover, the first component of the saddle-point satisfies: $\boldsymbol{u} \in \boldsymbol{K}(\alpha)$ and is the unique solution of $\left(\mathcal{A}(\alpha)\right.$, whereas $\lambda=T_{2}(\boldsymbol{u})$.

Proof. Existence and uniqueness of the saddle-point follows from [12]; for the second assertion see [22].

The saddle-point system $(\overline{\mathcal{A}}(\alpha))$ is called the mixed formulation of $(\overline{\mathcal{A}(\alpha))}$ and it is this formulation we will consider in our state problems, since it allows for the direct computation of the normal contact stress $T_{2}$, as well.

### 1.1.3 Approximation

 finite element method. Throughout this section let the discretization parameter $h:=a /(p-1)$, for some $p \in \mathbb{N}, p \geq 2$, be fixed, and denote by $\Delta_{h}=\left\{0=a^{1}<\right.$ $\left.a^{2}<\cdots<a^{p}=a\right\}$ the equidistant partition of $[0, a]$, i.e. $a^{i}:=(i-1) h \forall i=$ $1, \ldots, p$. Let the symbol $\mathbb{P}_{1}\left(\Delta_{h}\right)$ stand for the set of all piecewise affine functions over $\Delta_{h}$ and let $\alpha_{h} \in \mathcal{U}_{a d}^{h}:=\mathbb{P}_{1}\left(\Delta_{h}\right) \cap \mathcal{U}_{a d}$ be given (nonemptiness of $\mathcal{U}_{a d}^{h}$ is implicitly assumed). On the polygonal domain $\Omega\left(\alpha_{h}\right)$ we introduce a triangulation $\mathcal{T}_{h}\left(\alpha_{h}\right)$, that meets the following requirements:
(T1) the nodes of $\mathcal{T}_{h}\left(\alpha_{h}\right)$ lie on the lines $\left\{a^{i}\right\} \times \mathbb{R}, i=1, \ldots, p$ for all $\alpha_{h} \in \mathcal{U}_{a d}^{h} ;$
(T2) the number of nodes in $\mathcal{T}_{h}\left(\alpha_{h}\right)$ as well as the neighbours of each triangle from $\mathcal{T}_{h}\left(\alpha_{h}\right)$ are the same for all $\alpha_{h} \in \mathcal{U}_{a d}^{h}$;
(T3) the position of nodes of $\mathcal{T}_{h}\left(\alpha_{h}\right)$ depends smoothly on changes of $\alpha_{h} \in \mathcal{U}_{a d}^{h}$;
(T4) the triangulations $\mathcal{T}_{h}\left(\alpha_{h}\right)$ are compatible with the decomposition of $\partial \Omega\left(\alpha_{h}\right)$ into $\Gamma_{C}\left(\alpha_{h}\right), \Gamma_{D}\left(\alpha_{h}\right)$ and $\Gamma_{N}\left(\alpha_{h}\right)$ for all $\alpha_{h} \in \mathcal{U}_{a d}^{h}$.
The triangulations $\mathcal{T}_{h}\left(\alpha_{h}\right)$ from the system $\left\{\mathcal{T}_{h}\left(\alpha_{h}\right) \mid \alpha_{h} \in \mathcal{U}_{\text {ad }}^{h}\right\}$ satisfying (T2)(T4) are called topologically equivalent. On $\mathcal{T}_{h}\left(\alpha_{h}\right)$ we define the standard, conforming piecewise linear finite element space

$$
\begin{aligned}
V_{h}\left(\alpha_{h}\right):=\mathbb{P}_{1}\left(\mathcal{T}_{h}\right) \cap V\left(\alpha_{h}\right)=\left\{v_{h} \in C\left(\bar{\Omega}\left(\alpha_{h}\right)\right) \mid\right. & \left.v_{h}\right|_{K} \in P_{1}(K) \forall K \in \mathcal{T}_{h}\left(\alpha_{h}\right), \\
& \left.v_{h}=0 \text { on } \bar{\Gamma}_{D}\left(\alpha_{h}\right)\right\}
\end{aligned}
$$

and

$$
\boldsymbol{V}_{h}\left(\alpha_{h}\right):=V_{h}\left(\alpha_{h}\right) \times V_{h}\left(\alpha_{h}\right) .
$$

Let further:

$$
\boldsymbol{K}_{h}\left(\alpha_{h}\right):=\boldsymbol{V}_{h}\left(\alpha_{h}\right) \cap \boldsymbol{K}\left(\alpha_{h}\right)=\left\{\boldsymbol{v}_{h} \in \boldsymbol{V}_{h}\left(\alpha_{h}\right) \mid-v_{h 2} \leq d_{\alpha_{h}} \text { on } \bar{\Gamma}_{C}\left(\alpha_{h}\right)\right\}
$$

where, for simplicity of presentation, we assume that $\bar{\Gamma}_{D}\left(\alpha_{h}\right) \cap \bar{\Gamma}_{C}\left(\alpha_{h}\right)=\emptyset$, i.e. all nodes $\boldsymbol{A}^{i}=\left(a^{i}, \alpha_{h}\left(a^{i}\right)\right), i=1, \ldots, p$ are contact nodes, for each $\alpha_{h} \in \mathcal{U}_{a d}^{h}$. Notice, that since both $v_{h 2}$ and $d_{\alpha_{h}}$ are piecewise linear over the same partition of $\Gamma_{C}\left(\alpha_{h}\right)$, it holds that $\boldsymbol{K}_{h}\left(\alpha_{h}\right) \neq \emptyset$. Finally, let $r_{h}: C\left(\bar{\Gamma}_{C}\left(\alpha_{h}\right)\right) \rightarrow \mathbb{P}_{1}\left(\left.\mathcal{T}_{h}\left(\alpha_{h}\right)\right|_{\Gamma_{C}\left(\alpha_{h}\right)}\right) \cap$ $C\left(\bar{\Gamma}_{C}\left(\alpha_{h}\right)\right)$ denote the piecewise linear Lagrange interpolation operator on the partition $\left.\mathcal{T}_{h}\left(\alpha_{h}\right)\right|_{\Gamma_{C}\left(\alpha_{h}\right)}$ of $\bar{\Gamma}_{C}\left(\alpha_{h}\right)$. Now we state the discretized version of our contact problem as follows.

Definition 2. By a discrete solution of the Signorini problem with given friction we mean any function $\boldsymbol{u}_{h} \in \boldsymbol{K}_{h}\left(\alpha_{h}\right)$ satisfying:

$$
\left.\begin{array}{l}
\text { Find } \boldsymbol{u}_{h} \in \boldsymbol{K}_{h}\left(\alpha_{h}\right) \text { such that for all } \boldsymbol{v}_{h} \in \boldsymbol{K}_{h}\left(\alpha_{h}\right): \\
a_{\alpha_{h}}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right)+j_{h, \alpha_{h}}\left(\boldsymbol{v}_{h}\right)-j_{h, \alpha_{h}}\left(\boldsymbol{u}_{h}\right) \geq L_{\alpha_{h}}\left(\boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right),
\end{array}\right\} \quad\left(\mathcal{A}_{h}\left(\alpha_{h}\right)\right)
$$

where

$$
\begin{equation*}
j_{h, \alpha_{h}}\left(\boldsymbol{v}_{h}\right):=\int_{\Gamma_{C}\left(\alpha_{h}\right)} \mathfrak{F} g r_{h}\left|v_{h 1}\right| d s \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{V}_{h}\left(\alpha_{h}\right) . \tag{1.18}
\end{equation*}
$$

Remark 1. The use of the Lagrange interpolation operator in (1.18) might seem unjustified. Nevertheless, it will make more sense in the model with Coulomb's law of friction. At this point just let us note, that the convex functional $j_{\alpha}$ in (1.12) can be defined with $g \in X^{\prime}(\alpha)$ as well: $j_{\alpha}(\boldsymbol{v})=\langle\mathfrak{F} g,| v_{1}| \rangle_{X^{\prime}(\alpha), X(\alpha)} \forall \boldsymbol{v} \in \boldsymbol{V}(\alpha)$. Its discretization then involves a functional $g_{h} \in X_{h}^{\prime}\left(\alpha_{h}\right)$, where the definition of the discrete trace space $X_{h}\left(\alpha_{h}\right)$ is analogous to (1.14) (see also below).

Since the discretization introduced above is conforming, i.e. $\boldsymbol{V}_{h}\left(\alpha_{h}\right) \subset \boldsymbol{V}\left(\alpha_{h}\right)$ and $\boldsymbol{K}_{h}\left(\alpha_{h}\right) \subset \boldsymbol{K}\left(\alpha_{h}\right)$, and $j_{h, \alpha_{h}}$ is convex, lower semicontinuous, the following theorem is obvious (compare with Theorem (1).

Theorem 3. Let the assumptions of Theorem $\mathbb{1}$ hold. Then $\left(\mathcal{A}_{h}\left(\alpha_{h}\right)\right)$ has exactly one solution $\boldsymbol{u}_{h} \in \boldsymbol{K}_{h}\left(\alpha_{h}\right)$. Moreover, $\boldsymbol{u}_{h}$ is the unique solution of the following convex optimization problem:

$$
\left.\begin{array}{ll}
\text { minimize } & \frac{1}{2} a_{\alpha_{h}}\left(\boldsymbol{v}_{h}, \boldsymbol{v}_{h}\right)+j_{h, \alpha_{h}}\left(\boldsymbol{v}_{h}\right)-L_{\alpha_{h}}\left(\boldsymbol{v}_{h}\right),  \tag{1.19}\\
\text { subj. to } & \boldsymbol{v}_{h} \in \boldsymbol{K}_{h}\left(\alpha_{h}\right) .
\end{array}\right\}
$$

Next we turn to the discretization of the mixed problem $\left(\overline{\mathcal{A}}\left(\alpha_{h}\right)\right)$. One of the advantages of the mixed variational formulation is that it allows the (almost) independent approximation of the primal and dual variables, i.e. the displacement $\boldsymbol{u}$ and normal contact stress $\lambda$ in our case. We will present two examples. However, before being able to do so, we need to introduce the discrete counterparts of the spaces (1.14)-(1.17).

Convention. For any function $\varphi \in \Gamma_{C}(\beta) \rightarrow \mathbb{R}$, defined on the contact boundary $\Gamma_{C}(\beta)$ for some $\beta \in \mathcal{U}_{a d}$, we will denote by $\widehat{\varphi}:(0, a) \rightarrow \mathbb{R}$ its transport onto ( $0, a$ ), i.e. $\widehat{\varphi}\left(x_{1}\right):=\varphi\left(x_{1}, \beta\left(x_{1}\right)\right)$ for $x_{1} \in(0, a)$.

Keeping this convention in mind, let (compare with (1.14)-(1.15) in the continuous setting):

$$
\begin{aligned}
& \widehat{X}_{h}:=\left\{\varphi_{h} \in L^{2}(0, a) \mid \exists \alpha_{h} \in \mathcal{U}_{a d}^{h} \exists v_{h} \in V_{h}\left(\alpha_{h}\right): \widehat{v}_{h}=\varphi_{h} \text { in }(0, a)\right\}, \\
& \widehat{X}_{h+}:=\left\{\varphi_{h} \in \widehat{X}_{h} \mid \varphi \geq 0 \text { in }(0, a)\right\} .
\end{aligned}
$$

It is easy to see, that $\widehat{X}_{h}$ is actually independent of $\alpha_{h}$ and $\widehat{X}_{h}=\mathbb{P}_{1}\left(\Delta_{h}\right) \cap C([0, a])$ (recall our assumption that $\bar{\Gamma}_{D}\left(\alpha_{h}\right) \cap \bar{\Gamma}_{C}\left(\alpha_{h}\right)=\emptyset$ ). Notice that in particular $\alpha_{h} \in \widehat{X}_{h+}$ holds.

The Lagrange multiplier set $X_{+}^{\prime}(\alpha)$, defined in (1.17), shall be approximated in the following manner. Let $\widehat{L}_{H}$ be a finite dimensional space that is in duality with $\widehat{X}_{h}$ and denote by $\langle\cdot, \cdot\rangle_{H h}: \widehat{L}_{H} \times \widehat{X}_{h} \rightarrow \mathbb{R}$ a duality pairing between the two spaces. Then, let $\widehat{\Lambda}_{H}$ denote the cone of all nonnegative elements of $\widehat{L}_{H}$, i.e. for each $\mu_{H} \in \widehat{\Lambda}_{H}$ it holds that: $\left\langle\mu_{H}, \varphi_{h}\right\rangle_{H h} \geq 0 \forall \varphi_{h} \in \widehat{X}_{h+}$. The only requirement concerning $\widehat{L}_{H}$ we shall need, is the following stability property:

$$
\begin{equation*}
\left[\left\langle\mu_{H}, \varphi_{h}\right\rangle_{H h}=0 \quad \forall \varphi_{h} \in \widehat{X}_{h}\right] \Rightarrow \mu_{H}=0 \tag{1.20}
\end{equation*}
$$

Now, the discrete Lagrangian on $\boldsymbol{V}_{h}\left(\alpha_{h}\right) \times \widehat{\Lambda}_{H}$ is given by:

$$
\mathcal{L}_{h H, \alpha_{h}}\left(\boldsymbol{v}_{h}, \mu_{H}\right):=\frac{1}{2} a_{\alpha_{h}}\left(\boldsymbol{v}_{h}, \boldsymbol{v}_{h}\right)+j_{h, \alpha_{h}}\left(\boldsymbol{v}_{h}\right)-L_{\alpha_{h}}\left(\boldsymbol{v}_{h}\right)-\left\langle\mu_{H}, \widehat{v}_{h 2}+\alpha_{h}\right\rangle_{H h} .
$$

The next result should be compared to Theorem 2,
Theorem 4. Let the assumptions of Theorem 1 and the condition (1.20) hold true. Then $\mathcal{L}_{h H, \alpha_{h}}$ has exactly one saddle-point $\left(\boldsymbol{u}_{h}, \lambda_{H}\right) \in \boldsymbol{V}_{h}\left(\alpha_{h}\right) \times \widehat{\Lambda}_{H}$. It can be determined as the unique solution of the saddle-point system:

$$
\left.\begin{array}{l}
\text { Find }\left(\boldsymbol{u}_{h}, \lambda_{H}\right) \in \boldsymbol{V}_{h}\left(\alpha_{h}\right) \times \widehat{\Lambda}_{H} \text { such that: } \\
a_{\alpha_{h}}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right)+j_{h, \alpha_{h}}\left(\boldsymbol{v}_{h}\right)-j_{h, \alpha_{h}}\left(\boldsymbol{u}_{h}\right) \\
\quad \geq L_{\alpha_{h}}\left(\boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right)+\left\langle\lambda_{H}, \widehat{v}_{h 2}-\widehat{u}_{h 2}\right\rangle_{H h} \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{V}_{h}\left(\alpha_{h}\right),  \tag{A}\\
\left\langle\mu_{H}-\lambda_{H}, \widehat{u}_{h 2}+\alpha_{h}\right\rangle_{H h} \geq 0 \quad \forall \mu_{H} \in \widehat{\Lambda}_{H} .
\end{array}\right\}
$$

Moreover, the first component $\boldsymbol{u}_{h}$ of the saddle-point is the (unique) solution of the variational inequality:

$$
\left.\begin{array}{l}
\text { Find } \boldsymbol{u}_{h} \in \boldsymbol{K}_{h H}\left(\alpha_{h}\right) \text { such that: }  \tag{hH}\\
a_{\alpha_{h}}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right)+j_{h, \alpha_{h}}\left(\boldsymbol{v}_{h}\right)-j_{h, \alpha_{h}}\left(\boldsymbol{u}_{h}\right) \\
\\
\geq L_{\alpha_{h}}\left(\boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right) \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{K}_{h H}\left(\alpha_{h}\right),
\end{array}\right\}
$$

where:

$$
\begin{equation*}
\boldsymbol{K}_{h H}\left(\alpha_{h}\right):=\left\{\boldsymbol{v}_{h} \in \boldsymbol{V}_{h}\left(\alpha_{h}\right) \mid-\left\langle\mu_{H}, \widehat{v}_{h 2}\right\rangle_{H h} \leq\left\langle\mu_{H}, \alpha_{h}\right\rangle_{H h} \forall \mu_{H} \in \widehat{\Lambda}_{H}\right\} . \tag{1.21}
\end{equation*}
$$

The second component $\lambda_{H}$ of the saddle-point is the Lagrange multiplier releasing the constraint $\boldsymbol{u}_{h} \in \boldsymbol{K}_{h H}\left(\alpha_{h}\right)$.

Proof. Follows from [12] and (1.20).
Notice that the "primal" variational inequality $\left(\mathcal{A}_{h H}\left(\alpha_{h}\right)\right)$ is, in general, different from $\mathcal{A}_{h}\left(\alpha_{h}\right)$, as demonstrated by the following two examples.

Example 1. First, we construct a "conforming" discretization of $(\overline{\mathcal{A}}(\alpha))$. To this end, let $\delta^{i}$ denote the Dirac measure concentrated in the $i$ th node of the partition
$\Delta_{h}, i=1, \ldots, p$ and define $\widehat{L}_{H}:=\operatorname{span}\left\{\delta^{1}, \ldots, \delta^{p}\right\}$, endowed with the standard duality pairing. Hence

$$
\widehat{\Lambda}_{H}=\left\{\mu_{H} \in \widehat{L}_{H} \mid \mu_{H}=\sum_{i=1}^{p} \mu_{i} \delta^{i}, \mu_{i} \in \mathbb{R}_{+} \forall i=1, \ldots, p\right\}
$$

and the stability condition (1.20) holds true. In addition:

$$
\begin{aligned}
\boldsymbol{K}_{h H}\left(\alpha_{h}\right) & =\left\{\boldsymbol{v}_{h} \in \boldsymbol{V}_{h}\left(\alpha_{h}\right) \mid-\widehat{v}_{h 2}\left(a^{i}\right) \leq \alpha_{h}\left(a^{i}\right) \forall i=1, \ldots, p\right\} \\
& =\boldsymbol{K}_{h}\left(\alpha_{h}\right) \subset \boldsymbol{K}\left(\alpha_{h}\right) .
\end{aligned}
$$

Therefore, in this case the first component of the solution to $\left(\overline{\mathcal{A}_{h H}\left(\alpha_{h}\right)}\right)$ is also the unique solution to the primal variational inequality $\left(\mathcal{A}_{h}\left(\alpha_{h}\right)\right)$.

Example 2. In this example we consider a more regular approximation for the Lagrange multiplier space, such that $\widehat{\Lambda}_{H} \subset L^{2}(0, a)$ holds. Given the equidistant partition $\Delta_{h}$ of $[0, a]$, we construct another partition $\Delta_{H}:=\left\{0=a^{1 / 2}<a^{3 / 2}<\right.$ $\left.\cdots<a^{p+1 / 2}=a\right\}$ by setting $a^{i+1 / 2}:=\frac{1}{2}\left(a^{i}+a^{i+1}\right) \forall i=1, \ldots, p-1$ as shown in Figure 1.4. Now let $S^{j}:=\left(a^{j-1 / 2}, a^{j+1 / 2}\right)$ and $\chi^{j}$ be the characteristic function of


Figure 1.4: Partition $\Delta_{H}$.
$S^{j}, j=1, \ldots, p$. Then we define

$$
\widehat{L}_{H}:=\mathbb{P}_{0}\left(\Delta_{H}\right)=\operatorname{span}\left\{\chi^{1}, \ldots, \chi^{p}\right\}
$$

to be the space of piecewise constant functions over $\Delta_{H}$ and

$$
\widehat{\Lambda}_{H}=\left\{\mu_{H} \in \widehat{L}_{H} \mid \mu_{H}=\sum_{i=1}^{p} \mu_{i} \chi^{i}, \mu_{i} \in \mathbb{R}_{+}, \forall i=1, \ldots, p\right\} .
$$

Taking the $L^{2}(0, a)$-scalar product as the duality pairing between $\widehat{L}_{H}$ and $\widehat{X}_{h}$, we see that the stability condition (1.20) is satisfied. On the other hand, one gets:

$$
\boldsymbol{K}_{h H}\left(\alpha_{h}\right)=\left\{\boldsymbol{v}_{h} \in \boldsymbol{V}_{h}\left(\alpha_{h}\right) \mid-\int_{S^{j}} \widehat{v}_{h 2} d x_{1} \leq \int_{S^{j}} \alpha_{h} d x_{1} \forall j=1, \ldots, p\right\},
$$

i.e. the first component of the saddle-point satisfies the nonpenetration condition only in the sense of integral averages. Since $\boldsymbol{K}_{h H}\left(\alpha_{h}\right) \nsubseteq \boldsymbol{K}\left(\alpha_{h}\right)$, we speak of an external approximation of $\boldsymbol{K}\left(\alpha_{h}\right)$.

### 1.1.4 Algebraic formulation

When deriving the algebraic form of the discretized mixed-type contact problem $\left(\overline{\mathcal{A}_{h H}}\left(\alpha_{h}\right)\right.$, i.e. in terms of algebraic equations and inequalities, we proceed as follows. First, let us denote $n:=\operatorname{dim} \boldsymbol{V}_{h}\left(\alpha_{h}\right){ }^{1}$ and by construction we have $p=\operatorname{dim} \widehat{X}_{h}$. Denoting the Lagrange basis functions of these piecewise linear finite element spaces by $\left\{\varphi_{h}^{1}, \ldots, \varphi_{h}^{n}\right\}$ and $\left\{\psi_{h}^{1}, \ldots, \psi_{h}^{p}\right\}$, respectively, we immediately see that $\boldsymbol{V}_{h}\left(\alpha_{h}\right)$ is homeomorphic to $\mathbb{R}^{n}$, and the discrete admissible set $\mathcal{U}_{a d}^{h}$ can be identified with the convex, compact set

$$
\begin{align*}
U_{a d}:=\left\{\boldsymbol{\alpha} \in \mathbb{R}_{+}^{p} \mid\right. & 0 \leq \alpha_{i} \leq C_{0} \forall i=1, \ldots, p, \\
& \left|\alpha_{i}-\alpha_{i+1}\right| \leq C_{1} h \forall i=1, \ldots, p-1,  \tag{1.22}\\
& \left.\frac{2}{h} C_{21} \leq \sum_{i=1}^{p-1}\left(\alpha_{i}+\alpha_{i+1}\right) \leq \frac{2}{h} C_{22}\right\} .
\end{align*}
$$

In the sequel, unless stated otherwise, $\boldsymbol{\alpha} \in U_{a d}$ will be fixed and we will consider the mixed problem $\left(\overline{\mathcal{A}}_{h H}\left(\alpha_{h}\right) \mid\right.$, where $\alpha_{h} \in \mathcal{U}_{a d}^{h}$ has the coordinates $\boldsymbol{\alpha}$ with respect to the basis $\left\{\psi_{h}^{1}, \ldots, \psi_{h}^{p}\right\}$. For $\boldsymbol{u}_{h}, \boldsymbol{v}_{h} \in \boldsymbol{V}_{h}\left(\alpha_{h}\right)$ denote their coordinates with respect to $\left\{\varphi_{h}^{1}, \ldots, \varphi_{h}^{n}\right\}$ by $\boldsymbol{u} \in \mathbb{R}^{n}$ and $\boldsymbol{v} \in \mathbb{R}^{n}$, respectively. The coordinates of $\widehat{v}_{h 1}, \widehat{v}_{h 2} \in \widehat{X}_{h}$ with respect to $\left\{\psi_{h}^{1}, \ldots, \psi_{h}^{p}\right\}$ shall be denoted in order by $\boldsymbol{v}_{\tau} \in \mathbb{R}^{p}$ and $\boldsymbol{v}_{\nu} \in \mathbb{R}^{p}$. It is easy to see that $\left(\boldsymbol{v}_{\tau}\right)_{i}=v_{h 1}\left(a^{i}, \alpha_{h}\left(a^{i}\right)\right)$ and $\left(\boldsymbol{v}_{\nu}\right)_{i}=v_{h 2}\left(a^{i}, \alpha_{h}\left(a^{i}\right)\right)$ for every $i=1, \ldots, p$, which means that $\boldsymbol{v}_{\tau}$ and $\boldsymbol{v}_{\nu}$ are actually subvectors of $\boldsymbol{v}$. This justifies their notation, and we shall call $\boldsymbol{v}_{\tau}$ and $\boldsymbol{v}_{\nu}$ the tangential and normal component of $\boldsymbol{v}$ along the contact zone.

Further, we will denote by $\mathbb{A}(\boldsymbol{\alpha}) \in \mathbb{R}^{n \times n}$ and $\boldsymbol{L}(\boldsymbol{\alpha}) \in \mathbb{R}^{n}$ the stiffness matrix and load vector, respectively, given by

$$
\mathbb{A}(\boldsymbol{\alpha})=\left(a_{\alpha_{h}}\left(\varphi_{h}^{i}, \varphi_{h}^{j}\right)\right)_{i, j=1, \ldots, n} \quad \text { and } \quad \boldsymbol{L}(\boldsymbol{\alpha})=\left(L_{\alpha_{h}}\left(\varphi_{h}^{1}\right), \ldots, L_{\alpha_{h}}\left(\varphi_{h}^{n}\right)\right)^{T}
$$

As the triangulations $\mathcal{T}_{h}\left(\alpha_{h}\right)$ satisfy (T2) and (T3), the mappings $\mathbb{A}: U_{a d} \rightarrow \mathbb{R}^{n \times n}$ and $\boldsymbol{L}: U_{a d} \rightarrow \mathbb{R}^{n}$ are smooth, i.e. $C^{1}$. Moreover, the matrices $\mathbb{A}(\boldsymbol{\alpha})$ are symmetric and uniformly positive definite:

$$
\begin{equation*}
\exists \gamma>0: \quad\langle\mathbb{A}(\boldsymbol{\alpha}) \boldsymbol{v}, \boldsymbol{v}\rangle_{n} \geq \gamma\|\boldsymbol{v}\|_{n}^{2} \quad \forall \boldsymbol{v} \in \mathbb{R}^{n} \forall \boldsymbol{\alpha} \in U_{a d} \tag{1.23}
\end{equation*}
$$

as follows from Korn's inequality and the topological equivalence (T2)-(T4) of the triangulations, ensuring that the mapping $\boldsymbol{\alpha} \mapsto \mathbb{A}(\boldsymbol{\alpha})$ is smooth.

For the evaluation of the nonlinear frictional term $j_{h, \alpha_{h}}$, defined by (1.18), we will use numerical integration, namely, the compound rectangle rule over the "refined" partition $\Delta_{h} \cup \Delta_{H}$ of $[0, a]$ with $a^{i} \in \Delta_{h}, i=1, \ldots, p$ as the integration nodes. This means that for every $i=1, \ldots, p$ :

$$
\begin{equation*}
\int_{a^{i-1 / 2}}^{a^{i}} \widehat{\mathfrak{F}} \widehat{g} \pi_{h}\left|\widehat{v}_{h 1}\right| \sqrt{1+\left(\alpha_{h}^{\prime}\right)^{2}} d x_{1} \approx \frac{1}{2} \sqrt{h^{2}+\left(\alpha_{i-1}-\alpha_{i}\right)^{2}} \mathfrak{F}_{i} g_{i}\left|\left(\boldsymbol{v}_{\tau}\right)_{i}\right|, \tag{1.24}
\end{equation*}
$$

where $\mathfrak{F}_{i}:=\mathfrak{F}\left(a^{i}, \alpha_{h}\left(a^{i}\right)\right), g_{i}:=g\left(a^{i}, \alpha_{h}\left(a^{i}\right)\right)$ and $\pi_{h}: C([0, a]) \rightarrow \mathbb{P}_{1}\left(\Delta_{h}\right) \cap$ $C([0, a])$ stands for the piecewise linear Lagrange interpolation operator defined

[^0]on $\Delta_{h}$. Obviously: $\widehat{r_{h} \varphi}=\pi_{h} \widehat{\varphi}$ for every $\varphi \in C\left(\bar{\Gamma}_{C}\left(\alpha_{h}\right)\right)$ and $\alpha_{h} \in \mathcal{U}_{a d}^{h}$. Similarly to (1.24) we write the quadrature rule on $\left[a^{i}, a^{i+1 / 2}\right]$ and sum both expressions for $i=1, \ldots, p$ to obtain:
\[

$$
\begin{equation*}
j_{h, \alpha_{h}}\left(\boldsymbol{v}_{h}\right) \approx \sum_{i=1}^{p} \omega_{i}(\boldsymbol{\alpha}) \mathfrak{F}_{i} g_{i}\left|\left(\boldsymbol{v}_{\tau}\right)_{i}\right|, \tag{1.25}
\end{equation*}
$$

\]

where

$$
\omega_{i}(\boldsymbol{\alpha})= \begin{cases}\frac{1}{2} \sqrt{h^{2}+\left(\alpha_{1}-\alpha_{2}\right)^{2}} & \text { if } i=1  \tag{1.26}\\ \frac{1}{2}\left(\sqrt{h^{2}+\left(\alpha_{i-1}-\alpha_{i}\right)^{2}}+\sqrt{h^{2}+\left(\alpha_{i}-\alpha_{i+1}\right)^{2}}\right) & \text { if } 2 \leq i \leq p-1, \\ \frac{1}{2} \sqrt{h^{2}+\left(\alpha_{p-1}-\alpha_{p}\right)^{2}} & \text { if } i=p\end{cases}
$$

For the discrete Lagrange multiplier space $\widehat{L}_{H}$ we choose the piecewise constant functions over $\Delta_{H}$ as described in Example 2 of the previous section and apply the same quadrature rule as above to evaluate the terms $\left\langle\mu_{H}, \widehat{v}_{h 2}\right\rangle_{H h}$, $\mu_{H} \in \widehat{\Lambda}_{H}$. Denoting the coordinates of $\mu_{H}$ with respect to the basis $\left\{\chi_{S^{1}}, \ldots, \chi_{S^{p}}\right\}$ by $\boldsymbol{\mu} \in \mathbb{R}_{+}^{p}$, we have:

$$
\left\langle\mu_{H}, \widehat{v}_{h 2}\right\rangle_{H h} \approx \sum_{i=1}^{p} h_{i} \mu_{i}\left(\boldsymbol{v}_{\nu}\right)_{i},
$$

where $h_{i}:=h / 2$ if $i=1$ or $i=p$, and $h_{i}:=h$ otherwise. However, instead of the quantities $\mu_{i} \geq 0$, we will be computing $\left(h_{i} \mu_{i}\right) \geq 0$, as follows from the definition of the algebraic problem below.

Definition 3. By the algebraic Signorini problem with given friction we mean the following variational inequality:

$$
\begin{align*}
& \text { Find }(\boldsymbol{u}, \boldsymbol{\lambda}) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p} \text { such that: } \\
& \left.\begin{array}{rl}
\langle\mathbb{A}(\boldsymbol{\alpha}) \boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u}\rangle_{n}+\langle\boldsymbol{\omega}(\boldsymbol{\alpha}) \bullet \mathfrak{F} \bullet \boldsymbol{g},| \boldsymbol{v}_{\tau}\left|-\left|\boldsymbol{u}_{\tau}\right|\right\rangle_{p} \\
\geq\langle\boldsymbol{L}(\boldsymbol{\alpha}), \boldsymbol{v}-\boldsymbol{u}\rangle_{n}+\left\langle\boldsymbol{\lambda}, \boldsymbol{v}_{\nu}-\boldsymbol{u}_{\nu}\right\rangle_{p} \quad \forall \boldsymbol{v} \in \mathbb{R}^{n}, \\
\left\langle\boldsymbol{\mu}-\boldsymbol{\lambda}, \boldsymbol{u}_{\nu}+\boldsymbol{\alpha}\right\rangle_{p} \geq 0 \quad \forall \boldsymbol{\mu} \in \mathbb{R}_{+}^{p},
\end{array}\right\}, ~ \tag{A}
\end{align*}
$$

where the operator $\bullet: \mathbb{R}^{p} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{p}, \boldsymbol{u} \bullet \boldsymbol{v}:=\left(u_{1} v_{1}, \ldots, u_{p} v_{p}\right)^{T}$, denotes the elementwise product of vectors.
Remark 2. Suppose that $(\boldsymbol{u}, \boldsymbol{\lambda}) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ is a solution to $\bar{A}(\boldsymbol{\alpha})$. Then:

$$
\left\langle\boldsymbol{\lambda}, \boldsymbol{v}_{\nu}\right\rangle_{p}=\sum_{i=1}^{p} \lambda_{i}\left(\boldsymbol{v}_{\nu}\right)_{i}=\sum_{i=1}^{p} \frac{\lambda_{i}}{\omega_{i}(\boldsymbol{\alpha})}\left(\boldsymbol{v}_{\nu}\right)_{i} \omega_{i}(\boldsymbol{\alpha}) \approx \int_{\Gamma_{C}\left(\alpha_{h}\right)} \lambda_{a l g} v_{h 2} d s,
$$

where $\lambda_{\text {alg }} \in L^{2}\left(\Gamma_{C}\left(\alpha_{h}\right)\right)$ is such that $\widehat{\lambda}_{a l g}=\sum_{i=1}^{p} \frac{\lambda_{i}}{\omega_{i}(\boldsymbol{\alpha})} \chi_{S^{i}} \in \widehat{\Lambda}_{H}$, i.e. $\lambda_{a l g}$ approximates the Lagrange multiplier $\lambda \in X_{+}^{\prime}\left(\alpha_{h}\right)$ from the continuous problem $\left(\overline{\mathcal{A}}\left(\alpha_{h}\right)\right)$.

When interpreting $\boldsymbol{u}$, the first component of the solution to $(\bar{A}(\boldsymbol{\alpha})\rangle$, we find that $\boldsymbol{u} \in \mathbb{K}(\boldsymbol{\alpha})=\left\{\boldsymbol{v} \in \mathbb{R}^{n} \mid-\boldsymbol{v}_{\nu} \leq \boldsymbol{\alpha}\right\}$ as follows from $(\bar{A}(\boldsymbol{\alpha})\rangle_{2}$, which is a consequence of the used integration formula. Moreover, $\boldsymbol{u}$ solves the variational inequality:

$$
\langle\mathbb{A}(\boldsymbol{\alpha}) \boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u}\rangle_{n}+\langle\boldsymbol{\omega}(\boldsymbol{\alpha}) \bullet \mathfrak{F} \bullet \boldsymbol{g},| \boldsymbol{v}_{\tau}\left|-\left|\boldsymbol{u}_{\tau}\right|\right\rangle_{p} \geq\langle\boldsymbol{L}(\boldsymbol{\alpha}), \boldsymbol{v}-\boldsymbol{u}\rangle_{n} \quad \forall \boldsymbol{v} \in \mathbb{K}(\boldsymbol{\alpha}) .
$$

In particular, we see that, as an effect of the numerical integration, one retains an inner approximation $\boldsymbol{K}\left(\alpha_{h}\right)$, i.e. the corresponding discrete solution $\boldsymbol{u}_{h}$ satisfies the nonpenetration condition along $\Gamma_{C}\left(\alpha_{h}\right)$. On the other hand, $\lambda_{\text {alg }}$ (see previous Remark (2) and $\boldsymbol{u}_{h}$ satisfy the complementarity system only approximately.
Remark 3. The algebraic system $\bar{A}(\boldsymbol{\alpha})$ is the same as if we had used the approach of Example 1 from the previous section, only the interpretation of the multiplier vector $\boldsymbol{\lambda} \in \mathbb{R}_{+}^{p}$ is different-see the explanation above.

For the sake of completeness, let us formulate the following theorem concerning the solvability of $(\bar{A}(\boldsymbol{\alpha})$.

Theorem 5. Let $\mathfrak{F}, \boldsymbol{g} \in \mathbb{R}_{+}^{P}$ be given. Then $\bar{A}(\boldsymbol{\alpha})$ has a unique solution $(\boldsymbol{u}, \boldsymbol{\lambda}) \in$ $\mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ for each $\boldsymbol{\alpha} \in U_{\text {ad }}$.

In the subsequent sections and chapters we shall need the following properties of the solutions to $\overline{A(\boldsymbol{\alpha})}$, formulated in a lemma below. Before proceeding to this lemma, however, we give another auxiliary result.

Lemma 1. There exists a constant $\beta>0$ such that:

$$
\begin{equation*}
\sup _{\mathbf{0} \neq \boldsymbol{v} \in \mathbb{R}^{n}} \frac{\left\langle\boldsymbol{\mu}, \boldsymbol{v}_{\nu}\right\rangle_{p}}{\|\boldsymbol{v}\|_{n}} \geq \beta\|\boldsymbol{\mu}\|_{p} \quad \forall \boldsymbol{\mu} \in \mathbb{R}^{p} . \tag{1.27}
\end{equation*}
$$

Proof. Denote by $\mathbb{N} \in \mathbb{R}^{p \times n}$ the matrix that represents the linear mapping $\boldsymbol{v} \mapsto$ $\boldsymbol{v}_{\nu}$, i.e. $\mathbb{N} \boldsymbol{v}=\boldsymbol{v}_{\nu} \forall \boldsymbol{v} \in \mathbb{R}^{n}$. Then one has:

$$
\sup _{\mathbf{0} \neq \boldsymbol{v} \in \mathbb{R}^{n}} \frac{\left\langle\boldsymbol{\mu}, \boldsymbol{v}_{\nu}\right\rangle_{p}}{\|\boldsymbol{v}\|_{n}}=\sup _{\mathbf{0} \neq \boldsymbol{v} \in \mathbb{R}^{n}}=\frac{\left\langle\mathbb{N}^{T} \boldsymbol{\mu}, \boldsymbol{v}\right\rangle_{n}}{\|\boldsymbol{v}\|_{n}}=\left\|\mathbb{N}^{T} \boldsymbol{\mu}\right\|_{n} .
$$

The function $\boldsymbol{\mu} \mapsto\left\|\mathbb{N}^{T} \boldsymbol{\mu}\right\|_{n}$ is nonnegative and continuous in $\mathbb{R}^{p}$, therefore it attains its minimum on the unit sphere. Denoting this minimum value by $\beta$, it can be immediately seen that $\beta>0$ iff $\operatorname{Ker}\left(\mathbb{N}^{T}\right)=\{\mathbf{0}\}$, i.e. if $\mathbb{N}$ has full row rank. In our case $\mathbb{N}$ has in each row exactly one element equal to 1 , all other elements are 0 , and the ones appear at different indices. Thus the proof is complete.

On the basis of the previous result, it is not difficult to derive the following upper bounds on the solution of $\bar{A}(\boldsymbol{\alpha})$.
Lemma 2. (i) Let $(\boldsymbol{u}, \boldsymbol{\lambda}) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ be the solution to $\bar{A}(\boldsymbol{\alpha})$. Then:

$$
\|\boldsymbol{u}\|_{n} \leq \frac{\|\boldsymbol{L}(\boldsymbol{\alpha})\|_{n}}{\gamma}, \quad\|\boldsymbol{\lambda}\|_{p} \leq \frac{1}{\beta}\left(\frac{\|\mathbb{A}(\boldsymbol{\alpha})\|}{\gamma}+1\right)\|\boldsymbol{L}(\boldsymbol{\alpha})\|_{n} .
$$

(ii) Let, in addition, $(\overline{\boldsymbol{u}}, \overline{\boldsymbol{\lambda}}) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ be the solution to the problem $\bar{A}(\boldsymbol{\alpha})$, but with a different load vector $\overline{\boldsymbol{L}} \in \mathbb{R}^{n}$. Then:

$$
\|\boldsymbol{u}-\overline{\boldsymbol{u}}\|_{n} \leq \frac{\|\boldsymbol{L}(\boldsymbol{\alpha})-\overline{\boldsymbol{L}}\|_{n}}{\gamma}, \quad\|\boldsymbol{\lambda}-\overline{\boldsymbol{\lambda}}\|_{p} \leq \frac{1}{\beta}\left(\frac{\|\mathbb{A}(\boldsymbol{\alpha})\|}{\gamma}+1\right)\|\boldsymbol{L}(\boldsymbol{\alpha})-\overline{\boldsymbol{L}}\|_{n}
$$

Proof. See Proposition 3.2 and Proposition 3.5 in [4].

Let us conclude this section on the classical Signorini problem with Tresca friction by splitting the system of inequalities $\overline{A(\boldsymbol{\alpha})}$ ) into separate relations for the "interior" variables, i.e. the degrees of freedom corresponding to nodes lying in the interior of $\Omega\left(\alpha_{h}\right)$ or on $\Gamma_{N}\left(\alpha_{h}\right)$, and the contact variables, i.e., the ones defined on $\bar{\Gamma}_{C}\left(\alpha_{h}\right)$. Such a splitting reflects the structure of contact problems more: it shows that the nonsmooth nature of these problems stems from the contact conditions, expressed in terms of variational inequalities for $\boldsymbol{u}_{\tau}, \boldsymbol{u}_{\nu}, \boldsymbol{\lambda}$, whereas the internal variables are linked to the contact ones "only" by means of a linear mapping involving the inverse of a symmetric, positive definite matrix. Finally, we rewrite the resulting system of equations and inequalities into a generalized equation (GE). This form will be more suitable for the techniques involved in sensitivity analysis to come in later chapters.

In order to derive the aforementioned form, we split the displacement fields into two parts: $\boldsymbol{v}=\left(\boldsymbol{v}_{\text {int }}, \boldsymbol{v}_{\text {cont }}\right) \in \mathbb{R}^{n-2 p} \times \mathbb{R}^{2 p}$, where $\boldsymbol{v}_{\text {cont }}=\left(\boldsymbol{v}_{\tau}, \boldsymbol{v}_{\nu}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{p}$ comprises the components of $\boldsymbol{v}$ associated with the tangential and normal displacement along $\Gamma_{C}\left(\alpha_{h}\right)$. We split the load vector similarly into "interior" and "contact" part: $\boldsymbol{L}(\boldsymbol{\alpha})=\left(\boldsymbol{L}_{\text {int }}(\boldsymbol{\alpha}), \boldsymbol{L}_{\text {cont }}(\boldsymbol{\alpha})\right)$; the stiffness matrix is handled accordingly:

$$
\mathbb{A}(\boldsymbol{\alpha})=\left[\begin{array}{ll}
\mathbb{A}_{i i}(\boldsymbol{\alpha}) & \mathbb{A}_{i c}(\boldsymbol{\alpha}) \\
\mathbb{A}_{c i}(\boldsymbol{\alpha}) & \mathbb{A}_{c c}(\boldsymbol{\alpha})
\end{array}\right]
$$

Resulting from the properties of $\mathbb{A}(\boldsymbol{\alpha})$, the matrices $\mathbb{A}_{i i}(\boldsymbol{\alpha})$ and $\mathbb{A}_{c c}(\boldsymbol{\alpha})$ are symmetric and uniformly positive definite, whereas $\mathbb{A}_{i c}(\boldsymbol{\alpha})=\mathbb{A}_{c i}(\boldsymbol{\alpha})^{T}$. Now, testing the first inequality in $\bar{A}(\boldsymbol{\alpha})$ by $\boldsymbol{v}=\left(\boldsymbol{v}_{i n t}, \boldsymbol{u}_{i n t}\right), \boldsymbol{v}_{i n t} \in \mathbb{R}^{n-2 p}$ arbitrary, yields:

$$
\begin{equation*}
\mathbb{A}_{i i}(\boldsymbol{\alpha}) \boldsymbol{u}_{i n t}=\boldsymbol{L}_{i n t}(\boldsymbol{\alpha})-\mathbb{A}_{i c}(\boldsymbol{\alpha}) \boldsymbol{u}_{c o n t} \tag{1.28}
\end{equation*}
$$

from which:

$$
\begin{equation*}
\boldsymbol{u}_{i n t}=\mathbb{A}_{i i}^{-1}(\boldsymbol{\alpha}) \boldsymbol{L}_{i n t}(\boldsymbol{\alpha})-\mathbb{A}_{i i}^{-1}(\boldsymbol{\alpha}) \mathbb{A}_{i c}(\boldsymbol{\alpha}) \boldsymbol{u}_{\text {cont }} . \tag{1.29}
\end{equation*}
$$

On the other hand, inserting $\boldsymbol{v}=\left(\boldsymbol{u}_{\text {int }}, \boldsymbol{v}_{\text {cont }}\right)$ into $\left.\overline{A(\boldsymbol{\alpha})}\right)$, such that $\boldsymbol{v}_{\text {cont }} \in \mathbb{R}^{2 p}$ is arbitrary, gives:

$$
\begin{aligned}
\left\langle\mathbb{A}_{c i}(\boldsymbol{\alpha}) \boldsymbol{u}_{\text {int }}+\mathbb{A}_{c c}(\boldsymbol{\alpha}) \boldsymbol{u}_{\text {cont }}, \boldsymbol{v}_{\text {cont }}\right. & \left.-\boldsymbol{u}_{\text {cont }}\right\rangle_{2 p}+\langle\boldsymbol{\omega}(\boldsymbol{\alpha}) \bullet \mathfrak{F} \bullet \boldsymbol{g},| \boldsymbol{v}_{\tau}\left|-\left|\boldsymbol{u}_{\tau}\right|\right\rangle_{p} \\
& \geq\left\langle\boldsymbol{L}_{\text {cont }}(\boldsymbol{\alpha}), \boldsymbol{v}_{\text {cont }}-\boldsymbol{u}_{\text {cont }}\right\rangle_{2 p}+\left\langle\boldsymbol{\lambda}, \boldsymbol{v}_{\nu}-\boldsymbol{u}_{\nu}\right\rangle_{p},
\end{aligned}
$$

which, combined with (1.29), yields:

$$
\begin{align*}
\left\langle\mathbb{A}_{S}(\boldsymbol{\alpha}) \boldsymbol{u}_{\text {cont }}, \boldsymbol{v}_{\text {cont }}-\boldsymbol{u}_{\text {cont }}\right\rangle_{2 p} & +\langle\boldsymbol{\omega}(\boldsymbol{\alpha}) \bullet \mathfrak{F} \bullet \boldsymbol{g},| \boldsymbol{v}_{\tau}\left|-\left|\boldsymbol{u}_{\tau}\right|\right\rangle_{p} \\
\geq & \left.\geq \boldsymbol{L}_{S}(\boldsymbol{\alpha}), \boldsymbol{v}_{\text {cont }}-\boldsymbol{u}_{\text {cont }}\right\rangle_{2 p}+\left\langle\boldsymbol{\lambda}, \boldsymbol{v}_{\nu}-\boldsymbol{u}_{\nu}\right\rangle_{p} . \tag{1.30}
\end{align*}
$$

Here $\mathbb{A}_{S}(\boldsymbol{\alpha}):=\mathbb{A}_{c c}(\boldsymbol{\alpha})-\mathbb{A}_{c i}(\boldsymbol{\alpha}) \mathbb{A}_{i i}^{-1}(\boldsymbol{\alpha}) \mathbb{A}_{i c}(\boldsymbol{\alpha})$ denotes the Schur complement to $\mathbb{A}_{i i}(\boldsymbol{\alpha})$ in $\mathbb{A}(\boldsymbol{\alpha})$ and $\boldsymbol{L}_{S}(\boldsymbol{\alpha}):=\boldsymbol{L}_{\text {cont }}(\boldsymbol{\alpha})-\mathbb{A}_{c i}(\boldsymbol{\alpha}) \mathbb{A}_{i i}^{-1}(\boldsymbol{\alpha}) \boldsymbol{L}_{i n t}(\boldsymbol{\alpha})$.

Further, according to the decomposition $\boldsymbol{v}_{\text {cont }}=\left(\boldsymbol{v}_{\tau}, \boldsymbol{v}_{\nu}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{p}$, let us split:

$$
\mathbb{A}_{S}(\boldsymbol{\alpha})=\left[\begin{array}{ll}
\mathbb{A}_{\tau \tau}(\boldsymbol{\alpha}) & \mathbb{A}_{\tau \nu}(\boldsymbol{\alpha}) \\
\mathbb{A}_{\nu \tau}(\boldsymbol{\alpha}) & \mathbb{A}_{\nu \nu}(\boldsymbol{\alpha})
\end{array}\right]
$$

where the submatrices satisfy: $\mathbb{A}_{\tau \tau}(\boldsymbol{\alpha}), \mathbb{A}_{\nu \nu}(\boldsymbol{\alpha}) \in \mathbb{R}^{p \times p}$ are symmetric and uniformly positive definite and $\mathbb{A}_{\nu \tau}(\boldsymbol{\alpha})=\mathbb{A}_{\tau \nu}(\boldsymbol{\alpha})^{T}$. The vector $\boldsymbol{L}_{S}(\boldsymbol{\alpha})$ is decomposed
analogously into a "tangential" and "normal" part: $\boldsymbol{L}_{S}(\boldsymbol{\alpha})=\left(\boldsymbol{L}_{\tau}(\boldsymbol{\alpha}), \boldsymbol{L}_{\nu}(\boldsymbol{\alpha})\right)$. First, we test (1.30) with $\boldsymbol{v}_{\text {cont }}=\left(\boldsymbol{v}_{\tau}, \boldsymbol{u}_{\nu}\right), \boldsymbol{v}_{\tau} \in \mathbb{R}^{p}$ arbitrary and obtain:

$$
\begin{aligned}
\left\langle\mathbb{A}_{\tau \tau}(\boldsymbol{\alpha}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\tau \nu}(\boldsymbol{\alpha}) \boldsymbol{u}_{\nu}, \boldsymbol{v}_{\tau}-\boldsymbol{u}_{\tau}\right\rangle_{p}+\langle\boldsymbol{\omega}(\boldsymbol{\alpha}) & \left.\bullet \mathfrak{F} \bullet \boldsymbol{g},\left|\boldsymbol{v}_{\tau}\right|-\left|\boldsymbol{u}_{\tau}\right|\right\rangle_{p} \\
& \geq\left\langle\boldsymbol{L}_{\tau}(\boldsymbol{\alpha}), \boldsymbol{v}_{\tau}-\boldsymbol{u}_{\tau}\right\rangle_{p} \quad \forall \boldsymbol{v}_{\tau} \in \mathbb{R}^{p},
\end{aligned}
$$

or equivalently:

$$
\begin{equation*}
\mathbf{0} \in \mathbb{A}_{\tau \tau}(\boldsymbol{\alpha}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\tau \nu}(\boldsymbol{\alpha}) \boldsymbol{u}_{\nu}-\boldsymbol{L}_{\tau}(\boldsymbol{\alpha})+\partial j_{\boldsymbol{\alpha}}\left(\boldsymbol{u}_{\tau}\right) \tag{1.31}
\end{equation*}
$$

where $\partial j_{\alpha}$ stands for the convex subdifferential of $j_{\alpha}(\boldsymbol{w}):=\langle\boldsymbol{\omega}(\boldsymbol{\alpha}) \bullet \mathfrak{F} \bullet \boldsymbol{g},| \boldsymbol{w}| \rangle_{p}$, $\boldsymbol{w} \in \mathbb{R}^{p}$.

In a similar fashion, by inserting $\boldsymbol{v}_{\text {cont }}=\left(\boldsymbol{u}_{\tau}, \boldsymbol{v}_{\nu}\right), \boldsymbol{v}_{\nu} \in \mathbb{R}^{p}$ arbitrary into (1.30), we arrive at the equation:

$$
\begin{equation*}
\mathbf{0}=\mathbb{A}_{\nu \tau}(\boldsymbol{\alpha}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\nu \nu}(\boldsymbol{\alpha}) \boldsymbol{u}_{\nu}-\boldsymbol{\lambda}-\boldsymbol{L}_{\nu}(\boldsymbol{\alpha}) . \tag{1.32}
\end{equation*}
$$

Finally, employing the notion of the convex normal cone (cf. [12]), we may rewrite the second inequality in $\bar{A}(\boldsymbol{\alpha})$, expressing the nonpenetration condition, as:

$$
\begin{equation*}
\mathbf{0} \in \boldsymbol{u}_{\nu}+\boldsymbol{\alpha}+N_{\mathbb{R}_{+}^{p}}(\boldsymbol{\lambda}) . \tag{1.33}
\end{equation*}
$$

To summarize, we have shown that the pair $(\boldsymbol{u}, \boldsymbol{\lambda}) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ is a solution to the Signorini problem with Tresca friction $\bar{A}(\boldsymbol{\alpha})$ if and only if $\boldsymbol{u}=$ $\left(\boldsymbol{u}_{i n t}, \boldsymbol{u}_{\tau}, \boldsymbol{u}_{\nu}\right) \in \mathbb{R}^{n-2 p} \times \mathbb{R}^{p} \times \mathbb{R}^{p}$, where $\boldsymbol{u}_{\text {int }}$ satisfies (1.29) and the contact variables $\left(\boldsymbol{u}_{\tau}, \boldsymbol{u}_{\nu}, \boldsymbol{\lambda}\right)$ solve the following system of GEs:

$$
\left.\begin{array}{l}
\mathbf{0} \in \mathbb{A}_{\tau \tau}(\boldsymbol{\alpha}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\tau \nu}(\boldsymbol{\alpha}) \boldsymbol{u}_{\nu}-\boldsymbol{L}_{\tau}(\boldsymbol{\alpha})+Q_{\tau}\left(\boldsymbol{\alpha}, \boldsymbol{u}_{\tau}\right),  \tag{1.34}\\
\mathbf{0}=\mathbb{A}_{\nu \tau}(\boldsymbol{\alpha}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\nu \nu}(\boldsymbol{\alpha}) \boldsymbol{u}_{\nu}-\boldsymbol{\lambda}-\boldsymbol{L}_{\nu}(\boldsymbol{\alpha}), \\
\mathbf{0} \in \boldsymbol{u}_{\nu}+\boldsymbol{\alpha}+N_{\mathbb{R}_{+}^{p}}(\boldsymbol{\lambda}) .
\end{array}\right\}
$$

Here the multifunction $Q_{\tau}: U_{a d} \times \mathbb{R}^{p} \rightrightarrows \mathbb{R}^{p}$ is defined as:

$$
\begin{aligned}
Q_{\tau}(\boldsymbol{\alpha}, \boldsymbol{w}) & :=\partial j_{\boldsymbol{\alpha}}(\boldsymbol{w})=\partial \sum_{i=1}^{p} \omega_{i}(\boldsymbol{\alpha}) \mathfrak{F}_{i} g_{i}\left|w_{i}\right| \\
& =\left[\begin{array}{c}
\omega_{1}(\boldsymbol{\alpha}) \mathfrak{F}_{1} g_{1} \partial\left|w_{1}\right| \\
\vdots \\
\omega_{p}(\boldsymbol{\alpha}) \mathfrak{F}_{p} g_{p} \partial\left|w_{p}\right|
\end{array}\right],
\end{aligned}
$$

as follows from the sum rule for the subdifferential of convex functions [12, Proposition 5.6]. Moreover, Theorem 5 ensures that, given any $\mathfrak{F}, \boldsymbol{g} \in \mathbb{R}_{+}^{p}$, (1.34) is uniquely solvable for each $\boldsymbol{\alpha} \in U_{a d}$. Once the contact displacements $\boldsymbol{u}_{\text {cont }}=$ $\left(\boldsymbol{u}_{\tau}, \boldsymbol{u}_{\nu}\right)$ have been determined, the internal ones $\boldsymbol{u}_{\text {int }}$ can be computed by solving the system of linear algebraic equations (1.28).

### 1.2 Tresca model with a solution-dependent coefficient of fricion

Up to now we have assumed that the coefficient of friction $\mathfrak{F}$ is constant, or depends on the spatial variable only. In some situations, as experiments show,
it is more appropriate to model the coefficient of friction as a function of the unknown displacement (or, better, as a function of the slip velocity in dynamic problems) as well. Namely, we will assume that $\mathfrak{F}$ depends on the magnitude of the tangential displacement. The generalized version of the friction condition (1.9) on $\Gamma_{C}(\alpha)$ now reads as:

$$
\left.\begin{array}{rl}
u_{1}=0 & \Rightarrow\left|T_{1}\right| \leq \mathfrak{F}(0) g,  \tag{1.35}\\
u_{1} \neq 0 & \Rightarrow T_{1}=-\mathfrak{F}\left(\left|u_{1}\right|\right) g \operatorname{sgn}\left(u_{1}\right)
\end{array}\right\} \quad \text { on } \Gamma_{C}(\alpha),
$$

where $\mathfrak{F}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is continuous and bounded (for sake of simplicity, we neglect the dependence on the spatial variable); all other symbols have the same meaning as before. As it was done for Definition 1, one may proceed analogously to obtain the weak formulation of (1.1)-(1.4), (1.8) and (1.35):

Definition 4. By a weak solution of the Signorini problem with given friction and a solution-dependent coefficient of friction we mean any solution of:

$$
\left.\begin{array}{l}
\text { Find } \boldsymbol{u}:=\boldsymbol{u}(\alpha) \in \boldsymbol{K}(\alpha) \text { such that: } \\
a_{\alpha}(\boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u})+j_{\alpha}(\boldsymbol{u}, \boldsymbol{v})-j_{\alpha}(\boldsymbol{u}, \boldsymbol{u}) \geq L_{\alpha}(\boldsymbol{v}-\boldsymbol{u}) \quad \forall \boldsymbol{v} \in \boldsymbol{K}(\alpha),
\end{array}\right\} \quad(\mathcal{P}(\alpha))
$$

where

$$
j_{\alpha}(\boldsymbol{w}, \boldsymbol{v}):=\int_{\Gamma_{C}(\alpha)} \mathfrak{F}\left(\left|w_{1}\right|\right) g\left|v_{1}\right| d s \quad \forall \boldsymbol{w}, \boldsymbol{v} \in \boldsymbol{H}^{1}(\Omega(\alpha)) .
$$

Problem $\mathcal{P}(\alpha)$ is an implicit variational inequality of the second kind. Had we known the function $\left|u_{1}\right| \in X_{+}(\alpha)$ (cf. (1.15) for the definition of $X_{+}(\alpha)$ ) a priori, $\mathcal{P}(\alpha)$ would turn into a standard variational inequality of the form $(\mathcal{A}(\alpha))$. This trivial observation leads to the following equivalent characterization of the solutions to $\widehat{\mathcal{P}(\alpha))}$ :

Proposition 1. For any $\varphi \in X_{+}(\alpha)$ denote the problem $(\mathcal{A}(\alpha)$ with the coefficient of friction $\mathfrak{F} \circ \varphi \in L^{\infty}\left(\Gamma_{C}(\alpha)\right)$ by $(\mathcal{A}(\alpha, \varphi))$. Consider the mapping:

$$
\Phi: X_{+}(\alpha) \rightarrow X_{+}(\alpha), \quad \varphi \mapsto\left|u_{1}(\varphi)_{\left.\right|_{\Gamma_{C}(\alpha)}}\right|,
$$

 the solution of $\left(\mathcal{A}\left(\alpha, \varphi^{*}\right)\right)$, where $\varphi^{*}$ is a fixed point of the mapping $\Phi$.

On the basis of Proposition 1 and using appropriate fixed-point theorems, the following existence and uniqueness results are not difficult to prove.

Theorem 6. Let $\mathfrak{F}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be continuous and bounded: $\exists C_{\max }>0 \forall x \in \mathbb{R}_{+}$: $0 \leq \mathfrak{F}(x) \leq C_{\text {max }} ; g \in L_{+}^{2}\left(\Gamma_{C}(\alpha)\right)$. Then $\mathcal{P}(\alpha)$ has at least one solution.

Proof. See 19].
By strengthening the assumptions on $\mathfrak{F}$ and $g$, one may ensure unique solvability of $(\overline{\mathcal{P}(\alpha)})$, as follows from the next theorem.

Theorem 7. Let, in addition to the assumptions of Theorem [6, $\mathfrak{F}$ be Lipschitz continuous: $\exists C_{\text {lip }}>0 \forall x, y \in \mathbb{R}_{+}:|\mathfrak{F}(x)-\mathfrak{F}(y)| \leq C_{\text {lip }}|x-y|$, and $g \in$ $L_{+}^{\infty}\left(\Gamma_{C}(\alpha)\right)$. There exists a constant $\bar{C}>0$ such that if $C_{l i p}\|g\|_{L^{\infty}\left(\Gamma_{C}(\alpha)\right)} \in(0, \bar{C})$, then $\mathcal{P}(\alpha)$ has exactly one solution. Moreover, $\bar{C}$ can be chosen independently of $\alpha \in \mathcal{U}_{a d}$.

Proof. See [19] and [43, Thm. 1.2], where the exact form of the bound $\bar{C}$ is also given.

Assuming that the slip bound $g$ is a restriction of a given function $\bar{g} \in C(\overline{\widehat{\Omega}})$ onto $\Gamma_{C}(\alpha),\|g\|_{L^{\infty}\left(\Gamma_{C}(\alpha)\right)}$ can also be estimated independently of $\alpha$. In this case the second assertion of the previous theorem yields, that the state problems $(\overline{\mathcal{P}(\alpha)})$ are uniquely solvable for all $\alpha \in \mathcal{U}_{a d}$, provided the coefficient of friction is Lipschitz continuous with a sufficiently small modulus $C_{\text {lip }}$. In the sequel we will rely on this property when dealing with the shape optimization problem.

Exploiting the fixed-point structure of $(\mathcal{P}(\alpha))$, described in Proposition 1 , and using Theorem 2, we may write the mixed form of $(\overline{\mathcal{P}(\alpha))}$ as follows.

Theorem 8. Let the assumptions of Theorem hold. Then the system of variational inequalities

$$
\begin{aligned}
& \text { Find }(\boldsymbol{u}, \lambda) \in \boldsymbol{V}(\alpha) \times X_{+}^{\prime}(\alpha) \text { such that: } \\
& a_{\alpha}(\boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u})+j_{\alpha}(\boldsymbol{u}, \boldsymbol{v})-j_{\alpha}(\boldsymbol{u}, \boldsymbol{u}) \\
& \quad \geq L_{\alpha}(\boldsymbol{v}-\boldsymbol{u})+\left\langle\lambda, v_{2}-u_{2}\right\rangle_{X^{\prime}(\alpha), X(\alpha)} \\
& \left.\begin{array}{ll}
\left\langle\mu-\lambda, u_{2}+d_{\alpha}\right\rangle_{X^{\prime}(\alpha), X(\alpha)} \geq 0 \quad \forall \mu \in X_{+}^{\prime}(\alpha), &
\end{array}\right\} \quad(\mathcal{M}(\alpha)),
\end{aligned}
$$

has exactly one solution. Moreover, the first component of the solution $\boldsymbol{u}$ lies in $\boldsymbol{K}(\alpha)$ and is the unique solution of $\overline{\mathcal{P}(\alpha)\rangle}$; for the Lagrange multiplier we have: $\lambda=T_{2}(\boldsymbol{u})$.
We will call problem $(\mathcal{M}(\alpha))$ the mixed formulation of $\overline{\mathcal{P}(\alpha))}$.

### 1.2.1 Approximation

Instead of discretizing $(\widehat{\mathcal{P}(\alpha))}$ and $(\overline{\mathcal{M}(\alpha))}$ directly, we define the discrete versions of these problems by means of parametrized Signorini problems with given friction and a coefficient of friction, which does not depend on the solution. As in Proposition 1, the value of this parameter will be a fixed-point of a suitable mapping.

Let a discrete design variable $\alpha_{h} \in \mathcal{U}_{a d}^{h}$ be given and recall the definition of the finite dimensional spaces $\boldsymbol{V}_{h}\left(\alpha_{h}\right), \widehat{X}_{h+}$ and $\widehat{\Lambda}_{H}$. For any $\varphi_{h} \in \widehat{X}_{h+}$ let us denote the discrete contact problem $\left(\overline{\overline{\mathcal{A}}_{h H}\left(\alpha_{h}\right)}\right)$ with the coefficient of friction given by $\mathfrak{F} \circ \varphi_{h}$ as $\left(\overline{\mathcal{A}}_{h H}\left(\alpha_{h}, \varphi_{h}\right)\right):$

$$
\begin{align*}
& \text { Find }\left(\boldsymbol{u}_{h}, \lambda_{H}\right) \in \boldsymbol{V}_{h}\left(\alpha_{h}\right) \times \widehat{\Lambda}_{H} \text { such that: } \\
& a_{\alpha_{h}}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right)+j_{h, \alpha_{h}}\left(\varphi_{h} ; \boldsymbol{v}_{h}\right)-j_{h, \alpha_{h}}\left(\varphi_{h} ; \boldsymbol{u}_{h}\right)  \tag{A}\\
& \quad \geq L_{\alpha_{h}}\left(\boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right)+\left\langle\lambda_{H}, \widehat{v}_{h 2}-\widehat{u}_{h 2}\right\rangle_{H h} \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{V}_{h}\left(\alpha_{h}\right), \\
& \left\langle\mu_{H}-\lambda_{H}, \widehat{u}_{h 2}+d_{\alpha_{h}}\right\rangle_{H h} \geq 0 \quad \forall \mu_{H} \in \widehat{\Lambda}_{H} .
\end{align*}
$$

As in (1.18), the functional $j_{h, \alpha_{h}}$ is defined as:

$$
j_{h, \alpha_{h}}\left(\varphi_{h} ; \boldsymbol{v}_{h}\right)=\int_{0}^{a} \mathfrak{F}\left(\varphi_{h}\right) \widehat{g} \pi_{h}\left|\widehat{v}_{h 1}\right| \sqrt{1+\left(\alpha_{h}^{\prime}\right)^{2}} d x_{1} \quad \forall \varphi_{h} \in \widehat{X}_{h+}, \boldsymbol{v}_{h} \in \boldsymbol{V}_{h}\left(\alpha_{h}\right),
$$

where the first argument of $j_{h, \alpha_{h}}$ now signifies the composition of $\mathfrak{F}$ with $\varphi_{h}$. Recall, that $\pi_{h}: C([0, a]) \rightarrow \mathbb{P}_{1}\left(\Delta_{h}\right) \cap C([0, a])$ stands for the piecewise linear Lagrange interpolation operator defined on $\Delta_{h}$.

Definition 5. Let us define the mapping:

$$
\Phi_{h}: \widehat{X}_{h+} \rightarrow \widehat{X}_{h+}, \quad \varphi_{h} \mapsto \pi_{h}\left|\widehat{u}_{h 1}\left(\varphi_{h}\right)\right|,
$$

where $\boldsymbol{u}_{h}\left(\varphi_{h}\right)$ is the solution of $\left(\overline{\mathcal{A}}_{h H}\left(\alpha_{h}, \varphi_{h}\right)\right)$. Then, by a discrete solution to the Signorini problem with given friction and a solution-dependent coefficient of friction we mean the solution $\left(\boldsymbol{u}_{h}, \lambda_{H}\right) \in \boldsymbol{V}_{h}\left(\alpha_{h}\right) \times \widehat{\Lambda}_{H}$ of $\left(\overline{\mathcal{A}}_{h H}\left(\alpha_{h}, \varphi_{h}^{*}\right)\right)$, where $\varphi_{h}^{*}$ is a fixed-point of $\Phi_{h}$.

Inserting the fixed-point of $\Phi_{h}$ into $\left(\overline{\mathcal{A}}_{h H}\left(\alpha_{h}, \varphi_{h}^{*}\right)\right)$, it can be easily seen that $\left(\boldsymbol{u}_{h}, \lambda_{H}\right)$ is a discrete solution in the sense of Definition 5 whenever $\left(\boldsymbol{u}_{h}, \lambda_{H}\right)$ solves the following system of variational inequalities:

$$
\left.\begin{array}{l}
\text { Find }\left(\boldsymbol{u}_{h}, \lambda_{H}\right) \in \boldsymbol{V}_{h}\left(\alpha_{h}\right) \times \widehat{\Lambda}_{H} \text { such that: } \\
a_{\alpha_{h}}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right)+j_{h, \alpha_{h}}\left(\pi_{h}\left|\widehat{u}_{h 1}\right| ; \boldsymbol{v}_{h}\right)-j_{h, \alpha_{h}}\left(\pi_{h}\left|\widehat{u}_{h 1}\right| ; \boldsymbol{u}_{h}\right) \\
\quad \geq L_{\alpha_{h}}\left(\boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right)+\left\langle\lambda_{H}, \widehat{v}_{h 2}-\widehat{u}_{h 2}\right\rangle_{H h} \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{V}_{h}\left(\alpha_{h}\right),  \tag{hH}\\
\left\langle\mu_{H}-\lambda_{H}, \widehat{u}_{h 2}+d_{\alpha_{h}}\right\rangle_{H h} \geq 0 \quad \forall \mu_{H} \in \widehat{\Lambda}_{H} .
\end{array}\right\}
$$

Again, due to Definition 5 via fixed-points and the unique solvability of the auxiliary problems $\left(\overline{\mathcal{A}}_{h H}\left(\alpha_{h}, \varphi_{h}\right)\right)$ (cf. Theorem (4), quantitative analysis of $\mathcal{M}_{h H}\left(\alpha_{h}\right)$ can be carried out by means of suitable fixed-point theorems applied to $\Phi_{h}$. This is the idea behind the proof of the following theorem and can be found in [19.

Theorem 9. (i) (existence) Let the assumptions of Theorem 6 be satisfied. Then $\mathcal{M}_{h H}\left(\alpha_{h}\right)$ has at least one solution for each $\alpha_{h} \in \mathcal{U}_{\text {ad }}^{h}$.
(ii) (uniqueness) Let the assumptions of Theorem ${ }^{7}$ be satisfied, i.e. $\mathfrak{F}$ is bounded and Lipschitz continuous in $\mathbb{R}_{+}$with Lipschitz modulus $C_{\text {lip }}, g \in L_{+}^{\infty}\left(\Gamma_{C}\left(\alpha_{h}\right)\right)$. Then there exists a constant $\bar{C}_{d}>0$, such that the following implication holds: if $C_{l i p}\|g\|_{L^{\infty}\left(\Gamma_{C}\left(\alpha_{h}\right)\right)}<\bar{C}_{d}$, then $\mathcal{M}_{h H}\left(\alpha_{h}\right)$ has a unique solution. In addition, the upper bound $\bar{C}_{d}$ may be chosen independently on $h$ and $\alpha_{h} \in \mathcal{U}_{a d}^{h}$.

Remark 4. From [43, Thm. 1.2] and [43, Thm. A.5] it follows that $\bar{C}_{d}<\bar{C}$, i.e., if $C_{l i p}$ is sufficiently small, both the discrete and continuous state problems possess a unique solution.

Finally, the interpretation of the solution $\left(\boldsymbol{u}_{h}, \lambda_{H}\right)$ to the mixed-type problem $\left(\mathcal{M}_{h H}\left(\alpha_{h}\right)\right)$ is the following. The first component $\boldsymbol{u}_{h} \in \boldsymbol{K}_{h H}\left(\alpha_{h}\right)=\left\{\boldsymbol{v}_{h} \in\right.$ $\left.\boldsymbol{V}_{h}\left(\alpha_{h}\right) \mid-\left\langle\mu_{H}, \widehat{v}_{h 2}\right\rangle_{H h} \leq\left\langle\mu_{H}, \alpha_{h}\right\rangle_{H h} \forall \mu_{H} \in \widehat{\Lambda}_{H}\right\}$ and solves the following implicit variational inequality:

$$
\left.\begin{array}{l}
\text { Find } \boldsymbol{u}_{h} \in \boldsymbol{K}_{h H}\left(\alpha_{h}\right) \text { such that: } \\
a_{\alpha_{h}}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right)+j_{h, \alpha_{h}}\left(\pi_{h}\left|\widehat{u}_{h 1}\right| ; \boldsymbol{v}_{h}\right)-j_{h, \alpha_{h}}\left(\pi_{h}\left|\widehat{u}_{h 1}\right| ; \boldsymbol{u}_{h}\right) \\
\quad \geq L_{\alpha_{h}}\left(\boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right) \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{K}_{h H}\left(\alpha_{h}\right)
\end{array}\right\}
$$

The second component $\lambda_{H}$ is the Lagrange multiplier releasing the discretized nonpenetration constraint $\boldsymbol{u}_{h} \in \boldsymbol{K}_{h H}\left(\alpha_{h}\right)$.

### 1.2.2 Algebraic form

The algebraic form of $\left.\overline{\mathcal{M}_{h H}\left(\alpha_{h}\right)}\right)$, suitable for numerical computations, can now be very easily derived from Definition 5 and the results of Section 1.1.4, where all the necessary work has already been carried out. In the sequel we shall use the notation introduced therein.

Let $\boldsymbol{\alpha} \in U_{a d}$ (cf. (1.22)) be given and fix one $\boldsymbol{\varphi}=\left(\varphi_{1}, \ldots, \varphi_{p}\right)^{T} \in \mathbb{R}_{+}^{p}$. By $(\bar{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi}))$ denote the mixed form of the algebraic Signorini problem with given friction $\bar{A}(\boldsymbol{\alpha})$, where the coefficient of friction is given by the vector $\mathfrak{F}(\boldsymbol{\varphi})=$ $\left(\mathfrak{F}\left(\varphi_{1}\right), \ldots, \mathfrak{F}\left(\varphi_{p}\right)\right)^{T} \in \mathbb{R}_{+}^{p}$, i.e.

$$
\begin{aligned}
& \text { Find }(\boldsymbol{u}, \boldsymbol{\lambda}) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p} \text { such that: } \\
& \left.\begin{array}{rl}
\langle\mathbb{A}(\boldsymbol{\alpha}) \boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u}\rangle_{n}+\langle\boldsymbol{\omega}(\boldsymbol{\alpha}) \bullet \mathfrak{F}(\boldsymbol{\varphi}) \bullet \boldsymbol{g},| \boldsymbol{v}_{\tau}\left|-\left|\boldsymbol{u}_{\tau}\right|\right\rangle_{p} \\
\geq\langle\boldsymbol{L}(\boldsymbol{\alpha}), \boldsymbol{v}-\boldsymbol{u}\rangle_{n}+\left\langle\boldsymbol{\lambda}, \boldsymbol{v}_{\nu}-\boldsymbol{u}_{\nu}\right\rangle_{p} & \forall \boldsymbol{v} \in \mathbb{R}^{n},
\end{array}\right\} \quad(\bar{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi})) \\
& \left\langle\boldsymbol{\mu}-\boldsymbol{\lambda}, \boldsymbol{u}_{\nu}+\alpha\right\rangle_{p} \geq 0 \quad \forall \boldsymbol{\mu} \in \mathbb{R}_{+}^{p},
\end{aligned}
$$

Now, as in Definition 5, we define the mapping

$$
\begin{equation*}
\Psi_{\alpha}: \mathbb{R}_{+}^{p} \rightarrow \mathbb{R}_{+}^{p}, \quad \Psi_{\alpha}(\boldsymbol{\varphi}):=\left|\boldsymbol{u}_{\tau}\right|, \tag{1.36}
\end{equation*}
$$

where $\boldsymbol{u}_{\tau}$ is the subvector of the first component of $(\boldsymbol{u}, \boldsymbol{\lambda}):=(\boldsymbol{u}(\boldsymbol{\varphi}), \boldsymbol{\lambda}(\boldsymbol{\varphi}))$, the solution of $\overline{A(\boldsymbol{\alpha}, \boldsymbol{\varphi})}$. Note, that due to Theorem $0, \overline{A(\boldsymbol{\alpha}, \boldsymbol{\varphi})}$ has a unique solution for each $\boldsymbol{\alpha} \in U_{a d}$ and $\boldsymbol{\varphi} \in \mathbb{R}_{+}^{p}$, hence $\Psi_{\alpha}$ is well-defined.

Definition 6. Let $\boldsymbol{\varphi}^{*}$ be a fixed-point of $\Psi_{\alpha}$ and $\left(\boldsymbol{u}^{*}, \boldsymbol{\lambda}^{*}\right)$ the corresponding solution of $\left(\bar{A}\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{*}\right)\right)$. Then $\left(\boldsymbol{u}^{*}, \boldsymbol{\lambda}^{*}\right)$ is called the solution of the algebraic Signorini problem with Tresca friction and a solution-dependent coefficient of friction.

As in the continuous and discrete settings, $\left(\boldsymbol{u}^{*}, \boldsymbol{\lambda}^{*}\right)$ may be equivalently characterized as a solution of the following problem (compare with $\sqrt[(\mathcal{M}(\alpha))]{ })\left(\sqrt{\mathcal{M}_{h H}\left(\alpha_{h}\right)}\right)$ ):

$$
\begin{align*}
& \text { Find }(\boldsymbol{u}, \boldsymbol{\lambda}) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p} \text { such that: } \\
& \left.\begin{array}{rl}
\langle\mathbb{A}(\boldsymbol{\alpha}) \boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u}\rangle_{n}+\left\langle\boldsymbol{\omega}(\boldsymbol{\alpha}) \bullet \mathfrak{F}\left(\left|\boldsymbol{u}_{\tau}\right|\right) \bullet \boldsymbol{g},\right| \boldsymbol{v}_{\tau}\left|-\left|\boldsymbol{u}_{\tau}\right|\right\rangle_{p} \\
& \geq\langle\boldsymbol{L}(\boldsymbol{\alpha}), \boldsymbol{v}-\boldsymbol{u}\rangle_{n}+\left\langle\boldsymbol{\lambda}, \boldsymbol{v}_{\nu}-\boldsymbol{u}_{\nu}\right\rangle_{p} \quad \forall \boldsymbol{v} \in \mathbb{R}^{n},
\end{array}\right\}, ~\left(\boldsymbol{\mu}-\boldsymbol{\lambda}, \boldsymbol{u}_{\nu}+\boldsymbol{\alpha}\right\rangle_{p} \geq 0 \quad \forall \boldsymbol{\mu} \in \mathbb{R}_{+}^{p},
\end{align*}
$$

Since $M(\boldsymbol{\alpha})$ and $\left(\mathcal{M}_{h H}\left(\alpha_{h}\right)\right.$ are not equivalent, we will state the unique solvability of $(M(\boldsymbol{\alpha}))$ separately in the next theorem.

Theorem 10. Let $\mathfrak{F}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be bounded and Lipschitz continuous in $\mathbb{R}_{+}$ with modulus $C_{l i p}>0$. There exists a constant $\bar{K}>0$, independent of $\boldsymbol{\alpha} \in U_{a d}$, such that if $C_{l i p}\|\boldsymbol{g}\|_{\infty} \in(0, \bar{K})$, then $M(\boldsymbol{\alpha})$ has exactly one solution for each $\boldsymbol{\alpha} \in U_{a d}$.

Proof. For the sake of completeness, we include a sketch of the proof. The idea is to show that $\Psi_{\alpha}$ is contractive, whence the assertion follows immediately by the Banach fixed-point theorem.

Let $\boldsymbol{\varphi}^{(i)} \in \mathbb{R}_{+}^{p}, i=1,2$, be arbitrary and consider the solutions $\left(\boldsymbol{u}^{(i)}, \boldsymbol{\lambda}^{(i)}\right) \in$ $\mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ to $\left(\bar{A}\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{(i)}\right)\right), i=1,2$. Then

$$
\begin{equation*}
\boldsymbol{u}^{(i)} \in \mathbb{K}(\boldsymbol{\alpha}):=\left\{\boldsymbol{v} \in \mathbb{R}^{n} \mid-\boldsymbol{v}_{\nu} \leq \boldsymbol{\alpha}\right\}, \quad i=1,2, \tag{1.37}
\end{equation*}
$$

and solve the respective implicit variational inequalities:

$$
\left.\begin{array}{l}
\left\langle\mathbb{A}(\boldsymbol{\alpha}) \boldsymbol{u}^{(i)}, \boldsymbol{v}-\boldsymbol{u}^{(i)}\right\rangle_{n}+\left\langle\boldsymbol{\omega}(\boldsymbol{\alpha}) \bullet \mathfrak{F}\left(\boldsymbol{\varphi}^{(i)}\right) \bullet \boldsymbol{g},\right| \boldsymbol{v}_{\tau}\left|-\left|\boldsymbol{u}_{\tau}^{(i)}\right|\right\rangle_{p} \\
\quad \geq\left\langle\boldsymbol{L}(\boldsymbol{\alpha}), \boldsymbol{v}-\boldsymbol{u}^{(i)}\right\rangle_{n} \quad \forall \boldsymbol{v} \in \mathbb{K}(\boldsymbol{\alpha}) .
\end{array}\right\} \quad\left(A\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{(i)}\right)\right)
$$

Now, test the first inequality $\left(A\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{(1)}\right)\right)$ with $\boldsymbol{v}:=\boldsymbol{u}^{(2)}$, the second inequality $\left(A\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{(2)}\right)\right)$ by $\boldsymbol{v}:=\boldsymbol{u}^{(1)}$ and add both inequalities. After rearranging the terms we get:

$$
\begin{aligned}
\left\langle\mathbb{A}(\boldsymbol{\alpha})\left(\boldsymbol{u}^{(1)}-\boldsymbol{u}^{(2)}\right), \boldsymbol{u}^{(1)}-\right. & \left.\boldsymbol{u}^{(2)}\right\rangle_{n} \\
& \leq\left\langle\boldsymbol{\omega}(\boldsymbol{\alpha}) \bullet\left(\mathfrak{F}\left(\boldsymbol{\varphi}^{(1)}\right)-\mathfrak{F}\left(\boldsymbol{\varphi}^{(2)}\right)\right) \bullet \boldsymbol{g},\right| \boldsymbol{u}_{\tau}^{(2)}\left|-\left|\boldsymbol{u}_{\tau}^{(1)}\right|\right\rangle_{p} .
\end{aligned}
$$

Using the Cauchy-Schwarz inequality and the Lipschitz continuity of $\mathfrak{F}$, the righthand side can be estimated by:

$$
\begin{aligned}
& \left\langle\boldsymbol{\omega}(\boldsymbol{\alpha}) \bullet\left(\mathfrak{F}\left(\boldsymbol{\varphi}^{(1)}\right)-\mathfrak{F}\left(\boldsymbol{\varphi}^{(2)}\right)\right) \bullet \boldsymbol{g},\right| \boldsymbol{u}_{\tau}^{(2)}\left|-\left|\boldsymbol{u}_{\tau}^{(1)}\right|\right\rangle_{p} \\
& \leq\|\boldsymbol{\omega}(\boldsymbol{\alpha})\|_{\infty}\|\boldsymbol{g}\|_{\infty}\left\|\mathfrak{F}\left(\boldsymbol{\varphi}^{(1)}\right)-\mathfrak{F}\left(\boldsymbol{\varphi}^{(2)}\right)\right\|_{p}\| \| \boldsymbol{u}_{\tau}^{(1)}\left|-\left|\boldsymbol{u}_{\tau}^{(2)}\right| \|_{p}\right. \\
& \quad \leq \bar{\omega} C_{l i p}\|\boldsymbol{g}\|_{\infty}\left\|\boldsymbol{\varphi}^{(1)}-\boldsymbol{\varphi}^{(2)}\right\|_{p}\left\|\boldsymbol{u}^{(1)}-\boldsymbol{u}^{(2)}\right\|_{n},
\end{aligned}
$$

where $\bar{\omega}:=\sup _{\boldsymbol{\alpha} \in U_{a d}}\|\boldsymbol{\omega}(\boldsymbol{\alpha})\|_{\infty}$. Since $\mathbb{A}(\boldsymbol{\alpha})$ are uniformly positive definite, we get:

$$
\begin{equation*}
\gamma\left\|\boldsymbol{u}^{(1)}-\boldsymbol{u}^{(2)}\right\|_{n}^{2} \leq \bar{\omega} C_{l i p}\|\boldsymbol{g}\|_{\infty}\left\|\boldsymbol{\varphi}^{(1)}-\boldsymbol{\varphi}^{(2)}\right\|_{p}\left\|\boldsymbol{u}^{(1)}-\boldsymbol{u}^{(2)}\right\|_{n} . \tag{1.38}
\end{equation*}
$$

Finally:

$$
\left\|\Psi_{\alpha}\left(\boldsymbol{\varphi}^{(1)}\right)-\Psi_{\alpha}\left(\boldsymbol{\varphi}^{(2)}\right)\right\|_{p} \leq\left\|\boldsymbol{u}^{(1)}-\boldsymbol{u}^{(2)}\right\|_{n} \leq \frac{\bar{\omega}}{\gamma} C_{l i p}\|\boldsymbol{g}\|_{\infty}\left\|\boldsymbol{\varphi}^{(1)}-\boldsymbol{\varphi}^{(2)}\right\|_{p}
$$

and the assertion holds with

$$
\begin{equation*}
\bar{K}:=\gamma / \bar{\omega} . \tag{1.39}
\end{equation*}
$$

### 1.3 Coulomb model with a solution-dependent coefficient of friction

In this section we will introduce the local Coulomb law of friction, with a coefficient of friction that is already assumed to depend on the solution, as it was the case in the previous section. We will discuss the difference between the Tresca and Coulomb laws of friction, pointing out also the difficulties associated with its analysis. The structure of the present section resembles the previous one's: after giving the definition of our contact problem with Coulomb friction and a solutiondependent coefficient of friction, we shall quickly move on to its discretization and further to the algebraic formulation, that will be of our primary interest. Analogously to the Tresca friction case, conditions guaranteeing unique solvability of the algebraic contact problems with Coulomb friction for each value of the design variable $\boldsymbol{\alpha} \in U_{a d}$ will be given and proved.

Let us return to what we said in the introduction, namely that the Tresca law of friction does not model physical reality well. What are its shortcomings and how
can they be overcome? To this end, we take a second look at the friction condition (1.9), in particular its first part, which says that sliding does not occur on the contact boundary, until the tangential stress does not attain a certain activation threshold. Now, the problem is that this threshold function does not distinguish between points that will become (after deformation) in contact and points, that will not. As a consequence, friction forces may act also at points which are not even in contact with the obstacle-evidently, this is physically infeasible. Secondly, one would expect from a reasonable friction condition to take into account also the quality of contact. Namely, it should be in line with our everyday experience that the stronger an object sticks to another, the bigger forces are needed to make them slide. In the Tresca law of friction, the slip bound did not depend on the pressure between the contacting surfaces. Both these deficiencies are remedied by the so-called Coulomb law of friction, that is formulated below (taking into account our special geometry):

$$
\begin{equation*}
\left|T_{1}\right| \leq \mathfrak{F}\left(\left|u_{1}\right|\right) T_{2}, \quad u_{1} \neq 0 \Rightarrow T_{1}=-\operatorname{sgn}\left(u_{1}\right) \mathfrak{F}\left(\left|u_{1}\right|\right) T_{2} \quad \text { on } \quad \Gamma_{C}(\alpha) . \tag{1.40}
\end{equation*}
$$

Note, that in (1.40) the a-priori given slip bound $g$ is replaced by the unknown normal stress $T_{2}:=T_{2}(\boldsymbol{u})$. In the Coulomb law of friction (1.40), if a point $\boldsymbol{x} \in \Gamma_{C}(\alpha)$ will not be in contact, then $T_{2}(\boldsymbol{x})=0$, as follows from the contact condition (1.8), implying also $T_{1}(\boldsymbol{x})=0$. Moreover, the activation threshold for sliding is in this case an increasing (linear) function of the pressure $T_{2}$. Finally, remark that we have already assumed that the coefficient of friction $\mathfrak{F}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$ in (1.40) may also depend on the magnitude of the tangential displacement.

Thus, by the classical solution to the Signorini problem with Coulomb friction we mean a function $\boldsymbol{u}: \bar{\Omega}(\alpha) \rightarrow \mathbb{R}^{2}$ satisfying the system of equilibrium equations and boundary conditions (1.1) $-(1.4)$, (1.8) and (1.40).

Assuming that the classical solution is sufficiently regular and applying the Green theorem, one may easily derive the variational inequality $\boldsymbol{u}$ satisfies (we will stick to the notation already introduced in Section 1.1):

$$
\left.\begin{array}{l}
\text { Find } \boldsymbol{u} \in \boldsymbol{K}(\alpha) \text { such that for every } \boldsymbol{v} \in \boldsymbol{K}(\alpha):  \tag{1.41}\\
a_{\alpha}(\boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u})+\int_{\Gamma_{C}(\alpha)} \mathfrak{F}\left(\left|u_{1}\right|\right) T_{2}(\boldsymbol{u})\left(\left|v_{1}\right|-\left|u_{2}\right|\right) d s \geq L_{\alpha}(\boldsymbol{v}-\boldsymbol{u}) .
\end{array}\right\}
$$

Since $\boldsymbol{u} \in \boldsymbol{K}(\alpha) \subset \boldsymbol{H}^{1}(\Omega(\alpha))$ only, $T_{2}(\boldsymbol{u}) \notin L^{2}\left(\Gamma_{C}(\alpha)\right)$ in general, but $T_{2}(\boldsymbol{u}) \in$ $X_{+}^{\prime}(\alpha)$. Therefore, instead of (1.41) one should write:

$$
\left.\begin{array}{l}
\text { Find } \boldsymbol{u} \in \boldsymbol{K}(\alpha) \text { such that for every } \boldsymbol{v} \in \boldsymbol{K}(\alpha) \\
a_{\alpha}(\boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u})+\left\langle\mathfrak{F}\left(\left|u_{1}\right|\right) T_{2}(\boldsymbol{u}),\right| v_{1}\left|-\left|u_{1}\right|\right\rangle_{X^{\prime}(\alpha), X(\alpha)} \geq L_{\alpha}(\boldsymbol{v}-\boldsymbol{u}) .
\end{array}\right\} \quad\left(\mathcal{P}^{C}(\alpha)\right)
$$

Still, in order to make sense to the duality term, $\mathfrak{F}$ and $\boldsymbol{u}$ should be smooth enough so that $\mathfrak{F}\left(\left|u_{1}\right|\right)\left|v_{1}\right| \in X(\alpha) \forall \boldsymbol{v} \in \boldsymbol{V}(\alpha)$ (see [11]). In order to overcome this difficulty, we will assume that $T_{2}(\boldsymbol{u}) \in L^{2}\left(\Gamma_{C}(\alpha)\right)$ and $\mathfrak{F}$ is continuous in $\mathbb{R}_{+}$. Then the duality may be replaced by the $L^{2}\left(\Gamma_{C}(\alpha)\right)$-scalar product. Such $\boldsymbol{u} \in \boldsymbol{K}(\alpha)$, satisfying $\mathcal{P}^{C}(\alpha)$ is called the weak solution. In addition, observe that this weak solution may again be characterized as the solution of the auxiliary problem $(\mathcal{A}(\alpha))$ with special coefficient of friction $\mathfrak{F}$ and slip bound $g$. Therefore, as it was done in Proposition 1, for given $\varphi \in X_{+}(\alpha), g \in L_{+}^{2}\left(\Gamma_{C}(\alpha)\right)$ denote by
$(\mathcal{A}(\alpha, \varphi, g))$ the auxiliary problem $(\mathcal{A}(\alpha))$ with the coefficient of friction $\mathfrak{F} \circ \varphi$ and the slip bound $g$. Further, define the mapping:

$$
\Phi^{C}: X_{+}(\alpha) \times L_{+}^{2}\left(\Gamma_{C}(\alpha)\right) \rightarrow X_{+}(\alpha) \times X_{+}^{\prime}(\alpha), \quad(\varphi, g) \mapsto\left(\left|\left(u_{1}\right)\right|_{\Gamma_{C}(\alpha)} \mid, T_{2}(\boldsymbol{u})\right)
$$

where $\boldsymbol{u}=\boldsymbol{u}(\varphi, g)$ is the unique solution of $(\mathcal{A}(\alpha, \varphi, g))$. Now it easy to see that $\boldsymbol{u} \in \boldsymbol{K}(\alpha)$ solves $\sqrt{\mathcal{P}^{C}(\alpha)}$ iff it is the solution of $\left(\mathcal{A}\left(\alpha, \varphi^{*}, g^{*}\right)\right)$, with $\left(\varphi^{*}, g^{*}\right) \in$ $X_{+}(\alpha) \times L_{+}^{2}\left(\Gamma_{C}(\alpha)\right)$ being a fixed-point of $\Phi^{C}$.

Observe that the mixed formulation $\overline{\mathcal{A}(\alpha))}$, which will be denoted $(\overline{\mathcal{A}}(\alpha, \varphi, g))$ in order to stress the dependence on $\varphi$ and $g$, is particularly useful here: along with the displacement $\boldsymbol{u}$ we also compute the normal stress $T_{2}(\boldsymbol{u})=\lambda$, that may be used for the fixed-point iteration in $\Phi^{C}$. This motivates us to use the mixed formulation to define the weak solution.

Definition 7. By a weak solution of the Signorini problem with Coulomb friction and a solution-dependent coefficient of friction we mean the pair $(\boldsymbol{u}, \lambda) \in \boldsymbol{V}(\alpha) \times$ $L_{+}^{2}\left(\Gamma_{C}(\alpha)\right)$ solving uniquely the mixed problem $\left(\mathcal{A}\left(\alpha, \varphi^{*}, g^{*}\right)\right)$, where $\left(\varphi^{*}, g^{*}\right)$ is a fixed-point of the mapping:

$$
\Phi^{C}: X_{+}(\alpha) \times L_{+}^{2}\left(\Gamma_{C}(\alpha)\right) \rightarrow X_{+}(\alpha) \times X_{+}^{\prime}(\alpha), \quad(\varphi, g) \mapsto\left(\left|\left(u_{1}\right)\right|_{\Gamma_{C}(\alpha)} \mid, \lambda\right) .
$$

Equivalently, the weak solution $(\boldsymbol{u}, \lambda)$ satisfies the following mixed-type problem:

Remark 5. Unfortunately, the mapping $\Phi^{C}$ is not contractive and therefore the analysis of $\left(\mathcal{M}^{C}(\alpha)\right)$ has to be conducted in a different way-we kindly refer to the monograph [11 for some relevant results. As we shall see, such issues are not present in finite dimensions and Definition 7 suits well for the discretization of $\mathcal{M}^{C}(\alpha)$.

### 1.3.1 Approximation

It should come as no surprise that the discretization will once again be based on the fixed-point structure of the problem $\sqrt[\mathcal{M}^{C}(\alpha)]{ })$, iterating through some discrete mixed problems $\left(\overline{\mathcal{A}}_{h H}\left(\alpha_{h}, \varphi_{h}, g_{H}\right)\right)$.

To this end, let $\alpha_{h} \in \mathcal{U}_{a d}^{h}$ be fixed and let $\widehat{\Lambda}_{H} \subset L^{2}(0, a)$ be as in Example 2, i.e., $\widehat{L}_{H}$ is the space of all piecewise constant functions over the partition $\Delta_{H}$ and $\widehat{\Lambda}_{H}$ the cone of its nonnegative elements. Let $\varphi_{h} \in \widehat{X}_{h+}, g_{H} \in \widehat{\Lambda}_{H}$ be given and denote by $\left(\overline{\mathcal{A}}_{h H}\left(\alpha_{h}, \varphi_{h}, g_{H}\right)\right)$ the discrete mixed formulation of the Signorini problem with given friction $g_{H}$ and coefficient of friction $\mathfrak{F} \circ \varphi_{h}$ :

$$
\left.\begin{array}{l}
\text { Find }\left(u_{h}, \lambda_{H}\right) \in \boldsymbol{V}_{h}\left(\alpha_{h}\right) \times \widehat{\Lambda}_{H} \text { such that: } \\
a_{\alpha_{h}}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right)+j_{h, \alpha_{h}}\left(\varphi_{h}, g_{H} ; \boldsymbol{v}_{h}\right)-j_{h, \alpha_{h}}\left(\varphi_{h}, g_{H} ; \boldsymbol{u}_{h}\right) \\
\quad \geq L_{\alpha_{h}}\left(\boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right)+\left\langle\lambda_{H}, \widehat{v}_{h 2}-\widehat{u}_{h 2}\right\rangle_{H h} \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{V}_{h}\left(\alpha_{h}\right), \\
\left\langle\mu_{H}-\lambda_{H}, \widehat{u}_{h 2}+\alpha_{h}\right\rangle_{H h} \geq 0 \quad \forall \mu_{H} \in \widehat{\Lambda}_{H} .
\end{array}\right\}
$$

$$
\left(\overline{\mathcal{A}}_{h H}\left(\alpha_{h}, \varphi_{h}, g_{H}\right)\right)
$$

$$
\begin{align*}
& \text { Find }(\boldsymbol{u}, \lambda) \in \boldsymbol{V}(\alpha) \times L_{+}^{2}\left(\Gamma_{C}(\alpha)\right) \text { such that: } \\
& a_{\alpha}(\boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u})+\left\langle\mathfrak{F}\left(\left|u_{1}\right|\right) \lambda,\right| v_{1}\left|-\left|u_{1}\right|\right\rangle_{X^{\prime}(\alpha), X(\alpha)} \\
& \left.\begin{array}{rl}
\geq L_{\alpha}(\boldsymbol{v}-\boldsymbol{u}) & +\left\langle\lambda, v_{2}-u_{2}\right\rangle_{X^{\prime}(\alpha), X(\alpha)} \\
\left\langle\mu-\lambda, u_{2}+d_{\alpha}\right\rangle_{X^{\prime}(\alpha), X(\alpha)} \geq 0 \quad \forall \mu \in X_{+}^{\prime}(\alpha) . &
\end{array}\right\} \tag{C}
\end{align*}
$$

Here the functional $j_{h, \alpha_{h}}$ is now defined as (compare with (1.18)):

$$
j_{h, \alpha_{h}}\left(\varphi_{h}, g_{H} ; \boldsymbol{v}_{h}\right):=\int_{0}^{a} \mathfrak{F}\left(\varphi_{h}\right) g_{H} \pi_{h}\left|\widehat{v}_{h 1}\right| \sqrt{1+\left(\alpha_{h}^{\prime}\right)^{2}} d x_{1} .
$$

Recall, that $\pi_{h}$ stands for the piecewise linear Lagrange interpolation opertor on $\Delta_{h}$.

Definition 8. By a solution to the discretized Signorini problem with Coulomb friction and a solution-dependent coefficient of friction we mean a pair $\left(\boldsymbol{u}_{h}^{*}, \lambda_{H}^{*}\right) \in$ $\boldsymbol{V}_{h}\left(\alpha_{h}\right) \times \widehat{\Lambda}_{H}$ solving the problem $\left(\overline{\mathcal{A}}_{h H}\left(\alpha_{h}, \varphi_{h}^{*}, g_{H}^{*}\right)\right)$, where $\left(\varphi_{h}^{*}, g_{H}^{*}\right)$ is a fixedpoint of the mapping

$$
\Phi_{h}^{C}: \widehat{X}_{h+} \times \widehat{\Lambda}_{H} \rightarrow \widehat{X}_{h+} \times \widehat{\Lambda}_{H}, \quad\left(\varphi_{h}, g_{H}\right) \mapsto\left(\pi_{h}\left|\widehat{u}_{h 1}\right|, \lambda_{H}\right),
$$

$\left(\boldsymbol{u}_{h}, \lambda_{H}\right)$ denoting the solution of $\left(\overline{\mathcal{A}}_{h H}\left(\alpha_{h}, \varphi_{h}, g_{H}\right)\right)$.
Instead of dealing with existence and uniqueness of solutions to the discretized Signorini problem with Coulomb friction and a solution-dependent coefficient of friction (for such result the reader is kindly referred to e.g. [20, Thm. 2.1] and [20, Thm. 2.2]) we immediately proceed with the algebraic formulation. Existence and uniqueness in the fully algebraic setting will be investigated in more detail with corresponding proofs.

### 1.3.2 Algebraic formulation

Recall that for given $\varphi_{h} \in \widehat{X}_{h+}$ and $g_{H} \in \widehat{\Lambda}_{H}$, with coordinates $\varphi \in \mathbb{R}_{+}^{p}$ and $\boldsymbol{g} \in \mathbb{R}_{+}^{p}$ with respect to the basis $\left\{\psi_{h}^{1}, \ldots, \psi_{h}^{p}\right\}$ and $\left\{\chi_{S^{1}}, \ldots, \chi_{S^{p}}\right\}$, respectively, the algebraic Signorini problem with given friction $\boldsymbol{g}$ and coefficient of friction $\mathfrak{F}(\boldsymbol{\varphi})$ was defined as:

$$
\begin{aligned}
& \text { Find }(\boldsymbol{u}, \boldsymbol{\lambda}) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p} \text { such that: } \\
& \left.\begin{array}{rl}
\langle\mathbb{A}(\boldsymbol{\alpha}) \boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u}\rangle_{n}+\langle\boldsymbol{\omega}(\boldsymbol{\alpha}) \bullet \mathfrak{F}(\boldsymbol{\varphi}) \bullet \boldsymbol{g},| \boldsymbol{v}_{\tau}\left|-\left|\boldsymbol{u}_{\tau}\right|\right\rangle_{p} \\
& \geq\langle\boldsymbol{L}(\boldsymbol{\alpha}), \boldsymbol{v}-\boldsymbol{u}\rangle_{n}+\left\langle\boldsymbol{\lambda}, \boldsymbol{v}_{\nu}-\boldsymbol{u}_{\nu}\right\rangle_{p} \quad \forall \boldsymbol{v} \in \mathbb{R}^{n},
\end{array}\right\} \quad(\bar{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi}, \boldsymbol{g})) \\
& \left\langle\boldsymbol{\mu}-\boldsymbol{\lambda}, \boldsymbol{u}_{\nu}+\boldsymbol{\alpha}\right\rangle_{p} \geq 0 \quad \forall \boldsymbol{\mu} \in \mathbb{R}_{+}^{p},
\end{aligned}
$$

now labeled as $(\bar{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi}, \boldsymbol{g})$ in order to stress the dependence on $(\boldsymbol{\varphi}, \boldsymbol{g})$. In Remark 2 it was shown that the function $\widehat{\lambda}_{a l g}=\sum_{i=1}^{p} \frac{\lambda_{i}}{\omega_{i}(\boldsymbol{\alpha})} \chi_{S^{i}}$ is the approximate Lagrange multiplier, hence it is this function we will use in the definition of $\Phi_{h}^{C}$.

Introducing the elementwise division operator $\div: \mathbb{R}^{p} \times(\mathbb{R} \backslash\{0\})^{p} \rightarrow \mathbb{R}^{p}$, $(\boldsymbol{u}, \boldsymbol{v}) \mapsto\left(\frac{u_{1}}{v_{1}}, \ldots, \frac{u_{p}}{v_{p}}\right)^{T}$, we define the mapping

$$
\Psi_{\alpha}^{C}: \mathbb{R}_{+}^{p} \times \mathbb{R}_{+}^{p} \rightarrow \mathbb{R}_{+}^{p} \times \mathbb{R}_{+}^{p}, \quad(\boldsymbol{\varphi}, \boldsymbol{g}) \mapsto\left(\left|\boldsymbol{u}_{\tau}\right|, \boldsymbol{\lambda} \div \boldsymbol{\omega}(\boldsymbol{\alpha})\right),
$$

where $(\boldsymbol{u}, \boldsymbol{\lambda})$ solves $\left(\bar{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi}, \boldsymbol{g})\right.$. Given a fixed-point $\left(\boldsymbol{\varphi}^{*}, \boldsymbol{g}^{*}\right)$ of $\Psi_{\alpha}^{C}$, the corresponding solution $(\boldsymbol{u}, \boldsymbol{\lambda})$ to $\left(A\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{*}, \boldsymbol{g}^{*}\right)\right)$ is also a solution to:

$$
\begin{align*}
& \text { Find }(\boldsymbol{u}, \boldsymbol{\lambda}) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p} \text { such that: } \\
& \left.\begin{array}{rl}
\langle\mathbb{A}(\boldsymbol{\alpha}) \boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u}\rangle_{n}+\left\langle\mathfrak{F}\left(\left|\boldsymbol{u}_{\tau}\right|\right) \bullet \boldsymbol{\lambda},\right| \boldsymbol{v}_{\tau}\left|-\left|\boldsymbol{u}_{\tau}\right|\right\rangle_{p} & \\
\qquad \geq\langle\boldsymbol{L}(\boldsymbol{\alpha}), \boldsymbol{v}-\boldsymbol{u}\rangle_{n}+\left\langle\boldsymbol{\lambda}, \boldsymbol{v}_{\nu}-\boldsymbol{u}_{\nu}\right\rangle_{p} \quad \forall \boldsymbol{v} \in \mathbb{R}^{n},
\end{array}\right\}  \tag{C}\\
& \left\langle\boldsymbol{\mu}-\boldsymbol{\lambda}, \boldsymbol{u}_{\nu}+\boldsymbol{\alpha}\right\rangle_{p} \geq 0 \quad \forall \boldsymbol{\mu} \in \mathbb{R}_{+}^{p} .
\end{align*}
$$

We have arrived at the following definition.

Definition 9. By the algebraic Signorini problem with Coulomb friction and a solution-dependent coefficient of friction we mean the problem $M^{C}(\boldsymbol{\alpha})$.

Observe that, equivalently, the algebraic solution ( $\boldsymbol{u}, \boldsymbol{\lambda}$ ) can be characterized in yet another way, namely as the (unique) solution to the auxiliary problem:

$$
\begin{aligned}
& \text { Find }(\boldsymbol{u}, \boldsymbol{\lambda}) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p} \text { such that: } \\
& \left.\begin{array}{l}
\langle\mathbb{A}(\boldsymbol{\alpha}) \boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u}\rangle_{n}+\left\langle\mathfrak{F}\left(\boldsymbol{\varphi}^{*}\right) \bullet \boldsymbol{g}^{*},\right| \boldsymbol{v}_{\tau}\left|-\left|\boldsymbol{u}_{\tau}\right|\right\rangle_{p} \\
\langle\boldsymbol{L}(\boldsymbol{\alpha}), \boldsymbol{v}-\boldsymbol{u}\rangle_{n}+\left\langle\boldsymbol{\lambda}, \boldsymbol{v}_{\nu}-\boldsymbol{u}_{\nu}\right\rangle_{p} \quad \forall \boldsymbol{v} \in \mathbb{R}^{n}, \\
\left\langle\boldsymbol{\mu}, \boldsymbol{\lambda}, \boldsymbol{u}_{\nu}+\boldsymbol{\alpha}\right\rangle_{p} \geq 0 \quad \forall \boldsymbol{\mu} \in \mathbb{R}_{+}^{p}
\end{array}\right\} \quad\left(\tilde{A}\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{*}, \boldsymbol{g}^{*}\right)\right)
\end{aligned}
$$

where $\left(\boldsymbol{\varphi}^{*}, \boldsymbol{g}^{*}\right)$ is a fixed-point of the mapping

$$
\tilde{\Psi}_{\alpha}^{C}:(\boldsymbol{\varphi}, \boldsymbol{g}) \mapsto\left(\left|\boldsymbol{u}_{\tau}\right|, \boldsymbol{\lambda}\right) .
$$

The pair $(\boldsymbol{u}, \boldsymbol{\lambda})$ in the definition of $\tilde{\Psi}_{\alpha}^{C}$ is the solution of $(\tilde{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi}, \boldsymbol{g}))$. In other words, one may get the solution of the algebraic contact problem with Coulomb friction by solving the algebraic contact problem with Tresca friction, but without $\boldsymbol{\omega}(\boldsymbol{\alpha})$ in the frictional term. Although it may not be apparent at the moment, but the fact that the control parameter $\boldsymbol{\alpha} \in U_{a d}$ is not present in the frictional term of $\left(M^{C}(\boldsymbol{\alpha})\right)$ will make a huge difference when it comes to conducting sensitivity analysis.

Now, let us state and prove the following result on existence and uniqueness of the algebraic solution.

Theorem 11. (i) Let $\mathfrak{F}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be continuous and bounded, i.e. $\exists C_{\max }>$ $0 \forall x \in \mathbb{R}_{+}: \quad 0 \leq \mathfrak{F}(x) \leq C_{\text {max }}$. Then $M^{C}(\boldsymbol{\alpha})$ has at least one solution for all $\boldsymbol{\alpha} \in U_{\text {ad }}$.
(ii) Let, in addition, $\mathfrak{F}$ be Lipschitz continuous with modulus $C_{l i p}$. If $C_{\text {lip }}$ and $C_{\text {max }}$ are sufficiently small, all problems $M^{C}(\boldsymbol{\alpha})$ have a unique solution.

Proof. For the sake of this proof, let us define the norm on products of Euclidean spaces $\mathbb{R}^{s} \times \mathbb{R}^{t}(s, t \in \mathbb{N})$ by: $\|(\boldsymbol{w}, \boldsymbol{z})\|_{s+t}:=\|\boldsymbol{w}\|_{s}+\|\boldsymbol{z}\|_{t}$.
(i) Let $(\boldsymbol{\varphi}, \boldsymbol{g}) \in \mathbb{R}_{+}^{p} \times \mathbb{R}_{+}^{p}$ be given and consider $(\boldsymbol{u}, \boldsymbol{\lambda})$, the unique solution of $(\tilde{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi}, \boldsymbol{g}))$. Then, from Lemma $2(i)$ we have immediately:

$$
\begin{equation*}
\left\|\tilde{\Psi}_{\alpha}^{C}(\boldsymbol{\varphi}, \boldsymbol{g})\right\|_{p+p} \leq\|\boldsymbol{u}\|_{n}+\|\boldsymbol{\lambda}\|_{p} \leq\left[\frac{1}{\gamma}+\frac{1}{\beta}\left(\frac{\|\mathbb{A}\|}{\gamma}+1\right)\right]\|\boldsymbol{L}\|=: R, \tag{1.42}
\end{equation*}
$$

where $\|\mathbb{A}\|=\sup _{\boldsymbol{\alpha} \in U_{a d}}\|\mathbb{A}(\boldsymbol{\alpha})\|,\|\boldsymbol{L}\|=\sup _{\boldsymbol{\alpha} \in U_{a d}}\|\boldsymbol{L}(\boldsymbol{\alpha})\|_{n}$ and hence $R$ does not depend on $\boldsymbol{\alpha} \in U_{\text {ad }}$. Thus, $\tilde{\Psi}_{\alpha}^{C}$ maps the ball $\mathbb{B}_{R} \subset \mathbb{R}^{p} \times \mathbb{R}^{p}$ of radius $R$ and center 0 into itself. Continuity of $\tilde{\Psi}_{\alpha}^{C}$ is very easy to verify: for any convergent sequence $\left\{\left(\boldsymbol{\varphi}^{(i)}, \boldsymbol{g}^{(i)}\right)\right\} \subset \mathbb{R}_{+}^{p} \times \mathbb{R}_{+}^{p},\left(\boldsymbol{\varphi}^{(i)}, \boldsymbol{g}^{(i)}\right) \rightarrow(\boldsymbol{\varphi}, \boldsymbol{g})$, the sequence of solutions $\left\{\left(\boldsymbol{u}^{(i)}, \boldsymbol{\lambda}^{(i)}\right)\right\}$ to the problems $\left(\tilde{A}\left(\alpha, \boldsymbol{\varphi}^{(i)}, \boldsymbol{g}^{(i)}\right)\right), i=1,2, \ldots$, converges to the solution of the limit problem $(\tilde{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi}, \boldsymbol{g}))$. Hence, by Brouwer's fixed-point theorem, the assertion follows.
(ii) We proceed analogously as in the case of Tresca friction and show that $\tilde{\Psi}_{\alpha}^{C}$ is contractive in $\mathbb{B}_{R}$. To this end, consider two pairs $\left(\boldsymbol{\varphi}^{i}, \boldsymbol{g}^{i}\right),\left\|\left(\boldsymbol{\varphi}^{i}, \boldsymbol{g}^{i}\right)\right\|_{p+p} \leq R$, $i=1,2$, and follow the steps of the proof of Theorem 10 to get:

$$
\gamma\left\|\boldsymbol{u}^{1}-\boldsymbol{u}^{2}\right\|_{n} \leq\left\langle\mathfrak{F}\left(\boldsymbol{\varphi}^{1}\right) \bullet \boldsymbol{g}^{1}-\mathfrak{F}\left(\boldsymbol{\varphi}^{2}\right) \bullet \boldsymbol{g}^{2},\right| \boldsymbol{u}_{\tau}^{2}\left|-\left|\boldsymbol{u}_{\tau}^{1}\right|\right\rangle_{p}
$$

where $\left(\boldsymbol{u}^{1}, \boldsymbol{g}^{1}\right),\left(\boldsymbol{u}^{2}, \boldsymbol{g}^{2}\right)$ denote the solutions to $\left(\tilde{A}\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{1}, \boldsymbol{g}^{1}\right)\right)$, $\left(\tilde{A}\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{2}, \boldsymbol{g}^{2}\right)\right)$, respectively. Using the Cauchy-Schwarz inequality, adding and subtracting the term $\mathfrak{F}\left(\boldsymbol{\varphi}^{1}\right) \bullet \boldsymbol{g}^{2}$ and making use of the assumptions on $\mathfrak{F}$ we arrive at:

$$
\begin{align*}
\left\|\boldsymbol{u}^{1}-\boldsymbol{u}^{2}\right\|_{n} & \leq \frac{1}{\gamma}\left(C_{\max }\left\|\boldsymbol{g}^{1}-\boldsymbol{g}^{2}\right\|_{p}+C_{l i p}\left\|\boldsymbol{g}^{2}\right\|_{\infty}\left\|\boldsymbol{\varphi}^{1}-\boldsymbol{\varphi}^{2}\right\|_{p}\right)  \tag{1.43}\\
& \leq \frac{1}{\gamma} \max \left\{C_{\max }, R C_{l i p}\right\}\left\|\left(\boldsymbol{\varphi}^{1}-\boldsymbol{\varphi}^{2}, \boldsymbol{g}^{1}-\boldsymbol{g}^{2}\right)\right\|_{p+p} \tag{1.44}
\end{align*}
$$

Next, we estimate the difference of the Lagrange multipliers $\boldsymbol{\lambda}^{1}$, $\boldsymbol{\lambda}^{2}$. From the first inequality of $\left(\tilde{A}\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{i}, \boldsymbol{g}^{i}\right)\right)$ one gets:

$$
\left\langle\mathbb{A}(\boldsymbol{\alpha}) \boldsymbol{u}^{i}, \boldsymbol{v}\right\rangle_{n}=\langle\boldsymbol{L}(\boldsymbol{\alpha}), \boldsymbol{v}\rangle_{n}+\left\langle\boldsymbol{\lambda}^{i}, \boldsymbol{v}_{\nu}\right\rangle_{p} \quad \forall \boldsymbol{v} \in \mathbb{R}^{n}, \boldsymbol{v}_{\tau}=0, i=1,2 .
$$

Subtracting the two equations from each other yields:

$$
\left\langle\boldsymbol{\lambda}^{1}-\boldsymbol{\lambda}^{2}, \boldsymbol{v}_{\nu}\right\rangle_{p}=\left\langle\mathbb{A}(\boldsymbol{\alpha})\left(\boldsymbol{u}^{1}-\boldsymbol{u}^{2}\right), \boldsymbol{v}\right\rangle_{n} \quad \forall \boldsymbol{v} \in \mathbb{R}^{n}, \boldsymbol{v}_{\tau}=0 .
$$

From Lemman noticing that the supremum can be taken over the whole space $\mathbb{R}^{n}$, we get:

$$
\beta\left\|\boldsymbol{\lambda}^{1}-\boldsymbol{\lambda}^{2}\right\|_{p} \leq\|\mathbb{A}\|\left\|\boldsymbol{u}^{1}-\boldsymbol{u}^{2}\right\|_{n} .
$$

Finally, combining the previous two estimates we obtain:

$$
\begin{aligned}
&\left\|\tilde{\Psi}_{\alpha}^{C}\left(\boldsymbol{\varphi}^{1}, \boldsymbol{g}^{1}\right)-\tilde{\Psi}_{\alpha}^{C}\left(\boldsymbol{\varphi}^{2}, \boldsymbol{g}^{2}\right)\right\|_{p+p} \leq\left\|\boldsymbol{u}^{1}-\boldsymbol{u}^{2}\right\|_{n}+\left\|\boldsymbol{\lambda}^{1}+\boldsymbol{\lambda}^{2}\right\|_{p} \\
& \leq \frac{\beta+\|\mathbb{A}\|}{\beta \gamma} \max \left\{C_{\max }, R C_{l i p}\right\}\left\|\left(\boldsymbol{\varphi}^{1}, \boldsymbol{g}^{1}\right)-\left(\boldsymbol{\varphi}^{2}, \boldsymbol{g}^{2}\right)\right\|_{p+p} .
\end{aligned}
$$

Now, the assertion of the theorem holds, provided

$$
\begin{equation*}
\max \left\{C_{\max }, R C_{l i p}\right\}<\frac{\beta \gamma}{\beta+\|\mathbb{A}\|} \tag{1.45}
\end{equation*}
$$

Remark 6. We have come to another important difference between the contact problems with Tresca friction $(M(\boldsymbol{\alpha}))$ and Coulomb friction $M^{C}(\boldsymbol{\alpha})$. Namely, that in the latter case the condition guaranteeing unique solvability of the problem for every $\boldsymbol{\alpha} \in U_{a d}$, is data-dependent. Indeed, the "constant" $R$ in (1.45) is a continuous, increasing function of $\|\boldsymbol{L}\|$, cf. (1.42). For too large load vectors $\boldsymbol{L}$, (1.45) will become invalid and one may lose uniqueness. However, if (1.45) is satisfied for a given set of data $\mathfrak{F}$ and $\boldsymbol{L}$, then it remains valid for sufficiently small perturbations of the load vector, as well. We shall return to this matter when investigating stability $\mathcal{M}^{C}(\alpha)$ with respect to the design variable $\boldsymbol{\alpha} \in U_{a d}$.

## Chapter 2

## Shape optimization: Tresca case

In the previous chapter we have introduced the Signorini problem and several models of friction, formulated various (not always equivalent) mathematical problems describing this physical phenomena. For a fixed geometry, we were interested in existence and uniqueness of solutions to these problems. In addition, it was shown that the considered problems remain (uniquely) solvable even if the geometry is changed. In the present chapter we focus on the model with Tresca friction where the coefficient of friction depends on the unknown solution and take our considerations to a further level. Namely, we will try to identify an optimal geometry among the set of admissible ones, i.e., find such $\alpha^{*}$ that the pair $\left(\alpha^{*}, \boldsymbol{y}^{*}\right)$, where $\boldsymbol{y}^{*}$ is the solution of the corresponding state problem, minimizes a given cost functional $J$. After proving existence of at least one optimal shape, we will focus on its identification in practice. As we shall see, a crucial ingredient for an effective numerical solution of the shape optimization problem is the computation of (sub)gradients with respect to the design variable. This is subject of the section covering sensitivity analysis and represents our main results in this chapter.

The structure of the chapter is as follows. We start with the definition of the shape optimization problem for continuous and discretized state problems, recalling results from 43. Convergence analysis is also treated briefly - for details on these issues we kindly refer to [43] and [17]. For the rest of the chapter we shift our attention entirely to the algebraic state problem $(M(\boldsymbol{\alpha})$ and the corresponding algebraic shape optimization problem. First, stability analysis is carried out, i.e., it is shown that the state variable is a Lipschitz function of the design. As an easy consequence we obtain existence of a solution to the shape optimization problem. For its numerical solution we employ the implicit programming approach ( $\operatorname{ImP}$ ), which requires computing (sub)gradients of the implicitly defined, nondifferentiable control-to-state mapping. This shall be facilitated by the generalized differential calculus of B. Mordukhovich and the calmness property of the state problem. Most of the results presented in this chapter have been published in the paper [17.

### 2.1 The continuous and discretized shape optimization problem

As already mentioned above, we will be dealing with the Signorini problem with Tresca friction and a solution-dependent coefficient of friction that was introduced in $(\widehat{\mathcal{P}(\alpha))}$ and reads as:

$$
\left.\begin{array}{l}
\text { Find } \boldsymbol{u}:=\boldsymbol{u}(\alpha) \in \boldsymbol{K}(\alpha) \text { such that: } \\
a_{\alpha}(\boldsymbol{u}, \boldsymbol{v}-\boldsymbol{u})+j_{\alpha}(\boldsymbol{u}, \boldsymbol{v})-j_{\alpha}(\boldsymbol{u}, \boldsymbol{u}) \geq L_{\alpha}(\boldsymbol{v}-\boldsymbol{u}) \quad \forall \boldsymbol{v} \in \boldsymbol{K}(\alpha) .
\end{array}\right\} \quad(\mathcal{P}(\alpha))
$$

Here the bilinear form $a_{\alpha}$ and linear form $L_{\alpha}$ are defined by (1.10) and (1.11), respectively, whereas the nonsmooth frictional term has the form

$$
j_{\alpha}(\boldsymbol{w}, \boldsymbol{v}):=\int_{\Gamma_{C}(\alpha)} \mathfrak{F}\left(\left|w_{1}\right|\right) g\left|v_{1}\right| d s \quad \forall \boldsymbol{w}, \boldsymbol{v} \in \boldsymbol{H}^{1}(\Omega(\alpha)) .
$$

The solution of $\mathcal{P ( \alpha ) ]}$ is sought in the closed convex set $\boldsymbol{K}(\alpha)=\left\{\boldsymbol{v} \in \boldsymbol{H}^{1}(\Omega(\alpha)) \mid\right.$ $\boldsymbol{v}=0$ on $\Gamma_{D}(\alpha),-v_{2} \leq d_{\alpha}$ on $\left.\Gamma_{C}(\alpha)\right\}$. On the other hand, the admissible set $\mathcal{U}_{a d}$ defined in (1.7) as a subset of Lipschitz functions that are together with their first derivatives equibounded, turns out to be too large. Instead, we will be able to prove existence of an optimal parameter in the following subset of $\mathcal{U}_{\text {ad }}$ :

$$
\begin{align*}
\tilde{\mathcal{U}}_{a d}:=\left\{\alpha \in C^{1,1}([0, a]) \mid\right. & 0 \leq \alpha \leq C_{0} \text { in }[0, a], \\
& \left|\alpha^{\prime}\right| \leq C_{1} \text { in }[0, a], \\
& \left|\alpha^{\prime \prime}\right| \leq C_{3} \text { a.e. in }(0, a),  \tag{2.1}\\
& \left.C_{21} \leq \int_{0}^{a} \alpha\left(x_{1}\right) d x_{1} \leq C_{22}\right\},
\end{align*}
$$

i.e. $\widetilde{\mathcal{U}}_{a d}$ contains $C^{1,1}$-functions that have, in addition to (1.7), equibounded second derivatives (they exist a.e. in $(0, a)$ by Rademacher's theorem).

Now, let $J: D \rightarrow \mathbb{R}$, where $D:=\left\{(\alpha, \boldsymbol{y}) \mid \alpha \in \widetilde{\mathcal{U}}_{a d}, \boldsymbol{y} \in \boldsymbol{V}(\alpha)\right\}$, be a given cost functional and denote:

$$
\mathcal{G}:=\left\{(\alpha, \boldsymbol{u}) \mid \alpha \in \widetilde{\mathcal{U}}_{a d}, \boldsymbol{u} \text { solves } \overline{\mathcal{P}(\alpha)]}\right\},
$$

i.e., $\mathcal{G}$ is the graph of the control-to-state mapping $\widetilde{\mathcal{U}}_{a d} \ni \alpha \mapsto\{\boldsymbol{u} \in \boldsymbol{K}(\alpha) \mid$ $\boldsymbol{u}$ solves $(\overline{\mathcal{P}(\alpha)})\}$ (also called the solution map). Note that the control-to-state map is multivalued, in general.

Definition 10. A domain $\Omega\left(\alpha^{*}\right)$ is called optimal iff there exists a $\boldsymbol{u}^{*} \in \boldsymbol{K}\left(\alpha^{*}\right)$ such that $\left(\alpha^{*}, \boldsymbol{u}^{*}\right) \in \mathcal{G}$ solves the following problem:

$$
\left.\begin{array}{l}
\text { Find }(\alpha, \boldsymbol{u}) \in \mathcal{G} \text { such that: }  \tag{P}\\
J(\alpha, \boldsymbol{u}) \leq J\left(\alpha^{\prime}, \boldsymbol{u}^{\prime}\right) \quad \forall\left(\alpha^{\prime}, \boldsymbol{u}^{\prime}\right) \in \mathcal{G} .
\end{array}\right\}
$$

$(\mathbf{P})$ is termed the shape optimization problem.

In order to establish existence of an optimal domain $\Omega\left(\alpha^{*}\right), \alpha^{*} \in \widetilde{\mathcal{U}}_{\text {ad }}$, we show that $\mathcal{G}$ is (sequentially) compact with respect to a suitable topology $\tau_{D}$ on $D$. Provided we succeed in finding such $\tau_{D},(\mathbb{P})$ will have at least one solution for all cost functionals $J$ that are (sequentially) lower semicontinuous with respect to this topology.

Let $\widehat{\boldsymbol{V}}:=\boldsymbol{H}^{1}(\widehat{\Omega})$ and denote by $E_{\alpha}: \boldsymbol{V}(\alpha) \rightarrow \widehat{\boldsymbol{V}}, \alpha \in \widetilde{\mathcal{U}}_{a d}$, the continuous, linear extension operator from $\Omega(\alpha)$ into $\widehat{\Omega}$. Further, let $\mathcal{E}: D \rightarrow \widetilde{\mathcal{U}}_{a d} \times \widehat{\boldsymbol{V}}$, $(\alpha, \boldsymbol{y}) \mapsto\left(\alpha, E_{\alpha} \boldsymbol{y}\right)$. Then $\mathcal{E}$ is injective. Indeed, $\left(\alpha, E_{\alpha} \boldsymbol{y}\right)=\left(\beta, E_{\beta} \boldsymbol{z}\right)$ implies $\alpha=\beta$ and, consequently, from $E_{\alpha} \boldsymbol{y}=E_{\alpha} \boldsymbol{z}$ one has $\boldsymbol{y}=\boldsymbol{z}$. Let us equip $\widetilde{\mathcal{U}}_{a d}$ with the $C^{1}$-topology and $\widehat{\boldsymbol{V}}$ with the weak $\boldsymbol{H}^{1}$-topology. On $\Sigma:=\mathcal{E}(D)$ we consider the relative topology induced by the product topology of $\widetilde{\mathcal{U}}_{a d} \times \widehat{\boldsymbol{V}}$. Now it is easy to see that

$$
\begin{equation*}
\tau_{D}:=\{A \subset D \mid \mathcal{E}(A) \text { is open in } \Sigma\} \tag{2.2}
\end{equation*}
$$

defines a topology on $D$. Indeed, $\emptyset \in \tau_{D}$ and since $\mathcal{E}: D \rightarrow \Sigma$ is bijective, it preserves set intersections and unions, in particular: $\mathcal{E}\left(\bigcup A_{i}\right)=\bigcup \mathcal{E}\left(A_{i}\right)$ and $\mathcal{E}(A \cap B)=\mathcal{E}(A) \cap \mathcal{E}(B)$ for any subsets $A_{i}, A, B \subset D$.

Lemma 3. The set $\mathcal{G}$ is sequentially compact in $\left(D, \tau_{D}\right)$, where $\tau_{D}$ is defined by (2.2), i.e., it holds that

$$
\begin{aligned}
& \forall\left\{\left(\alpha_{n}, \boldsymbol{u}_{n}\right)\right\} \subset \mathcal{G} \exists\left\{\left(\alpha_{n_{j}}, \boldsymbol{u}_{n_{j}}\right)\right\} \subset\left\{\left(\alpha_{n}, \boldsymbol{u}_{n}\right)\right\} \exists(\alpha, \boldsymbol{u}) \in \mathcal{G}: \\
& \quad \alpha_{n_{j}} \rightarrow \alpha \text { in } C^{1}([0, a]), \quad E_{\alpha_{n_{j}}} \boldsymbol{u}_{n_{j}} \rightharpoonup E_{\alpha} \boldsymbol{u} \quad(\text { weakly }) \text { in } \boldsymbol{H}^{1}(\widehat{\Omega}), \quad j \rightarrow \infty .
\end{aligned}
$$

The proof relies on the fact that the domains $\Omega(\alpha), \alpha \in \widetilde{\mathcal{U}}_{\text {ad }}$ have the uniform cone property [6]; thus $\left\|E_{\alpha}\right\|$ may be estimated independently of $\alpha$. At some point in the proof of Lemma 3 (see [17, Lemma 1]) one has to take limit in the frictional term $j_{\alpha_{n_{j}}}$ as $\alpha_{n_{j}} \rightarrow \alpha, j \rightarrow \infty$, and here comes into play the additional smoothness requirement in (2.1).

Finally, existence of an optimal domain is merely stated in the next theorem.
Theorem 12. Let the cost functional J be sequentially lower semicontinuous with respect to the topology $\tau_{D}(2.2)$, i.e.

$$
\left.\begin{array}{l}
\alpha_{n} \rightarrow \alpha \text { in } C^{1}([0, a]), \alpha_{n}, \alpha \in \widetilde{\mathcal{U}}_{a d}, \\
\boldsymbol{y}_{n} \rightharpoonup \boldsymbol{y} \text { in } \boldsymbol{H}^{1}(\widehat{\Omega}), \boldsymbol{y}_{n}, \boldsymbol{y} \in \boldsymbol{H}^{1}(\widehat{\Omega})
\end{array}\right\} \Longrightarrow \liminf _{n \rightarrow \infty} J\left(\alpha_{n},\left.\boldsymbol{y}_{n}\right|_{\Omega\left(\alpha_{n}\right)}\right) \geq J\left(\alpha,\left.\boldsymbol{y}\right|_{\Omega(\alpha)}\right) .
$$

Then (IP) has at least one solution.
Next we shortly describe the discretization of the shape optimization problem and present results concerning existence of discrete optimal domains and their convergence to optimal ones in the sense of Definition 10.

Discretization of every shape optimization problem is twofold: on the one hand, the admissible parameter set has to be replaced by a finite dimensional one and, secondly, the state problem has to be discretized. We proceeed analogously as in Section 1.1.3, i.e., define the discretized admissible set by means of piecewise
 elements on a regular triangulation of the corresponding polygonal domain.

Let $h>0$ be fixed. In contrast to Section 1.1.3 we now have $\mathbb{P}_{1}\left(\Delta_{h}\right) \cap \widetilde{\mathcal{U}}_{a d}=$ $\emptyset$, because $\widetilde{\mathcal{U}}_{a d}$ contains functions of higher regularity. Therefore, $\widetilde{\mathcal{U}}_{a d}$ has to be approximated in a different manner:

$$
\begin{align*}
& \widetilde{\mathcal{U}}_{a d}^{h}:=\left\{\alpha_{h} \in \mathbb{P}_{1}\left(\Delta_{h}\right) \cap C([a, b]) \mid 0 \leq \alpha_{h} \leq C_{0} \text { in }[0, a],\right. \\
&\left|\alpha_{h}^{\prime}\right| \leq C_{1} \text { a.e. in }(0, a), \\
&\left|\alpha_{h}\left(a_{i+1}\right)-2 \alpha_{h}\left(a_{i}\right)+\alpha_{h}\left(a_{i-1}\right)\right| \leq C_{3} h^{2} \forall i=2, \ldots, p-1,  \tag{2.3}\\
&\left.C_{21} \leq \int_{0}^{a} \alpha_{h}\left(x_{1}\right) d x_{1} \leq C_{22}\right\} .
\end{align*}
$$

Let $\widetilde{\mathcal{U}}_{a d}^{h}$ denote the set containing all piecewise linear functions satisfying the constraints in (2.1), but instead of the second derivatives we bound the second finite differences at the nodes of $\Delta_{h}$. Note that $\widetilde{\mathcal{U}}_{a d}^{h} \subset \mathcal{U}_{a d}$ (cf. (1.7)), but $\widetilde{\mathcal{U}}_{a d}^{h} \not \subset \widetilde{\mathcal{U}}_{a d}$, i.e., we have an external approximation of $\widetilde{\mathcal{U}}_{a d}$. For a given $\alpha_{h} \in \widetilde{\mathcal{U}}_{a d}^{h}$ we again contruct a triangulation $\mathcal{T}_{h}\left(\alpha_{h}\right)$ of $\bar{\Omega}\left(\alpha_{h}\right)$ that satisfies (T1)-(T4) and recall the definition of the sets $\boldsymbol{V}_{h}\left(\alpha_{h}\right), \boldsymbol{K}_{h}\left(\alpha_{h}\right)$ and the piecewise linear Lagrange interpolation operator $\pi_{h}: C([0, a]) \rightarrow \mathbb{P}_{1}\left(\Delta_{h}\right) \cap C([0, a])$ from Section 1.1.3 and Section 1.2.1, respectively. Thus the discretized "primal" problem reads as (compare with Section 1.2.1):

$$
\left.\begin{array}{l}
\text { Find } \boldsymbol{u}_{h}:=\boldsymbol{u}_{h}\left(\alpha_{h}\right) \in \boldsymbol{K}_{h}\left(\alpha_{h}\right) \text { such that: } \\
a_{\alpha_{h}}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right)+j_{h, \alpha_{h}}\left(\pi_{h}\left|\widehat{u}_{h 1}\right| ; \boldsymbol{v}_{h}\right)-j_{h, \alpha_{h}}\left(\pi_{h}\left|\widehat{u}_{h 1}\right| ; \boldsymbol{u}_{h}\right) \\
\quad \geq L_{\alpha_{h}}\left(\boldsymbol{v}_{h}-\boldsymbol{u}_{h}\right) \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{K}_{h}\left(\alpha_{h}\right) .
\end{array}\right\} \quad\left(\mathcal{P}_{h}\left(\alpha_{h}\right)\right)
$$

The discretized shape optimization problem is defined in a similar way as it was done for ( (P). To this end, let $D_{h}:=\left\{\left(\alpha_{h}, \boldsymbol{y}_{h}\right) \mid \alpha_{h} \in \widetilde{\mathcal{U}}_{a d}^{h}, \boldsymbol{y}_{h} \in \boldsymbol{V}_{h}\left(\alpha_{h}\right)\right\}$ and denote the graph of the control-to-state mapping associated with $\overline{\mathcal{P}_{h}\left(\alpha_{h}\right)}$ by $\mathcal{G}_{h}:=\left\{\left(\alpha_{h}, \boldsymbol{u}_{h}\right) \mid \alpha_{h} \in \widetilde{\mathcal{U}}_{\text {ad }}^{h}, \boldsymbol{u}_{h}\right.$ solves $\left.\left.\mathcal{P}_{h}\left(\alpha_{h}\right)\right\rangle\right\}$. Modifying the approach for the continuous setting appropriately, one finds that $\mathcal{G}_{h}$ is sequentially compact with respect to the topology $\tau_{D_{h}}$ that is induced by the $\left(C([0, a]) \times\right.$ weak- $\left.\boldsymbol{H}^{1}(\widehat{\Omega})\right)$ topology on $\widetilde{\mathcal{U}}_{a d}^{h} \times \boldsymbol{H}^{1}(\widehat{\Omega})$. For details see Proposition 3.1 in [43]. The following existence theorem is therefore straightforward.

Theorem 13. Let the cost functional $J$ be sequentially lower semicontinuous in the topology $\tau_{D_{h}}$, i.e.

$$
\left.\begin{array}{rl}
\alpha_{h}^{(n)} \rightarrow \alpha_{h} \text { in } C([0, a]), \alpha_{h}^{(n)}, \alpha_{h} \in \widetilde{\mathcal{U}}_{a d}^{h} \\
\boldsymbol{y}^{(n)} \rightharpoonup \boldsymbol{y} \text { in } \boldsymbol{H}^{1}(\widehat{\Omega}), \boldsymbol{y}^{(n)}, \boldsymbol{y} \in \boldsymbol{H}^{1}(\widehat{\Omega})
\end{array}\right\} \Longrightarrow \liminf _{n \rightarrow \infty} J\left(\alpha_{h}^{(n)},\left.\boldsymbol{y}^{(n)}\right|_{\Omega\left(\alpha_{h}^{(n)}\right)}\right)
$$

Then the discretized shape optimization problem:

$$
\left.\begin{array}{l}
\text { Find }\left(\alpha_{h}, \boldsymbol{u}_{h}\right) \in \mathcal{G}_{h} \text { such that: }  \tag{h}\\
J\left(\alpha_{h}, \boldsymbol{u}_{h}\right) \leq J\left(\alpha_{h}^{\prime}, \boldsymbol{u}_{h}^{\prime}\right) \quad \forall\left(\alpha_{h}^{\prime}, \boldsymbol{u}_{h}^{\prime}\right) \in \mathcal{G}_{h}
\end{array}\right\}
$$

has at least one solution.

Up to now the discretization parameter $h>0$ was fixed. In what follows we investigate the relationship between solutions of $\left(\overline{\mathbf{P}_{h}}\right)$ and $(\mathbf{P})$ as $h \rightarrow 0_{+}$.

First of all, let us note that although $\alpha_{h}$ are Lipschitz only, by controlling their second finite differences we get: $\alpha_{h} \in \widetilde{\mathcal{U}}_{a d}^{h} \forall h$ and $\alpha_{h} \rightarrow \alpha$ in $C([0, a]), h \rightarrow 0_{+}$, then $\alpha \in \widetilde{\mathcal{U}}_{a d}$ (cf. [17, Lemma 3]). Moreover, the family $\left\{\widetilde{\mathcal{U}}_{a d}^{h} \mid h>0\right\}$ is dense in $\widetilde{\mathcal{U}}_{a d}$ with respect to the $C([0, a])$-topology (cf. [17, Lemma 2]). Concerning the cost functional $J$, this time we shall assume that it is continuous in the following sense:

$$
\left.\begin{array}{l}
\quad \alpha_{h} \rightarrow \alpha, \quad \text { in } C([a, b]), \alpha_{h} \in \widetilde{\mathcal{U}}_{a d}^{h}, \alpha \in \widetilde{\mathcal{U}}_{a d}, \\
E_{a_{h}} \boldsymbol{u}_{h} \rightharpoonup E_{\alpha} \boldsymbol{u}, \quad \text { in } \boldsymbol{H}^{1}(\widehat{\Omega}), \boldsymbol{u}_{h}, \boldsymbol{u} \text { solves } \overline{\left.\mathcal{P}_{h}\left(\alpha_{h}\right)\right]} \text { and } \overline{\mathcal{P}(\alpha)]}, \text { resp. } \tag{2.4}
\end{array}\right\} \Longrightarrow
$$

Further, denote:

$$
\begin{aligned}
& \overline{\mathcal{G}}:=\{(\alpha, \boldsymbol{u}) \in \mathcal{G} \mid \forall h \rightarrow 0_{+} \exists\left\{h_{j}\right\} \subset\{h\} \exists\left\{\left(\alpha_{h_{j}}, \boldsymbol{u}_{h_{j}}\right)\right\},\left(\alpha_{h_{j}}, \boldsymbol{u}_{h_{j}}\right) \in \mathcal{G}_{h_{j}}: \\
&\left.\alpha_{h_{j}} \rightarrow \alpha \text { in } C([a, b]) \text { and } E_{\alpha_{h_{j}}} \boldsymbol{u}_{h_{j}} \rightharpoonup E_{\alpha} \boldsymbol{u} \text { in } \boldsymbol{H}^{1}(\widehat{\Omega}), h_{j} \rightarrow 0_{+}\right\} .
\end{aligned}
$$

Then the following convergence result holds.
Theorem 14. Let $J$ satisfy (2.4) and $\left\{\left(\alpha_{h}^{*}, \boldsymbol{u}_{h}^{*}\right)\right\}$, $h \rightarrow 0_{+}$, be a sequence of discrete optimal pairs, i.e., $\left(\alpha_{h}^{*}, \boldsymbol{u}_{h}^{*}\right) \in \mathcal{G}_{h}$ is a solution to $\left(\overline{\mathbf{P}_{h}}\right)$ for every $h>0$. Then there exists a subsequence $\left\{h_{j}\right\} \subset\{h\}$ and functions $\alpha^{*} \in \widetilde{\mathcal{U}}_{\text {ad }}, \boldsymbol{u}^{*} \in \boldsymbol{H}^{1}(\widehat{\Omega})$ such that:

$$
\alpha_{h_{j}}^{*} \rightarrow \alpha^{*} \text { in } C([0, a]), \quad E_{\alpha_{h_{j}}} \boldsymbol{u}_{h_{j}}^{*} \rightharpoonup \boldsymbol{u}^{*} \text { in } \boldsymbol{H}^{1}(\widehat{\Omega}), h_{j} \rightarrow 0_{+},
$$

and $\left(\alpha^{*},\left.\boldsymbol{u}^{*}\right|_{\Omega\left(\alpha^{*}\right)}\right) \in \mathcal{G}$ satisfies:

$$
J\left(\alpha^{*},\left.\boldsymbol{u}^{*}\right|_{\Omega\left(\alpha^{*}\right)}\right) \leq J(\bar{\alpha}, \overline{\boldsymbol{u}}) \quad \forall(\bar{\alpha}, \overline{\boldsymbol{u}}) \in \overline{\mathcal{G}} .
$$

In addition, if $\overline{\mathcal{P}(\alpha)}$ are uniquely solvable for all $\alpha \in \widetilde{\mathcal{U}}_{\text {ad }}$, then $\overline{\mathcal{G}}=\mathcal{G}$ and $\left(\alpha^{*},\left.\boldsymbol{u}^{*}\right|_{\Omega\left(\alpha^{*}\right)}\right)$ is optimal in the sense of Definition 10.

The set $\overline{\mathcal{G}}$ represents those optimal pairs $(\alpha, \boldsymbol{u}) \in \mathcal{G}$ that can be approximated by a subsequence $\left\{\left(\alpha_{h_{j}}, \boldsymbol{u}_{h_{j}}\right)\right\}$ of discrete optimal pairs. Theorem 14 then states that from a sequence of discrete optimal pairs one can always extract a subsequence converging to a generally sub-optimal pair $\left(\alpha^{*},\left.\boldsymbol{u}^{*}\right|_{\Omega\left(\alpha^{*}\right)}\right) \in \overline{\mathcal{G}}$, i.e. the optimal one with respect to $\overline{\mathcal{G}}$. Optimality (in the sense of Definition (10)) is ensured whenever the continuous state problems $\overline{\mathcal{P}(\alpha)}$ are uniquely solvable. By Theorem 8 we know that this holds true provided the coefficient of friction $\mathfrak{F}$ is Lipschitz with a sufficiently small modulus.

### 2.2 The algebraic shape optimization problem

From now on we shall be dealing with the numerical solution of one shape optimization problem $\left(\widehat{\mathbf{P}_{h}}\right)$, therefore let $h>0$ be fixed in the sequel.

It was already mentioned in Chapter 1 that the presence of the nonlinear frictional term $j_{h, \alpha_{h}}$ in the state problem makes ( $\left(\overline{\mathbf{P}_{h}}\right)$ unsuitable for direct numerical realization. To overcome this, using numerical integration, we transformed $\left(\mathcal{M}_{h H}\left(\alpha_{h}\right)\right.$ into a system of algebraic inequalities $M(\boldsymbol{\alpha})$ in Section 1.2.2, Based on $(M(\boldsymbol{\alpha})\rangle$ we will now formulate the algebraic shape optimization problem as a Mathematical Program with Equilibrium Constraints (MPEC) and employ the Implicit Programming ( ImP ) technique for its solution.

First, let us notice that the discrete admissible set (2.3) may be identified with the set

$$
\begin{align*}
\widetilde{U}_{a d}:=\left\{\boldsymbol{\alpha} \in \mathbb{R}_{+}^{p}\right. & \mid 0 \leq \alpha_{i} \leq C_{0} \quad \forall i=1, \ldots, p, \\
& \left|\alpha_{i}-\alpha_{i+1}\right| \leq C_{1} h \quad \forall i=1, \ldots, p-1, \\
& \left|\alpha_{i-1}-2 \alpha_{i}+\alpha_{i+1}\right| \leq C_{3} h^{2} \quad \forall i=2, \ldots, p-1,  \tag{2.5}\\
& \left.\frac{2}{h} C_{21} \leq \sum_{i=1}^{p-1}\left(\alpha_{i}+\alpha_{i+1}\right) \leq \frac{2}{h} C_{22}\right\} .
\end{align*}
$$

Actually, in the forthcoming analysis we will only need that $\emptyset \neq \widetilde{U}_{a d} \subset \mathbb{R}_{+}^{p}$ is compact and convex.

Next, we simplify our presentation by considering the reduced state problem (see (1.34) for the Signorini problem with given friction), i.e., we assume that the cost functional depends only on the contact variables $\boldsymbol{u}_{\tau}, \boldsymbol{u}_{\nu}, \boldsymbol{\lambda}$. If this was not the case, one had to compute sensitivities of $\boldsymbol{u}_{\text {int }}$ from (1.29), as well. Nevertheless, using appropriate sum rules, this can be done in a straightforward way and won't be considered here.

For a given $\boldsymbol{\alpha} \in \widetilde{U}_{a d}$, the reduced algebraic Signorini problem with Tresca friction and a solution-dependent coefficient, formulated as a system of GEs, reads as follows:

$$
\left.\begin{array}{l}
\mathbf{0} \in \mathbb{A}_{\tau \tau}(\boldsymbol{\alpha}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\tau \nu}(\boldsymbol{\alpha}) \boldsymbol{u}_{\nu}-\boldsymbol{L}_{\tau}(\boldsymbol{\alpha})+\widetilde{Q}_{\tau}\left(\boldsymbol{\alpha}, \boldsymbol{u}_{\tau}\right),  \tag{2.6}\\
\mathbf{0}=\mathbb{A}_{\nu \tau}(\boldsymbol{\alpha}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\nu \nu}(\boldsymbol{\alpha}) \boldsymbol{u}_{\nu}-\boldsymbol{\lambda}-\boldsymbol{L}_{\nu}(\boldsymbol{\alpha}), \\
\mathbf{0} \in \boldsymbol{u}_{\nu}+\boldsymbol{\alpha}+N_{\mathbb{R}_{+}^{p}}(\boldsymbol{\lambda}),
\end{array}\right\}
$$

where the multifunction $\widetilde{Q}_{\tau}: \widetilde{U}_{a d} \times \mathbb{R}_{+}^{p} \rightrightarrows \mathbb{R}_{+}^{p}$ takes the form:

$$
\widetilde{Q}_{\tau}(\boldsymbol{\alpha}, \boldsymbol{w})=\left[\begin{array}{c}
\omega_{1}(\boldsymbol{\alpha}) \mathfrak{F}\left(\left|w_{1}\right|\right) g_{1} \partial\left|w_{1}\right|  \tag{2.7}\\
\vdots \\
\omega_{p}(\boldsymbol{\alpha}) \mathfrak{F}\left(\left|w_{p}\right|\right) g_{p} \partial\left|w_{p}\right|
\end{array}\right], \quad \boldsymbol{\alpha} \in \widetilde{U}_{a d}, \boldsymbol{w} \in \mathbb{R}_{+}^{p} .
$$

Indeed, it suffices to rewrite the auxiliary problem $\overline{A(\boldsymbol{\alpha}, \boldsymbol{\varphi})}$ ) into the form (1.34) and insert the fixed-point of the mapping $\Psi_{\alpha}$, defined in (1.36), which leads directly to (2.6) and (2.7).

In order to write (2.6) in a compact form, we introduce the following notation: the state variable shall be denoted by ${ }^{11} \boldsymbol{y}:=\left(\boldsymbol{u}_{\tau}, \boldsymbol{u}_{\nu}, \boldsymbol{\lambda}\right) \in \mathbb{R}^{3 p}$ and we define the single-valued mapping $\boldsymbol{F}: \widetilde{U}_{a d} \times \mathbb{R}^{3 p} \rightarrow \mathbb{R}^{3 p}$ by

$$
\begin{equation*}
\boldsymbol{F}(\boldsymbol{\alpha}, \boldsymbol{y}):=\mathcal{A}(\boldsymbol{\alpha}) \boldsymbol{y}-\boldsymbol{l}(\boldsymbol{\alpha}), \quad(\boldsymbol{\alpha}, \boldsymbol{y}) \in \widetilde{U}_{a d} \times \mathbb{R}^{3 p} \tag{2.8}
\end{equation*}
$$

[^1]where
\[

\mathcal{A}(\boldsymbol{\alpha}):=\left[$$
\begin{array}{ccr}
\mathbb{A}_{\tau \tau}(\boldsymbol{\alpha}) & \mathbb{A}_{\tau \nu}(\boldsymbol{\alpha}) & \mathbf{0}  \tag{2.9}\\
\mathbb{A}_{\nu \tau}(\boldsymbol{\alpha}) & \mathbb{A}_{\nu \nu}(\boldsymbol{\alpha}) & -\mathbb{E} \\
\mathbf{0} & \mathbb{E} & \mathbf{0}
\end{array}
$$\right], \quad \boldsymbol{l}(\boldsymbol{\alpha}):=\left[$$
\begin{array}{c}
\boldsymbol{L}_{\tau}(\boldsymbol{\alpha}) \\
\boldsymbol{L}_{\nu}(\boldsymbol{\alpha}) \\
-\boldsymbol{\alpha}
\end{array}
$$\right],
\]

and, finally, the closed-graph multifunction $\widetilde{Q}: \widetilde{U}_{a d} \times \mathbb{R}^{3 p} \rightrightarrows \mathbb{R}^{3 p}$ as

$$
\widetilde{Q}(\boldsymbol{\alpha}, \boldsymbol{y}):=\left[\begin{array}{c}
\widetilde{Q}_{\tau}\left(\boldsymbol{\alpha}, \boldsymbol{u}_{\tau}\right)  \tag{2.10}\\
\mathbf{0} \\
N_{\mathbb{R}_{+}^{p}}(\boldsymbol{\lambda})
\end{array}\right], \quad \boldsymbol{\alpha} \in \widetilde{U}_{a d}, \boldsymbol{y}=\left(\boldsymbol{u}_{\tau}, \boldsymbol{u}_{\nu}, \boldsymbol{\lambda}\right) \in \mathbb{R}^{3 p}
$$

Let us recall that, due to the assumptions (T1)-(T4), $\boldsymbol{F}$ is continuously differentiable. Thus (2.6) may be equivalently rewritten as

$$
\left.\begin{array}{l}
\text { Find } \boldsymbol{y} \in \mathbb{R}^{3 p} \text { such that: } \\
\mathbf{0} \in \boldsymbol{F}(\boldsymbol{\alpha}, \boldsymbol{y})+\widetilde{Q}(\boldsymbol{\alpha}, \boldsymbol{y}) .
\end{array}\right\}
$$

With $G E(\boldsymbol{\alpha})$ we associate the control-to-state mapping (solution map) $\widetilde{S}$ : $\widetilde{U}_{a d} \rightrightarrows \mathbb{R}^{3 p}$, defined as

$$
\begin{equation*}
\widetilde{S}(\boldsymbol{\alpha}):=\left\{\boldsymbol{y} \in \mathbb{R}^{3 p} \mid \mathbf{0} \in \boldsymbol{F}(\boldsymbol{\alpha}, \boldsymbol{y})+\widetilde{Q}(\boldsymbol{\alpha}, \boldsymbol{y})\right\} \tag{2.11}
\end{equation*}
$$

i.e., $\widetilde{S}$ assigns to each design variable $\boldsymbol{\alpha} \in \widetilde{U}_{a d}$ the set of solutions to the (reduced) Signorini problem with Tresca friction and a solution-dependent coefficient of friction $G E(\boldsymbol{\alpha})$.

Employing notation from the previous sections, we define the algebraic shape optimization problem as

$$
\left.\begin{array}{ll}
\operatorname{minimize} & J(\boldsymbol{\alpha}, \boldsymbol{y}),  \tag{P}\\
\text { subj. to } & \boldsymbol{y} \in \widetilde{S}(\boldsymbol{\alpha}), \\
& \boldsymbol{\alpha} \in \widetilde{U}_{a d},
\end{array}\right\}
$$

where $J: \widetilde{U}_{a d} \times \mathbb{R}^{3 p} \rightarrow \mathbb{R}$ is a given cost functional. ( $\mathbb{P}$ ) is in the form of an MPEC, since it represents an optimization problem where one of the constraints is an equilibrium problem. The main result of this section follows next.
Theorem 15. Let the assumptions of Theorem 10 be satisfied and $J: \widetilde{U}_{a d} \times \mathbb{R}^{3 p} \rightarrow$ $\mathbb{R}$ be lower semicontinuous. Then $(\mathbb{P})$ has at least one solution.

Notice, that ( $\mathbb{B}$ ) may be written as

$$
\left.\begin{array}{ll}
\operatorname{minimize} & J(\boldsymbol{\alpha}, \boldsymbol{y}), \widetilde{\mathcal{G}},
\end{array}\right\}
$$

where $\widetilde{\mathcal{G}}:=\operatorname{Gr} \widetilde{S}$ is the graph of the control-to-state mapping $\widetilde{S}$. Hence, it is sufficient to show that $\widetilde{\mathcal{G}} \subset \mathbb{R}^{4 p}$ is compact, which in turn immediately yields the assertion of the theorem. In the next section we show that under similar assumptions to that of Theorem 10 (Lipschitz continuity of $\mathfrak{F}$ ) $\widetilde{S}$ is single-valued and Lipschitzian in the compact domain $\widetilde{U}_{a d}$, implying that its graph is compact in $\mathbb{R}^{4 p}$.

### 2.3 Lipschitzian stability

The main result of this section is to show that the control-to-state mapping $\widetilde{S}$ (cf. (2.11)) is Lipschitz provided the friction coefficient $\mathfrak{F}$ is Lipschitz with a sufficiently small modulus. In other words, we prove that the (unique) solution $(\boldsymbol{u}(\boldsymbol{\alpha}), \boldsymbol{\lambda}(\boldsymbol{\alpha})) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ of $M(\boldsymbol{\alpha})$ is Lipschitz as a function of the design parameter $\boldsymbol{\alpha} \in \widetilde{U}_{a d}$. In addition, we prove another stability result, namely, thatfor fixed $\boldsymbol{\alpha}$-the solution of $(M(\boldsymbol{\alpha}))$ is Lipschitzian with respect to the load vector $\boldsymbol{L} \in \mathbb{R}^{n}$. This fact will be used later when conducting sensitivity analysis.

First, we provide the following auxiliary result, showing the Lipschitzian stability of the solution to the problem $\overline{A(\boldsymbol{\alpha}, \boldsymbol{\varphi})}$ with respect to $\boldsymbol{\varphi}$.
Lemma 4. Let $\boldsymbol{\alpha} \in \widetilde{U}_{a d}$ be fixed and $\mathfrak{F}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$Lipschitz in $\mathbb{R}_{+}$with modulus $C_{\text {lip }}>0$. Then there exists a constant $q>0$, independent of $\boldsymbol{\alpha}$, such that

$$
\left\|\left(\boldsymbol{u}^{(1)}, \boldsymbol{\lambda}^{(1)}\right)-\left(\boldsymbol{u}^{(2)}, \boldsymbol{\lambda}^{(2)}\right)\right\|_{n+p} \leq q\left\|\boldsymbol{\varphi}^{(1)}-\boldsymbol{\varphi}^{(2)}\right\|_{p} \quad \forall \boldsymbol{\varphi}^{(1)}, \boldsymbol{\varphi}^{(2)} \in \mathbb{R}_{+}^{p},
$$

where $\left(\boldsymbol{u}^{(i)}, \boldsymbol{\lambda}^{(i)}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ denote the (unique) solution to $\left(\bar{A}\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{(i)}\right)\right), i=1,2$. Moreover, $q=\kappa C_{\text {lip }}$ for some positive constant $\kappa>0$.

Proof. In the proof of Theorem 10 we have already shown the first part of the assertion (cf. (1.38)), namely

$$
\begin{equation*}
\left\|\boldsymbol{u}^{(1)}-\boldsymbol{u}^{(2)}\right\|_{n} \leq \frac{\bar{\omega}}{\gamma}\|\boldsymbol{g}\|_{\infty} C_{l i p}\left\|\boldsymbol{\varphi}^{(1)}-\boldsymbol{\varphi}^{(2)}\right\|_{p} \tag{2.12}
\end{equation*}
$$

Here we show that a similar estimate holds for the Lagrange multipliers. To this end, test the first inequality of $\left(\bar{A}\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{(i)}\right)\right)$ in order by $\boldsymbol{v}:=\mathbf{0}, 2 \boldsymbol{u}^{(i)}$ to see that $\boldsymbol{\lambda}^{(i)}(i=1,2)$ satisfies

$$
\left\langle\mathbb{A}(\boldsymbol{\alpha}) \boldsymbol{u}^{(i)}, \boldsymbol{v}\right\rangle_{n}=\langle\boldsymbol{L}(\boldsymbol{\alpha}), \boldsymbol{v}\rangle_{n}+\left\langle\boldsymbol{\lambda}^{(i)}, \boldsymbol{v}_{\nu}\right\rangle_{p} \quad \forall \boldsymbol{v} \in \mathbb{R}^{n}, \boldsymbol{v}_{\tau}=\mathbf{0} .
$$

Subtracting the two equations for $i=1,2$ yields

$$
\left\langle\boldsymbol{\lambda}^{(1)}-\boldsymbol{\lambda}^{(2)}, \boldsymbol{v}_{\nu}\right\rangle_{p}=\left\langle\mathbb{A}(\boldsymbol{\alpha})\left(\boldsymbol{u}^{(1)}-\boldsymbol{u}^{(2)}\right), \boldsymbol{v}\right\rangle_{n} \quad \forall \boldsymbol{v} \in \mathbb{R}^{n}, \boldsymbol{v}_{\tau}=\mathbf{0} .
$$

Dividing it by $\|\boldsymbol{v}\|_{n}$ and taking supremum over the set $\mathcal{S}:=\left\{\boldsymbol{v} \in \mathbb{R}^{n} \mid \boldsymbol{v}_{\nu} \neq\right.$ $\mathbf{0}$, the remaining components of $\boldsymbol{v}$ are 0$\}$ we arrive at

$$
\begin{equation*}
\left\|\boldsymbol{\lambda}^{(1)}-\boldsymbol{\lambda}^{(2)}\right\|_{p}=\sup _{\boldsymbol{v} \in \mathcal{S}} \frac{\left\langle\boldsymbol{\lambda}^{(1)}-\boldsymbol{\lambda}^{(2)}, \boldsymbol{v}_{\nu}\right\rangle_{p}}{\|\boldsymbol{v}\|_{n}} \leq\|\mathbb{A}\|\left\|\boldsymbol{u}^{(1)}-\boldsymbol{u}^{(2)}\right\|_{p}, \tag{2.13}
\end{equation*}
$$

where $\|\mathbb{A}\|:=\sup _{\boldsymbol{\alpha} \in \tilde{U}_{a d}}\|\mathbb{A}(\boldsymbol{\alpha})\|$. Combining (2.13) with (2.12) we find that the assertion of the lemma holds with

$$
\begin{equation*}
q:=\frac{(\|\mathbb{A}\|+1) \bar{\omega}}{\gamma}\|\boldsymbol{g}\|_{\infty} C_{l i p} . \tag{2.14}
\end{equation*}
$$

### 2.3.1 Stability with respect to the design variable

Now, we let $\varphi$ be fixed and start with investigating Lipschitzian stability of the solution to $\bar{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi})$ with respect to $\boldsymbol{\alpha}$.

Lemma 5. Let $\boldsymbol{\varphi} \in \mathbb{R}_{+}^{p}$ be fixed. Then there exists a constant $c>0$, which does not depend on $\varphi$ and satisfies

$$
\left\|\left(\boldsymbol{u}^{(1)}, \boldsymbol{\lambda}^{(1)}\right)-\left(\boldsymbol{u}^{(2)}, \boldsymbol{\lambda}^{(2)}\right)\right\|_{n+p} \leq c\left\|\boldsymbol{\alpha}^{(1)}-\boldsymbol{\alpha}^{(2)}\right\|_{p} \quad \forall \boldsymbol{\alpha}^{(1)}, \boldsymbol{\alpha}^{(2)} \in \widetilde{U}_{a d},
$$

where $\left(\boldsymbol{u}^{(i)}, \boldsymbol{\lambda}^{(i)}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ stands for the solution of $\left(\bar{A}\left(\boldsymbol{\alpha}^{(i)}, \boldsymbol{\varphi}\right)\right), i=1,2$.
Proof. First, we will estimate the difference of the primal variables $\left\|\boldsymbol{u}^{(1)}-\boldsymbol{u}^{(2)}\right\|_{n}$ using the primal formulation of $(\bar{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi}))$. Recall from the proof of Theorem 10 (cf. (1.37) and $A\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{(i)}\right)$ ) that

$$
\boldsymbol{u}^{(i)} \in \mathbb{K}\left(\boldsymbol{\alpha}^{(i)}\right)=\left\{\boldsymbol{v} \in \mathbb{R}^{n} \mid-\boldsymbol{v}_{\nu} \leq \boldsymbol{\alpha}^{(i)}\right\}, \quad i=1,2,
$$

and they solve the respective variational inequalities:

$$
\left.\begin{array}{l}
\left\langle\mathbb{A}\left(\boldsymbol{\alpha}^{(i)}\right) \boldsymbol{u}^{(i)}, \boldsymbol{v}-\boldsymbol{u}^{(i)}\right\rangle_{n}+\left\langle\boldsymbol{\omega}\left(\boldsymbol{\alpha}^{(i)}\right) \bullet \mathfrak{F}(\boldsymbol{\varphi}) \bullet \boldsymbol{g},\right| \boldsymbol{v}_{\tau}\left|-\left|\boldsymbol{u}_{\tau}^{(i)}\right|\right\rangle_{p} \\
\quad \geq\left\langle\boldsymbol{L}(\boldsymbol{\alpha}), \boldsymbol{v}-\boldsymbol{u}^{(i)}\right\rangle_{n} \quad \forall \boldsymbol{v} \in \mathbb{K}\left(\boldsymbol{\alpha}^{(i)}\right)
\end{array}\right\} \quad\left(A\left(\boldsymbol{\alpha}^{(i)}, \boldsymbol{\varphi}\right)\right)
$$

for $i=1,2$. Observe that the sets $\mathbb{K}\left(\boldsymbol{\alpha}^{(i)}\right)$ may be written in the following way:

$$
\mathbb{K}\left(\boldsymbol{\alpha}^{(i)}\right)=\boldsymbol{a}^{(i)}+\mathbb{K}(\mathbf{0}),
$$

where the vectors $\boldsymbol{a}^{(i)} \in \mathbb{R}^{n}$ are such that $\boldsymbol{a}_{\nu}^{(i)}=-\boldsymbol{\alpha}^{(i)}$ and all its other components are zero. Thus for each $i \in\{1,2\}$

$$
\exists \boldsymbol{w}^{(i)} \in \mathbb{K}(\mathbf{0}): \boldsymbol{u}^{(i)}=\boldsymbol{a}^{(i)}+\boldsymbol{w}^{(i)}
$$

Inserting now $\boldsymbol{v}:=\boldsymbol{a}^{(i)}+\boldsymbol{w}^{(j)}$ into $A\left(\boldsymbol{\alpha}^{(i)}, \boldsymbol{\varphi}\right), i, j \in\{1,2\}, i \neq j$, and adding the two inequalities yields:

$$
\begin{aligned}
& \left\langle\mathbb{A}\left(\boldsymbol{\alpha}^{(1)}\right)\left(\boldsymbol{w}^{(1)}-\boldsymbol{w}^{(2)}\right), \boldsymbol{w}^{(1)}-\boldsymbol{w}^{(2)}\right\rangle_{n} \\
& \quad \leq\left\langle\mathbb{A}\left(\boldsymbol{\alpha}^{(1)}\right)\left(\boldsymbol{a}^{(1)}-\boldsymbol{a}^{(2)}\right), \boldsymbol{w}^{(1)}-\boldsymbol{w}^{(2)}\right\rangle_{n}+\left\langle\left(\mathbb{A}\left(\boldsymbol{\alpha}^{(1)}\right)-\mathbb{A}\left(\boldsymbol{\alpha}^{(1)}\right)\right) \boldsymbol{u}^{(2)}, \boldsymbol{w}^{(1)}-\boldsymbol{w}^{(2)}\right\rangle_{n} \\
& \quad+\left\langle\left(\boldsymbol{\omega}\left(\boldsymbol{\alpha}^{(1)}\right)-\boldsymbol{\omega}\left(\boldsymbol{\alpha}^{(2)}\right)\right) \bullet \mathfrak{F}(\boldsymbol{\varphi}) \bullet \boldsymbol{g},\right| \boldsymbol{w}_{\tau}^{(2)}\left|-\left|\boldsymbol{w}_{\tau}^{(1)}\right|\right\rangle_{p} \\
& \quad+\left\langle\boldsymbol{L}\left(\boldsymbol{\alpha}^{(1)}\right)-\boldsymbol{L}\left(\boldsymbol{\alpha}^{(2)}\right), \boldsymbol{w}^{(1)}-\boldsymbol{w}^{(2)}\right\rangle_{n} .
\end{aligned}
$$

Making use of (1.23), Lipschitz continuity of $\mathbb{A}, \boldsymbol{L}, \boldsymbol{\omega}$ and boundedness of $\mathfrak{F}$, we arrive at the following estimate:

$$
\gamma\left\|\boldsymbol{w}^{(1)}-\boldsymbol{w}^{(2)}\right\|_{n}^{2} \leq c\left\|\boldsymbol{\alpha}^{(1)}-\boldsymbol{\alpha}^{(2)}\right\|_{p}\left\|\boldsymbol{w}^{(1)}-\boldsymbol{w}^{(2)}\right\|_{n}
$$

where the constant $c>0$ does not depend on $\varphi$ and $\boldsymbol{\alpha}^{(i)}, i=1,2$. From this and the definition of $\boldsymbol{a}^{(i)}$ then one obtains

$$
\begin{align*}
\left\|\boldsymbol{u}^{(1)}-\boldsymbol{u}^{(2)}\right\|_{n} & \leq\left\|\boldsymbol{a}^{(1)}-\boldsymbol{a}^{(2)}\right\|_{n}+\left\|\boldsymbol{w}^{(1)}-\boldsymbol{w}^{(2)}\right\|_{n} \\
& \leq(1+c)\left\|\boldsymbol{\alpha}^{(1)}-\boldsymbol{\alpha}^{(2)}\right\|_{p} . \tag{2.15}
\end{align*}
$$

To estimate the difference of the Lagrange multipliers $\left\|\boldsymbol{\lambda}^{(1)}-\boldsymbol{\lambda}^{(2)}\right\|_{p}$ we proceed as in the proof of the previous lemma. In particular, from the first inequality of $\left(\bar{A}\left(\boldsymbol{\alpha}^{(i)}, \boldsymbol{\varphi}\right)\right)$ we have

$$
\left\langle\mathbb{A}\left(\boldsymbol{\alpha}^{(i)}\right) \boldsymbol{u}^{(i)}, \boldsymbol{v}\right\rangle_{n}=\left\langle\boldsymbol{L}\left(\boldsymbol{\alpha}^{(i)}\right), \boldsymbol{v}\right\rangle_{n}+\left\langle\boldsymbol{\lambda}^{(i)}, \boldsymbol{v}_{\nu}\right\rangle_{p} \quad \forall \boldsymbol{v} \in \mathbb{R}^{n}, \boldsymbol{v}_{\tau}=\mathbf{0}, i=1,2 .
$$

Subtracting the two equations for $i=1,2$ yields

$$
\begin{aligned}
\left\langle\boldsymbol{\lambda}^{(1)}-\boldsymbol{\lambda}^{(2)}, \boldsymbol{v}_{\nu}\right\rangle_{p}= & \left\langle\left(\mathbb{A}\left(\boldsymbol{\alpha}^{(1)}\right)-\mathbb{A}\left(\boldsymbol{\alpha}^{(2)}\right)\right) \boldsymbol{u}^{(2)}, \boldsymbol{v}\right\rangle_{n}+\left\langle\mathbb{A}\left(\boldsymbol{\alpha}^{(2)}\right)\left(\boldsymbol{u}^{(1)}-\boldsymbol{u}^{(2)}\right), \boldsymbol{v}\right\rangle_{n} \\
& +\left\langle\boldsymbol{L}\left(\boldsymbol{\alpha}^{(1)}\right)-\boldsymbol{L}\left(\boldsymbol{\alpha}^{(2)}\right), \boldsymbol{v}\right\rangle_{n} \quad \forall \boldsymbol{v} \in \mathbb{R}^{n}, \boldsymbol{v}_{\tau}=\mathbf{0} .
\end{aligned}
$$

Proceeding exactly as in the proof of the previous lemma, i.e., divide by $\|\boldsymbol{v}\|_{n}$ and take supremum over $\mathcal{S}:=\left\{\boldsymbol{v} \in \mathbb{R}^{n} \mid \boldsymbol{v}_{\nu} \neq \mathbf{0}\right.$, the remaining components of $\boldsymbol{v}$ are 0$\}$, we arrive at

$$
\begin{equation*}
\left\|\boldsymbol{\lambda}^{(1)}-\boldsymbol{\lambda}^{(2)}\right\|_{p}=\sup _{\boldsymbol{v} \in \mathcal{S}} \frac{\left\langle\boldsymbol{\lambda}^{(1)}-\boldsymbol{\lambda}^{(2)}, \boldsymbol{v}_{\nu}\right\rangle_{p}}{\|\boldsymbol{v}\|_{n}} \leq c\left\|\boldsymbol{\alpha}^{(1)}-\boldsymbol{\alpha}^{(2)}\right\|_{p} . \tag{2.16}
\end{equation*}
$$

Here we made use of the Lipschitz continuity of $\mathbb{A}$ and $\boldsymbol{L}$, Lemma $2(\mathrm{i})$, as well as (2.15). Finally, the proof is finished by adding (2.15) and (2.16).

The main result now reads as follows.
Theorem 16. Let $\mathfrak{F}$ be Lipschitz with a sufficiently small modulus $C_{\text {lip }}>0$ so that Lemma 团holds with $q<1$. Then $\widetilde{S}$, defined in (2.11), is single-valued and Lipschitz in $\widetilde{U}_{a d}$.
Proof. Comparing the constants $q$ and $\bar{K}$ from (2.14) and (1.39), respectively, one easily finds that $q<1$ implies that the assumption of Theorem 10 is satisfied. Thus $(M(\boldsymbol{\alpha}))$ are uniquely solvable for each $\boldsymbol{\alpha} \in \widetilde{U}_{a d}$ and hence $\widetilde{S}$ is single-valued.

Now, let $\boldsymbol{\alpha}, \overline{\boldsymbol{\alpha}} \in \widetilde{U}_{a d}$ be given and denote the solutions to $M(\boldsymbol{\alpha})$ and $(M(\overline{\boldsymbol{\alpha}}))$ by $(\boldsymbol{u}, \boldsymbol{\lambda}) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ and $(\overline{\boldsymbol{u}}, \overline{\boldsymbol{\lambda}}) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$, respectively. Since the corresponding mappings $\Psi_{\alpha}$ and $\Psi_{\bar{\alpha}}$ (cf. (1.36)) are contractive, these solutions may be revealed by the method of successive approximations in the following way.

Choose an arbitrary $\boldsymbol{\varphi}^{(0)} \in \mathbb{R}_{+}^{p}$ and compute the solutions to $\left(\bar{A}\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{(0)}\right)\right)$ and $\left(\bar{A}\left(\overline{\boldsymbol{\alpha}}, \boldsymbol{\varphi}^{(0)}\right)\right)$-let us denote them by $\left(\boldsymbol{u}^{(0)}, \boldsymbol{\lambda}^{(0)}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ and $\left(\overline{\boldsymbol{u}}^{(0)}, \overline{\boldsymbol{\lambda}}^{(0)}\right) \in$ $\mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$. Then set $\varphi^{(1)}:=\Psi_{\alpha}\left(\boldsymbol{\varphi}^{(0)}\right)$ and $\bar{\varphi}^{(1)}:=\Psi_{\bar{\alpha}}\left(\boldsymbol{\varphi}^{(0)}\right)$. By Lemma可we readily know that

$$
\begin{equation*}
\left\|\left(\boldsymbol{u}^{(0)}, \boldsymbol{\lambda}^{(0)}\right)-\left(\overline{\boldsymbol{u}}^{(0)}, \overline{\boldsymbol{\lambda}}^{(0)}\right)\right\|_{n+p} \leq c\|\boldsymbol{\alpha}-\overline{\boldsymbol{\alpha}}\|_{p}, \tag{2.17}
\end{equation*}
$$

and hence also

$$
\begin{equation*}
\left\|\boldsymbol{\varphi}^{(1)}-\overline{\boldsymbol{\varphi}}^{(1)}\right\|_{p}=\left\|\left|\boldsymbol{u}_{\tau}^{(0)}\right|-\left|\overline{\boldsymbol{u}}_{\tau}^{(0)}\right|\right\|_{n} \leq\left\|\boldsymbol{u}^{(0)}-\overline{\boldsymbol{u}}^{(0)}\right\|_{n} \leq c\|\boldsymbol{\alpha}-\overline{\boldsymbol{\alpha}}\|_{p} . \tag{2.18}
\end{equation*}
$$

Now, solve the problems $\left(\bar{A}\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{(1)}\right)\right)$ and $\left(\bar{A}\left(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{\varphi}}^{(1)}\right)\right)$ to obtain $\left(\boldsymbol{u}^{(1)}, \boldsymbol{\lambda}^{(1)}\right) \in$ $\mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ and $\left(\overline{\boldsymbol{u}}^{(1)}, \overline{\boldsymbol{\lambda}}^{(1)}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$. Further, denote the solution to $\left(\bar{A}\left(\boldsymbol{\alpha}, \overline{\boldsymbol{\varphi}}^{(1)}\right)\right)$ by $\left(\boldsymbol{U}^{(1)}, \boldsymbol{\Lambda}^{(1)}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$. Thus, we may estimate:

$$
\begin{aligned}
\left\|\left(\boldsymbol{u}^{(1)}, \boldsymbol{\lambda}^{(1)}\right)-\left(\overline{\boldsymbol{u}}^{(1)}, \overline{\boldsymbol{\lambda}}^{(1)}\right)\right\|_{n+p} \leq & \left\|\left(\boldsymbol{u}^{(1)}, \boldsymbol{\lambda}^{(1)}\right)-\left(\boldsymbol{U}^{(1)}, \boldsymbol{\Lambda}^{(1)}\right)\right\|_{n+p} \\
& +\left\|\left(\boldsymbol{U}^{(1)}, \boldsymbol{\Lambda}^{(1)}\right)-\left(\overline{\boldsymbol{u}}^{(1)}, \overline{\boldsymbol{\lambda}}^{(1)}\right)\right\|_{n+p} \\
\leq & q\left\|\boldsymbol{\varphi}^{(1)}-\overline{\boldsymbol{\varphi}}^{(1)}\right\|_{p}+c\|\boldsymbol{\alpha}-\overline{\boldsymbol{\alpha}}\|_{p} \\
\leq & c(1+q)\|\boldsymbol{\alpha}-\overline{\boldsymbol{\alpha}}\|_{p}
\end{aligned}
$$

as follows from Lemmas 4 , 5 and (2.18). Continuing this iterative process, in the $k$ th step one has $\left(\boldsymbol{u}^{(k)}, \boldsymbol{\lambda}^{(k)}\right)$ and $\left(\overline{\boldsymbol{u}}^{(k)}, \overline{\boldsymbol{\lambda}}^{(k)}\right)$, the solutions to $\left(\bar{A}\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{(k)}\right)\right)$ and $\left(\bar{A}\left(\overline{\boldsymbol{\alpha}}, \bar{\varphi}^{(k)}\right)\right)$, respectively, along with the estimate:

$$
\begin{align*}
\left\|\left(\boldsymbol{u}^{(k)}, \boldsymbol{\lambda}^{(k)}\right)-\left(\overline{\boldsymbol{u}}, \overline{\boldsymbol{\lambda}}^{(k)}\right)\right\|_{n+p} & \leq c\left(1+q+q^{2}+\cdots+q^{k}\right)\|\boldsymbol{\alpha}-\overline{\boldsymbol{\alpha}}\|_{p} \\
& \leq \frac{c}{1-q}\|\boldsymbol{\alpha}-\overline{\boldsymbol{\alpha}}\|_{p}, \tag{2.19}
\end{align*}
$$

since $q<1$ by assumption. Then, one sets $\boldsymbol{\varphi}^{(k+1)}:=\Psi_{\alpha}\left(\boldsymbol{\varphi}^{(k)}\right), \overline{\boldsymbol{\varphi}}^{(k+1)}:=\Psi_{\bar{\alpha}}\left(\bar{\varphi}^{(k)}\right)$, and starts the iteration loop with $k:=k+1$.

The sequences $\left\{\boldsymbol{\varphi}^{(k)}\right\}$ and $\left\{\bar{\varphi}^{(k)}\right\}$ generated by this process converge to the unique fixed points of the mappings $\Psi_{\alpha}$ and $\Psi_{\bar{\alpha}}$, resp.; the sequences $\left\{\left(\boldsymbol{u}^{(k)}, \boldsymbol{\lambda}^{(k)}\right)\right\}$, $\left\{\left(\overline{\boldsymbol{u}}^{(k)}, \overline{\boldsymbol{\lambda}}^{(k)}\right)\right\}$ converge to the (unique) solutions of $\left.M(\boldsymbol{\alpha})\right)$ and $(M(\overline{\boldsymbol{\alpha}}))$, resp. Thus it is sufficient to pass to the limit as $k \rightarrow \infty$ in (2.19) to obtain the assertion of the theorem.

### 2.3.2 Stability with respect to the load vector

In addition to Theorem 16 we shall need another stability result, namely the one with respect to the load vector $\boldsymbol{L}$. Since $\boldsymbol{\alpha} \in \widetilde{U}_{a d}$ will be fixed and $\boldsymbol{L} \in \mathbb{R}^{n}$ the parameter, we adjust the notation to reflect this fact and write $(\bar{A}(\boldsymbol{L}, \boldsymbol{\varphi}))$, $(M(\boldsymbol{L})), \Psi_{L}$ instead of $(\bar{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi})),(M(\boldsymbol{\alpha})), \Psi_{\alpha}$, etc.

Lemma 6. Let $\boldsymbol{\alpha} \in \widetilde{U}_{\text {ad }}$ be fixed and the assumptions of Theorem 16 hold true. Then there exists a constant $c>0$, not depending on $\boldsymbol{\alpha} \in \widetilde{U}_{a d}$, such that

$$
\|(\boldsymbol{u}, \boldsymbol{\lambda})-(\overline{\boldsymbol{u}}, \overline{\boldsymbol{\lambda}})\|_{n+p} \leq c\|\boldsymbol{L}-\overline{\boldsymbol{L}}\|_{n} \quad \forall \boldsymbol{L}, \overline{\boldsymbol{L}} \in \mathbb{R}^{n}
$$

where $(\boldsymbol{u}, \boldsymbol{\lambda}),(\overline{\boldsymbol{u}}, \overline{\boldsymbol{\lambda}}) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ denote the (unique) solutions of $(M(\boldsymbol{L})),(M(\overline{\boldsymbol{L}}))$, respectively.

Proof. We merely sketch the proof, since it employs the same fixed-point technique as the proof of Theorem 16,

Let $\boldsymbol{\varphi}^{(0)} \in \mathbb{R}_{+}^{p}$ be arbitrary and denote the solutions to $\left(\bar{A}\left(\boldsymbol{L}, \boldsymbol{\varphi}^{(0)}\right)\right),\left(\bar{A}\left(\overline{\boldsymbol{L}}, \boldsymbol{\varphi}^{(0)}\right)\right)$ by $\left(\boldsymbol{u}^{(0)}, \boldsymbol{\lambda}^{(0)}\right),\left(\overline{\boldsymbol{u}}^{(0)}, \overline{\boldsymbol{\lambda}}^{(0)}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$, respectively. Then by Lemman $2($ ii) we know that there exists a $c>0$, independent of $\boldsymbol{\alpha}, \boldsymbol{L}, \overline{\boldsymbol{L}}$ and $\varphi^{(0)}$, such that

$$
\begin{equation*}
\left\|\left(\boldsymbol{u}^{(0)}, \boldsymbol{\lambda}^{(0)}\right)-\left(\overline{\boldsymbol{u}}^{(0)}, \overline{\boldsymbol{\lambda}}^{(0)}\right)\right\|_{n+p} \leq c\|\boldsymbol{L}-\overline{\boldsymbol{L}}\|_{n} . \tag{2.20}
\end{equation*}
$$

Next, we define $\boldsymbol{\varphi}^{(1)}:=\Psi_{L}\left(\boldsymbol{\varphi}^{(0)}\right)$ and $\overline{\boldsymbol{\varphi}}^{(1)}:=\Psi_{\bar{L}}\left(\boldsymbol{\varphi}^{(0)}\right)$. The respective solutions to $\left(\bar{A}\left(\boldsymbol{L}, \boldsymbol{\varphi}^{(1)}\right)\right)$ and ( $\left.\bar{A}\left(\overline{\boldsymbol{L}}, \overline{\boldsymbol{\varphi}}^{(1)}\right)\right)$ shall be denoted by $\left(\boldsymbol{u}^{(1)}, \boldsymbol{\lambda}^{(1)}\right),\left(\overline{\boldsymbol{u}}^{(1)}, \overline{\boldsymbol{\lambda}}^{(1)}\right) \in$ $\mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$. In addition, we solve the problem $\left(\bar{A}\left(\boldsymbol{L}, \overline{\boldsymbol{\varphi}}^{(1)}\right)\right)$ and signify its solution by $\left(\boldsymbol{U}^{(1)}, \boldsymbol{\Lambda}^{(1)}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$. Then, due to Lemma 4 and (2.20), one has:

$$
\begin{align*}
\left\|\left(\boldsymbol{u}^{(1)}, \boldsymbol{\lambda}^{(1)}\right)-\left(\boldsymbol{U}^{(1)}, \boldsymbol{\Lambda}^{(1)}\right)\right\|_{n+p} & \leq q\left\|\boldsymbol{\varphi}^{(1)}-\overline{\boldsymbol{\varphi}}^{(1)}\right\|_{p} \\
& \leq q\left\|\boldsymbol{u}^{(0)}-\overline{\boldsymbol{u}}^{(0)}\right\|_{n} \\
& \leq q c\|\boldsymbol{L}-\overline{\boldsymbol{L}}\|_{n} . \tag{2.21}
\end{align*}
$$

On the other hand, from Lemma 2(ii) it immediately follows that

$$
\begin{equation*}
\left\|\left(\boldsymbol{U}^{(1)}, \boldsymbol{\Lambda}^{(1)}\right)-\left(\overline{\boldsymbol{u}}^{(1)}, \overline{\boldsymbol{\lambda}}^{(1)}\right)\right\|_{n+p} \leq c\|\boldsymbol{L}-\overline{\boldsymbol{L}}\|_{n} . \tag{2.22}
\end{equation*}
$$

Adding (2.21), (2.22), and using the triangle inequality, we get

$$
\begin{equation*}
\left\|\left(\boldsymbol{u}^{(1)}, \boldsymbol{\lambda}^{(1)}\right)-\left(\overline{\boldsymbol{u}}^{(1)}, \overline{\boldsymbol{\lambda}}^{(1)}\right)\right\|_{n+p} \leq c(1+q)\|\boldsymbol{L}-\overline{\boldsymbol{L}}\|_{n} \tag{2.23}
\end{equation*}
$$

The rest of the proof may be conducted in the same manner as was done in Theorem 16. Indeed, one defines the sequences $\left\{\boldsymbol{\varphi}^{(k)}\right\},\left\{\overline{\boldsymbol{\varphi}}^{(k)}\right\} \subset \mathbb{R}_{+}^{p}$ by $\varphi^{(k)}:=$ $\Psi_{L}\left(\boldsymbol{\varphi}^{(k-1)}\right)$ and $\overline{\boldsymbol{\varphi}}^{(k)}:=\Psi_{\bar{L}}\left(\overline{\boldsymbol{\varphi}}^{(k-1)}\right), k=2,3, \ldots$, resp.; the elements of the sequences $\left\{\left(\boldsymbol{u}^{(k)}, \boldsymbol{\lambda}^{(k)}\right)\right\},\left\{\left(\overline{\boldsymbol{u}}^{(k)}, \overline{\boldsymbol{\lambda}}^{(k)}\right)\right\},\left\{\left(\boldsymbol{U}^{(k)}, \boldsymbol{\Lambda}^{(k)}\right)\right\} \subset \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ are then defined, in this order, as the unique solutions of problems $\left(\bar{A}\left(\boldsymbol{L}, \boldsymbol{\varphi}^{(k)}\right)\right),\left(\bar{A}\left(\overline{\boldsymbol{L}}, \overline{\boldsymbol{\varphi}}^{(k)}\right)\right)$, $\left(\bar{A}\left(\boldsymbol{L}, \overline{\boldsymbol{\varphi}}^{(k)}\right)\right) \forall k \in \mathbb{N}, k \geq 2$. By induction one may prove the estimate (cf. (2.19) and (2.23))

$$
\begin{equation*}
\left\|\left(\boldsymbol{u}^{(k)}, \boldsymbol{\lambda}^{(k)}\right)-\left(\overline{\boldsymbol{u}}^{(k)}, \overline{\boldsymbol{\lambda}}^{(k)}\right)\right\|_{n+p} \leq \frac{c}{1-q}\|\boldsymbol{L}-\overline{\boldsymbol{L}}\|_{n} \tag{2.24}
\end{equation*}
$$

since by assumption $q<1$ holds. The desired result is then obtained by taking limit in (2.24) as $k \rightarrow \infty$; for details we kindly refer to the proof of the previous theorem.

### 2.4 Implicit Programming

Having Theorem 16 at hand, we return to the shape optimization problem ( $\mathbb{P}$ ) and present a method for its solution. To this end, let us assume, that the assumptions of Theorem 16 are satified, i.e., $\mathfrak{F}$ is Lipschitz with a sufficiently small modulus. In addition, let the cost functional $J$ be continuously differentiable. In fact, this smoothness assumption is superfluous and is imposed only for the sake of simplicity. As it will become apparent, a locally Lipschitz $J$ would work-in theory-just as fine.

Provided the assumptions above are satisfied and $\widetilde{S}$ is single-valued, we may apply the Implicit Programming (ImP) approach to the solution of ( $\mathbb{P}$ ). This consists of reformulating $(\mathbb{P})$ as the following nonlinear program (NLP):

$$
\left.\begin{array}{ll}
\operatorname{minimize} & \mathcal{J}(\boldsymbol{\alpha}):=J(\boldsymbol{\alpha}, \widetilde{S}(\boldsymbol{\alpha}))  \tag{P}\\
\text { subj. to } & \boldsymbol{\alpha} \in \widetilde{U}_{a d}
\end{array}\right\}
$$

Eliminating the equilibrium constraint, only the geometric constraint $\boldsymbol{\alpha} \in \widetilde{U}_{a d}$ remains, in which the compact, convex feasible set is given by simple box-constraints and linear inequality (and, if $C_{21}=C_{22}$, also equality) constraints (cf. (2.5)).

### 2.4.1 Selecting a minimization algorithm

There are several aspects, that have to be taken into account when attempting to solve ( $\mathbb{\mathbb { P }}$ ):

- Although $J$ was assumed continuously differentiable (or even smoother), due to the Lipschitz continuity of $\widetilde{S}$, the reduced cost functional $\mathcal{J}: \widetilde{U}_{a d} \rightarrow \mathbb{R}$ is only Lipschitz, in general.
- $\widetilde{S}$ is not convex, in general; therefore, the same applies to $\mathcal{J}$ as well.
- Each function evaluation of $\mathcal{J}$ is costly, since-by means of $\widetilde{S}$-it involves solving a frictional contact problem, where the coefficient of friction depends on the solution.
- Typically, in practical computations, the optimized boundary segment is not parametrized by (nonsmooth) piecewise linear functions, but smooth curves, like piecewise quadratic or cubic Bézier or spline functions. Besides being smooth, they can be controlled by relatively few points to achieve satisfactory design. Therefore, in most cases, one may assume that the dimension of $\widetilde{U}_{a d}$ is at most "moderately" large (in the sense of [23]).

From the first two points it follows that $(\widetilde{\mathbb{P}})$ has to be solved by a method of nonsmooth and nonconvex optimization, whereas the third point basically rules out derivative-free methods-they typically require orders of magnitude more function evaluations, than algorithms based on first (and second) order (sub)gradients.

As no additional structural property, that could be exploited by the minimization algorithm, is known a priori, we opt for the Bundle Trust 52, 55, and Proximal Bundle [39, 40] methods. In general, bundle methods have turned out to be the method of choice for the solution of small to medium scale, nonsmooth, nonconvex optimization problems, without extra knowledge about their structure - see the comparison in [23] and also [38].

### 2.4.2 Computing a subgradient

Bundle methods are iterative methods for minimizing the locally Lipschitz objective function $\mathcal{J}$, that require at each step $\overline{\boldsymbol{\alpha}} \in \widetilde{U}_{a d}$ :
(i) the function value $\mathcal{J}(\overline{\boldsymbol{\alpha}})$, and
(ii) one arbitrary subgradient $\boldsymbol{\xi} \in \bar{\partial} \mathcal{J}(\overline{\boldsymbol{\alpha}})$ from the Clarke subdifferential [7].

As readily seen, in order to provide $\mathcal{J}(\overline{\boldsymbol{\alpha}})$, one has to evaluate $\overline{\boldsymbol{y}}:=\widetilde{S}(\overline{\boldsymbol{\alpha}})$, i.e., it is necessary to solve a Signorini problem with Tresca friction and a solutiondependent coefficient of friction. Assume, we are able to solve $(G E(\overline{\boldsymbol{\alpha}}))$ and let us focus on task (ii). By the chain rule [7, Theorem 2.6.6] we have:

$$
\begin{equation*}
\bar{\partial} \mathcal{J}(\overline{\boldsymbol{\alpha}})=\nabla_{\alpha} J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})+(\bar{\partial} \widetilde{S}(\overline{\boldsymbol{\alpha}}))^{T} \nabla_{y} J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}) . \tag{2.25}
\end{equation*}
$$

This means that determining an element of (2.25) involves computing a generalized Jacobian of the nonsmooth, implicitly defined control-to-state mapping $\widetilde{S}$. This can be conducted essentially in two different ways:
(j) If $\widetilde{S}$ happens to be piecewise $C^{1}\left(P C^{1}\right)$, it is convenient to obtain the desired subgradient completely within the generalized differential calculus of Clarke (specialized implicit function theorems are provided for example in [48]). This way has been applied, e.g., in [3].
(jj) If the $P C^{1}$ nature of the control-to-state mapping cannot be guaranteed, it seems reasonable to perform sensitivity analysis via the generalized differential calculus of Mordukhovich [36] which is richer concerning specialized calculus rules. The paper [4] may serve as an example for the viability of this approach.

Since in the considered model we have to do with rather complicated nonsmooth and set-valued mappings, we have chosen the second approach. In the next section it is shown how to compute an approximation of a Clarke subgradient from the set (2.25) by means of the generalized differential calculus of B. Mordukhovich.

### 2.5 Sensitivity analysis

Let $\overline{\boldsymbol{\alpha}} \in \widetilde{U}_{a d}$ be arbitrary and denote $\overline{\boldsymbol{y}}:=\widetilde{S}(\overline{\boldsymbol{\alpha}})$. We start with the following fact, providing a link between the differential operators of interest from the Clarke and Mordukhovich calculus.

Lemma 7. For any $\boldsymbol{y}^{*} \in \mathbb{R}^{3 p}$ it holds that $D^{*} \widetilde{S}(\overline{\boldsymbol{\alpha}})\left(\boldsymbol{y}^{*}\right) \neq \emptyset$ and

$$
\begin{equation*}
(\bar{\partial} \widetilde{S}(\overline{\boldsymbol{\alpha}}))^{T} \boldsymbol{y}^{*}=\operatorname{conv} D^{*} \widetilde{S}(\overline{\boldsymbol{\alpha}})\left(\boldsymbol{y}^{*}\right) \tag{2.26}
\end{equation*}
$$

Proof. Follows from the Lipschitz continuity of $\widetilde{S}$ and formula (2.23) in 35.
Comparing (2.26) and (2.25) we see that for our purposes it is sufficient to compute one $\boldsymbol{p}^{*} \in D^{*} \widetilde{S}(\overline{\boldsymbol{\alpha}})\left(\nabla_{y} J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})\right)$; then, setting

$$
\begin{equation*}
\boldsymbol{\xi}:=\nabla_{\alpha} J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})+\boldsymbol{p}^{*} \tag{2.27}
\end{equation*}
$$

we are done. However, this is not straightforward, since $\widetilde{S}$ is defined via an implicit relation. In order to express its coderivative $D^{*} \widetilde{S}(\overline{\boldsymbol{\alpha}})$ in terms of $\boldsymbol{F}$ and $\widetilde{Q}$, we start with the following observation:

$$
\begin{align*}
\operatorname{Gr} \widetilde{S} & =\left\{(\boldsymbol{\alpha}, \boldsymbol{y}) \in \widetilde{U}_{a d} \times \mathbb{R}^{3 p} \mid-\boldsymbol{F}(\boldsymbol{\alpha}, \boldsymbol{y}) \in \widetilde{Q}(\boldsymbol{\alpha}, \boldsymbol{y})\right\} \\
& =\left\{(\boldsymbol{\alpha}, \boldsymbol{y}) \in \widetilde{U}_{a d} \times \mathbb{R}^{3 p} \mid \Phi(\boldsymbol{\alpha}, \boldsymbol{y}):=(\boldsymbol{\alpha}, \boldsymbol{y},-\boldsymbol{F}(\boldsymbol{\alpha}, \boldsymbol{y})) \in \operatorname{Gr} \widetilde{Q}\right\}  \tag{2.28}\\
& =\Phi^{-1}(\operatorname{Gr} \widetilde{Q}) . \tag{2.29}
\end{align*}
$$

To be able to compute normal cones to the set (2.29), one has to verify a calmness condition, as presented below.

Lemma 8. Let $\overline{\boldsymbol{\alpha}} \in \widetilde{U}_{\text {ad }}$ be fixed, $\overline{\boldsymbol{y}}:=\widetilde{S}(\overline{\boldsymbol{\alpha}})$ and the mapping $\Phi: \widetilde{U}_{a d} \times \mathbb{R}^{3 p} \rightarrow$ $\widetilde{U}_{a d} \times \mathbb{R}^{3 p} \times \mathbb{R}^{3 p}$ be defined by (2.28). Then the multifunction $M: \mathbb{R}^{p} \times \mathbb{R}^{3 p} \times \mathbb{R}^{3 p} \rightrightarrows$ $\widetilde{U}_{a d} \times \mathbb{R}^{3 p}$ given by

$$
M: \boldsymbol{p} \mapsto\{(\boldsymbol{\alpha}, \boldsymbol{y}) \mid \boldsymbol{p}+\Phi(\boldsymbol{\alpha}, \boldsymbol{y}) \in \operatorname{Gr} \widetilde{Q}\}
$$

is calm at $(\mathbf{0}, \mathbf{0}, \mathbf{0}, \overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})$.
Proof. If $M$ was not calm at $(\mathbf{0}, \mathbf{0}, \mathbf{0}, \overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})$, one could easily disprove calmness of the following multifunction $\tilde{M}: \mathbb{R}^{3 p} \rightrightarrows \widetilde{U}_{a d} \times \mathbb{R}^{3 p}$ at $(\mathbf{0}, \overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})$ :

$$
\tilde{M}: \tilde{\boldsymbol{p}} \mapsto\{(\boldsymbol{\alpha}, \boldsymbol{y}) \mid(\mathbf{0}, \mathbf{0}, \tilde{\boldsymbol{p}})+\Phi(\boldsymbol{\alpha}, \boldsymbol{y}) \in \mathrm{Gr} \widetilde{Q}\} .
$$

Indeed, suppose that there exist sequences $\boldsymbol{p}^{(i)}=\left(\boldsymbol{p}_{1}^{(i)}, \boldsymbol{p}_{2}^{(i)}, \boldsymbol{p}_{3}^{(i)}\right) \rightarrow(\mathbf{0}, \mathbf{0}, \mathbf{0}) \in$ $\mathbb{R}^{p} \times \mathbb{R}^{3 p} \times \mathbb{R}^{3 p}$ and $\left(\boldsymbol{\alpha}^{(i)}, \boldsymbol{y}^{(i)}\right) \rightarrow(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}),\left(\boldsymbol{\alpha}^{(i)}, \boldsymbol{y}^{(i)}\right) \in M\left(\boldsymbol{p}^{(i)}\right)$ such that

$$
\begin{equation*}
\operatorname{dist}\left(\left(\boldsymbol{\alpha}^{(i)}, \boldsymbol{y}^{(i)}\right), M(\mathbf{0}, \mathbf{0}, \mathbf{0})\right) \geq i\left\|\boldsymbol{p}^{(i)}\right\|_{p+3 p+3 p} \quad \forall i \in \mathbb{N} . \tag{2.30}
\end{equation*}
$$

Let us put $\left(\boldsymbol{\beta}^{(i)}, \boldsymbol{z}^{(i)}\right):=\left(\boldsymbol{\alpha}^{(i)}+\boldsymbol{p}_{1}^{(i)}, \boldsymbol{y}^{(i)}+\boldsymbol{p}_{2}^{(i)}\right)$ so that the relation $\left(\boldsymbol{\alpha}^{(i)}, \boldsymbol{y}^{(i)}\right) \in$ $M\left(\boldsymbol{p}^{(i)}\right)$ can be rewritten as

$$
\begin{equation*}
\tilde{\boldsymbol{p}}^{(i)} \in \boldsymbol{F}\left(\boldsymbol{\beta}^{(i)}, \boldsymbol{z}^{(i)}\right)+\widetilde{Q}\left(\boldsymbol{\beta}^{(i)}, \boldsymbol{z}^{(i)}\right) \tag{2.31}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{\boldsymbol{p}}^{(i)}:=\boldsymbol{p}_{3}^{(i)}-\boldsymbol{F}\left(\boldsymbol{\alpha}^{(i)}, \boldsymbol{y}^{(i)}\right)-\boldsymbol{F}\left(\boldsymbol{\beta}^{(i)}, \boldsymbol{z}^{(i)}\right) . \tag{2.32}
\end{equation*}
$$

Since $\boldsymbol{F}$ is locally Lipschitz, one has from (2.31), (2.32):

$$
\begin{aligned}
& \left\|\tilde{\boldsymbol{p}}^{(i)}\right\|_{3 p} \leq c\left\|\boldsymbol{p}^{(i)}\right\|_{p+3 p+3 p} \quad \text { and } \quad \tilde{\boldsymbol{p}}^{(i)} \rightarrow \mathbf{0} \in \mathbb{R}^{3 p}, \\
& \left(\boldsymbol{\beta}^{(i)}, \boldsymbol{z}^{(i)}\right) \in \tilde{M}\left(\tilde{\boldsymbol{p}}^{(i)}\right), \quad \text { and } \quad\left(\boldsymbol{\beta}^{(i)}, \boldsymbol{z}^{(i)}\right) \rightarrow(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}) .
\end{aligned}
$$

Thus we can estimate:

$$
\begin{aligned}
& \operatorname{dist}\left(\left(\boldsymbol{\beta}^{(i)}, \boldsymbol{z}^{(i)}\right), \tilde{M}(\mathbf{0})\right)=\operatorname{dist}\left(\left(\boldsymbol{\beta}^{(i)}, \boldsymbol{z}^{(i)}\right), M(\mathbf{0}, \mathbf{0}, \mathbf{0})\right) \\
& \quad \geq \operatorname{dist}\left(\left(\boldsymbol{\alpha}^{(i)}, \boldsymbol{y}^{(i)}\right), M(\mathbf{0}, \mathbf{0}, \mathbf{0})\right)-\left\|\boldsymbol{p}^{(i)}\right\|_{p+3 p+3 p} \geq(i-1)\left\|\boldsymbol{p}^{(i)}\right\|_{p+3 p+3 p} \\
& \geq \frac{i-1}{c}\left\|\tilde{\boldsymbol{p}}^{(i)}\right\|_{3 p}
\end{aligned}
$$

and the claim has been verified.
Therefore it is sufficient to show that $\tilde{M}$ is calm at $(\mathbf{0}, \overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})$. To this end, let $\tilde{\boldsymbol{p}} \in \mathbb{R}^{3 p}$ be given. Then

$$
(\boldsymbol{\alpha}, \boldsymbol{y}) \in \tilde{M}(\tilde{\boldsymbol{p}}) \quad \Leftrightarrow \quad \tilde{\boldsymbol{p}} \in \boldsymbol{F}(\boldsymbol{\alpha}, \boldsymbol{y})+\widetilde{Q}(\boldsymbol{\alpha}, \boldsymbol{y})
$$

i.e., written componentwise for $\boldsymbol{y}=\left(\boldsymbol{u}_{\tau}, \boldsymbol{u}_{\nu}, \boldsymbol{\lambda}\right)$ and $\tilde{\boldsymbol{p}}=\left(\tilde{\boldsymbol{p}}_{1}, \tilde{\boldsymbol{p}}_{2}, \tilde{\boldsymbol{p}}_{3}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{p} \times$ $\mathbb{R}^{p}$ :

$$
\left.\begin{array}{l}
\tilde{\boldsymbol{p}}_{1} \in \mathbb{A}_{\tau \tau}(\boldsymbol{\alpha}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\tau \nu}(\boldsymbol{\alpha}) \boldsymbol{u}_{\nu}-\boldsymbol{L}_{\tau}(\boldsymbol{\alpha})+\widetilde{Q}_{\tau}\left(\boldsymbol{\alpha}, \boldsymbol{u}_{\tau}\right)  \tag{2.33}\\
\tilde{\boldsymbol{p}}_{2}=\mathbb{A}_{\nu \tau}(\boldsymbol{\alpha}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\nu \nu}(\boldsymbol{\alpha}) \boldsymbol{u}_{\nu}-\boldsymbol{\lambda}-\boldsymbol{L}_{\nu}(\boldsymbol{\alpha}) \\
\tilde{\boldsymbol{p}}_{3} \in \boldsymbol{u}_{\nu}+\boldsymbol{\alpha}+N_{\mathbb{R}_{+}^{p}}(\boldsymbol{\lambda}) .
\end{array}\right\}
$$

Introducing the new variable $\tilde{\boldsymbol{y}}:=\left(\boldsymbol{u}_{\tau}, \boldsymbol{u}_{\nu}-\tilde{\boldsymbol{p}}_{3}, \boldsymbol{\lambda}\right)$, we see that $(\boldsymbol{\alpha}, \tilde{\boldsymbol{y}})$ solves (2.6) with the load vector

$$
\tilde{l}:=\left[\begin{array}{c}
\boldsymbol{L}_{\tau}(\boldsymbol{\alpha})+\tilde{\boldsymbol{p}}_{1}-\mathbb{A}_{\tau \nu}(\boldsymbol{\alpha}) \tilde{\boldsymbol{p}}_{3} \\
\boldsymbol{L}_{\nu}(\boldsymbol{\alpha})+\tilde{\boldsymbol{p}}_{2}-\mathbb{A}_{\nu \nu}(\boldsymbol{\alpha}) \tilde{\boldsymbol{p}}_{3} \\
-\boldsymbol{\alpha}
\end{array}\right] .
$$

From Theorem 10 it follows that $(\boldsymbol{\alpha}, \tilde{\boldsymbol{y}})$ is the only solution to the perturbed GE (2.33). Denoting $\left(\boldsymbol{\alpha}, \boldsymbol{y}^{*}\right) \in \mathrm{Gr} \widetilde{S}=\tilde{M}(\mathbf{0})$ the solution to (2.6) with the original load vector $\boldsymbol{l}=\left[\boldsymbol{L}_{\tau}(\boldsymbol{\alpha}), \boldsymbol{L}_{\nu}(\boldsymbol{\alpha}),-\boldsymbol{\alpha}\right]^{T}$, we obtain from the triangle inequality and Lemma 6

$$
\begin{aligned}
\left\|(\boldsymbol{\alpha}, \boldsymbol{y})-\left(\boldsymbol{\alpha}, \boldsymbol{y}^{*}\right)\right\|_{p+3 p} & \leq\|\boldsymbol{y}-\tilde{\boldsymbol{y}}\|_{3 p}+\left\|\tilde{\boldsymbol{y}}-\boldsymbol{y}^{*}\right\|_{3 p} \\
& \leq\left\|\tilde{\boldsymbol{p}}_{3}\right\|_{p}+c\|\tilde{\boldsymbol{l}}-\boldsymbol{l}\|_{3 p} \\
& \leq c\|\tilde{\boldsymbol{p}}\|_{3 p},
\end{aligned}
$$

where $c>0$ does not depend on $\boldsymbol{\alpha}$. From this the required calmness property follows easily.

### 2.5.1 The adjoint GE

The following result (see [27, Theorem 2]) facilitates the computation of the adjoint variable $\boldsymbol{p}^{*} \in D^{*} \widetilde{S}(\overline{\boldsymbol{\alpha}})\left(\boldsymbol{y}^{*}\right)$, needed in (2.27).

Theorem 17. Consider a reference pair $(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}) \in \operatorname{Gr} \widetilde{S}$ and let $\boldsymbol{y}^{*} \in \mathbb{R}^{3 p}$ be arbitrary.
(i) Let $\left(\boldsymbol{p}^{*}, \boldsymbol{v}^{*}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{3 p}$ be a solution to the regular adjoint $G E$ :

$$
\left[\begin{array}{r}
\boldsymbol{p}^{*}  \tag{RAGE}\\
-\boldsymbol{y}^{*}
\end{array}\right] \in \nabla \boldsymbol{F}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})^{T} \boldsymbol{v}^{*}+\widehat{D}^{*} \widetilde{Q}(\Phi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}))\left(\boldsymbol{v}^{*}\right) .
$$

Then $\boldsymbol{p}^{*} \in D^{*} \widetilde{S}(\overline{\boldsymbol{\alpha}})\left(\boldsymbol{y}^{*}\right)$.
(ii) For every $\boldsymbol{p}^{*} \in D^{*} \widetilde{S}(\overline{\boldsymbol{\alpha}})\left(\boldsymbol{y}^{*}\right)$ there exists a vector $\boldsymbol{v}^{*} \in \mathbb{R}^{3 p}$ such that $\left(\boldsymbol{p}^{*}, \boldsymbol{v}^{*}\right)$ is a solution of the (limiting) adjoint GE:

$$
\left[\begin{array}{r}
\boldsymbol{p}^{*}  \tag{AGE}\\
-\boldsymbol{y}^{*}
\end{array}\right] \in \nabla \boldsymbol{F}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})^{T} \boldsymbol{v}^{*}+D^{*} \widetilde{Q}(\Phi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}))\left(\boldsymbol{v}^{*}\right)
$$

Proof. The first assertion follows immediately from [47, Theorem 10.6]. The second one is implied by [21, Theorem 4.1], whose assumptions are fulfilled by virtue of Lemma 8 .

Note that due to Lipschitz continuity of $\widetilde{S}$, (AGE) attains at least one solution $\boldsymbol{p}^{*}$ (cf. Lemma 7) and whenever $\widetilde{Q}$ is normally regular at $\Phi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})$, i.e., $\widehat{N}_{\operatorname{Gr} r}(\Phi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}))=N_{\operatorname{Gr} \tilde{Q}}(\Phi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}))$, ( $\overline{\text { RAGE }}$ ) and (AGE) coincide. In this case

$$
D^{*} \widetilde{S}(\overline{\boldsymbol{\alpha}})\left(\boldsymbol{y}^{*}\right)=\left\{\boldsymbol{p}^{*} \in \mathbb{R}^{p} \mid \exists \boldsymbol{v}^{*} \in \mathbb{R}^{3 p} \text { such that }\left(\boldsymbol{p}^{*}, \boldsymbol{v}^{*}\right) \text { solves (AGE) }\right\} .
$$

On the other hand, in the nonregular case (RAGE) may be difficult to solve or not solvable at all. Therefore the computation of the desired subgradient $\boldsymbol{\xi} \in$ $\bar{\partial} \mathcal{J}(\overline{\boldsymbol{\alpha}})$ is usually done via the (AGE), while accepting the fact that at nonregular points the computed vector may lie outside of $\bar{\partial} \mathcal{J}(\overline{\boldsymbol{\alpha}})$. In such cases the employed optimization algorithm might collapse and $\boldsymbol{\xi}$ has to be replaced by a correct subgradient.

In light of the previous paragraph we will focus on the solution of the (AGE). In particular, we shall express the most difficult part of (AGE), the coderivative $D^{*} \widetilde{Q}(\Phi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}))$ in terms of the problem data.

## Computation of $D^{*} \widetilde{Q}$

First of all, note that the components of $\widetilde{Q}$ are decoupled-the first component $\widetilde{Q}_{\tau}$ depends on $\boldsymbol{\alpha}$ and $\boldsymbol{u}_{\tau}$, whereas the third component computes the normal cone to $\mathbb{R}_{+}^{p}$ only at $\boldsymbol{\lambda}$. Actually, this fact is a consequence of the assumed model of given friction, since $\widetilde{Q}_{\tau}$ reflects the friction condition and the third component corresponds to the nonpenetration condition. This way, the coderivative of $\widetilde{Q}$ may be computed componentwise [47, Example 6.10]:

$$
\forall \boldsymbol{q}^{*} \in \mathbb{R}^{3 p}: \quad D^{*} \widetilde{Q}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}, \overline{\boldsymbol{q}})\left(\boldsymbol{q}^{*}\right)=\left[\begin{array}{c}
D^{*} \widetilde{Q}_{\tau}\left(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}_{1}, \overline{\boldsymbol{q}}_{1}\right)\left(\boldsymbol{q}_{1}^{*}\right)  \tag{2.34}\\
0 \\
D^{*} N_{\mathbb{R}_{+}^{p}}\left(\overline{\boldsymbol{y}}_{3}, \overline{\boldsymbol{q}}_{3}\right)\left(\boldsymbol{q}_{3}^{*}\right)
\end{array}\right],
$$

at any reference point $(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}, \overline{\boldsymbol{q}}) \in \operatorname{Gr} \widetilde{Q}$, where $\overline{\boldsymbol{y}}=\left(\overline{\boldsymbol{y}}_{1}, \overline{\boldsymbol{y}}_{2}, \overline{\boldsymbol{y}}_{3}\right), \overline{\boldsymbol{q}}=\left(\overline{\boldsymbol{q}}_{1}, \overline{\boldsymbol{q}}_{2}, \overline{\boldsymbol{q}}_{3}\right)$, $\boldsymbol{q}^{*}=\left(\boldsymbol{q}_{1}^{*}, \boldsymbol{q}_{2}^{*}, \boldsymbol{q}_{3}^{*}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{p} \times \mathbb{R}^{p}$.

The formula for the coderivative of the normal cone mapping to $\mathbb{R}_{+}^{p}$ is wellknown in the literature and may be very easily derived from the definition of the coderivative (see also Figure 2.1).


Figure 2.1: Graph of $N_{\mathbb{R}_{+}}$and the normal cone to this set at $(0,0)$.

Proposition 2. Let $(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}}) \in \operatorname{Gr} N_{\mathbb{R}_{+}^{p}}$ and $\boldsymbol{b}^{*} \in \mathbb{R}^{p}$ arbitrary. Then

$$
\boldsymbol{a}^{*} \in D^{*} N_{\mathbb{R}_{+}^{p}}(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})\left(\boldsymbol{b}^{*}\right) \quad \Leftrightarrow \quad a_{i}^{*} \in D^{*} N_{\mathbb{R}_{+}}\left(\bar{a}_{i}, \bar{b}_{i}\right)\left(b_{i}^{*}\right) \quad \forall i=1, \ldots, p,
$$

where
(i) if $\bar{a}_{i}>0, \bar{b}_{i}=0$, then

$$
D^{*} N_{\mathbb{R}_{+}}\left(\bar{a}_{i}, \bar{b}_{i}\right)\left(b_{i}^{*}\right)=\{0\} ;
$$

(ii) if $\bar{a}_{i}=0, \bar{b}_{i}<0$, then

$$
D^{*} N_{\mathbb{R}_{+}}\left(\bar{a}_{i}, \bar{b}_{i}\right)\left(b_{i}^{*}\right)= \begin{cases}\mathbb{R} & \text { if } b_{i}^{*}=0 \\ \emptyset & \text { otherwise }\end{cases}
$$

(iii) if $\bar{a}_{i}=0, \bar{b}_{i}=0$, then

$$
D^{*} N_{\mathbb{R}_{+}}\left(\bar{a}_{i}, \bar{b}_{i}\right)\left(b_{i}^{*}\right)= \begin{cases}\{0\} & \text { if } b_{i}^{*}>0, \\ \mathbb{R}_{-} & \text {if } b_{i}^{*}<0, \\ \mathbb{R} & \text { if } b_{i}^{*}=0\end{cases}
$$

Proof. See [41, Lemma 2.2].
Remark 7. Observe, that $D^{*} N_{\mathbb{R}_{+}^{p}}(\boldsymbol{a}, \boldsymbol{b})=D^{*}\left(\partial \delta_{\mathbb{R}_{+}^{p}}\right)(\boldsymbol{a}, \boldsymbol{b})$, which is the definition of the second-order subdifferential $\partial^{2} \delta_{\mathbb{R}_{+}^{p}}(\boldsymbol{a}, \boldsymbol{b})$. This means, that the coderivative $D^{*} \widetilde{Q}$ in (AGE) provides second-order (sub)gradient information.

In order to deal with the first component, let us write the multifunction $\widetilde{Q}_{\tau}$ : $\mathbb{R}^{p} \times \mathbb{R}^{p} \rightrightarrows \mathbb{R}^{p}$ as a composition of an outer multifunction $Z_{\tau}$ and an inner singlevalued, smooth mapping $\Psi$ :

$$
\widetilde{Q}_{\tau}(\boldsymbol{\alpha}, \boldsymbol{u})=\left[\begin{array}{c}
\omega_{1}(\boldsymbol{\alpha}) \mathfrak{F}\left(\left|\boldsymbol{u}_{1}\right|\right) \partial\left|\boldsymbol{u}_{1}\right|  \tag{2.35}\\
\omega_{2}(\boldsymbol{\alpha}) \mathfrak{F}\left(\left|\boldsymbol{u}_{2}\right|\right) \partial\left|\boldsymbol{u}_{2}\right| \\
\vdots \\
\omega_{p}(\boldsymbol{\alpha}) \mathfrak{F}\left(\left|\boldsymbol{u}_{p}\right|\right) \partial\left|\boldsymbol{u}_{p}\right|
\end{array}\right]=\left(Z_{\tau} \circ \Psi\right)(\boldsymbol{\alpha}, \boldsymbol{u}),
$$

where

$$
\Psi=\left(\Psi_{1}, \ldots, \Psi_{p}\right): \mathbb{R}^{p} \times \mathbb{R}^{p} \rightarrow((0, \infty) \times \mathbb{R})^{p}, \quad \Psi_{j}(\boldsymbol{\alpha}, \boldsymbol{u}):=\left(\omega_{j}(\boldsymbol{\alpha}), u_{j}\right)
$$

and

$$
Z_{\tau}:((0, \infty) \times \mathbb{R})^{p} \rightrightarrows \mathbb{R}^{p}, \quad \boldsymbol{y} \mapsto\left(Z\left(\boldsymbol{y}_{1}\right), \ldots, Z\left(\boldsymbol{y}_{p}\right)\right),
$$

with

$$
Z:(0, \infty) \times \mathbb{R} \rightrightarrows \mathbb{R}, \quad\left(x_{1}, x_{2}\right) \mapsto x_{1} \mathfrak{F}\left(\left|x_{2}\right|\right) \partial\left|x_{2}\right|
$$

Now the chain rule from [47, Theorem 10.40] allows us to compute the coderivative of the composite multifunction (2.35) as follows:

Proposition 3. Let $(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}, \overline{\boldsymbol{q}}) \in \mathrm{Gr} \widetilde{Q}_{\tau}$ be such that the following condition holds:

$$
\begin{equation*}
\left(\operatorname{ker} \nabla \Psi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}})^{T}\right) \cap D^{*} Z_{\tau}(\Psi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}), \overline{\boldsymbol{q}})(\mathbf{0})=\{\mathbf{0}\} . \tag{2.36}
\end{equation*}
$$

Then for every $\boldsymbol{q}^{*}=\left(q_{1}^{*}, \ldots, q_{p}^{*}\right) \in \mathbb{R}^{p}$ one has

$$
\begin{align*}
D^{*} \widetilde{Q}_{\tau}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}, \overline{\boldsymbol{q}})\left(\boldsymbol{q}^{*}\right) & \subset \nabla \Psi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}})^{T} D^{*} Z_{\tau}(\Psi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}), \overline{\boldsymbol{q}})\left(\boldsymbol{q}^{*}\right) \\
& =\nabla \Psi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}})^{T}\left[\begin{array}{c}
D^{*} Z\left(\Psi_{1}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}), q_{1}\right)\left(q_{1}^{*}\right) \\
D^{*} Z\left(\Psi_{2}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}), q_{2}\right)\left(q_{2}^{*}\right) \\
\vdots \\
D^{*} Z\left(\Psi_{p}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}), q_{p}\right)\left(q_{p}^{*}\right)
\end{array}\right] . \tag{2.37}
\end{align*}
$$

Observe that the assertion of Proposition 3 requires the validity of the qualification condition (2.36). We are going to show that (2.36) is satisfied at all points $(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}, \overline{\boldsymbol{q}}) \in \mathrm{Gr} \widetilde{Q}_{\tau}$ and hence the assertion of Proposition 3 holds automatically.
Remark 8. The right inclusion above becomes equality at those points $(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}, \overline{\boldsymbol{q}})$, for which the multifunction $Z_{\tau}$ is normally regular at $(\Psi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}), \overline{\boldsymbol{q}})$ or $\nabla \Psi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}})$ is surjective. In other cases, however, the formula on the right-hand side may provide a vector outside of $D^{*} \widetilde{Q}_{\tau}$.

Let us look more closely at the second option, i.e., what does it mean for $\nabla \Psi$ to be surjective at ( $\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}$ ). Recalling the definition of $\Psi$, its Jacobian $\nabla \Psi \in \mathbb{R}^{2 p \times 2 p}$ can be written in the block-matrix form

$$
\nabla \Psi=\left[\begin{array}{cc}
\mathbb{J}_{11} & \mathbb{J}_{12}  \tag{2.38}\\
\vdots & \vdots \\
\mathbb{J}_{p 1} & \mathbb{J}_{p 2}
\end{array}\right],
$$

where for each $i=1, \ldots, p$ one has

$$
\mathbb{J}_{i 1}=\left[\begin{array}{c}
\nabla \omega_{i}  \tag{2.39}\\
\mathbf{0}
\end{array}\right] \in \mathbb{R}^{2 \times p}, \quad \mathbb{J}_{i 2}=\left[\begin{array}{c}
\mathbf{0} \\
\left(\boldsymbol{e}^{(i)}\right)^{T}
\end{array}\right] \in \mathbb{R}^{2 \times p} .
$$

Here $\mathbf{0} \in \mathbb{R}^{1 \times p}$ and $\boldsymbol{e}^{(i)} \in \mathbb{R}^{p}$ denotes the $i$ th Euclidean basis vector. Thus, we immediately see that the square matrix $\nabla \Psi$ is surjective iff $\nabla \omega_{i}, i=1, \ldots, p$, are linearly independent. Unfortunately, this cannot be guaranteed; moreover, considering our particular definition of $\omega_{i}$ (1.26), $\nabla \omega_{i}=\mathbf{0}$ when $\alpha_{i-1}=\alpha_{i}=\alpha_{i+1}$. In other words, whenever the contact boundary has a flat part consisting of at least two line segments, $\nabla \Psi$ contains a zero row and, consequently, cannot be surjective.

## Computation of $D^{*} Z$

In the sequel we will compute the coderivative of $Z$ at a given point $\left(\bar{x}_{1}, \bar{x}_{2}, \bar{z}\right) \in$ $\mathrm{Gr} Z$. The obtained results will then be used to validate condition (2.36), while at the same time they play a central role in the assertion of Proposition 3 itself.

Let us distinguish several situations according to the position of the reference point $\left(\bar{x}_{1}, \bar{x}_{2}, \bar{z}\right)$ on the graph of $Z$-see Figure $[2.2$, where red and green colour mark those points at which sliding occurs; the vertical, blue region signifies sticking. Points on the common boundary of these sets are said to be in the so-called weak sticking mode.


Figure 2.2: Graph of the multifunction $Z\left(x_{1}, x_{2}\right)=x_{1} \mathfrak{F}\left(\left|x_{2}\right|\right) \partial\left|x_{2}\right|$.

Proposition 4 (sliding). Let $z^{*} \in \mathbb{R}$ be arbitrary and $\left(\bar{x}_{1}, \bar{x}_{2}, \bar{z}\right) \in \operatorname{Gr} Z$ such that $\bar{x}_{2}>0$. Then:

$$
\begin{equation*}
D^{*} Z\left(\bar{x}_{1}, \bar{x}_{2}, \bar{z}\right)\left(z^{*}\right)=\left\{z^{*} \mathfrak{F}\left(\bar{x}_{2}\right)\right\} \times D^{*} \mathfrak{F}\left(\bar{x}_{2}\right)\left(\bar{x}_{1} z^{*}\right) . \tag{2.40}
\end{equation*}
$$

Proof. Due to the assumption on $\bar{x}_{2}$ there exists a neighbourhood $\mathcal{O}$ of $\left(\bar{x}_{1}, \bar{x}_{2}\right)$ so that:

$$
Z\left(x_{1}, x_{2}\right)=x_{1} \mathfrak{F}\left(x_{2}\right) \quad \forall\left(x_{1}, x_{2}\right) \in \mathcal{O} .
$$

Note that $Z$ is single-valued and (locally) Lipschitz continuous in $\mathcal{O}$. The computation of the regular normal cone to $\mathrm{Gr} Z$ at points of $\mathcal{O}$ is straightforward and yields:

$$
\begin{align*}
& \widehat{N}_{\mathrm{Gr} Z}\left(x_{1}, x_{2}, z\right)=\left\{\left(x_{1}^{*}, x_{2}^{*}, z^{*}\right) \mid x_{1}^{*}=-z^{*} \mathfrak{F}\left(x_{2}\right),\right. \\
&\left.\left(x_{2}^{*}, x_{1} z^{*}\right) \in \widehat{N}_{\mathrm{Gr} \mathfrak{F}}\left(x_{2}, \mathfrak{F}\left(x_{2}\right)\right)\right\} . \tag{2.41}
\end{align*}
$$

Thus

$$
N_{\operatorname{Gr} Z}\left(\bar{x}_{1}, \bar{x}_{2}, \bar{z}\right)=\left\{\left(x_{1}^{*}, x_{2}^{*}, z^{*}\right) \mid x_{1}^{*}=-z^{*} \mathfrak{F}\left(\bar{x}_{2}\right),\left(x_{2}^{*}, \bar{x}_{1} z^{*}\right) \in N_{\operatorname{Gr} \mathfrak{F}}\left(\bar{x}_{2}, \mathfrak{F}\left(\bar{x}_{2}\right)\right)\right\},
$$

and the assertion follows immediately from the definition of the coderivative.
Proposition 5 (sliding). Let $z^{*} \in \mathbb{R}$ be arbitrary and $\left(\bar{x}_{1}, \bar{x}_{2}, \bar{z}\right) \in \mathrm{Gr} Z$ such that $\bar{x}_{2}<0$. Then:

$$
\begin{equation*}
D^{*} Z\left(\bar{x}_{1}, \bar{x}_{2}, \bar{z}\right)\left(z^{*}\right)=\left\{-z^{*} \mathfrak{F}\left(-\bar{x}_{2}\right)\right\} \times\left(-D^{*} \mathfrak{F}\left(-\bar{x}_{2}\right)\left(-\bar{x}_{1} z^{*}\right)\right) . \tag{2.42}
\end{equation*}
$$

Proof. In this case there exists a neighbourhood $\tilde{\mathcal{O}}$ of $\left(\bar{x}_{1}, \bar{x}_{2}\right)$ such that:

$$
Z\left(x_{1}, x_{2}\right)=-x_{1} \mathfrak{F}\left(-x_{2}\right) \quad \forall\left(x_{1}, x_{2}\right) \in \tilde{\mathcal{O}} .
$$

The rest is done in a similar fashion.
The previous two cases have the mechanical interpretation of sliding, i.e., represent those contact points, where the displacement in the tangential direction is nonzero.

Proposition 6 (sticking). Let $z^{*} \in \mathbb{R}$ be arbitrary and $\left(\bar{x}_{1}, 0, \bar{z}\right) \in \mathrm{Gr} Z$ such that $|\bar{z}|<\bar{x}_{1} \mathfrak{F}(0)$. Then:

$$
D^{*} Z\left(\bar{x}_{1}, 0, \bar{z}\right)\left(z^{*}\right)= \begin{cases}\{0\} \times \mathbb{R} & \text { if } z^{*}=0  \tag{2.43}\\ \emptyset & \text { otherwise } .\end{cases}
$$

Proof. As readily seen, there exists a neighourhood $\mathcal{U}$ of $\left(\bar{x}_{1}, 0, \bar{z}\right)$ such that:

$$
\mathcal{U} \cap \operatorname{Gr} Z=\mathcal{U} \cap(\mathbb{R} \times\{0\} \times \mathbb{R})
$$

whence we immediately get:

$$
\begin{equation*}
\widehat{N}_{\mathrm{Gr} Z}\left(x_{1}, 0, z\right)=\{0\} \times \mathbb{R} \times\{0\} \quad \forall\left(x_{1}, 0, z\right) \in \mathcal{U} \cap \operatorname{Gr} Z \tag{2.44}
\end{equation*}
$$

The assertion follows easily from the definition of the coderivative.
The setting of the previous proposition corresponds to contact points, where (strong) sticking is present, i.e., the tangential component of the stress vector is below the threshold value to trigger motion in the tangential direction. If this critical value is attained at a contact point, but there is still no tangential motion, we speak of weak sticking, which is investigated below.

In order to give a reasonable formula for the coderivative $D^{*} Z$ at these points, we will, in addition, assume that the coefficient of friction $\mathfrak{F}$ is weakly semismooth at 0 (cf. [32]), implying that:

$$
\begin{equation*}
\exists \mathfrak{F}_{+}^{\prime}(0) \in \mathbb{R} \quad \text { and } \quad \operatorname{Limsup}_{x \rightarrow 0_{+}} \bar{\partial} \mathfrak{F}(x)=\left\{\mathfrak{F}_{+}^{\prime}(0)\right\} \tag{2.45}
\end{equation*}
$$

where $\mathfrak{F}_{+}^{\prime}$ stands for the right-hand derivative of $\mathfrak{F}$. Now the following result holds true.

Proposition 7 (weak sticking). Let $z^{*} \in \mathbb{R}$ and $\bar{x}_{1}>0$ be arbitrary. Then:

$$
D^{*} Z\left(\bar{x}_{1}, 0, \bar{x}_{1} \mathfrak{F}(0)\right)\left(z^{*}\right)=\left\{\left[\begin{array}{c}
z^{*} \mathfrak{F}(0)  \tag{2.46}\\
\bar{x}_{1} z^{*} \mathfrak{F}_{+}^{\prime}(0)+w
\end{array}\right] \left\lvert\, w \in\left\{\begin{array}{cl}
\{0\} & \text { if } z^{*}>0 \\
\mathbb{R}_{-} & \text {if } z^{*}<0 \\
\mathbb{R} & \text { if } z^{*}=0
\end{array}\right\}\right.\right.
$$

Proof. The analysis in this case becomes more involved, since the point $\overline{\boldsymbol{a}}:=$ $\left(\bar{x}_{1}, 0, \bar{x}_{1} \mathfrak{F}(0)\right)$ may be approached by sequences corresponding to different mechanical regimes:

$$
N_{\mathrm{Gr} Z}(\overline{\boldsymbol{a}})=\underset{\left(x_{1}, x_{2}, z\right) \xrightarrow{\operatorname{Gr} Z} \overline{\boldsymbol{a}}}{\operatorname{Lim} \sup _{\overline{\operatorname{Gr}} Z}} \widehat{N}_{\operatorname{Gr} Z}\left(x_{1}, x_{2}, z\right)=\mathcal{N}_{1} \cup \mathcal{N}_{2} \cup \mathcal{N}_{3}
$$

where
and

$$
\mathcal{N}_{3}:=\operatorname{Limsup}_{x_{1} \rightarrow \bar{x}_{1}} \widehat{N}_{\mathrm{Gr} Z}\left(x_{1}, 0, x_{1} \mathfrak{F}(0)\right)
$$

Observe that the regular normal cones generating in $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ have already been computed in (2.41) and in (2.44), respectively. From (2.44) we immediately have:

$$
\mathcal{N}_{2}=\{0\} \times \mathbb{R} \times\{0\}
$$

The relation (2.41) may be written as

$$
\begin{equation*}
\widehat{N}_{\mathrm{Gr} Z}\left(x_{1}, x_{2}, z\right)=\left\{\left(x_{1}^{*}, x_{2}^{*}, z^{*}\right) \mid x_{1}^{*}=-z^{*} \mathfrak{F}\left(x_{2}\right), x_{2}^{*} \in \widehat{D}^{*} \mathfrak{F}\left(x_{2}\right)\left(-\bar{x}_{1} z^{*}\right)\right\} \tag{2.47}
\end{equation*}
$$

Using to the scalarization formula one may write in (2.47):

$$
\begin{equation*}
\widehat{D}^{*} \mathfrak{F}\left(x_{2}\right)\left(-\bar{x}_{1} z^{*}\right) \subset D^{*} \mathfrak{F}\left(x_{2}\right)\left(-\bar{x}_{1} z^{*}\right)=\partial\left(-\bar{x}_{1} z^{*} \mathfrak{F}\right)\left(x_{2}\right) \subset-\bar{x}_{1} z^{*} \bar{\partial} \mathfrak{F}\left(x_{2}\right) \tag{2.48}
\end{equation*}
$$

Taking into account the assumed semismoothness property (3.37), it follows from (2.47) and (2.48)

$$
\begin{equation*}
\mathcal{N}_{1}=\left\{\left(x_{1}^{*}, x_{2}^{*}, z^{*}\right) \mid x_{1}^{*}=-z^{*} \mathfrak{F}\left(x_{2}\right), x_{2}^{*}=-\bar{x}_{1} z^{*} \mathfrak{F}_{+}^{\prime}(0)\right\} \tag{2.49}
\end{equation*}
$$

since $\mathcal{N}_{1} \neq \emptyset$ due to Lipschitz continuity of $\mathfrak{F}$.
The treatment of $\mathcal{N}_{3}$ is, however, more delicate. As a first step, let us compute the contingent cone to $\operatorname{Gr} Z$ at $\boldsymbol{a}:=\left(x_{1}, 0, x_{1} \mathfrak{F}(0)\right)$, for $x_{1}>0$ fixed. Note that Gr $Z$ locally around the reference point $\boldsymbol{a}$ coincides with the union $G_{1} \cup G_{2}$, where

$$
\begin{aligned}
& G_{1}=\left\{\left(x_{1}^{\prime}, x_{2}^{\prime}, z^{\prime}\right)| | x_{1}^{\prime}-x_{1} \mid<\varepsilon, x_{2}^{\prime}=0, x_{1}^{\prime} \mathfrak{F}(0)-\varepsilon<z^{\prime} \leq x_{1}^{\prime} \mathfrak{F}(0)\right\} \\
& G_{2}=\left\{\left(x_{1}^{\prime}, x_{2}^{\prime}, z^{\prime}\right)| | x_{1}^{\prime}-x_{1} \mid<\varepsilon, 0 \leq x_{2}^{\prime}<\varepsilon, z^{\prime}=x_{1}^{\prime} \mathfrak{F}\left(x_{2}^{\prime}\right)\right\}
\end{aligned}
$$

for a sufficiently small $\varepsilon>0$. Moreover, the following holds:

$$
\begin{equation*}
T_{\mathrm{Gr} Z}(\boldsymbol{a})=T_{G_{1}}(\boldsymbol{a}) \cup T_{G_{2}}(\boldsymbol{a}) \tag{2.50}
\end{equation*}
$$

By the definition of the contingent cone:

$$
\begin{aligned}
T_{G_{1}}(\boldsymbol{a})= & \left\{(h, k, l) \mid \exists h_{i} \rightarrow h \exists k_{i} \rightarrow k \exists l_{i} \rightarrow l \exists \lambda_{i} \rightarrow 0_{+}:\right. \\
& \left.\lambda_{i} k_{i}=0, x_{1} \mathfrak{F}(0)+\lambda_{i} l_{i} \leq\left(x_{1}+\lambda_{i} h_{i}\right) \mathfrak{F}(0)\right\}=\{(h, 0, l) \mid l \leq h \mathfrak{F}(0)\} .
\end{aligned}
$$

Analogously:

$$
\begin{aligned}
& T_{G_{2}}(\boldsymbol{a})=\left\{(h, k, l) \mid \exists h_{i} \rightarrow h \exists k_{i} \rightarrow k \exists l_{i} \rightarrow l \exists \lambda_{i} \rightarrow 0_{+}:\right. \\
&\left.0 \leq \lambda_{i} k_{i}, x_{1} \mathfrak{F}(0)+\lambda_{i} l_{i}=\left(x_{1}+\lambda_{i} h_{i}\right) \mathfrak{F}\left(\lambda_{i} k_{i}\right)\right\} \\
&=\left\{(h, k, l) \mid \exists h_{i} \rightarrow h \exists k_{i} \rightarrow k \exists l_{i} \rightarrow l \exists \lambda_{i} \rightarrow 0_{+}:\right. \\
&\left.0 \leq k_{i}, l_{i}=h_{i} \mathfrak{F}\left(\lambda_{i} k_{i}\right)+x_{1} k_{i} \frac{\mathfrak{F}\left(\lambda_{i} k_{i}\right)-\mathfrak{F}(0)}{\lambda_{i} k_{i}}\right\} \\
&=\left\{(h, k, l) \mid 0 \leq k, l=h \mathfrak{F}(0)+x_{1} k \mathfrak{F}_{+}^{\prime}(0)\right\},
\end{aligned}
$$

where we have made use of (3.37) ensuring directional differentiability of $\mathfrak{F}$ at 0 . Now it is sufficient to compute the (negative) polars to these cones to obtain:

$$
\begin{equation*}
\widehat{N}_{G_{1}}(\boldsymbol{a})=\left(T_{G_{1}}(\boldsymbol{a})\right)^{0}=\left\{\left(x_{1}^{*}, x_{2}^{*}, z^{*}\right) \mid x_{1}^{*}=-z^{*} \mathfrak{F}(0), z^{*} \geq 0\right\} \tag{2.51}
\end{equation*}
$$

and similarly:

$$
\begin{equation*}
\widehat{N}_{G_{2}}(\boldsymbol{a})=\left\{\left(x_{1}^{*}, x_{2}^{*}, z^{*}\right) \mid x_{1}^{*}=-z^{*} \mathfrak{F}(0), x_{2}^{*} \leq-x_{1} z^{*} \mathfrak{F}_{+}^{\prime}(0)\right\} . \tag{2.52}
\end{equation*}
$$

Finally, combining (2.50), (2.51) and (2.52) yields:

$$
\begin{aligned}
\widehat{N}_{\mathrm{Gr} Z}(\boldsymbol{a}) & =\left(T_{G_{1}}(\boldsymbol{a}) \cup T_{G_{2}}(\boldsymbol{a})\right)^{0} \\
& =\widehat{N}_{G_{1}}(\boldsymbol{a}) \cap \widehat{N}_{G_{2}}(\boldsymbol{a}) \\
& =\left\{\left(x_{1}^{*}, x_{2}^{*}, z^{*}\right) \mid x_{1}^{*}=-z^{*} \mathfrak{F}(0), x_{2}^{*} \leq-x_{1} z^{*} \mathfrak{F}_{+}^{\prime}(0), z^{*} \geq 0\right\} .
\end{aligned}
$$

From this it is obvious that $\mathcal{N}_{3}=\widehat{N}_{\text {Gr } Z}(\overline{\boldsymbol{a}})$.
In this way we have now an upper estimate of $N_{\operatorname{Gr} Z}(\boldsymbol{a})$ and the result follows easily by the definition of the coderivative. Indeed, for instance, the first formula in (2.46) follows from (2.49) and the fact that for $z^{*}>0$ and $i=2,3$ there does not exist any $\left(x_{1}^{*}, x_{2}^{*}\right)$ such that $\left(x_{1}^{*}, x_{2}^{*},-z^{*}\right) \in \mathcal{N}_{i}$. The statement has been established.

A straightforward modification of the proof of Proposition 7 implies the following result, concerning the point $\overline{\boldsymbol{a}}:=\left(\bar{x}_{1}, 0,-\mathfrak{F}(0)\right)$.

Proposition 8 (weak sticking). Let $z^{*} \in \mathbb{R}$ and $\bar{x}_{1}>0$ be arbitrary. Then:

$$
D^{*} Z\left(\bar{x}_{1}, 0,-\bar{x}_{1} \mathfrak{F}(0)\right)\left(z^{*}\right)=\left\{\left[\begin{array}{c}
-z^{*} \mathfrak{F}(0)  \tag{2.53}\\
\bar{x}_{1} z^{*} \mathfrak{F}_{+}^{\prime}(0)+w
\end{array}\right] \left\lvert\, w \in\left\{\begin{array}{ll}
\mathbb{R}_{+} & \text {if } z^{*}>0 \\
\{0\} & \text { if } z^{*}<0 \\
\mathbb{R} & \text { if } z^{*}=0 .
\end{array}\right\} .\right.\right.
$$

We are now in a position to verify the qualification condition (2.36).
Corollary 1. Let $(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}, \overline{\boldsymbol{q}}) \in \operatorname{Gr} \widetilde{Q}_{\tau}$ be arbitrary. Then (2.36) holds.

Proof. By (2.40), (2.42), (2.43), (2.46) and (2.53) we see that $D^{*} Z\left(\bar{x}_{1}, \bar{x}_{2}, \bar{z}\right)(0) \subset$ $\{0\} \times \mathbb{R}$ for any $\left(\bar{x}_{1}, \bar{x}_{2}, \bar{z}\right) \in \operatorname{Gr} Z$, implying:

$$
D^{*} Z_{1}(\Psi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}), \overline{\boldsymbol{q}})(0) \subset(\{\mathbf{0}\} \times \mathbb{R})^{p}
$$

Choosing now $\boldsymbol{w} \in\left(\mathbb{R}^{2}\right)^{p}$ such that $\boldsymbol{w}_{i}=\left(0, c_{i}\right)^{T}$ for all $i=1, \ldots, p$, then (cf. (2.38) and (2.39)):

$$
\mathbf{0}=\nabla \Psi(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}})^{T} \boldsymbol{w}=\sum_{i=1}^{p} \nabla \Psi_{i}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}})^{T} \boldsymbol{w}_{i}=\sum_{i=1}^{p}\left[\begin{array}{cc}
\nabla \omega_{i}(\overline{\boldsymbol{\alpha}})^{T} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{e}^{(i)}
\end{array}\right]\left[\begin{array}{l}
0 \\
c_{i}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{0} \\
\boldsymbol{c}
\end{array}\right] .
$$

In this way we have proved that the upper estimate (2.37), needed in (AGE), is valid.

The obtained results enable us to establish necessary optimality conditions, that may serve, e.g., as a stopping criterion in the numerical algorithm, or for testing optimality of a design computed in some other way.
Theorem 18. Let $(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})$ be a local solution to $(\mathbb{P})$ (in particular $\overline{\boldsymbol{y}}=\widetilde{S}(\overline{\boldsymbol{\alpha}})$ ). Then:
(1) $\mathbf{0} \in \nabla_{\alpha} J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})+D^{*} \widetilde{S}(\overline{\boldsymbol{\alpha}})\left(\nabla_{y} J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})\right)+N_{\widetilde{U}_{a d}}(\overline{\boldsymbol{\alpha}})$;
(2) $\exists \boldsymbol{v}^{*} \in \mathbb{R}^{3 p}$ :

$$
\mathbf{0} \in \nabla J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})+\nabla F(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})^{T} \boldsymbol{v}^{*}+D^{*} \widetilde{Q}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}},-F(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}))\left(\boldsymbol{v}^{*}\right)+N_{\widetilde{U}_{a d} \times \mathbb{R}^{3 p}}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}) .
$$

Proof. The optimality condition in (1) amounts directly to the respective condition in [36, Corollary 5.35]. This relation together with Theorem 17 (ii) yields (2).

## Chapter 3

## Shape optimization: Coulomb case

In this chapter we consider the optimal shape design problem, where the state problem is given by the two-dimensional Signorini problem with Coulomb friction and a solution-dependent coefficient of friction. Since the analysis of contact problems with Coulomb friction is very involved in the continuous setting, we will investigate existence and computation of discrete optimal shapes only, i.e., for fixed values of the discretization parameter $h$, and various choices of the cost functional.

The structure of the present chapter copies more or less that of the previous one, with a notable exception: this time only the algebraic setting is considered. First, we shall first derive the reduced version of the algebraic Signorini problem with Coulomb friction and a solution-dependent coefficient of friction and define the shape optimization problem. Then, we prove Lipschitz continuity of the corresponding solution map, but this time using Robinson's strong regularity condition (SRC). As an immediate consequence, one obtains existence of discrete optimal shapes. Moreover, the SRC property will play an important role also in subsequent sensitivity analysis. This is conducted in a similar way as it was done in the previous chapter, using tools from the generalized differential calculus of Mordukhovich. This enables us the efficient solution of the shape optimization problem by means of the ImP and a bundle method of nonsmooth optimization. The results obtained here are have been presented in the paper [5].

### 3.1 Algebraic shape optimization problem

Let us start with formulating the reduced algebraic state problem. To this end, recall that in Section 1.3.2 we have denoted by $(\tilde{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi}, \boldsymbol{g}))$ an auxiliary problem representing the algebraic Signorini problem with given friction, where the slip bound is given by the vector $\boldsymbol{g} \in \mathbb{R}_{+}^{p}$ and the coefficient of friction by the vector $\mathfrak{F}(\boldsymbol{\varphi}):=\left[\mathfrak{F}\left(\varphi_{1}\right), \ldots, \mathfrak{F}\left(\varphi_{p}\right)\right]^{T}$, for a fixed $\varphi \in \mathbb{R}_{+}^{p}$ :

In contrast to the Tresca friction case, there is no reason to restrict the set of admissible design variables, therefore we assume $\boldsymbol{\alpha} \in U_{a d} \subset \mathbb{R}_{+}^{p}$ as defined in (1.22),
i.e., without imposing additional constraints on the second finite differences.

The pair $\left(\boldsymbol{u}^{*}, \boldsymbol{\lambda}^{*}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ was shown to be the solution of the Signorini problem with Coulomb friction and a solution-dependent coefficient of friction $M^{C}(\boldsymbol{\alpha})$ (in the sense of Definition 9) iff it is the solution to $\left(\tilde{A}\left(\boldsymbol{\alpha}, \boldsymbol{\varphi}^{*}, \boldsymbol{g}^{*}\right)\right)$, where $\left(\boldsymbol{\varphi}^{*}, \boldsymbol{g}^{*}\right)$ is a fixed point of $\tilde{\Psi}^{C}: \mathbb{R}_{+}^{p} \times \mathbb{R}_{+}^{p} \rightarrow \mathbb{R}_{+}^{p} \times \mathbb{R}_{+}^{p},(\boldsymbol{\varphi}, \boldsymbol{g}) \mapsto\left(\left|\boldsymbol{u}_{\tau}\right|, \boldsymbol{\lambda}\right)$. On the basis of this relation, we may easily derive the reduced form of $M^{C}(\boldsymbol{\alpha})$ by simply inserting the fixed point of $\tilde{\Psi}^{C}$ into (1.34). This way one obtains the following system of GEs:

$$
\left.\begin{array}{l}
\mathbf{0} \in \mathbb{A}_{\tau \tau}(\boldsymbol{\alpha}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\tau \nu}(\boldsymbol{\alpha}) \boldsymbol{u}_{\nu}-\boldsymbol{L}_{\tau}(\boldsymbol{\alpha})+\widehat{\boldsymbol{Q}}_{\tau}\left(\boldsymbol{u}_{\tau}, \boldsymbol{\lambda}\right),  \tag{3.1}\\
\mathbf{0}=\mathbb{A}_{\nu \tau}(\boldsymbol{\alpha}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\nu \nu}(\boldsymbol{\alpha}) \boldsymbol{u}_{\nu}-\boldsymbol{\lambda}-\boldsymbol{L}_{\nu}(\boldsymbol{\alpha}), \\
\mathbf{0} \in \boldsymbol{u}_{\nu}+\boldsymbol{\alpha}+N_{\mathbb{R}_{+}^{p}}(\boldsymbol{\lambda}),
\end{array}\right\}
$$

where the multifunction $\widehat{\boldsymbol{Q}}_{\tau}: \mathbb{R}^{p} \times \mathbb{R}^{p} \rightrightarrows \mathbb{R}^{p}$ takes the form

$$
\left(\widehat{\boldsymbol{Q}}_{\tau}(\boldsymbol{v}, \boldsymbol{w})\right)_{i}=\mathfrak{F}\left(\left|v_{i}\right|\right) w_{i} \partial\left|v_{i}\right| \quad \forall i=1,2, \ldots, p
$$

Further, recall that the matrix- and vector-valued mappings $\mathbb{A}_{\tau \tau}, \mathbb{A}_{\tau \nu}, \mathbb{A}_{\nu \tau}, \mathbb{A}_{\nu \nu}$ : $U_{a d} \rightarrow \mathbb{R}^{p \times p}$ and $\boldsymbol{L}_{\tau}, \boldsymbol{L}_{\nu}: U_{a d} \rightarrow \mathbb{R}^{p}$, respectively, are assumed to be continuously differentiable.

Denoting the state variable by $\boldsymbol{y}=\left(\boldsymbol{u}_{\tau}, \boldsymbol{u}_{\nu}, \boldsymbol{\lambda}\right) \in \mathbb{R}^{3 p}$, we write the system (3.1) in the compact form:

$$
\begin{equation*}
\mathbf{0} \in \boldsymbol{F}(\boldsymbol{\alpha}, \boldsymbol{y})+\widehat{\boldsymbol{Q}}(\boldsymbol{y}) \tag{C}
\end{equation*}
$$

with $\boldsymbol{F}: U_{a d} \times \mathbb{R}^{3 p} \rightarrow \mathbb{R}^{3 p}$ being the single-valued, continuously differentiable function from the previous chapter (cf. (2.8) and (2.9)):

$$
\boldsymbol{F}(\boldsymbol{\alpha}, \boldsymbol{y})=\mathcal{A}(\boldsymbol{\alpha}) \boldsymbol{y}-\boldsymbol{l}(\boldsymbol{\alpha})
$$

The multivalued mapping $\widehat{\boldsymbol{Q}}: \mathbb{R}^{3 p} \rightrightarrows \mathbb{R}^{3 p}$ in $G E^{C}(\boldsymbol{\alpha})$ has a closed graph and is given by the expression:

$$
\widehat{\boldsymbol{Q}}(\boldsymbol{y})=\left[\begin{array}{c}
\widehat{\boldsymbol{Q}}_{\tau}\left(\boldsymbol{u}_{\tau}, \boldsymbol{\lambda}\right) \\
\mathbf{0} \\
N_{\mathbb{R}_{+}^{p}}(\boldsymbol{\lambda})
\end{array}\right] \quad \forall \boldsymbol{y}=\left(\boldsymbol{u}_{\tau}, \boldsymbol{u}_{\nu}, \boldsymbol{\lambda}\right) \in \mathbb{R}^{3 p} .
$$

With the parametrized generalized equation $\left(G E^{C}(\boldsymbol{\alpha})\right)$ we associate the control-to-state mapping $\widehat{\boldsymbol{S}}: U_{a d} \rightrightarrows \mathbb{R}^{3 p}$, defined by

$$
\widehat{\boldsymbol{S}}(\boldsymbol{\alpha}):=\left\{\boldsymbol{y} \in \mathbb{R}^{3 p} \mid \mathbf{0} \in \boldsymbol{F}(\boldsymbol{\alpha}, \boldsymbol{y})+\widehat{\boldsymbol{Q}}(\boldsymbol{y})\right\} .
$$

Now the shape optimization problem may be stated in the form of the following mathematical program with equilibrium constraints (MPEC):

$$
\left.\begin{array}{cl}
\operatorname{minimize} & J(\boldsymbol{\alpha}, \boldsymbol{y}),  \tag{C}\\
\text { subj. to } & \boldsymbol{y} \in \widehat{\boldsymbol{S}}(\boldsymbol{\alpha}), \\
& \boldsymbol{\alpha} \in U_{a d},
\end{array}\right\}
$$

where the cost functional $J: U_{a d} \times \mathbb{R}^{3 p} \rightarrow \mathbb{R}$ is assumed to be continuously differentiable. Actually, this smoothness assumption imposed on $J$ is superfluous: as it
will become apparent from subsequent analysis, it would be sufficient to assume $J$ Lipschitz continuous. Nevertheless, for ease of presentation, we shall stick to a smooth cost functional, as this does not affect the intrinsic nonsmoothness of $\widehat{\boldsymbol{S}}$, representing the variational inequality $\left(G E^{C}(\boldsymbol{\alpha})\right)$, in any way.

The main result of this section is formulated in the next theorem.
Theorem 19. Let the assumptions of Theorem 11 (ii) hold. Then $\left(\mathbb{P}^{C}\right)$ has at least one solution.

Its proof relies on the compactness of $\mathrm{Gr} \widehat{\boldsymbol{S}}$ and will be given below, in a series of auxiliary, but no less important results.

### 3.2 Lipschitzian stability

Our main aim in this section is to show Lipschitz continuity of $\widehat{\boldsymbol{S}}$. Although one could prove this directly, as it was done in the case of Tresca friction (cf. Theorem (16), the fact that $\widehat{Q}$ does not depend on $\boldsymbol{\alpha} \in U_{a d}$, allows us to prove a stronger result, namely, strong regularity of $(\sqrt[G E^{C}(\boldsymbol{\alpha})]{ })$.

First, however, we shall prove local Lipschitz continuity of the solution to $M^{C}(\boldsymbol{\alpha})$ with respect to the load vector $\boldsymbol{L} \in \mathbb{R}^{n}$.

### 3.2.1 Stability with respect to the load vector

Since the domain corresponding to the design vector $\boldsymbol{\alpha} \in U_{a d}$ will be fixed and $\boldsymbol{L}$ variable, let us relabel the problem $\sqrt{M^{C}(\boldsymbol{\alpha})}$ by $\left(M^{C}(\boldsymbol{L})\right)$ and the auxiliary problem $\tilde{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi}, \boldsymbol{g})$ by $(\tilde{A}(\boldsymbol{L}, \boldsymbol{\varphi}, \boldsymbol{g}))$. Further, having (1.45) in mind, let:

$$
\begin{equation*}
\delta\left(\|\boldsymbol{L}\|_{n}\right):=\frac{\beta+\|\mathbb{A}\|}{\beta \gamma} \max \left\{C_{\max }, R\left(\|\boldsymbol{L}\|_{n}\right) C_{l i p}\right\} . \tag{3.2}
\end{equation*}
$$

We recall from (1.42) the expression for $R\left(\left\|\boldsymbol{L}_{n}\right\|\right)$ and define the constant $\kappa>0$ :

$$
\begin{equation*}
R\left(\|\boldsymbol{L}\|_{n}\right)=\left[\frac{1}{\gamma}+\frac{1}{\beta}\left(\frac{\|\mathbb{A}\|}{\gamma}+1\right)\right]\|\boldsymbol{L}\|_{n}=: \kappa\|\boldsymbol{L}\|_{n} . \tag{3.3}
\end{equation*}
$$

In terms of the function $\delta$ from (3.2), the assumption of Theorem 11 (ii) is equivalent to $\delta\left(\|\boldsymbol{L}\|_{n}\right)<1$. Provided this condition is met, the Signorini problem with Coulomb friction $\left(M^{C}(\boldsymbol{\alpha})\right)$ has a unique solution. In addition, as we will show, the following holds true.

Proposition 9. Let the assumptions of Theorem[11(ii) be satisfied, i.e., $\delta\left(\|\boldsymbol{L}\|_{n}\right)<$ 1 for some $\boldsymbol{L} \in \mathbb{R}^{n}$. Then there exist positive constants $\epsilon>0$ and $K:=K(\boldsymbol{L}, \epsilon)>$ 0 such that:

$$
\|(\overline{\boldsymbol{u}}, \overline{\boldsymbol{\lambda}})-(\tilde{\boldsymbol{u}}, \tilde{\boldsymbol{\lambda}})\|_{n+p} \leq K\|\overline{\boldsymbol{L}}-\tilde{\boldsymbol{L}}\|_{n} \quad \forall \overline{\boldsymbol{L}}, \tilde{\boldsymbol{L}} \in \mathbb{B}_{\epsilon}(\boldsymbol{L}),
$$

where $(\overline{\boldsymbol{u}}, \overline{\boldsymbol{\lambda}}),(\tilde{\boldsymbol{u}}, \tilde{\boldsymbol{\lambda}})$ denote the unique solutions of $\left(M^{C}(\overline{\boldsymbol{L}})\right)$ and $\left(M^{C}(\tilde{\boldsymbol{L}})\right)$, respectively.

Proof. Existence of $\epsilon>0$ satisfying:

$$
\begin{equation*}
\delta\left(\left\|\boldsymbol{L}^{\prime}\right\|_{n}\right)<1 \quad \forall \boldsymbol{L}^{\prime} \in \overline{\mathbb{B}}_{\epsilon}(\boldsymbol{L}) \tag{3.4}
\end{equation*}
$$

follows immediately by continuity of the function $\delta: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$(cf. (3.2)-(3.3)). We choose such an $\epsilon$ and denote

$$
q:=\max \left\{\delta\left(\left\|\boldsymbol{L}^{\prime}\right\|_{n}\right) \mid \boldsymbol{L}^{\prime} \in \overline{\mathbb{B}}_{\epsilon}(\boldsymbol{L})\right\} \in(0,1) .
$$

Further, let $\overline{\boldsymbol{L}}, \tilde{\boldsymbol{L}} \in \mathbb{B}_{\epsilon}(\boldsymbol{L})$ and $(\boldsymbol{\varphi}, \boldsymbol{g}) \in \mathbb{R}_{+}^{p} \times \mathbb{R}_{+}^{p}$ be arbitrary. Then, we build the following sequences iteratively:
(i) Let $\left(\overline{\boldsymbol{u}}^{(0)}, \overline{\boldsymbol{\lambda}}^{(0)}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ stand for the solution of the auxiliary problem $(\tilde{A}(\overline{\boldsymbol{L}}, \boldsymbol{\varphi}, \boldsymbol{g}))$. For each $k=1,2,3, \ldots$ denote by $\left(\overline{\boldsymbol{u}}^{(k)}, \overline{\boldsymbol{\lambda}}^{(k)}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ the unique solution to $\left(\tilde{A}\left(\overline{\boldsymbol{L}},\left|\overline{\boldsymbol{u}}_{\tau}^{(k-1)}\right|, \overline{\boldsymbol{\lambda}}^{(k-1)}\right)\right)$.
(ii) Let $\left(\tilde{\boldsymbol{u}}^{(0)}, \tilde{\boldsymbol{\lambda}}^{(0)}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ be the solution of $(\tilde{A}(\tilde{\boldsymbol{L}}, \boldsymbol{\varphi}, \boldsymbol{g}))$. Analogously, for each $k \in \mathbb{N}$ denote by $\left(\tilde{\boldsymbol{u}}^{(k)}, \tilde{\boldsymbol{\lambda}}^{(k)}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ the solution of the problem $\left(\tilde{A}\left(\tilde{\boldsymbol{L}},\left|\tilde{\boldsymbol{u}}_{\tau}^{(k-1)}\right|, \tilde{\boldsymbol{\lambda}}^{(k-1)}\right)\right)$.
(iii) Finally, for each $k \in \mathbb{N}$ let $\left(\boldsymbol{U}^{(k)}, \boldsymbol{\Lambda}^{(k)}\right) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p}$ stand for the unique solution of $\left(\tilde{A}\left(\overline{\boldsymbol{L}},\left|\tilde{\boldsymbol{u}}_{\tau}^{(k-1)}\right|, \tilde{\boldsymbol{\lambda}}^{(k-1)}\right)\right)$.
It follows from the proof of Theorem $\left[11\right.$ (ii) that the sequences $\left\{\left(\left|\overline{\boldsymbol{u}}_{\tau}^{(k)}\right|, \overline{\boldsymbol{\lambda}}^{(k)}\right)\right\}$, $\left\{\left(\left|\tilde{\boldsymbol{u}}_{\tau}^{(k)}\right|, \tilde{\boldsymbol{\lambda}}^{(k)}\right)\right\}$ tend to the unique fixed-point of $\tilde{\Psi}^{C}$ in $\mathbb{R}_{+}^{p} \times \mathbb{R}_{+}^{p}$, defined in connection with the problems $\left(M^{C}(\overline{\boldsymbol{L}})\right)$ and $\left(M^{C}(\tilde{\boldsymbol{L}})\right)$, respectively. Hence, the sequences $\left\{\left(\overline{\boldsymbol{u}}^{(k)}, \overline{\boldsymbol{\lambda}}^{(k)}\right)\right\},\left\{\left(\tilde{\boldsymbol{u}}^{(k)}, \tilde{\boldsymbol{\lambda}}^{(k)}\right)\right\}$ converge to the unique solutions $(\overline{\boldsymbol{u}}, \overline{\boldsymbol{\lambda}})$, $(\tilde{\boldsymbol{u}}, \tilde{\boldsymbol{\lambda}})$ of $\left(M^{C}(\overline{\boldsymbol{L}})\right)$ and $\left(M^{C}(\tilde{\boldsymbol{L}})\right)$, respectively. Now, making use of Lemma $2(i i)$, one may write (recall, that we use the norm $\|\boldsymbol{v}+\boldsymbol{w}\|_{r+s}:=\|\boldsymbol{v}\|_{r}+\|\boldsymbol{w}\|_{s}$ on the product space $\mathbb{R}^{r} \times \mathbb{R}^{s}$ for any $\left.r, s \in \mathbb{N}\right)$ :

$$
\begin{aligned}
\|\left(\overline{\boldsymbol{u}}^{(k)}, \overline{\boldsymbol{\lambda}}^{(k)}\right) & -\left(\tilde{\boldsymbol{u}}^{(k)}, \tilde{\boldsymbol{\lambda}}^{(k)}\right) \|_{n+p} \\
& \leq\left\|\left(\overline{\boldsymbol{u}}^{(k)}, \overline{\boldsymbol{\lambda}}^{(k)}\right)-\left(\boldsymbol{U}^{(k)}, \boldsymbol{\Lambda}^{(k)}\right)\right\|_{n+p}+\left\|\left(\boldsymbol{U}^{(k)}, \boldsymbol{\Lambda}^{(k)}\right)-\left(\tilde{\boldsymbol{u}}^{(k)}, \tilde{\boldsymbol{\lambda}}^{(k)}\right)\right\|_{n+p} \\
& \leq \delta\left(\|\overline{\boldsymbol{L}}\|_{n}\right)\left\|\left(\left|\overline{\boldsymbol{u}}_{\tau}^{(k-1)}\right|, \overline{\boldsymbol{\lambda}}^{(k-1)}\right)-\left(\left|\tilde{\boldsymbol{u}}_{\tau}^{(k-1)}\right|, \tilde{\boldsymbol{\lambda}}^{(k-1)}\right)\right\|_{p+p}+\kappa\|\overline{\boldsymbol{L}}-\tilde{\boldsymbol{L}}\|_{n} \\
& \leq q\left\|\left(\overline{\boldsymbol{u}}^{(k-1)}, \overline{\boldsymbol{\lambda}}^{(k-1)}\right)-\left(\tilde{\boldsymbol{u}}^{(k-1)}, \tilde{\boldsymbol{\lambda}}^{(k-1)}\right)\right\|_{n+p}+\kappa\|\overline{\boldsymbol{L}}-\tilde{\boldsymbol{L}}\|_{n},
\end{aligned}
$$

where $\kappa$ is from (3.3). Since the above estimate holds for all $k \in \mathbb{N}$, we obtain by induction:

$$
\begin{aligned}
& \left\|\left(\overline{\boldsymbol{u}}^{(k)}, \overline{\boldsymbol{\lambda}}^{(k)}\right)-\left(\tilde{\boldsymbol{u}}^{(k)}, \tilde{\boldsymbol{\lambda}}^{(k)}\right)\right\|_{n+p} \\
& \quad \leq q^{k}\left\|\left(\overline{\boldsymbol{u}}^{(0)}, \overline{\boldsymbol{\lambda}}^{(0)}\right)-\left(\tilde{\boldsymbol{u}}^{(0)}, \tilde{\boldsymbol{\lambda}}^{(0)}\right)\right\|_{n+p}+\left(q^{k-1}+\cdots+q+1\right) \kappa\|\overline{\boldsymbol{L}}-\tilde{\boldsymbol{L}}\|_{n} \\
& \quad \leq q^{k} \kappa\|\overline{\boldsymbol{L}}-\tilde{\boldsymbol{L}}\|_{n}+\left(q^{k-1}+\cdots+q+1\right) \kappa\|\overline{\boldsymbol{L}}-\tilde{\boldsymbol{L}}\|_{n} \\
& \quad \leq \frac{\kappa}{1-q}\|\overline{\boldsymbol{L}}-\tilde{\boldsymbol{L}}\|_{n} .
\end{aligned}
$$

Here we used that $q^{k}+\cdots+q+1 \leq \sum_{i=0}^{\infty} q^{i}=\frac{1}{1-q}$ for $|q|<1$, which is satisfied in our case by the definition of $q$. Now, taking limit as $k \rightarrow \infty$ one arrives at the assertion of the proposition.

Remark 9. Notice, that due to Lemma 6 the solution of $\overline{M(\boldsymbol{\alpha})}$ ) is globally Lipschitz continuous with respect to the load vector, whereas in the Coulomb friction case the same property holds only locally.

### 3.2.2 Strong regularity

Having the above result at hand, we are in a position to prove strong regularity [8, 46] of $G E^{C}(\boldsymbol{\alpha})$.

Proposition 10. Let the assumption of Theorem 11(ii) hold. Then the generalized equation $G E^{C}(\boldsymbol{\alpha})$ is strongly regular at each $(\boldsymbol{\alpha}, \boldsymbol{y}) \in \operatorname{Gr} \widehat{\boldsymbol{S}}$.

Proof. Let a reference pair $(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}) \in \mathrm{Gr} \widehat{\boldsymbol{\boldsymbol { S }}}$ be fixed. Recall that $G E^{C}(\boldsymbol{\alpha})$ is called strongly regular at $(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})$, provided there exist neighbourhoods $\mathcal{U}$ of $\mathbf{0} \in \mathbb{R}^{3 p}$ and $\mathcal{V}$ of $\overline{\boldsymbol{y}}$ such, that the mapping:

$$
\begin{equation*}
\mathbb{R}^{3 p} \ni \boldsymbol{\xi} \mapsto\left\{\boldsymbol{y} \in \mathcal{V} \mid \boldsymbol{\xi} \in \boldsymbol{F}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})+\nabla_{y} \boldsymbol{F}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})(\boldsymbol{y}-\overline{\boldsymbol{y}})+\widehat{\boldsymbol{Q}}(\boldsymbol{y})\right\} \tag{3.5}
\end{equation*}
$$

is single-valued and Lipschitz in $\mathcal{U}$. To prove this, let $\boldsymbol{\xi} \in \mathbb{R}^{3 p}$ be fixed and notice that $\boldsymbol{F}(\overline{\boldsymbol{\alpha}}, \cdot)$ is linear. Hence, the perturbed GE in (3.5) amounts to: $\boldsymbol{\xi} \in$ $\boldsymbol{F}(\overline{\boldsymbol{\alpha}}, \boldsymbol{y})+\widehat{\boldsymbol{Q}}(\boldsymbol{y})$. The same GE, written componentwise with $\boldsymbol{y}=\left(\boldsymbol{u}_{\tau}, \boldsymbol{u}_{\nu}, \boldsymbol{\lambda}\right)$, $\boldsymbol{\xi}=\left(\boldsymbol{\xi}_{\tau}, \boldsymbol{\xi}_{\nu}, \boldsymbol{\xi}_{\lambda}\right) \in \mathbb{R}^{3 p}:$

$$
\left.\begin{array}{l}
\boldsymbol{\xi}_{\tau} \in \mathbb{A}_{\tau \tau}(\overline{\boldsymbol{\alpha}}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\tau \nu}(\overline{\boldsymbol{\alpha}}) \boldsymbol{u}_{\nu}-\boldsymbol{L}_{\tau}(\overline{\boldsymbol{\alpha}})+\widehat{\boldsymbol{Q}}_{\tau}\left(\boldsymbol{u}_{\tau}, \boldsymbol{\lambda}\right),  \tag{3.6}\\
\boldsymbol{\xi}_{\nu}=\mathbb{A}_{\nu \tau}(\overline{\boldsymbol{\alpha}}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\nu \nu}(\overline{\boldsymbol{\alpha}}) \boldsymbol{u}_{\nu}-\boldsymbol{\lambda}-\boldsymbol{L}_{\nu}(\overline{\boldsymbol{\alpha}}), \\
\boldsymbol{\xi}_{\lambda} \in \boldsymbol{u}_{\nu}+\overline{\boldsymbol{\alpha}}+N_{\mathbb{R}_{+}^{p}}(\boldsymbol{\lambda}) .
\end{array}\right\}
$$

The system (3.6) may be rewritten as

$$
\left.\begin{array}{l}
\mathbf{0} \in \mathbb{A}_{\tau \tau}(\overline{\boldsymbol{\alpha}}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\tau \nu}(\overline{\boldsymbol{\alpha}})\left(\boldsymbol{u}_{\nu}-\boldsymbol{\xi}_{\lambda}\right)-\left(\boldsymbol{L}_{\tau}(\overline{\boldsymbol{\alpha}})+\boldsymbol{\xi}_{\tau}-\mathbb{A}_{\tau \nu}(\overline{\boldsymbol{\alpha}}) \boldsymbol{\xi}_{\lambda}\right)+\widehat{\boldsymbol{Q}}_{\tau}\left(\boldsymbol{u}_{\tau}, \boldsymbol{\lambda}\right),  \tag{3.7}\\
\mathbf{0}=\mathbb{A}_{\nu \tau}(\overline{\boldsymbol{\alpha}}) \boldsymbol{u}_{\tau}+\mathbb{A}_{\nu \nu}(\overline{\boldsymbol{\alpha}})\left(\boldsymbol{u}_{\nu}-\boldsymbol{\xi}_{\lambda}\right)-\boldsymbol{\lambda}-\left(\boldsymbol{L}_{\nu}(\overline{\boldsymbol{\alpha}})+\boldsymbol{\xi}_{\nu}-\mathbb{A}_{\nu \nu}(\overline{\boldsymbol{\alpha}}) \boldsymbol{\xi}_{\lambda}\right), \\
\mathbf{0} \in\left(\boldsymbol{u}_{\nu}-\boldsymbol{\xi}_{\lambda}\right)+\overline{\boldsymbol{\alpha}}+N_{\mathbb{R}_{+}^{p}}(\boldsymbol{\lambda}) .
\end{array}\right\}
$$

The system of GEs (3.7) represents the Signorini problem with Coulomb friction and a solution-dependent coefficient of friction on the domain given by $\overline{\boldsymbol{\alpha}} \in U_{a d}$ and with load vector

$$
\boldsymbol{l}_{\xi}(\overline{\boldsymbol{\alpha}})=\left[\begin{array}{c}
\boldsymbol{L}_{\tau}(\overline{\boldsymbol{\alpha}})+\boldsymbol{\xi}_{\tau}-\mathbb{A}_{\tau \nu}(\overline{\boldsymbol{\alpha}}) \boldsymbol{\xi}_{\lambda}  \tag{3.8}\\
\boldsymbol{L}_{\nu}(\overline{\boldsymbol{\alpha}})+\boldsymbol{\xi}_{\nu}-\mathbb{A}_{\nu \nu}(\overline{\boldsymbol{\alpha}}) \boldsymbol{\xi}_{\lambda} \\
-\overline{\boldsymbol{\alpha}}
\end{array}\right],
$$

having the solution $\boldsymbol{y}_{\xi}=\left(\boldsymbol{u}_{\tau}, \boldsymbol{u}_{\nu}-\boldsymbol{\xi}_{\lambda}, \boldsymbol{\lambda}\right)$. As follows from Proposition 9, for suffeciently small $\epsilon>0$ and $\boldsymbol{\xi} \in \mathcal{U}:=\mathbb{B}_{\epsilon}(\mathbf{0})$ the contact problem (3.7) with load vector $\boldsymbol{l}_{\xi}(\overline{\boldsymbol{\alpha}})$ has exactly one solution, i.e., (3.6) is uniquely solvable. Hence singlevaluedness of the mapping (3.5) follows. To see that it is Lipschitz continuous on $\mathcal{U}$, let $\boldsymbol{\xi}^{(1)}, \boldsymbol{\xi}^{(2)} \in \mathcal{U}$ be arbitrary and denote the corresponding solutions of (3.6) by $\boldsymbol{y}^{(1)}, \boldsymbol{y}^{(2)}$. Then, employing Proposition $9(c>0$ stands for a generic constant
independent of $\boldsymbol{\xi}^{(i)}, \boldsymbol{y}^{(i)}$ ):

$$
\begin{aligned}
&\left\|\boldsymbol{y}^{(1)}-\boldsymbol{y}^{(2)}\right\|_{3 p}=\left\|\boldsymbol{u}_{\tau}^{(1)}-\boldsymbol{u}_{\tau}^{(2)}\right\|_{p}+\left\|\boldsymbol{u}_{\nu}^{(1)}-\boldsymbol{u}_{\nu}^{(2)}\right\|_{p}+\left\|\boldsymbol{\lambda}^{(1)}-\boldsymbol{\lambda}^{(2)}\right\|_{p} \\
& \leq\left\|\boldsymbol{u}_{\tau}^{(1)}-\boldsymbol{u}_{\tau}^{(2)}\right\|_{p}+\left\|\left(\boldsymbol{u}_{\tau}^{(1)}-\boldsymbol{\xi}_{\lambda}^{(1)}\right)-\left(\boldsymbol{u}_{\tau}^{(2)}-\boldsymbol{\xi}_{\lambda}^{(2)}\right)\right\|_{p} \\
& \quad+\left\|\boldsymbol{\lambda}^{(1)}-\boldsymbol{\lambda}^{(2)}\right\|_{p}+\left\|\boldsymbol{\xi}_{\lambda}^{(1)}-\boldsymbol{\xi}_{\lambda}^{(2)}\right\|_{p} \\
& \leq c\left\|l_{\xi^{(1)}}(\overline{\boldsymbol{\alpha}})-\boldsymbol{l}_{\xi(2)}(\overline{\boldsymbol{\alpha}})\right\|_{3 p}+\left\|\boldsymbol{\xi}_{\lambda}^{(1)}-\boldsymbol{\xi}_{\lambda}^{(2)}\right\|_{p} \\
& \leq c\left(\left\|\boldsymbol{\xi}_{\tau}^{(1)}-\boldsymbol{\xi}_{\tau}^{(2)}\right\|_{p}+\left\|\mathbb{A}_{\tau \nu}(\overline{\boldsymbol{\alpha}})\right\|\left\|\boldsymbol{\xi}_{\lambda}^{(1)}-\boldsymbol{\xi}_{\lambda}^{(2)}\right\|_{p}+\left\|\boldsymbol{\xi}_{\nu}^{(1)}-\boldsymbol{\xi}_{\nu}^{(2)}\right\|_{p}\right. \\
&\left.\quad \quad+\left\|\mathbb{A}_{\nu \nu}(\overline{\boldsymbol{\alpha}})\right\|\left\|\boldsymbol{\xi}_{\lambda}^{(1)}-\boldsymbol{\xi}_{\lambda}^{(2)}\right\|_{p}\right)+\left\|\boldsymbol{\xi}_{\lambda}^{(1)}-\boldsymbol{\xi}_{\lambda}^{(2)}\right\|_{p} \\
& \leq c\| \| \boldsymbol{\xi}^{(1)}-\boldsymbol{\xi}^{(2)} \|_{3 p},
\end{aligned}
$$

and the proof is complete.
As a corollary of Proposition 10 we obtain Lipschitz continuity of the corresponding solution map.
Corollary 2. Let the assumptions of Theorem 11( $i$ ii) hold true. Then the solution map $\widehat{\boldsymbol{S}}: U_{a d} \rightarrow \mathbb{R}^{3 p}$ is single-valued and Lipschitz in $U_{\text {ad }}$.

Proof. Follows from Theorem 2.1 in [8] and the compactness of $U_{a d}$.
Now we are in a position to prove the main result of this section.
Proof of Theorem 19. By Corollary 2 the solution map $\widehat{\boldsymbol{S}}$ is Lipschitz continuous on the compact set $U_{a d}$, thus its graph is compact in $U_{a d} \times \mathbb{R}^{3 p}$. Therefore, any lower semicontinuous cost functional $J$ attains its minimum on $\mathrm{Gr} \widehat{\boldsymbol{S}}$, i.e., the shape optimization problem $\left(\sqrt{\mathbb{P}^{C}}\right)$ has at least one solution.

### 3.3 Sensitivity analysis

Concerning the numerical solution of the shape optimization problem ( $\left.\mathbb{P}^{C}\right)$, the same applies as in the Tresca friction case, i.e., due to Corollary 2 we may follow the ImP approach and reformulate the original MPEC into

$$
\left.\begin{array}{ll}
\operatorname{minimize} & \widehat{\mathcal{J}}(\boldsymbol{\alpha}):=J(\boldsymbol{\alpha}, \widehat{\boldsymbol{S}}(\boldsymbol{\alpha}))  \tag{P}\\
\text { subj. to } & \boldsymbol{\alpha} \in U_{a d},
\end{array}\right\}
$$

where $\widehat{\mathcal{J}}: U_{a d} \rightarrow \mathbb{R}$ is (locally) Lipschitz and possibly non-convex. Due to the reasons discussed in Section [2.4 we shall solve $\left(\widehat{\mathbb{P}^{C}}\right.$ ) by a bundle method. In order to make this approach work, at each step $\bar{\alpha} \in U_{a d}$ of the minimization algorithm one has to be able to provide a function value $\widehat{\mathcal{J}}(\overline{\boldsymbol{\alpha}})=J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})$ with $\overline{\boldsymbol{y}}=\widehat{\boldsymbol{S}}(\overline{\boldsymbol{\alpha}})$, and one (arbitrary) subgradient $\boldsymbol{\xi} \in \bar{\partial} \widehat{\mathcal{J}}(\overline{\boldsymbol{\alpha}})$. Owing to (2.25)-(2.27) we see that this can be achieved by setting

$$
\boldsymbol{\xi}:=\nabla_{\alpha} J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})+\boldsymbol{p}^{*},
$$

where

$$
\boldsymbol{p}^{*} \in D^{*} \widehat{\boldsymbol{S}}(\overline{\boldsymbol{\alpha}})\left(\nabla_{y} J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})\right) .
$$

The computation of one such $\boldsymbol{p}^{*}$ is described in the next theorem. Actually, it happens to be a simplified form of Theorem 17 (ii) for the case when the multifunction $\widehat{Q}$ does not depend on the the design variable $\boldsymbol{\alpha}$.

Theorem 20. Let $(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}) \in \operatorname{Gr} \widehat{\boldsymbol{S}}$ be given. Then for each $\boldsymbol{p}^{*} \in D^{*} \widehat{\boldsymbol{S}}(\overline{\boldsymbol{\alpha}})\left(\nabla_{y} J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})\right)$ there exists an adjoint variable $\boldsymbol{v}^{*} \in \mathbb{R}^{3 p}$ such that

$$
\begin{equation*}
\boldsymbol{p}^{*}=\nabla_{\alpha} F(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})^{T} \boldsymbol{v}^{*} \tag{3.9}
\end{equation*}
$$

and $\boldsymbol{v}^{*}$ is a solution to the adjoint GE:

$$
\begin{equation*}
\mathbf{0} \in \nabla_{y} J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})+\nabla_{y} F(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})^{T} \boldsymbol{v}^{*}+D^{*} \widehat{Q}(\overline{\boldsymbol{y}},-F(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}))\left(\boldsymbol{v}^{*}\right) . \tag{C}
\end{equation*}
$$

Proof. Due to the strong regularity condition (see Proposition 10) the assumptions of [27, Theorem 5] are satisfied. See also [4, Theorem 4.1].

Note, that Theorem 20, in general, provides only an upper approximation of $\bar{\partial} \widehat{\mathcal{J}}(\overline{\boldsymbol{\alpha}})$ since the vector $\boldsymbol{v}^{*}$ constructed using (3.9) and $\widehat{\mathrm{AGE}^{C}}$ ) may lie outside of $D^{*} \widehat{\boldsymbol{S}}(\overline{\boldsymbol{\alpha}})\left(\nabla_{y} J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})\right)$. Let us recall, that this can happen only at points where $\mathrm{Gr} \widehat{Q}$ is not graphically regular, and if it does happen (at a nonregular point), the used bundle method may not inevitably collapse. Otherwise a recovery step has to be made in which the bundle method is provided with a correct subgradient. Nevertheless, computational experience shows that this occurs very rarely, therefore we will rely on the construction of subgradients via the AGE (AGE ${ }^{\text {C }}$ ) as described in Theorem 20,

The rest of this section is devoted to expressing the coderivative $D^{*} \widehat{Q}$ in terms of the problem data, as $D^{*} \widehat{Q}$ is the only unknown quantity remaining in ( $\mathrm{AGE}^{C}$ ). In doing so, we follow closely 4 and begin with reordering the equations in $G E^{C}(\boldsymbol{\alpha})$ so that $\boldsymbol{y} \in\left(\mathbb{R}^{3}\right)^{p}$ with $\boldsymbol{y}_{i}=\left(\left(\boldsymbol{u}_{t}\right)_{i},\left(\boldsymbol{u}_{n}\right)_{i}, \lambda_{i}\right)$ comprising all state variables associated with the $i$-th contact node $(i=1, \ldots, p)$. This way the multifunction $\widehat{Q}$ takes the form:

$$
\widehat{Q}(\boldsymbol{y})=\left[\begin{array}{c}
\Phi\left(\boldsymbol{y}_{1}\right)  \tag{3.10}\\
\Phi\left(\boldsymbol{y}_{2}\right) \\
\vdots \\
\Phi\left(\boldsymbol{y}_{p}\right)
\end{array}\right],
$$

where $\Phi: \mathbb{R}^{2} \times \mathbb{R}_{+} \rightrightarrows \mathbb{R}^{3}$ is defined as:

$$
\Phi(\boldsymbol{a}):=\left[\begin{array}{c}
\mathfrak{F}\left(\left|a_{1}\right|\right) a_{3} \partial\left|a_{1}\right|  \tag{3.11}\\
0 \\
N_{\mathbb{R}_{+}}\left(a_{3}\right)
\end{array}\right] \quad \forall \boldsymbol{a} \in \mathbb{R}^{2} \times \mathbb{R}_{+} .
$$

Due to the above reordering (3.10) and [47, Example 6.10], one has for every $(\overline{\boldsymbol{y}}, \overline{\boldsymbol{q}}) \in \mathrm{Gr} \widehat{Q}$ and $\boldsymbol{p}^{*} \in\left(\mathbb{R}^{3}\right)^{p}$ :

$$
D^{*} \widehat{Q}(\overline{\boldsymbol{y}}, \overline{\boldsymbol{q}})\left(\boldsymbol{p}^{*}\right)=\left[\begin{array}{c}
D^{*} \Phi\left(\overline{\boldsymbol{y}}_{1}, \overline{\boldsymbol{q}}_{1}\right)\left(\boldsymbol{p}_{1}^{*}\right)  \tag{3.12}\\
D^{*} \Phi\left(\overline{\boldsymbol{y}}_{2}, \overline{\boldsymbol{q}}_{2}\right)\left(\boldsymbol{p}_{2}^{*}\right) \\
\vdots \\
D^{*} \Phi\left(\overline{\boldsymbol{y}}_{p}, \overline{\boldsymbol{q}}_{p}\right)\left(\boldsymbol{p}_{p}^{*}\right)
\end{array}\right] .
$$

Therefore, in the sequel we will consider arbitrary $(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}}) \in \operatorname{Gr} \Phi, \boldsymbol{b}^{*} \in \mathbb{R}^{3}$ and compute the coderivative $D^{*} \Phi(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})\left(\boldsymbol{b}^{*}\right)$ according to the position of $(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})$ as given by the following partition of $\mathrm{Gr} \Phi$ :

$$
\begin{equation*}
\operatorname{Gr} \Phi=L \cup M_{1} \cup M_{2} \cup M_{3}^{+} \cup M_{3}^{-} \cup M_{4}, \tag{3.13}
\end{equation*}
$$

where the sets on the right-hand side of (3.13) are defined in Table 3.1. From a mechanical point of view, partition (3.13) represents all possible contact and sliding modes of a point on the contact boundary.

|  | no contact: $a_{3}=0, b_{3}<0$ | weak contact: $a_{3}=0, b_{3}=0$ | strong contact: $a_{3}>0, b_{3}=0$ |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { sliding: } \\ a_{1} \neq 0, \\ b_{1}=\operatorname{sgn}\left(a_{1}\right) \mathfrak{F}\left(\left\|a_{1}\right\|\right) a_{3} \end{gathered}$ | $L$ | $M_{2}$ | $M_{1}$ |
| weak sticking: $\begin{gathered} a_{1}=0, \\ \left\|b_{1}\right\|=\mathfrak{F}(0) a_{3} \end{gathered}$ |  | $M_{4}$ | $M_{3}^{-}$ |
| $\begin{gathered} \text { strong sticking: } \\ a_{1}=0, \\ \left\|b_{1}\right\|<\mathfrak{F}(0) a_{3} \end{gathered}$ | $\times \times \times$ | $\times \times \times$ | $M_{3}^{+}$ |

Table 3.1: Contact and sliding mode at $(\boldsymbol{a}, \boldsymbol{b}) \in \operatorname{Gr} \Phi$.
As easily seen from their definition, the sets $L, M_{1}$ and $M_{3}^{+}$are open in the relative topology of $\operatorname{Gr} \Phi$, i.e., each $\Sigma \in\left\{L, M_{1}, M_{3}^{+}\right\}$satisfies:

$$
\begin{equation*}
\forall(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}}) \in \Sigma \exists \text { neighborhood } \mathcal{O}: \operatorname{Gr} \Phi \cap \mathcal{O} \subset \Sigma \tag{3.14}
\end{equation*}
$$

This makes the analysis in these cases substantially easier, since:

$$
\begin{equation*}
N_{\operatorname{Gr} \Phi}(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})=N_{\Sigma}(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})=\underset{(\boldsymbol{a}, \boldsymbol{b}) \Sigma_{( }(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})}{\operatorname{Lim}} \sup _{\Sigma} \widehat{N}_{\Sigma}(\boldsymbol{a}, \boldsymbol{b}), \tag{3.15}
\end{equation*}
$$

as will be used frequently below.
Proposition 11 (no contact). Let $(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}}) \in L$ and $\boldsymbol{b}^{*} \in \mathbb{R}^{3}$ be given. Then:

$$
D^{*} \Phi(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})\left(\boldsymbol{b}^{*}\right)= \begin{cases}\{0\} \times\{0\} \times \mathbb{R} & \text { if } b_{3}^{*}=0  \tag{3.16}\\ \emptyset & \text { otherwise }\end{cases}
$$

Proof. Let $(\boldsymbol{a}, \boldsymbol{b}) \in L$ be arbitrary. Then there exists a neighborhood $\mathcal{O}$ of $(\boldsymbol{a}, \boldsymbol{b})$ such that:

$$
\operatorname{Gr} \Phi \cap \mathcal{O}=(\mathbb{R} \times \mathbb{R} \times\{0\}) \times(\{0\} \times\{0\} \times \mathbb{R}) \cap \mathcal{O}
$$

Therefore:

$$
\begin{equation*}
\widehat{N}_{\mathrm{Gr} \Phi}(\boldsymbol{a}, \boldsymbol{b})=(\{0\} \times\{0\} \times \mathbb{R}) \times(\mathbb{R} \times \mathbb{R} \times\{0\}) \tag{3.17}
\end{equation*}
$$

and the assertion follows directly from (3.15) and the definition of $D^{*} \Phi$.
Proposition 12 (strong contact, strong sticking). Let $(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}}) \in M_{3}^{+}$and $\boldsymbol{b}^{*} \in \mathbb{R}^{3}$ be given. Then:

$$
D^{*} \Phi(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})\left(\boldsymbol{b}^{*}\right)= \begin{cases}\mathbb{R} \times\{0\} \times\{0\} & \text { if } b_{1}^{*}=0  \tag{3.18}\\ \emptyset & \text { otherwise } .\end{cases}
$$

Proof. In this case, for every $(\boldsymbol{a}, \boldsymbol{b}) \in M_{3}^{+}$one can find a suitable neighborhood $\mathcal{O}$ such that:

$$
\operatorname{Gr} \Phi \cap \mathcal{O}=(\{0\} \times \mathbb{R} \times \mathbb{R}) \times(\mathbb{R} \times\{0\} \times\{0\}) \cap \mathcal{O}
$$

whence

$$
\begin{equation*}
\widehat{N}_{\mathrm{Gr} \Phi}(\boldsymbol{a}, \boldsymbol{b})=(\mathbb{R} \times\{0\} \times\{0\}) \times(\{0\} \times \mathbb{R} \times \mathbb{R}) \tag{3.19}
\end{equation*}
$$

The rest follows again from (3.15) and the definition of the coderivative.
Convention. For convenience, in the sequel $\mathfrak{F}$ will signify the even extension of the coefficient of friction to the whole $\mathbb{R}$, i.e. $\mathfrak{F}(x):=\mathfrak{F}(-x) \forall x<0$, so that $\mathfrak{F}(|x|)=\mathfrak{F}(x) \forall x \in \mathbb{R}$. Clearly, $\mathfrak{F}$ is (globally) Lipschitz in $\mathbb{R}$.

Proposition 13 (strong contact, sliding). Let $(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}}) \in M_{1}$ and $\boldsymbol{b}^{*} \in \mathbb{R}^{3}$ be given. Then:

$$
D^{*} \Phi(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})\left(\boldsymbol{b}^{*}\right)=\left[\begin{array}{c}
D^{*} \mathfrak{F}\left(\bar{a}_{1}\right)\left(\operatorname{sgn}\left(\bar{a}_{1}\right) \bar{a}_{3} b_{1}^{*}\right)  \tag{3.20}\\
0 \\
\operatorname{sgn}\left(\bar{a}_{1}\right) \mathfrak{F}\left(\bar{a}_{1}\right) b_{1}^{*}
\end{array}\right]
$$

Proof. There exists a neighborhood $\tilde{\mathcal{O}}$ of $\overline{\boldsymbol{a}}$ such that $\Phi$ is single-valued on $\tilde{\mathcal{O}}$ and equals:

$$
\Phi(\boldsymbol{a})=\left[\begin{array}{c}
\operatorname{sgn}\left(\bar{a}_{1}\right) \mathfrak{F}\left(a_{1}\right) a_{3} \\
0 \\
0
\end{array}\right] \quad \forall \boldsymbol{a} \in \tilde{\mathcal{O}}
$$

From the definition of the regular coderivative:

$$
\begin{aligned}
\widehat{N}_{\mathrm{Gr} \Phi}(\boldsymbol{a}, \Phi(\boldsymbol{a}))=\left\{\left(\boldsymbol{a}^{*}, \boldsymbol{b}^{*}\right) \in \mathbb{R}^{3} \times \mathbb{R}^{3} \mid\right. \\
\left.\left\langle\boldsymbol{a}^{*}, \boldsymbol{x}-\boldsymbol{a}\right\rangle_{3}+\left\langle\boldsymbol{b}^{*}, \Phi(\boldsymbol{x})-\Phi(\boldsymbol{a})\right\rangle_{3} \leq o(\|\boldsymbol{x}-\boldsymbol{a}\|) \forall \boldsymbol{x}\right\},
\end{aligned}
$$

employing the Lipschitz continuity of $\mathfrak{F}$. A straightforward calculation yields:

$$
\begin{align*}
\widehat{N}_{\mathrm{Gr} \Phi}(\boldsymbol{a}, \Phi(\boldsymbol{a}))=\left\{\left(\boldsymbol{a}^{*}, \boldsymbol{b}^{*}\right) \mid a_{2}^{*}=0\right. & , a_{3}^{*}=-\operatorname{sgn}\left(\bar{a}_{1}\right) \mathfrak{F}\left(a_{1}\right) b_{1}^{*}, \\
& \left.\left(a_{1}^{*}, \operatorname{sgn}\left(\bar{a}_{1}\right) b_{1}^{*} a_{3}\right) \in \widehat{N}_{\mathrm{Gr} \mathfrak{F}}\left(a_{1}, \mathfrak{F}\left(a_{1}\right)\right)\right\} . \tag{3.21}
\end{align*}
$$

Hence (see (3.15)):

$$
\begin{aligned}
N_{\operatorname{Gr} \Phi}(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})=\left\{\left(\boldsymbol{a}^{*}, \boldsymbol{b}^{*}\right) \mid a_{2}^{*}=0, a_{3}^{*}=-\right. & \operatorname{sgn}\left(\bar{a}_{1}\right) \mathfrak{F}\left(\bar{a}_{1}\right) b_{1}^{*}, \\
& \left.\left(a_{1}^{*}, \operatorname{sgn}\left(\bar{a}_{1}\right) b_{1}^{*} \bar{a}_{3}\right) \in N_{\mathrm{Gr} \mathfrak{F}}\left(\bar{a}_{1}, \mathfrak{F}\left(\bar{a}_{1}\right)\right)\right\}
\end{aligned}
$$

and the proof is complete.
Remark 10. (i) If $\mathfrak{F}$ happens to be smooth around $\bar{a}_{1}$, then $\Phi$ is smooth in $\tilde{\mathcal{O}}$ and (3.20) reduces to the adjoint Jacobian of $\Phi$, as expected:

$$
D^{*} \Phi(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})\left(\boldsymbol{b}^{*}\right)=\operatorname{sgn}\left(\bar{a}_{1}\right)\left[\begin{array}{ccc}
\mathfrak{F}^{\prime}\left(\bar{a}_{1}\right) \bar{a}_{3} & 0 & 0 \\
0 & 0 & 0 \\
\mathfrak{F}\left(\bar{a}_{1}\right) & 0 & 0
\end{array}\right] \boldsymbol{b}^{*} .
$$

(ii) It can be seen from the proofs of Proposition 11 and Proposition 12, that $\operatorname{Gr} \Phi$ is graphically regular at each point of $L$ and $M_{3}^{+}$. It is graphically regular at those points $(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}}) \in M_{1}$ for which $\operatorname{Gr} \mathfrak{F}$ is graphically regular at $\left(\bar{a}_{1}, \mathfrak{F}\left(\bar{a}_{1}\right)\right)$. In particular, if $\mathfrak{F}$ is smooth, then $\mathrm{Gr} \Phi$ is graphically regular also on $M_{1}$.

Unfortunately, the situation becomes more involved when dealing with the sets $M_{2}$ and $M_{3}^{-}$, since they lie on the common boundary of two open sets:

$$
\begin{equation*}
M_{2}=\operatorname{relint}\left(\partial L \cap \partial M_{1}\right) \quad \text { and } \quad M_{3}^{-}=\operatorname{relint}\left(\partial M_{1} \cap \partial M_{3}^{+}\right), \tag{3.22}
\end{equation*}
$$

where $\operatorname{relint}(A)$ denotes the relative interior of the set $A$.
In order to compute $D^{*} \Phi$ at points belonging to $M_{2}$, we will use a slightly generalized version of [4, Lemma 4.6]. In particular, we show that its assertion holds with equality under less restrictive conditions.

Lemma 9. Consider a multifunction $F: \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{o} \rightrightarrows \mathbb{R}^{l} \times \mathbb{R}^{p}$ given by

$$
F(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z})=\left[\begin{array}{l}
G(\boldsymbol{x}, \boldsymbol{y}) \\
H(\boldsymbol{y}, \boldsymbol{z})
\end{array}\right],
$$

where $G: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightrightarrows \mathbb{R}^{l}, H: \mathbb{R}^{m} \times \mathbb{R}^{o} \rightrightarrows \mathbb{R}^{p}$ are closed-graph multifunctions. Assume that the point ( $\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}, \overline{\boldsymbol{z}}, \overline{\boldsymbol{f}}_{1}, \overline{\boldsymbol{f}}_{2}$ ) belongs to Gr $F$ and the qualification condition

$$
\left.\begin{array}{r}
{\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{w}_{2}
\end{array}\right]}
\end{array} \in D^{*} G\left(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}, \overline{\boldsymbol{f}}_{1}\right)(\mathbf{0}), \quad\left[\begin{array}{c}
-\boldsymbol{w}_{2}  \tag{3.23}\\
\mathbf{0}
\end{array}\right] \in D^{*} H\left(\overline{\boldsymbol{y}}, \overline{\boldsymbol{z}}, \overline{\boldsymbol{f}}_{2}\right)(\mathbf{0})\right\} \Rightarrow \boldsymbol{w}_{2}=\mathbf{0}
$$

holds true. Then one has

$$
\begin{align*}
& D^{*} F\left(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}, \overline{\boldsymbol{z}}, \overline{\boldsymbol{f}}_{1}, \overline{\boldsymbol{f}}_{2}\right)\left(\boldsymbol{d}_{1}^{*}, \boldsymbol{d}_{2}^{*}\right) \subset\left\{\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}+\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right) \mid\right. \\
& \left.\quad\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right) \in D^{*} G\left(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}, \overline{\boldsymbol{f}}_{1}\right)\left(\boldsymbol{d}_{1}^{*}\right),\left(\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right) \in D^{*} H\left(\overline{\boldsymbol{y}}, \overline{\boldsymbol{z}}, \overline{\boldsymbol{f}}_{2}\right)\left(\boldsymbol{d}_{2}^{*}\right)\right\} . \tag{3.24}
\end{align*}
$$

Assume, in addtion, that for each sequence $\boldsymbol{y}^{(i)} \rightarrow \overline{\boldsymbol{y}}$ and each $\boldsymbol{\eta} \in D^{*} G\left(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}, \overline{\boldsymbol{f}}_{1}\right)\left(\boldsymbol{d}_{1}^{*}\right)$ there exist sequences $\left(\boldsymbol{x}^{(i)}, \boldsymbol{y}^{(i)}, \boldsymbol{f}_{1}^{(i)}\right) \xrightarrow{\operatorname{Gr} G}\left(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}, \overline{\boldsymbol{f}}_{1}\right)$ and $\boldsymbol{d}_{1}^{*(i)} \rightarrow \boldsymbol{d}_{1}^{*}$ such that

$$
\begin{equation*}
\boldsymbol{\eta} \in \operatorname{Limsup}_{i \rightarrow \infty} \widehat{D}^{*} G\left(\boldsymbol{x}^{(i)}, \boldsymbol{y}^{(i)}, \boldsymbol{f}_{1}^{(i)}\right)\left(\boldsymbol{d}_{1}^{*(i)}\right) \tag{3.25}
\end{equation*}
$$

Then (3.24) holds as equality.
Proof. The first assertion has already been proved in [4]. To prove the second one, let $\boldsymbol{\eta}$ be an element of the right-hand side of (3.24), i.e.

$$
\boldsymbol{\eta}=\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}+\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right),
$$

for some $\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right) \in D^{*} G\left(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}, \overline{\boldsymbol{f}}_{1}\right)\left(\boldsymbol{d}_{1}^{*}\right)$ and $\left(\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right) \in D^{*} H\left(\overline{\boldsymbol{y}}, \overline{\boldsymbol{z}}, \overline{\boldsymbol{f}}_{2}\right)\left(\boldsymbol{d}_{2}^{*}\right)$. Thus, there exist sequences $\left(\boldsymbol{y}^{(i)}, \boldsymbol{z}^{(i)}, \boldsymbol{f}_{2}^{(i)}\right) \xrightarrow{\mathrm{Gr} H}\left(\overline{\boldsymbol{y}}, \overline{\boldsymbol{z}}, \overline{\boldsymbol{f}}_{2}\right), \boldsymbol{d}_{2}^{*(i)} \rightarrow \boldsymbol{d}_{2}^{*},\left(\boldsymbol{v}_{1}^{(i)}, \boldsymbol{v}_{2}^{(i)}\right) \rightarrow$ $\left(\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right)$ such that $\left(\boldsymbol{v}_{1}^{(i)}, \boldsymbol{v}_{2}^{(i)}\right) \in \widehat{D}^{*} H\left(\boldsymbol{x}^{(i)}, \boldsymbol{y}^{(i)}, \boldsymbol{f}_{2}^{(i)}\right)\left(\boldsymbol{d}_{2}^{*(i)}\right)$. By virtue of our additional assumption, there are sequences $\boldsymbol{x}^{(i)} \rightarrow \overline{\boldsymbol{x}}, \boldsymbol{f}_{1}^{(i)} \rightarrow \overline{\boldsymbol{f}}_{1}, \boldsymbol{d}_{1}^{*(i)} \rightarrow \boldsymbol{d}_{1}^{*}$ and $\left(\boldsymbol{u}_{1}^{(i)}, \boldsymbol{u}_{2}^{(i)}\right) \in \widehat{D}^{*} G\left(\boldsymbol{x}^{(i)}, \boldsymbol{y}^{(i)}, \boldsymbol{f}_{1}^{(i)}\right)\left(\boldsymbol{d}_{1}^{*(i)}\right)$ such that

$$
\left(\boldsymbol{u}_{1}^{(i)}, \boldsymbol{u}_{2}^{(i)}\right) \rightarrow\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right) .
$$

It follows from [47, Theorem 10.40] that for all $i \in \mathbb{N}$

$$
\left(\boldsymbol{u}_{1}^{(i)}, \boldsymbol{u}_{2}^{(i)}+\boldsymbol{v}_{1}^{(i)}, \boldsymbol{v}_{2}^{(i)}\right) \in \widehat{D}^{*} F\left(\boldsymbol{x}^{(i)}, \boldsymbol{y}^{(i)}, \boldsymbol{z}^{(i)}, \boldsymbol{f}_{1}^{(i)}, \boldsymbol{f}_{2}^{(i)}\right)\left(\boldsymbol{d}_{1}^{*(i)}, \boldsymbol{d}_{2}^{*(i)}\right),
$$

and consequently $\boldsymbol{\eta} \in D^{*} F\left(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}, \overline{\boldsymbol{z}}, \overline{\boldsymbol{f}}_{1}, \overline{\boldsymbol{f}}_{2}\right)\left(\boldsymbol{d}_{1}^{*}, \boldsymbol{d}_{2}^{*}\right)$.
Remark 11. Note that equality in (3.24) holds also if instead of $G$ the multifunction $H$ satisfies similar conditions as (3.25). The details are left as an easy exercise.

Next we show that the second assumption of Lemma 9, ensuring equality in (3.24), is fulfilled in the case when $\boldsymbol{G}$ is "multiplicatively separable" in the sense that $\boldsymbol{G}(\boldsymbol{x}, \boldsymbol{y})=f(\boldsymbol{x}) \boldsymbol{g}(\boldsymbol{y})$, where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is locally Lipschitz and $\boldsymbol{g}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{l}$ is continuously differentiable. To this end, let us first present an auxiliary result.

Lemma 10. Let $n, m, l \in \mathbb{N}$ and the functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $\boldsymbol{g}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{l}$ be locally Lipschitz around $\overline{\boldsymbol{x}} \in \mathbb{R}^{n}$ and $\overline{\boldsymbol{y}} \in \mathbb{R}^{m}$, respectively. Let $\boldsymbol{G}: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{l}$ be defined as

$$
\boldsymbol{G}(\boldsymbol{x}, \boldsymbol{y}):=f(\boldsymbol{x}) \boldsymbol{g}(\boldsymbol{y}) .
$$

For its regular coderivative then holds:

$$
\widehat{D}^{*} \boldsymbol{G}(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})\left(\boldsymbol{d}^{*}\right)=\left[\begin{array}{c}
\widehat{D}^{*} f(\overline{\boldsymbol{x}})\left(\boldsymbol{g}(\overline{\boldsymbol{y}})^{T} \boldsymbol{d}^{*}\right)  \tag{3.26}\\
\widehat{D}^{*} \boldsymbol{g}(\overline{\boldsymbol{y}})\left(f(\overline{\boldsymbol{x}}) \boldsymbol{d}^{*}\right)
\end{array}\right]
$$

for any $\boldsymbol{d}^{*} \in \mathbb{R}^{l}$.
Proof. From the definition of the regular coderivative we have:

$$
\begin{aligned}
\widehat{D}^{*} \boldsymbol{G}(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})\left(\boldsymbol{d}^{*}\right)=\left\{\left(\boldsymbol{x}^{*}, \boldsymbol{y}^{*}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{m}\right. & \\
\left.\qquad \boldsymbol{x}^{*}, \boldsymbol{x}-\overline{\boldsymbol{x}}\right\rangle_{n}+\left\langle\boldsymbol{y}^{*}, \boldsymbol{y}-\overline{\boldsymbol{y}}\right\rangle_{m} & -\left\langle\boldsymbol{d}^{*}, f(\boldsymbol{x}) \boldsymbol{g}(\boldsymbol{y})-f(\overline{\boldsymbol{x}}) \boldsymbol{g}(\overline{\boldsymbol{y}})\right\rangle_{l} \\
& \left.\leq o\left(\|\boldsymbol{x}-\overline{\boldsymbol{x}}\|_{n}+\|\boldsymbol{y}-\overline{\boldsymbol{y}}\|_{m}\right) \quad \forall(\boldsymbol{x}, \boldsymbol{y})\right\} .
\end{aligned}
$$

In particular, for $(\boldsymbol{x}, \overline{\boldsymbol{y}})$ and $(\overline{\boldsymbol{x}}, \boldsymbol{y})$ we get the following two relations:

$$
\begin{array}{ll}
\left\langle\boldsymbol{x}^{*}, \boldsymbol{x}-\overline{\boldsymbol{x}}\right\rangle_{n}-\left\langle\boldsymbol{d}^{*},(f(\boldsymbol{x})-f(\overline{\boldsymbol{x}})) \boldsymbol{g}(\overline{\boldsymbol{y}})\right\rangle_{l} \leq o\left(\|\boldsymbol{x}-\overline{\boldsymbol{x}}\|_{n}\right) & \forall \boldsymbol{x}, \\
\left\langle\boldsymbol{y}^{*}, \boldsymbol{y}-\overline{\boldsymbol{y}}\right\rangle_{m}-\left\langle\boldsymbol{d}^{*}, f(\overline{\boldsymbol{x}})(\boldsymbol{g}(\boldsymbol{y})-\boldsymbol{g}(\overline{\boldsymbol{y}}))\right\rangle_{l} \leq o\left(\|\boldsymbol{y}-\overline{\boldsymbol{y}}\|_{m}\right) & \forall \boldsymbol{y}, \tag{3.28}
\end{array}
$$

which immediately yield the inclusion $\subset$ in (3.26) by the definition of the regular coderivative.

To prove the converse inclusion, let us assume that $\boldsymbol{x}^{*} \in \mathbb{R}^{n}$ and $\boldsymbol{y}^{*} \in \mathbb{R}^{m}$ satisfy (3.27) and (3.28), respectively. We sum both equation to get:

$$
\begin{aligned}
& \left\langle\boldsymbol{x}^{*}, \boldsymbol{x}-\overline{\boldsymbol{x}}\right\rangle_{n}+\left\langle\boldsymbol{y}^{*}, \boldsymbol{y}-\overline{\boldsymbol{y}}\right\rangle_{m}-\left\langle\boldsymbol{d}^{*}, f(\boldsymbol{x}) \boldsymbol{g}(\boldsymbol{y})-f(\overline{\boldsymbol{x}}) \boldsymbol{g}(\overline{\boldsymbol{y}})\right\rangle_{l} \\
& \quad \leq\left\langle\boldsymbol{d}^{*},(f(\boldsymbol{x})-f(\overline{\boldsymbol{x}}))(\boldsymbol{g}(\boldsymbol{y})-\boldsymbol{g}(\overline{\boldsymbol{y}}))\right\rangle_{l}+o\left(\|\boldsymbol{x}-\overline{\boldsymbol{x}}\|_{n}\right)+o\left(\|\boldsymbol{y}-\overline{\boldsymbol{y}}\|_{m}\right) .
\end{aligned}
$$

Finally, to complete the proof, it is sufficient to show that the right-hand side is $o\left(\|\boldsymbol{x}-\overline{\boldsymbol{x}}\|_{n}+\|\boldsymbol{y}-\overline{\boldsymbol{y}}\|_{m}\right)$. The last two terms are left as an easy exercise. Denoting
by $K_{f}$ and $K_{g}$ the Lipschitz moduli of $f$ and $\boldsymbol{g}$, resp., the first term can be estimated as follows:

$$
\begin{aligned}
& \frac{\left\langle\boldsymbol{d}^{*},(f(\boldsymbol{x})-f(\overline{\boldsymbol{x}}))(\boldsymbol{g}(\boldsymbol{y})-\boldsymbol{g}(\overline{\boldsymbol{y}}))\right\rangle_{l}}{\|\boldsymbol{x}-\overline{\boldsymbol{x}}\|_{n}+\|\boldsymbol{y}-\overline{\boldsymbol{y}}\|_{m}} \\
& \leq\left\|\boldsymbol{d}^{*}\right\|_{l} \underbrace{\frac{|f(\boldsymbol{x})-f(\overline{\boldsymbol{x}})|}{\|\boldsymbol{x}-\overline{\boldsymbol{x}}\|_{n}}}_{\leq K_{f}} \underbrace{\frac{\|\boldsymbol{g}(\boldsymbol{y})-\boldsymbol{g}(\overline{\boldsymbol{y}})\|_{l}}{\|\boldsymbol{y}-\overline{\boldsymbol{y}}\|_{m}}}_{\leq K_{g}} \underbrace{\frac{\|\boldsymbol{x}-\overline{\boldsymbol{x}}\|_{n}+\|\boldsymbol{x}\|_{n}}{\|\boldsymbol{y}-\overline{\boldsymbol{y}}\|_{m}}}_{\leq 1} \underbrace{\|\boldsymbol{y}-\overline{\boldsymbol{y}}\|_{m}}_{\rightarrow 0} \rightarrow 0
\end{aligned}
$$

for $(\boldsymbol{x}, \boldsymbol{y}) \rightarrow(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})$.
Remark 12. Notice that the proof of the previous lemma can be applied without change also in case of $\boldsymbol{G}(\boldsymbol{x}, \boldsymbol{y}):=\boldsymbol{f}(\boldsymbol{x}) g(\boldsymbol{y})$, where $\boldsymbol{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{l}$ and $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$, both locally Lipschitz. Then one has for every $\boldsymbol{d}^{*} \in \mathbb{R}^{l}$ :

$$
\widehat{D}^{*} \boldsymbol{G}(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})\left(\boldsymbol{d}^{*}\right)=\left[\begin{array}{c}
\widehat{D}^{*} \boldsymbol{f}(\overline{\boldsymbol{x}})\left(g(\overline{\boldsymbol{y}}) \boldsymbol{d}^{*}\right) \\
\widehat{D}^{*} g(\overline{\boldsymbol{y}})\left(\boldsymbol{f}(\overline{\boldsymbol{x}})^{T} \boldsymbol{d}^{*}\right)
\end{array}\right] .
$$

Proposition 14. Let the assumptions of Lemma 10 hold, with $\boldsymbol{g}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{l}$ continuously differentiable around $\overline{\boldsymbol{y}} \in \mathbb{R}^{m}$. Then $\boldsymbol{G}$ satisfies (3.25), i.e.

$$
\begin{aligned}
& \forall \boldsymbol{\eta} \in D^{*} \boldsymbol{G}(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})\left(\boldsymbol{d}^{*}\right) \forall \boldsymbol{y}^{(i)} \rightarrow \overline{\boldsymbol{y}} \exists \boldsymbol{x}^{(i)} \rightarrow \overline{\boldsymbol{x}} \exists \boldsymbol{d}^{(i)} \rightarrow \boldsymbol{d}^{*} \exists \boldsymbol{\eta}^{(i)} \rightarrow \boldsymbol{\eta}: \\
& \boldsymbol{\eta}^{(i)} \in \widehat{D}^{*} \boldsymbol{G}\left(\boldsymbol{x}^{(i)}, \boldsymbol{y}^{(i)}\right)\left(\boldsymbol{d}^{(i)}\right) .
\end{aligned}
$$

Proof. Let $\boldsymbol{\eta} \in D^{*} \boldsymbol{G}(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})\left(\boldsymbol{d}^{*}\right)$ and $\boldsymbol{y}^{(i)} \rightarrow \overline{\boldsymbol{y}}$ be arbitrary. From the scalarization formula and [36, Corollary 1.111(i)] it follows easily that

$$
\boldsymbol{\eta}=\left[\begin{array}{c}
\boldsymbol{\pi}  \tag{3.29}\\
f(\overline{\boldsymbol{x}}) \nabla \boldsymbol{g}(\overline{\boldsymbol{y}})^{T} \boldsymbol{d}^{*}
\end{array}\right] \quad \text { for some } \quad \boldsymbol{\pi} \in D^{*} f(\overline{\boldsymbol{x}})\left(\boldsymbol{g}(\overline{\boldsymbol{y}})^{T} \boldsymbol{d}^{*}\right) .
$$

By the definition of the (limiting) coderivative

$$
\begin{equation*}
\exists \boldsymbol{x}^{(i)} \rightarrow \overline{\boldsymbol{x}} \exists r^{(i)} \rightarrow \boldsymbol{g}(\overline{\boldsymbol{y}})^{T} \boldsymbol{d}^{*} \exists \boldsymbol{\pi}^{(i)} \rightarrow \boldsymbol{\pi}: \quad \boldsymbol{\pi}^{(i)} \in \widehat{D}^{*} f\left(\boldsymbol{x}^{(i)}\right)\left(r^{(i)}\right) . \tag{3.30}
\end{equation*}
$$

Let us distinguish between the following two situations.
(i) $\boldsymbol{g}(\overline{\boldsymbol{y}})^{T} \boldsymbol{d}^{*} \neq 0$. Then, clearly, $\boldsymbol{g}\left(\boldsymbol{y}^{(i)}\right) \neq \mathbf{0}$ for $i$ sufficiently large. For these indices we may select any sequence $\left\{\boldsymbol{d}^{(i)}\right\}$ satisfying the conditions

$$
\boldsymbol{d}^{(i)} \rightarrow \boldsymbol{d}^{*} \quad \text { and } \quad \boldsymbol{g}\left(\boldsymbol{y}^{(i)}\right)^{T} \boldsymbol{d}^{(i)}=r^{(i)} .
$$

Observe that such choice of $\left\{\boldsymbol{d}^{(i)}\right\}$ is always possible, e.g.

$$
\begin{equation*}
\boldsymbol{d}^{(i)}:=\frac{r^{(i)}}{\boldsymbol{g}\left(\boldsymbol{y}^{(i)}\right)^{T} \boldsymbol{d}^{*}} \boldsymbol{d}^{*} \tag{3.31}
\end{equation*}
$$

for $i$ sufficiently large. By Lemma 10

$$
\boldsymbol{\eta}^{(i)}:=\left[\begin{array}{c}
\boldsymbol{\pi}^{(i)}  \tag{3.32}\\
f\left(\boldsymbol{x}^{(i)}\right) \nabla \boldsymbol{g}\left(\boldsymbol{y}^{(i)}\right)^{T} \boldsymbol{d}^{(i)}
\end{array}\right] \in \widehat{D}^{*} \boldsymbol{G}\left(\boldsymbol{x}^{(i)}, \boldsymbol{y}^{(i)}\right)\left(\boldsymbol{d}^{(i)}\right)
$$

and so the assertion follows.
(ii) $\boldsymbol{g}(\overline{\boldsymbol{y}})^{T} \boldsymbol{d}^{*}=0$. It follows that $\boldsymbol{\pi}=\mathbf{0}$, since $D^{*} f(\overline{\boldsymbol{x}})\left(\boldsymbol{g}(\overline{\boldsymbol{y}})^{T} \boldsymbol{d}^{*}\right)=\{0\}$ by virtue of the Mordukhovich criterion [47, Theorem 9.40]. Consider now arbitrary sequences $\boldsymbol{x}^{(i)} \rightarrow \overline{\boldsymbol{x}}, \boldsymbol{d}^{(i)} \rightarrow \boldsymbol{d}^{*}$ and $\boldsymbol{\pi}^{(i)} \in \widehat{D}^{*} f\left(\boldsymbol{x}^{(i)}\right)\left(\boldsymbol{g}\left(\boldsymbol{y}^{(i)}\right)^{T} \boldsymbol{d}^{(i)}\right)=$ $D^{*} f\left(\boldsymbol{x}^{(i)}\right)\left(\boldsymbol{g}\left(\boldsymbol{y}^{(i)}\right)^{T} \boldsymbol{d}^{(i)}\right) \neq \emptyset$. Such sequences do exist, because $f$ is differentiable on a dense subset of its domain (Rademacher's theorem) and at these points

$$
\widehat{D}^{*} f\left(\boldsymbol{x}^{(i)}\right)(r)=D^{*} f\left(\boldsymbol{x}^{(i)}\right)(r) \neq \emptyset \quad \forall r \in \mathbb{R} .
$$

Clearly, $\boldsymbol{\pi}^{(i)} \rightarrow \mathbf{0}$ by the outer semicontinuity of the limiting coderivative and the statement follows again from Lemma 10 .

Remark 13. The assertion of Proposition 14 remains valid if we consider $\boldsymbol{G}$ of the form discussed in Remark 12. The only difference is that instead of (3.31) we may take

$$
\boldsymbol{d}^{(i)}:=\frac{1}{g\left(\boldsymbol{y}^{(i)}\right)} \boldsymbol{r}^{(i)}
$$

The reader is kindly encouraged to work out the details.
Proposition 15 (weak contact, sliding). Let $(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}}) \in M_{2}$ and $\boldsymbol{b}^{*} \in \mathbb{R}^{3}$ be given. Then:

$$
D^{*} \Phi(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})\left(\boldsymbol{b}^{*}\right)=\left\{\left[\begin{array}{c}
0  \tag{3.33}\\
0 \\
\operatorname{sgn}\left(\bar{a}_{1}\right) \mathfrak{F}\left(\bar{a}_{1}\right) b_{1}^{*}+w
\end{array}\right] \left\lvert\, w \in\left\{\begin{array}{ll}
\mathbb{R} & \text { if } b_{3}^{*}=0 \\
\mathbb{R}_{-} & \text {if } b_{3}^{*}<0 \\
\{0\} & \text { if } b_{3}^{*}>0 .
\end{array}\right\}\right.\right.
$$

Proof. Consider a reference point $(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})=\left(\bar{a}_{1}, \bar{a}_{2}, 0,0,0,0\right) \in M_{2}$, where $\bar{a}_{1} \neq 0$ by the definition of $M_{2}$. Then $\Phi$ attains the form

$$
\Phi(\boldsymbol{a})=\left[\begin{array}{c}
\operatorname{sgn}\left(\bar{a}_{1}\right) \mathfrak{F}\left(a_{1}\right) a_{3} \\
0 \\
N_{\mathbb{R}_{+}}\left(a_{3}\right)
\end{array}\right] \quad \forall \boldsymbol{a} \in \tilde{\mathcal{O}}
$$

for a sufficiently small neighborhood $\tilde{\mathcal{O}}$ of $\overline{\boldsymbol{a}}$. Defining the function $G(x, y):=$ $\mathfrak{F}(x) g(y)$, where $g(y):=\operatorname{sgn}\left(\bar{a}_{1}\right) y$ and the closed-graph multifunction $H(y)=$ $N_{\mathbb{R}_{+}}(y)$, Lemma 9 yields:

$$
\begin{align*}
D^{*} \Phi(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})\left(\boldsymbol{b}^{*}\right)=\left\{\left(u_{1}, 0, u_{2}+v\right) \mid\left(u_{1}, u_{2}\right)\right. & \in D^{*} G\left(\bar{a}_{1}, 0\right)\left(b_{1}^{*}\right), \\
v & \left.\in D^{*} H(0,0)\left(b_{3}^{*}\right)\right\}, \tag{3.34}
\end{align*}
$$

because $G$ satisfies the assumptions of Proposition 14 and thus the second assumption of Lemma 9 is satisfied. Since $g(0)=0$ and $g^{\prime}(0)=\operatorname{sgn}\left(\bar{a}_{1}\right)$, it follows from (3.29) that

$$
D^{*} G\left(\bar{a}_{1}, 0\right)\left(b_{1}^{*}\right)=\left\{\left[\begin{array}{c}
0  \tag{3.35}\\
\operatorname{sgn}\left(\bar{a}_{1}\right) \mathfrak{F}\left(\bar{a}_{1}\right) b_{1}^{*}
\end{array}\right]\right\} .
$$

For the coderivative of the normal cone mapping $H$ at $(0,0) \in \mathrm{Gr} H$ one has:

$$
D^{*} H(0,0)\left(b_{3}^{*}\right)= \begin{cases}\mathbb{R} & \text { if } b_{3}^{*}=0  \tag{3.36}\\ \mathbb{R}_{-} & \text {if } b_{3}^{*}<0 \\ \{0\} & \text { if } b_{3}^{*}>0\end{cases}
$$

Finally, the assertion follows by collecting (3.34), (3.35) and (3.36).

In order to give a formula for the coderivative $D^{*} \Phi$ at points in $M_{3}^{-}$we will, in addition, assume that the coefficient of friction $\mathfrak{F}$ is weakly semismooth at 0 (cf. [32]), implying that:

$$
\begin{equation*}
\exists \mathfrak{F}_{+}^{\prime}(0) \in \mathbb{R} \quad \text { and } \quad \operatorname{Limsup}_{x \rightarrow 0_{+}} \bar{\partial} \mathfrak{F}(x)=\left\{\mathfrak{F}_{+}^{\prime}(0)\right\}, \tag{3.37}
\end{equation*}
$$

where $\mathfrak{F}_{+}^{\prime}$ stands for the right-hand derivative of $\mathfrak{F}$. Now the following result holds true.

Proposition 16 (strong contact, weak sticking). Let $(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}}) \in M_{3}^{-}$and $\boldsymbol{b}^{*} \in \mathbb{R}^{3}$ be given. Then:

$$
D^{*} \Phi(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})\left(\boldsymbol{b}^{*}\right)=\left\{\left[\begin{array}{cl}
\mathfrak{F}_{+}^{\prime}(0) \bar{a}_{3} b_{1}^{*}+w  \tag{3.38}\\
0 \\
\operatorname{sgn}\left(\bar{b}_{1}\right) \mathfrak{F}(0) b_{1}^{*}
\end{array}\right] \left\lvert\, w \in\left\{\begin{array}{ll}
\mathbb{R} & \text { if } b_{1}^{*}=0, \\
\operatorname{sgn}\left(\bar{b}_{1}\right) \mathbb{R}_{+} & \text {if } b_{1}^{*} \operatorname{sgn}\left(\bar{b}_{1}\right)<0, \\
\{0\} & \text { otherwise. }
\end{array}\right\} .\right.\right.
$$

Proof. Let $(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}}) \in M_{3}^{-}$be given, i.e. $(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})=\left(0, \bar{a}_{2}, \bar{a}_{3}, \bar{b}_{1}, 0,0\right) \in \mathbb{R}^{3} \times \mathbb{R}^{3}$, where $\bar{a}_{3}>0$ and $\left|\bar{b}_{1}\right|=\mathfrak{F}(0) \bar{a}_{3}$. It can be easily seen, that there exists a neighborhood $\mathcal{O}$ of $(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})$ such that:

$$
\begin{equation*}
\operatorname{sgn}\left(b_{1}\right)=\operatorname{sgn}\left(\bar{b}_{1}\right) \quad \text { and } \quad \operatorname{sgn}\left(a_{1}\right) \operatorname{sgn}\left(\bar{b}_{1}\right) \geq 0 \quad \forall(\boldsymbol{a}, \boldsymbol{b}) \in \operatorname{Gr} \Phi \cap \mathcal{O} . \tag{3.39}
\end{equation*}
$$

Moreover (cf. (3.22) and Table 3.1):

$$
\begin{equation*}
N_{\mathrm{Gr} \Phi}(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})=\mathcal{N}_{1} \cup \mathcal{N}_{2} \cup \mathcal{N}_{3}, \tag{3.40}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{N}_{1}:= & \operatorname{Lim} \sup \widehat{N}_{M_{1}}(\boldsymbol{a}, \boldsymbol{b}), \\
& (\boldsymbol{a}, \boldsymbol{b}) \xrightarrow{M_{1}(\overline{\boldsymbol{a}}, \bar{b})} \\
\mathcal{N}_{2}:= & \operatorname{Lim} \widehat{N u p}_{M_{3}^{+}}(\boldsymbol{a}, \boldsymbol{b}), \\
& (\boldsymbol{a}, \boldsymbol{b}) \xrightarrow{M_{3}^{+}}(\overline{\boldsymbol{a}, \overline{\boldsymbol{b}})} \\
\mathcal{N}_{3}:= & \operatorname{Lim} \widehat{\operatorname{Lin}}_{\operatorname{Gr}}(\boldsymbol{a}, \boldsymbol{b}) . \\
& (\boldsymbol{a}, \boldsymbol{b}) \xrightarrow{M_{3}^{-}}(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})
\end{aligned}
$$

Let us first calculate $\mathcal{N}_{1}$. From (3.21), (3.39) and the definition of the regular coderivative it follows that:

$$
\begin{align*}
\widehat{N}_{M_{1}}(\boldsymbol{a}, \boldsymbol{b})=\left\{\left(\boldsymbol{x}^{*}, \boldsymbol{y}^{*}\right) \mid x_{2}^{*}\right. & =0, x_{3}^{*}=-\operatorname{sgn}\left(\bar{b}_{1}\right) \mathfrak{F}(0) y_{1}^{*}, \\
x_{1}^{*} & \left.\in \widehat{D}^{*} \mathfrak{F}\left(a_{1}\right)\left(-\operatorname{sgn}\left(\bar{b}_{1}\right) a_{3} y_{1}^{*}\right)\right\} \tag{3.41}
\end{align*}
$$

for each $(\boldsymbol{a}, \boldsymbol{b}) \in M_{1}$. Using the scalarization formula and [33, Corollary 3.3.2] we get:

$$
\begin{align*}
\widehat{D}^{*} \mathfrak{F}\left(a_{1}\right)\left(-\operatorname{sgn}\left(\bar{b}_{1}\right) a_{3} y_{1}^{*}\right) & \subset D^{*} \mathfrak{F}\left(a_{1}\right)\left(-\operatorname{sgn}\left(\bar{b}_{1}\right) a_{3} y_{1}^{*}\right) \\
& =\partial\left(-\operatorname{sgn}\left(\bar{b}_{1}\right) a_{3} y_{1}^{*} \mathfrak{F}\right)\left(a_{1}\right) \subset-\operatorname{sgn}\left(\bar{b}_{1}\right) a_{3} y_{1}^{*} \bar{\partial} \mathfrak{F}\left(a_{1}\right) . \tag{3.42}
\end{align*}
$$

Note, that $\mathcal{N}_{1}$ is nonempty (it follows easily from the Lipschitz continuity of $\mathfrak{F}$ and the Rademacher theorem). In light of this fact, (3.41), (3.42) together with the semismoothness assumption (3.37) and (3.39) yield:

$$
\begin{align*}
\mathcal{N}_{1}=\left\{\left(\boldsymbol{a}^{*}, \boldsymbol{b}^{*}\right) \mid a_{2}^{*}\right. & =0, a_{3}^{*}=-\operatorname{sgn}\left(\bar{b}_{1}\right) \mathfrak{F}(0) b_{1}^{*},  \tag{3.43}\\
a_{1}^{*} & \left.=-\mathfrak{F}_{+}^{\prime}(0) \bar{a}_{3} b_{1}^{*}\right\} .
\end{align*}
$$

Concerning $\mathcal{N}_{2}$, from (3.19) one has immediately:

$$
\begin{equation*}
\mathcal{N}_{2}=(\mathbb{R} \times\{0\} \times\{0\}) \times(\{0\} \times \mathbb{R} \times \mathbb{R}) \tag{3.44}
\end{equation*}
$$

However, the computation of the cone $\mathcal{N}_{3}$ is more involved. In particular, let $(\boldsymbol{a}, \boldsymbol{b}) \in M_{3}^{-}$be given and observe that $\operatorname{Gr} \Phi$ locally around $(\boldsymbol{a}, \boldsymbol{b})$ can be written as the union of the following two disjoint sets (cf. Table 3.1 and (3.39)):

$$
\begin{aligned}
G_{1} & :=\left\{(\boldsymbol{x}, \boldsymbol{y}) \mid \operatorname{sgn}\left(x_{1}\right)=\operatorname{sgn}\left(\bar{b}_{1}\right), x_{3}>0, y_{1}=\operatorname{sgn}\left(\bar{b}_{1}\right) \mathfrak{F}\left(x_{1}\right) x_{3}, y_{2}=y_{3}=0\right\}, \\
G_{2} & :=\left\{(\boldsymbol{x}, \boldsymbol{y}) \mid x_{1}=0, x_{3}>0, \operatorname{sgn}\left(\bar{b}_{1}\right) y_{1} \leq \mathfrak{F}(0) x_{3}, y_{2}=y_{3}=0\right\} .
\end{aligned}
$$

This way one has:

$$
\begin{equation*}
T_{\mathrm{Gr} \Phi}(\boldsymbol{a}, \boldsymbol{b})=T_{G_{1}}(\boldsymbol{a}, \boldsymbol{b}) \cup T_{G_{2}}(\boldsymbol{a}, \boldsymbol{b}), \tag{3.45}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\widehat{N}_{\operatorname{Gr} \Phi}(\boldsymbol{a}, \boldsymbol{b})=\left(T_{\operatorname{Gr} \Phi}(\boldsymbol{a}, \boldsymbol{b})\right)^{0}=\widehat{N}_{G_{1}}(\boldsymbol{a}, \boldsymbol{b}) \cap \widehat{N}_{G_{2}}(\boldsymbol{a}, \boldsymbol{b}) . \tag{3.46}
\end{equation*}
$$

The contingent cone to $G_{1}$ can be determined as follows:

$$
\begin{aligned}
& T_{G_{1}}(\boldsymbol{a}, \boldsymbol{b})=\left\{(\boldsymbol{h}, \boldsymbol{k}) \mid \exists \boldsymbol{h}^{(i)} \rightarrow \boldsymbol{h}, \boldsymbol{k}^{(i)} \rightarrow \boldsymbol{k}, \lambda^{(i)} \rightarrow 0_{+}, \forall i:\right. \\
&\left.\left(\boldsymbol{a}+\lambda^{(i)} \boldsymbol{h}^{(i)}, \boldsymbol{b}+\lambda^{(i)} \boldsymbol{k}^{(i)}\right) \in G_{1}\right\} \\
&=\left\{(\boldsymbol{h}, \boldsymbol{k}) \mid \exists \boldsymbol{h}^{(i)} \rightarrow \boldsymbol{h}, \boldsymbol{k}^{(i)} \rightarrow \boldsymbol{k}, \lambda^{(i)} \rightarrow 0_{+}, \forall i:\right. \\
& \operatorname{sgn}\left(\lambda^{(i)} h_{1}^{(i)}\right)=\operatorname{sgn}\left(\bar{b}_{1}\right), a_{3}+\lambda^{(i)} h_{3}^{(i)}>0, \\
& \operatorname{sgn}\left(\bar{b}_{1}\right) \mathfrak{F}(0) a_{3}+\lambda^{(i)} k_{1}^{(i)}=\operatorname{sgn}\left(\bar{b}_{1}\right) \mathfrak{F}\left(\lambda^{(i)} h_{1}^{(i)}\right)\left(a_{3}+\lambda^{(i)} h_{3}^{(i)}\right), \\
&\left.\lambda^{(i)} k_{2}^{(i)}=0, \lambda^{(i)} k_{3}^{(i)}=0\right\},
\end{aligned}
$$

from which:

$$
\begin{aligned}
k_{1}^{(i)} & =\operatorname{sgn}\left(\bar{b}_{1}\right) \frac{\mathfrak{F}\left(\lambda^{(i)} h_{1}^{(i)}\right)-\mathfrak{F}(0)}{\lambda^{(i)} h_{1}^{(i)}} h_{1}^{(i)} a_{3}+\operatorname{sgn}\left(\bar{b}_{1}\right) \mathfrak{F}\left(\lambda^{(i)} h_{1}^{(i)}\right) h_{3}^{(i)} \\
& =\frac{\mathfrak{F}\left(\lambda^{(i)}\left|h_{1}^{(i)}\right|\right)-\mathfrak{F}(0)}{\lambda^{(i)}\left|h_{1}^{(i)}\right|} h_{1}^{(i)} a_{3}+\operatorname{sgn}\left(\bar{b}_{1}\right) \mathfrak{F}\left(\lambda^{(i)} h_{1}^{(i)}\right) h_{3}^{(i)} \\
& \longrightarrow \mathfrak{F}_{+}^{\prime}(0) h_{1} a_{3}+\operatorname{sgn}\left(\bar{b}_{1}\right) \mathfrak{F}(0) h_{3}, \quad \text { for } \quad i \rightarrow \infty,
\end{aligned}
$$

as follows from (3.37). Thus we get:

$$
\begin{align*}
T_{G_{1}}(\boldsymbol{a}, \boldsymbol{b})=\{(\boldsymbol{h}, \boldsymbol{k}) \mid & \operatorname{sgn}\left(\bar{b}_{1}\right) h_{1} \geq 0, k_{2}=k_{3}=0,  \tag{3.47}\\
& \left.k_{1}=\mathfrak{F}_{+}^{\prime}(0) a_{3} h_{1}+\operatorname{sgn}\left(\bar{b}_{1}\right) \mathfrak{F}(0) h_{3}\right\} .
\end{align*}
$$

An analogous computation yields:

$$
\begin{equation*}
T_{G_{2}}(\boldsymbol{a}, \boldsymbol{b})=\left\{(\boldsymbol{h}, \boldsymbol{k}) \mid h_{1}=0, k_{2}=k_{3}=0, \operatorname{sgn}\left(\bar{b}_{1}\right) k_{1} \leq \mathfrak{F}(0) h_{3}\right\} . \tag{3.48}
\end{equation*}
$$

Now, the negative polars to the cones (3.47), (3.48) can be easily calculated:

$$
\begin{aligned}
\hat{N}_{G_{1}}(\boldsymbol{a}, \boldsymbol{b})=\left\{\left(\boldsymbol{x}^{*}, \boldsymbol{y}^{*}\right) \mid\right. & \left(x_{1}^{*}+\mathfrak{F}_{+}^{\prime}(0) a_{3} y_{1}^{*}\right) \operatorname{sgn}\left(\bar{b}_{1}\right) \leq 0, \\
& \left.x_{2}^{*}=0, x_{3}^{*}=-\operatorname{sgn}\left(\bar{b}_{1}\right) \mathfrak{F}(0) y_{1}^{*}\right\},
\end{aligned}
$$

and

$$
\widehat{N}_{G_{2}}(\boldsymbol{a}, \boldsymbol{b})=\left\{\left(\boldsymbol{x}^{*}, \boldsymbol{y}^{*}\right) \mid x_{2}^{*}=0, x_{3}^{*}=-\operatorname{sgn}\left(\bar{b}_{1}\right) \mathfrak{F}(0) y_{1}^{*}, y_{1}^{*} \operatorname{sgn}\left(\bar{b}_{1}\right) \geq 0\right\},
$$

so that

$$
\begin{align*}
\widehat{N}_{G_{1}}(\boldsymbol{a}, \boldsymbol{b}) \cap \widehat{N}_{G_{2}}(\boldsymbol{a}, \boldsymbol{b})=\{ & \left\{\boldsymbol{x}^{*}, \boldsymbol{y}^{*}\right) \mid\left(x_{1}^{*}+\mathfrak{F}_{+}^{\prime}(0) a_{3} y_{1}^{*}\right) \operatorname{sgn}\left(\bar{b}_{1}\right) \leq 0, \\
& \left.x_{2}^{*}=0, x_{3}^{*}=-\operatorname{sgn}\left(\bar{b}_{1}\right) \mathfrak{F}(0) y_{1}^{*}, y_{1}^{*} \operatorname{sgn}\left(\bar{b}_{1}\right) \geq 0\right\} . \tag{3.49}
\end{align*}
$$

Finally, from (3.46) and (3.49) we get:

$$
\begin{align*}
\mathcal{N}_{3}=\left\{\left(\boldsymbol{a}^{*}, \boldsymbol{b}^{*}\right) \mid\right. & \left(a_{1}^{*}+\mathfrak{F}_{+}^{\prime}(0) \bar{a}_{3} b_{1}^{*}\right) \operatorname{sgn}\left(\bar{b}_{1}\right) \leq 0, \\
& \left.a_{2}^{*}=0, a_{3}^{*}=-\operatorname{sgn}\left(\bar{b}_{1}\right) \mathfrak{F}(0) b_{1}^{*}, b_{1}^{*} \operatorname{sgn}\left(\bar{b}_{1}\right) \geq 0\right\} . \tag{3.50}
\end{align*}
$$

The assertion of the proposition follows now from (3.43), (3.44), (3.50) and the definition of the coderivative.

In principle, one could treat the set $M_{4}$ (weak contact, weak sticking) in the same way as it was done in Proposition 16 and write the normal cone $N_{\text {Gr } \Phi}(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}})$, $(\overline{\boldsymbol{a}}, \overline{\boldsymbol{b}}) \in M_{4}$, as a union in the sense of (3.40). Some cones in this union are easy to determine, others, however, would require substantially more tedious calculations than it was carried out for $\mathcal{N}_{3}$ in the previous proof. On the other hand, the set $M_{4}$ is merely a 1 -dimensional submanifold of the 3 -dimensional manifold $\operatorname{Gr} \Phi \subset \mathbb{R}^{6}$, making it extremely rare to occur in practical computations. From this reason we omit a detailed analysis of $M_{4}$ here and do not provide an exact formula for $D^{*} \Phi$ at these points.

## Chapter 4

## Numerical realization

In this chapter we will solve the shape optimization problems analyzed in Chapter 2 and Chapter 3. Recall that, following the ImP approach, both shape optimization problems (involving the Tresca and Coulomb laws of friction, respectively) could be formulated as the nonsmooth optimization problem

$$
\left.\begin{array}{ll}
\operatorname{minimize} & \Theta(\boldsymbol{\alpha}),  \tag{4.1}\\
\text { subj. to } & \boldsymbol{\alpha} \in U,
\end{array}\right\}
$$

where $U$ is a compact subset of $\mathbb{R}^{p}$ given by linear inequality and/or equality constraints and $\Theta(\boldsymbol{\alpha})$ stands for the composite cost function from $(\widetilde{\mathbb{P}})$ or $\left(\widehat{\mathbb{P}}^{C}\right)$, resp. Either way, $\Theta$ is possibly nonconvex and nondifferentiable, due to the intrinsic nonsmoothness of the respective control-to-state mappings $\widetilde{S}$ and $\widehat{S}$, affected partly by the nondifferentiability of the friction coefficient $\mathfrak{F}:[0, \infty) \rightarrow(0, \infty)$, as well.

The sensitivity analyses performed in Chapter 2 and Chapter 3, resp., enable us to solve (4.1) with, e.g., a bundle method. From this class of nonsmooth optimization algorithms we have tested the bundle trust 52, 55] and proximal bundle [39] codes. Since both algorithms performed approximately equally well, we chose to introduce the first one in Section 1 of this chapter. At each step $\boldsymbol{\alpha}^{(k)}, k \in \mathbb{N}$, the bundle methods need to be supplied with (i) the function value $\Theta\left(\boldsymbol{\alpha}^{(k)}\right)$ and (ii) one (arbitrary) subgradient from $\bar{\partial} \Theta\left(\boldsymbol{\alpha}^{(k)}\right)$. The first task involves solving a frictional contact problem with a solution-dependent coefficient of friction-in Section 2 we briefly outline how this can be done. Section 3 is devoted to the second task, in particular, we look at the adjoint equations from Chapters 2 and 3 in more detail. Finally, in Section 4 numerical examples are presented. These were computed by Ing. Petr Beremlijski, Ph.D. using the MatSol [28] library developed at the Technical University in Ostrava.

### 4.1 The bundle trust method

In this section we briefly outline the main ideas behind the bundle trust (BT) method [52] for the solution of the unconstrained minimization problem

$$
\begin{equation*}
\min \left\{f(\boldsymbol{x}) \mid \boldsymbol{x} \in \mathbb{R}^{n}\right\} \tag{4.2}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is assumed to be locally Lipschitzian. Note that additional constraints may be incorporated into (4.2), e.g., via exact penalization.

By the term "bundle methods" one usually refers to a family of related iterative methods for the solution of (4.2) that utilize the bundle concept originally introduced by Lemaréchal [29] and Wolfe [54] and have the following features:

- at each iteration $\boldsymbol{x}_{k}$ a bundle of information $\left(\boldsymbol{y}_{i}, f\left(\boldsymbol{y}_{i}\right), \boldsymbol{g}_{i}\right) \in \mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R}^{n}$, $i \in J_{k}$, is used to build a model of $f$;
- if the model is not yet adequate, more subgradient information around $\boldsymbol{x}_{k}$ is integrated into the model.

The first feature is realized by the cutting plane approximation of $f$ at $\boldsymbol{x}_{k}$, i.e., by the piecewise affine function

$$
\begin{equation*}
\boldsymbol{x} \mapsto \max _{i \in J_{k}}\left\{\boldsymbol{g}_{i}^{T}\left(\boldsymbol{x}-\boldsymbol{y}_{i}\right)+f\left(\boldsymbol{y}_{i}\right)\right\}, \tag{4.3}
\end{equation*}
$$

that equals to $f$ at each $\boldsymbol{y}_{i}, i \in J_{k}$. Denoting the linearization error $\boldsymbol{\alpha}_{k, i}:=$ $\boldsymbol{\alpha}\left(\boldsymbol{x}_{k}, \boldsymbol{y}_{i}\right)=f\left(\boldsymbol{x}_{k}\right)-\left(\boldsymbol{g}_{i}^{T}\left(\boldsymbol{x}_{k}-\boldsymbol{y}_{i}\right)+f\left(\boldsymbol{y}_{i}\right)\right)$ and introducing the variable $\boldsymbol{d}:=\boldsymbol{x}-\boldsymbol{x}_{k}$ we may express (4.3) as

$$
\begin{equation*}
f_{C P}\left(\boldsymbol{x}_{k} ; \boldsymbol{d}\right):=\max _{i \in J_{k}}\left\{\boldsymbol{g}_{i}^{T} \boldsymbol{d}-\boldsymbol{\alpha}_{k, i}\right\}+f\left(\boldsymbol{x}_{k}\right), \quad \boldsymbol{d} \in \mathbb{R}^{n} \tag{4.4}
\end{equation*}
$$

For convex $f$ it holds that $\boldsymbol{\alpha}_{k, i} \geq 0$ for any $k, i \in \mathbb{N}$ and it "measures" the distance of $\boldsymbol{g}_{i}$ to $\bar{\partial} f\left(\boldsymbol{x}_{k}\right)$ (which amounts in this case to the convex subdifferential), in particular, $\boldsymbol{\alpha}_{k, i}=0$ iff $\boldsymbol{g}_{i} \in \bar{\partial} f\left(\boldsymbol{x}_{k}\right)$. This is no longer true for nonconvex $f$, in which case $\boldsymbol{\alpha}_{k, i}$ is replaced by $\beta_{k, i}:=\beta\left(\boldsymbol{x}_{k}, \boldsymbol{y}_{i}\right)=\max \left\{\boldsymbol{\alpha}_{k, i}, c_{0}\left\|\boldsymbol{x}_{k}-\boldsymbol{y}_{i}\right\|^{2}\right\}$, where $c_{0}$ is a small positive parameter. This modification ensures that whenever $\boldsymbol{y}_{i}$ is "far away" from $\boldsymbol{x}_{k}, \beta_{k, i}$ is large and hence $\boldsymbol{g}_{i}$ plays a minor role in $f_{C P}\left(\boldsymbol{x}_{k} ; \cdot\right)$. Again, as the approximation $f_{C P}$ presumably does not model $f$ well far away from $\boldsymbol{x}_{k}$, one also adds a stabilizing quadratic term $\left(1 / 2 t_{k}\right)\|\boldsymbol{d}\|^{2}$ to the model, where $t_{k}>0$ has still to be chosen appropriately. In BT this is done via a trust region concept while computing the next iterate $\boldsymbol{x}_{k+1}$ from $\boldsymbol{x}_{k}$. Conceptually, this inner loop may be formulated as follows:

1. compute

$$
\begin{equation*}
\boldsymbol{d}_{k}:=\boldsymbol{d}\left(t_{k}\right)=\arg \min \left\{\left.f_{C P}\left(\boldsymbol{x}_{k} ; \boldsymbol{d}\right)+\frac{1}{2 t_{k}}\|\boldsymbol{d}\|^{2} \right\rvert\, \boldsymbol{d} \in \mathbb{R}^{n}\right\} \tag{4.5}
\end{equation*}
$$

2. if $f\left(\boldsymbol{x}_{k}+\boldsymbol{d}_{k}\right)$ is "sufficiently smaller" than $f\left(\boldsymbol{x}_{k}\right)$, then either:
(a) enlarge $t_{k}$ and go back to step 1., or
(b) make a Serious Step: set $\boldsymbol{x}_{k+1}:=\boldsymbol{x}_{k}+\boldsymbol{d}_{k}$ and compute $\boldsymbol{g}_{k+1} \in$ $\bar{\partial} f\left(\boldsymbol{x}_{k+1}\right) ;$
if $f\left(\boldsymbol{x}_{k}+\boldsymbol{d}_{k}\right)$ is "not sufficiently smaller" than $f\left(\boldsymbol{x}_{k}\right)$, then either:
(a) reduce $t_{k}$ and go back to step 1., or
(b) make a Null Step: set $\boldsymbol{x}_{k+1}:=\boldsymbol{x}_{k}$ and compute $\boldsymbol{g}_{k+1} \in \bar{\partial} f\left(\boldsymbol{x}_{k}+\boldsymbol{d}_{k}\right)$.

The quadratic subproblem (4.5) may be equivalently formulated as (ignoring the constant term $f\left(\boldsymbol{x}_{k}\right)$ ):

$$
\begin{equation*}
\left(v_{k}, \boldsymbol{d}_{k}\right):=\arg \min \left\{\left.v+\frac{1}{2 t_{k}}\|\boldsymbol{d}\|^{2} \right\rvert\, v \geq \boldsymbol{g}_{i}^{T} \boldsymbol{d}-\boldsymbol{\alpha}_{k, i} \forall i \in J_{k}\right\} \in \mathbb{R} \times \mathbb{R}^{n} \tag{4.6}
\end{equation*}
$$

Here $v_{k}$ has the meaning of a predicted decrease in the $f$ based on the approximation $f_{C P}$ around $\boldsymbol{x}_{k}$. The decision in step 2 of the above algorithm whether to make a serious or null step is then made by comparing $v_{k}$ with the actual decrease $f\left(\boldsymbol{x}_{k}+\boldsymbol{d}_{k}\right)-f\left(\boldsymbol{x}_{k}\right)$, provided it is also ensured that the CP-model gets changed substantially when updating the bundle with the computed values. This is made precise in [52], where the complete algorithm may be found.

We conclude this section with the following convergence result (cf. [52]).
Theorem 21. Assume that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is weakly semismooth, bounded from below and the sequence of iterates $\left\{\boldsymbol{x}_{k}\right\}$ generated by the BT algorithm is bounded. Then $\left\{\boldsymbol{x}_{k}\right\}$ has a C-stationary cluster point $\overline{\boldsymbol{x}}$, i.e., $0 \in \bar{\partial} f(\overline{\boldsymbol{x}})$.

Semismoothness of our composite cost functional $\Theta$ in (4.1) is inherently connected to the semismoothness of the control-to-state mappings $\widetilde{S}$ and $\widehat{S}$, respectively-composition of semismooth functions yields a semismooth function [44]. Unfortunately, the latter property has not been proven so far in either case. At the moment, however, there seem to exist at least two viable ways: (i) prove semismoothness of the control-to-state mappings from the definition as it was done in, e.g., [42], or (ii) by proving and employing a variant of the proposition in [26, Exercise 13] for multifunctions. Nevertheless, a thorough investigation is subject to future research.

### 4.2 On solving the state problem

Next, we show how the state problems $M(\boldsymbol{\alpha})$ and $M^{C}(\boldsymbol{\alpha})$ are solved numerically for a fixed $\boldsymbol{\alpha} \in U_{a d}$. In both cases we utilize the fixed-point approach to reduce our problems to solving a contact problem with given friction and a coefficient that does not depend on the solution. Since the overall efficiency depends very much on the fast solution of these subproblems, we briefly describe how it is implemented in MatSol [28].

### 4.2.1 Outer loop

In both the Tresca and Coulomb friction case we start from their fixed-point formulation, forming the outer loop in the solution algorithm. We shall employ the results and notation from Chapter 1.

## Tresca case:

```
choose }\varphi\in\mp@subsup{\mathbb{R}}{+}{p},\mathrm{ tol > 0, err > tol
while ( err > tol )
    solve A(\boldsymbol{\alpha},\boldsymbol{\varphi})}\mathrm{ to get (u,元)}\in\mp@subsup{\mathbb{R}}{}{n}\times\mp@subsup{\mathbb{R}}{}{p
    update }\varphi:=|\mp@subsup{\boldsymbol{u}}{\nu}{
    update err
end
```


## Coulomb case:

```
choose \(\boldsymbol{\varphi}, \boldsymbol{g} \in \mathbb{R}_{+}^{p}\), tol \(>0\), err \(>\) tol
while ( err >tol)
    solve \(\bar{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi}, \boldsymbol{g})\) to get \((\boldsymbol{u}, \boldsymbol{\lambda}) \in \mathbb{R}^{n} \times \mathbb{R}^{p}\)
    update \(\varphi:=\left|\boldsymbol{u}_{\nu}\right|, \boldsymbol{g}:=\boldsymbol{\lambda}\)
    update err
end
```

Note, that both problems $\bar{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi})$ and $\bar{A}(\boldsymbol{\alpha}, \boldsymbol{\varphi}, \boldsymbol{g})$ represent a Signorini problem with given friction where the coefficient of friction does not depend on the solution as given in $\overline{A(\boldsymbol{\alpha})}$ ) ( $\boldsymbol{\alpha}$ is fixed throughout this section). These subproblems are solved iteratively again, as described below.

### 4.2.2 Inner loop

Instead of solving $\bar{A}(\boldsymbol{\alpha})$ in the presented mixed form, the so-called reciprocal approach 18 is used. To this end, one introduces Lagrange multipliers onto the tangential displacement:

$$
\Lambda_{\tau}(\boldsymbol{\alpha}, \boldsymbol{\varphi}, \boldsymbol{g}):=\left\{\boldsymbol{\mu}_{\tau} \in \mathbb{R}^{p}| | \boldsymbol{\mu}_{\tau} \mid \leq \omega(\boldsymbol{\alpha}) \bullet \mathfrak{F}(\boldsymbol{\varphi}) \bullet \boldsymbol{g}\right\}
$$

Further, let us denote by $\boldsymbol{\lambda}_{\nu} \in \Lambda_{\nu}:=\mathbb{R}_{+}^{p}$ the second component of the solution to $\overline{A(\boldsymbol{\alpha})}$, and let $\mathbb{N}, \mathbb{T} \in \mathbb{R}^{p \times n}$ be the matrix representation of the linear mappings $\boldsymbol{u} \mapsto \boldsymbol{u}_{\nu}$ and $\boldsymbol{u} \mapsto \boldsymbol{u}_{\tau}$, respectively. This way $(\bar{A}(\boldsymbol{\alpha}))$ may be equivalently written as:

$$
\left.\begin{array}{l}
\mathbb{A}(\boldsymbol{\alpha}) \boldsymbol{u}+\mathbb{T}^{T} \boldsymbol{\lambda}_{\tau}=\boldsymbol{L}(\boldsymbol{\alpha})+\mathbb{N}^{T} \boldsymbol{\lambda}_{\nu},  \tag{4.7}\\
\left\langle\boldsymbol{\mu}_{\tau}-\boldsymbol{\lambda}_{\tau}, \mathbb{T} \boldsymbol{u}\right\rangle_{p}+\left\langle\boldsymbol{\mu}_{\nu}-\boldsymbol{\lambda}_{\nu}, \mathbb{N} \boldsymbol{u}+\boldsymbol{\alpha}\right\rangle_{p} \leq 0 \quad \forall\left(\boldsymbol{\mu}_{\tau}, \boldsymbol{\mu}_{\nu}\right) \in \Lambda_{\tau}(\boldsymbol{\alpha}, \boldsymbol{\varphi}, \boldsymbol{g}) \times \Lambda_{\nu} .
\end{array}\right\}
$$

One arrives at the dual formulation of $(\bar{A}(\boldsymbol{\alpha}))$ after eliminating the primal variable $\boldsymbol{u} \in \mathbb{R}^{n}$ from the system above. The resulting variational inequality is equivalent to

$$
\left.\begin{array}{rl}
\operatorname{minimize} & \frac{1}{2}\langle\mathbb{Q}(\boldsymbol{\alpha}) \boldsymbol{\mu}, \boldsymbol{\mu}\rangle_{2 p}-\langle\boldsymbol{H}(\boldsymbol{\alpha}), \boldsymbol{\mu}\rangle_{2 p},  \tag{4.8}\\
\text { subj. to } & \boldsymbol{\mu}=\left(\boldsymbol{\mu}_{\tau}, \boldsymbol{\mu}_{\nu}\right) \in \Lambda_{\tau}(\boldsymbol{\alpha}, \boldsymbol{\varphi}, \boldsymbol{g}) \times \Lambda_{\nu},
\end{array}\right\}
$$

where

$$
\mathbb{Q}(\boldsymbol{\alpha}):=\left[\begin{array}{rr}
\mathbb{T}^{-1}(\boldsymbol{\alpha}) \mathbb{T}^{T} & -\mathbb{T} \mathbb{A}^{-1}(\boldsymbol{\alpha}) \mathbb{N}^{T} \\
-\mathbb{N A}^{-1}(\boldsymbol{\alpha}) \mathbb{T}^{T} & \mathbb{N} \mathbb{A}^{-1}(\boldsymbol{\alpha}) \mathbb{N}^{T}
\end{array}\right], \quad \boldsymbol{H}(\boldsymbol{\alpha}):=\left[\begin{array}{r}
\mathbb{T} \mathbb{A}^{-1}(\boldsymbol{\alpha}) \boldsymbol{L}(\boldsymbol{\alpha}) \\
-\mathbb{N} \mathbb{A}^{-1}(\boldsymbol{\alpha}) \boldsymbol{L}(\boldsymbol{\alpha})
\end{array}\right] .
$$

Not only is the dimension of (4.8) considerably less than in case of $\bar{A}(\boldsymbol{\alpha})$ ( $p \ll n$; the dual variables relate to the contact boundary only), but there exist efficient methods for its solution. The MatSol library implements a conjugate gradient method with proportioning and projections [9] (see also [10]) for solving the quadratic problem (4.8) with simple (box-) constraints.

### 4.3 On solving the adjoint generalized equation

In this section we shall revisit the adjoint generalized equations (AGE) and ( $\mathrm{AGE}^{C}$ ) which are supposed to yield a subgradient of the cost functional. Based on the results of Chapter 2 and 3 we will make their solution more obvious.

### 4.3.1 Tresca case

In Section 2.5 we have argued that a subgradient of the composite cost functional $\mathcal{J}$ can be conveniently approximated by solving (AGE) for $\boldsymbol{p}^{*} \in \mathbb{R}^{p}$ and inserting it into (2.27). The idea behind solving (AGE) is to identify a linear subspace in $D^{*} Q$ for which the resulting system of linear equations can be easily solved. In order to do so we combine the results obtained in Section 2.5, proceeding in reverse order.

Let $\overline{\boldsymbol{\alpha}} \in \widetilde{U}_{a d}$ and the corresponding state vector $\overline{\boldsymbol{y}}=\left(\overline{\boldsymbol{u}}_{\nu}, \overline{\boldsymbol{u}}_{\tau}, \overline{\boldsymbol{\lambda}}\right):=\widetilde{S}(\overline{\boldsymbol{\alpha}})$ be given. Based on the type of sliding/sticking at the $i$ th contact node and relations (2.40), (2.42), (2.43), (2.46), (2.53), we determine at each contact node $i=1, \ldots, p$ a linear subspace

$$
\begin{equation*}
\mathcal{L}_{i} \subset D^{*} Z\left(\omega_{i}(\overline{\boldsymbol{\alpha}}),\left(\overline{\boldsymbol{u}}_{\tau}\right)_{i},-\left(\boldsymbol{F}_{1}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})\right)_{i}\right), \tag{4.9}
\end{equation*}
$$

i.e., we either choose $v_{i}^{*}=0$ or there exist $d_{i}^{(1)}, d_{i}^{(2)} \in \mathbb{R}$ such that for

$$
\begin{equation*}
\mathcal{L}_{i}:=\left\{\left(a_{i}^{*}, b_{i}^{*}, v_{i}^{*}\right) \in \mathbb{R}^{3} \mid a_{i}^{*}=d_{i}^{(1)} v_{i}^{*}, b_{i}^{*}=d_{i}^{(2)} v_{i}^{*}\right\} \tag{4.10}
\end{equation*}
$$

(4.9) holds. In the former case we simply omit the equation corresponding to the index $i$ from (AGE), therefore let us assume that the latter case holds for each $i=1, \ldots, p$. For later use we denote the vectors $\boldsymbol{a}^{*}:=\left(a_{1}^{*}, \ldots, a_{p}^{*}\right)^{T}, \boldsymbol{b}^{*}:=$ $\left(b_{1}^{*}, \ldots, b_{p}^{*}\right)^{T} \in \mathbb{R}^{p}, \boldsymbol{z}^{*}:=\left(\left(a_{1}^{*}, b_{1}^{*}\right), \ldots,\left(a_{p}^{*}, b_{p}^{*}\right)\right)^{T} \in\left(\mathbb{R}^{2}\right)^{p}$ and the diagonal matrices $\mathbb{D}^{(1)}, \mathbb{D}^{(2)} \in \mathbb{R}^{p \times p}$ having the values $d_{i}^{(1)}$ and $d_{i}^{(2)}$ as their diagonal entries, respectively, so that

$$
\begin{equation*}
\boldsymbol{a}^{*}=\mathbb{D}^{(1)} \boldsymbol{v}^{*} \quad \text { and } \quad \boldsymbol{b}^{*}=\mathbb{D}^{(2)} \boldsymbol{v}^{*} \tag{4.11}
\end{equation*}
$$

From (2.37), (2.38), (2.39) and (4.11) we infer that

$$
\boldsymbol{\zeta}:=\nabla \Psi\left(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}_{\tau}\right)^{T} \boldsymbol{z}^{*}=\left[\begin{array}{c}
\nabla \omega(\overline{\boldsymbol{\alpha}})^{T} \boldsymbol{a}^{*}  \tag{4.12}\\
\boldsymbol{b}^{*}
\end{array}\right]=\left[\begin{array}{c}
\nabla \omega(\overline{\boldsymbol{\alpha}})^{T} \mathbb{D}^{(1)} \\
\mathbb{D}^{(2)}
\end{array}\right] \boldsymbol{v}_{1}^{*}
$$

approximates a vector in $D^{*} \widetilde{Q}_{\tau}\left(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{u}}_{\tau},-F_{1}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})\right)\left(\boldsymbol{v}^{*}\right)$. This yields the first component of the coderivative $D^{*} Q$ in (2.34).

Similarly, a vector $\boldsymbol{c}^{*} \in D^{*} N_{\mathbb{R}_{+}^{p}}\left(\overline{\boldsymbol{\lambda}},-\boldsymbol{F}_{3}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})\right)\left(\boldsymbol{w}^{*}\right), \boldsymbol{w}^{*} \in \mathbb{R}^{p}$ arbitrary, can be constructed on the basis of Proposition 2 as follows. At each contact point $i \in\{1, \ldots, p\}$ we determine the type of contact:

- if there is no contact (cf. Prop. 2(i)), we set $c_{i}^{*}=0$;
- if there is strong contact (cf. Prop. 2(ii)) we set $w_{i}^{*}=0$ and exclude the corresponding equation from (AGE);
- for weak contact (cf. Prop. $2($ (iii)) we decide for one of the options described above.

For simplicity of notation, let us assume that $c_{i}^{*}=0$ holds for each $i=1, \ldots, p$, i.e., $c^{*}=0 \in \mathbb{R}^{p}$.

Now, writing the adjoint Jacobian of $\boldsymbol{F}$ as

$$
\nabla \boldsymbol{F}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})^{T}=\left[\begin{array}{c}
\nabla_{\alpha} \boldsymbol{F}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})^{T}  \tag{4.13}\\
\nabla_{y} \boldsymbol{F}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})^{T}
\end{array}\right]=\left[\begin{array}{c}
\nabla_{\alpha}(\mathcal{A}(\overline{\boldsymbol{\alpha}}) \overline{\boldsymbol{y}})^{T}-\nabla l(\overline{\boldsymbol{\alpha}})^{T} \\
\mathcal{A}^{T}(\overline{\boldsymbol{\alpha}})
\end{array}\right]
$$

we compute a solution of (AGE) by solving the system of linear equations:

$$
\begin{align*}
\boldsymbol{p}^{*} & =\left(\nabla_{\alpha}(\mathcal{A}(\overline{\boldsymbol{\alpha}}) \overline{\boldsymbol{y}})-\nabla l(\overline{\boldsymbol{\alpha}})+\mathcal{D}^{(1)} \nabla \omega(\overline{\boldsymbol{\alpha}})\right)^{T} \boldsymbol{v}^{*},  \tag{4.14}\\
-\nabla_{y} J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}) & =\left(\mathcal{A}(\overline{\boldsymbol{\alpha}})+\mathcal{D}^{(2)}\right)^{T} \boldsymbol{v}^{*}, \tag{4.15}
\end{align*}
$$

where

$$
\mathcal{D}^{(1)}=\left[\begin{array}{c}
\mathbb{D}^{(1)} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right] \in \mathbb{R}^{3 p \times p} \quad \text { and } \quad \mathcal{D}^{(2)}=\left[\begin{array}{ccc}
\mathbb{D}^{(2)} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right] \in \mathbb{R}^{3 p \times 3 p} .
$$

First, (4.15) is solved for $\boldsymbol{v}^{*} \in \mathbb{R}^{3 p}$, which is then inserted into (4.14) to get the desired vector $\boldsymbol{p}^{*} \in \mathbb{R}^{p}$.

Finally, let us comment on the solvability of (4.15). By assumption, the matrix $\mathcal{A}(\overline{\boldsymbol{\alpha}})$ is positive definite for each $\overline{\boldsymbol{\alpha}} \in \widetilde{U}_{a d}$ and the elements of $\mathcal{D}^{(2)}$ are bounded by $C_{m a x}$ and $C_{l i p}$, which can be made arbitrarily small. Thus, (4.15) is solvable provided $\mathfrak{F}$ is bounded and Lipschitzian with sufficiently small constants $C_{\text {max }}$ and $C_{l i p}$.

### 4.3.2 Coulomb case

Since the solution of $\left(\widehat{\mathrm{AGE}^{C}}\right)$ is done in exactly the same way as described in the previous section, let us only highlight the common and distinct features of solving ( $\overline{\mathrm{AGE}^{C}}$ ) in Theorem 20,

Comparing with (4.14), we immediately see that (3.9) does not contain an additional term coming from the coderivative of multifunction $\widehat{Q}$. This follows from the fact that $\widehat{Q}$ does not depend on the design variable $\boldsymbol{\alpha}$. The GE ( $\mathrm{AGE}^{C}$ ) is treated analogously to the Tresca case: based on (3.12) and the expressions in Propositions 11 -16 one assembles the matrix

$$
\widehat{\mathcal{D}}=\left[\begin{array}{ccc}
\widehat{\mathbb{D}}^{(1)} & \mathbf{0} & \widehat{\mathbb{D}}^{(2)} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right] \in \mathbb{R}^{3 p \times 3 p}
$$

where the entries of the diagonal matrices $\widehat{\mathbb{D}}^{(j)} \in \mathbb{R}^{p \times p}, j=1,2$, are again bounded by $C_{\max }$ and $C_{l i p}$. Note that in the Coulomb friction law the tangential stress
depends also on the normal stress-the third component of our state vectorexplaining the presence of $\widehat{\mathbb{D}}^{(2)}$ in the matrix $\widehat{\mathcal{D}}$ (compare with $\mathcal{D}^{(2)}$ from the previous section).

Since the single-valued part of $G E^{C}(\boldsymbol{\alpha})$ coincides with that of (2.8), we can use (4.13) to transform the adjoint system in Theorem 20 into the computationally managable form

$$
\begin{align*}
\boldsymbol{p}^{*} & =\nabla_{\alpha} \boldsymbol{F}(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}})^{T} \boldsymbol{v}^{*}  \tag{4.16}\\
-\nabla_{y} J(\overline{\boldsymbol{\alpha}}, \overline{\boldsymbol{y}}) & =(\mathcal{A}(\overline{\boldsymbol{\alpha}})+\widehat{\mathcal{D}})^{T} \boldsymbol{v}^{*} \tag{4.17}
\end{align*}
$$

Concerning the solvability of (4.17) the same applies as for (4.15).

### 4.4 Examples

In computations we use a slightly different definition of the discrete admissible set $\mathcal{U}_{a d}^{h}$. The reason for this is twofold:
(i) to reduce the dimension of the control variables, and
(ii) to obtain a smooth contact boundary $\Gamma_{C}\left(\alpha_{h}\right)$.

To this end we define $\mathcal{U}_{a d}^{h}$ as a suitable subset of Bézier functions of order $d$. Let us recall that Bézier functions (of order $d$ ) are defined as

$$
B_{\boldsymbol{\alpha}}(x):=\sum_{i=0}^{d} \alpha_{i} \beta_{d, i}(x), \quad \text { where } \quad \beta_{d, i}(x):=\frac{1}{a^{d}}\binom{d}{i} x^{i}(a-x)^{d-i}, \quad x \in[0, a]
$$

and $\boldsymbol{\alpha}=\left(\alpha_{0}, \ldots, \alpha_{d}\right) \in \mathbb{R}^{d+1}$. The points $\left(i h^{\prime}, \alpha_{i}\right) \in \mathbb{R}^{2}, i=0, \ldots, d\left(h^{\prime}:=a / d\right)$ are called the control points of $B_{\alpha}$. It holds that $B_{\alpha}(0)=\alpha_{0}, B_{\alpha}(a)=\alpha_{d}$ and Gr $B_{\boldsymbol{\alpha}}$ lies in the convex hull of its control points. Moreover, taking the control variable $\boldsymbol{\alpha}$ from the set

$$
\begin{array}{r}
U:=\left\{\boldsymbol{\alpha} \in \mathbb{R}^{d+1} \mid 0 \leq \alpha_{i} \leq C_{0} \quad \forall i=0, \ldots, d,\right. \\
\left|\alpha_{i-1}-\alpha_{i}\right| \leq C_{1} h^{\prime} \quad \forall i=1, \ldots, d \\
\left|\alpha_{i-1}-2 \alpha_{i}+\alpha_{i+1}\right| \leq C_{3}\left(h^{\prime}\right)^{2} \quad \forall i=1, \ldots, d-1  \tag{4.18}\\
\left.C_{21} \leq \int_{0}^{a} B_{\boldsymbol{\alpha}}(x) d x \leq C_{22}\right\}
\end{array}
$$

ensures that the corresponding Bézier function $B_{\alpha}$ satisfies all constraints introduced in (2.5), in particular, $\left|B_{\alpha}^{\prime}\right| \leq C_{1}$ and $\left|B_{\alpha}^{\prime \prime}\right| \leq C_{3}$ everywhere in $[0, a]$. The domain $\Omega(\boldsymbol{\alpha})$ is first approximated by a polygonal one, then triangulated using quadrilaterals to obtain the computational domain $\Omega_{h}(\boldsymbol{\alpha})$. The discrete function spaces on $\Omega_{h}(\boldsymbol{\alpha})$ are defined using $Q_{1}$-isoparametric finite elements of Lagrange type. In all three examples presented below the values (cf. Figure 1.2) $a=2$, $b=1, d=20$ are used and the total number of nodes (vertices of quadrilaterals) equals 1800 for each $\boldsymbol{\alpha} \in U$, including 60 on the contact part.

## Example 1

First, we will assume the model with Tresca friction and a solution-dependent coefficient of friction $\mathfrak{F}$, given by the smooth function

$$
\begin{equation*}
\mathfrak{F}(s):=0.25 \frac{1}{1+s^{2}}, \quad s \in \mathbb{R}_{+} . \tag{4.19}
\end{equation*}
$$

The slip bound shall take the constant value $g=150$. In the present example we will try to identify the contact normal stress $\boldsymbol{\lambda}$ by a prescribed target value $\boldsymbol{\lambda}_{\text {tar }}$, as denoted by the dotted line in Figure 4.3. Thus, the discretized shape optimization problem reads as

$$
\left.\begin{array}{rl}
\text { minimize } & \left\|\boldsymbol{\lambda}(\boldsymbol{\alpha})-\boldsymbol{\lambda}_{\mathrm{tar}}\right\|^{2}, \\
\text { subj. to } & \boldsymbol{\alpha} \in U,
\end{array}\right\}
$$

where $\boldsymbol{\lambda}(\boldsymbol{\alpha})$ is the second component of the solution to $M(\boldsymbol{\alpha})$. The other parameters in the model were set to the following values: $C_{0}=0.75, C_{1}=0.85$, $C_{3}=10, C_{21}=1.88, C_{22}=1.95$; we take a material with Young's modulus $E=1 \mathrm{GPa}$ and Poisson constant $\sigma=0.3$; density of forces that press on the upper edge is $\boldsymbol{P}^{1}=(0,-60 \mathrm{MPa})$ on $(0,1.8) \times\{1\}$ and zero on $(1.8,2) \times\{1\}$, while a pulling force of density $\boldsymbol{P}^{2}=(50 \mathrm{MPa}, 30 \mathrm{MPa})$ acts on the right edge; the body is clamped along its left edge.

The initial design is presented in Figure 4.1 in its unloaded state (left) and the distribution of the von Mises stress in the deformed body (right). Similarly, Figure 4.2 shows the optimal design before and after loading. On Figure 4.3 we compare the normal contact stresses with the prescribed function: while the initial contact stress is far from the target values, the stresses for the optimal design follow $\boldsymbol{\lambda}_{\text {tar }}$ very closely. Let us mention, that the BT algorithm converged from $\boldsymbol{\alpha}_{0}$ to $\boldsymbol{\alpha}_{\text {opt }}$ in about 150 iterations and the initial value $\mathcal{J}\left(\boldsymbol{\alpha}_{0}\right)=5.9 \cdot 10^{4}$ of the cost functional dropped by two orders of magnitude to $\mathcal{J}\left(\boldsymbol{\alpha}_{\text {opt }}\right)=9.1 \cdot 10^{2}$. In order to emphasize the importance of proper modelling of contact problems,


Figure 4.1: Example 1; initial design.
let us re-compute the previous example with the following modification: instead of allowing $\mathfrak{F}$ to depend on the unknown solution we fix its value to

$$
\mathfrak{F}(s):=0.25, \quad s \in \mathbb{R}_{+},
$$

but keep all other parameters of Example 1 unchanged. Starting from the same initial domain $\Omega\left(\boldsymbol{\alpha}_{0}\right)$, the BT algorithm converges to a solution $\Omega\left(\overline{\boldsymbol{\alpha}}_{\text {opt }}\right)$-cf. Figure 4.4. At first sight, Figure 4.2 yields a satisfactory correspondence with the


Figure 4.2: Example 1; optimal design.


Figure 4.3: Example 1; normal stresses.
solution of the unsimplified problem. However, recomputing the original contact problem with (4.19) on $\Omega\left(\overline{\boldsymbol{\alpha}}_{\text {opt }}\right)$ reveals that $\Omega\left(\overline{\boldsymbol{\alpha}}_{\text {opt }}\right)$ is actually far from being optimal (cf. Figure 4.5).


Figure 4.4: Example 1 with $\mathfrak{F}=$ const; optimal design $\Omega\left(\overline{\boldsymbol{\alpha}}_{\text {opt }}\right)$.

## Example 2

In the next two example computations we will consider the contact problems with Coulomb friction $M^{C}(\boldsymbol{\alpha})$, but with a much more complicated friction coefficient


Figure 4.5: Example 1; normal stress distribution on $\Gamma_{C}\left(\overline{\boldsymbol{\alpha}}_{\mathrm{opt}}\right)$.
$\mathfrak{F}$, namely

$$
\mathfrak{F}(s):= \begin{cases}0.2+s, & \text { if } s \in[0,0.05], \\ 0.25-s, & \text { if } s \in(0.05,0.2] \\ 0.1, & \text { if } s \in(0.2, \infty)\end{cases}
$$

Note that the function $\mathfrak{F}$ is Lipschitz with modulus 1, but non-differentiable at 0.05 and 0.2 , and also non-monotone.

Our aim is to find a suitable contact part, among the ones specified by $U$, which minimizes peaks of the (discrete) normal contact stress $\lambda_{h}(\boldsymbol{\alpha})$ represented by the vector of Lagrange multipliers $\boldsymbol{\lambda}(\boldsymbol{\alpha}), \boldsymbol{\alpha} \in U$. Since the max-norm $\|\boldsymbol{\lambda}\|_{\infty}=$ $\max _{i=1, \ldots, p}\left|\lambda_{i}\right|$ is not continuously differentiable, we shall use the $l^{q}$-norm $|\boldsymbol{\lambda}|_{q}=$ $\left(\sum_{i=1}^{p}\left|\lambda_{i}\right|^{q}\right)^{1 / q}$ instead, with $q$ large enough ( $q=6$ in our case). Thus, the shape optimization problem reads as

$$
\left.\begin{array}{cl}
\operatorname{minimize} & |\boldsymbol{\lambda}(\boldsymbol{\alpha})|_{6}^{6}, \\
\text { subj. to } & \boldsymbol{\alpha} \in U
\end{array}\right\}
$$

Note that if $\boldsymbol{\alpha}^{*} \in U$ is such that $\boldsymbol{u}_{\nu}\left(\boldsymbol{\alpha}^{*}\right)<-\boldsymbol{\alpha}^{*}$, i.e., there is no contact between the deformed body and the obstacle, then by complementarity $\boldsymbol{\lambda}\left(\boldsymbol{\alpha}^{*}\right)=\mathbf{0}$ and hence $\boldsymbol{\alpha}^{*}$ solves the above shape optimization problem. In order to avoid such "trivial" cases, the volume constraint in $U$ has to be imposed with a sufficiently large lower bound. Keeping the material parameters and forces equal to the ones used in Example 1, the constants in the definition of $U$ are changed to $C_{0}=0.75$, $C_{1}=3, C_{3}=10, C_{21}=1.8$ and $C_{22}=2$ (essentially, no upper bound).

As in the previous example, Figure 4.6 shows the initial design before and after deformation; in Figure 4.7 the same situation is depicted in case of the optimal shape $\Omega\left(\boldsymbol{\alpha}_{\text {opt }}\right)$ as computed by the BT algorithm. During minimization the value of the cost functional was reduced by one order of magnitude from $6.3 \cdot 10^{5}$ to $7.3 \cdot 10^{4}$ in 140 iterations.

## Example 3

The previous example related to the important technical issue of minimizing wear and fatigue by avoiding concentrations and peaks of contact stresses. In the case of frictionless contact problems it was shown in 25 that the aforementioned


Figure 4.6: Example 2; initial design.


Figure 4.7: Example 2; optimal design.


Figure 4.8: Example 2; normal stresses.
effect is achieved by minimizing the total potential energy functional

$$
\begin{equation*}
\mathcal{E}(\boldsymbol{\alpha}):=E(\boldsymbol{\alpha}, \boldsymbol{u}(\boldsymbol{\alpha}))=\frac{1}{2} \boldsymbol{u}^{T}(\boldsymbol{\alpha}) \mathbb{A}(\boldsymbol{\alpha}) \boldsymbol{u}(\boldsymbol{\alpha})-\boldsymbol{L}^{T}(\boldsymbol{\alpha}) \boldsymbol{u}(\boldsymbol{\alpha}) \tag{4.20}
\end{equation*}
$$

Importantly, it can be shown that in this case $\mathcal{E}(\boldsymbol{\alpha})$ is continuously differentiable. This has a considerable impact on the minimization algorithm, among others.

Unfortunately, solutions to contact problems with Coulomb friction cannot be described as a minimizer of some quadratic functional, like $E(\boldsymbol{\alpha}, \cdot)$. Nevertheless, we may still ask what do we get by minimizing the elastic energy, whether the optimal shape has similar properties as in the frictionless case. To this end we define the shape optimization problem:

$$
\left.\begin{array}{rl}
\operatorname{minimize} & \mathcal{E}(\boldsymbol{\alpha}), \\
\text { subj. to } & \boldsymbol{\alpha} \in U,
\end{array}\right\}
$$

but in the definition (4.20) of the cost functional $\mathcal{E}$ the function $\boldsymbol{u}(\boldsymbol{\alpha})$ now stands for the first component of the solution to $\overline{\left.M^{C}(\boldsymbol{\alpha})\right)}$. All parameters (coefficient of friction, material parameters, forces, constants in the definition of $U$, initial design, etc.) are the same as in the previous example.

This time the BT solver took 48 iterations to converge, yielding a decrease in the cost functional from the initial value -7.69 to -10.88 . Comparing the obtained optimal shape $\tilde{\boldsymbol{\alpha}}_{\text {opt }}$ (see Figure 4.10) with Figure 4.7, the resemblence is significant. In particular, the distribution of the normal contact stress (see right-hand side picture in Figure 4.11) is "almost constant" along $\Gamma_{C}\left(\tilde{\boldsymbol{\alpha}}_{\text {opt }}\right)$, with around the same value as on the right of Figure 4.8 - except for the node, where the contact and Neumann boundary conditions meet.


Figure 4.9: Example 3; initial design.


Figure 4.10: Example 3; optimal design.


Figure 4.11: Example 3; normal stresses.

## Conclusion

## Summary

In the thesis we address two separate, but related problems, namely, shape optimization in contact problems with two different models of friction: the Tresca and Coulomb laws of friction. In both cases we assume that the friction coefficient may depend on the solution. In order to see the commonalities and differences in the analysis of these problems side by side, the thesis is divided into four logical units as follows.

Chapter 1 concerns frictional contact problems in general. We start with the Signorini problem with Tresca friction-not just because of its simplicity, but it will also serve as a common basis for the analysis of the two friction laws mentioned above and of our interest. For all three frictional contact problems we mention their weak forms, discretize them and derive their algebraic counterparts. In addition to the usual primal formulation of the variational inequalities representing the weak form of our contact problems we also give their so-called mixed formulation. These involve the normal contact stresses as Lagrange multipliersan important physical quantity which is of interest in many applications, not to mention the Coulomb friction model itself. Since our aim is to solve the shape optimization problems numerically, we focus on the algebraic state problems and give appropriate conditions on the friction coefficient ensuring their unique solvability. Moreover, these conditions do not depend on the geometry, as noted in Chapter 1.

The main part of the thesis is composed of chapters 2 and 3 , in which we investigate the shape optimization problems linked to the state problems described above. These are treated on the algebraic level only and take the form of an MPEC. Our goal is not to analyze the MPECs for one particular cost functional, but rather the ability to choose cost functionals from a broad family. To this end we specify an admissible set for the shape parameter in the beginning and show that the shape optimization problems attain a solution for any "reasonable" cost functional provided the friction coefficient is regular enough. Obviously, these conditions differ for the Tresca and Coulomb models of friction, but in both cases lead to unique solvability of the respective state problems. Therefore, it is natural to approach the numerical solution of the MPECs via the ImP method. However, in order to apply subgradient methods to the minimization of the resulting NLP, one has to be able to compute (Clarke's) subgradients of the nonsmooth, nonconvex, implicitly defined control-to-state mappings. This matter is addressed in the respective sections devoted to sensitivity analysis. Here we make extensive use of modern tools from variational analysis, in particular the generalized differential calculus of B. Mordukhovich.

Chapter 4 is devoted to the numerical solution of the shape optimization problems in line with the ideas outlined above. We brifly sketch the BT algorithm user for the minimization of both NLP problems resulting from the ImP approach. Next, the adjoint generalized equations, derived in the previous chapters for the computation of subgradients, are revisited and their solution explained in more detail. Finally, the theoretical results are demonstrated by three examples: one using the Tresca model of friction and two involving the Coulomb model. In each case we use a different cost functional, demonstrating various features of contact shape optimization problems.

For the convenience of the uninitiated reader we have alse included an appendix, in which we gather basic definitions from the theory of nonsmooth and variational analysis. In particular, we discuss various notions from Clarke's and Mordukhovich's calculus and their relationship, but only to the extent needed in the thesis.

## Outlook

Finally, let us outline some directions and areas for future research, improving on the results obtained in the present thesis.

A straightforward follow-up on the thesis would be the generalization of the state problem to three space dimensions. The 3D Signorini problem with Tresca friction involving a solution-dependent coefficient of friction was analyzed in [30] and the 3D Signorini problem with Coulomb friction involving a solutiondependent friction coefficient in [31. The results of these papers are comparable to those in 2D, in particular the discretized contact problems are uniquely solvable provided the friction coefficient satisfies some regularity and smallness assumptions. For shape optimization it is essential that these assumptions do not depend on the geometry of the underlying domain (if chosen from a suitable family of admissible ones). The analysis presented in Chapter 2 and 3 seems to be fairly straightforward to implement in the three-dimensional setting up to the AGE. The only difference is in the computation of the coderivative of the multifunction from the state GE, that is indespensable for the numerical solution of the shape optimization problem as presented here. At this point, ideas from the thesis and [4] could possibly be combined and refined in order to derive an expression that may already be evaluated in computer code.

Notice that throughout the thesis we silently assumed that the cost functional depends only on the contact displacements $\boldsymbol{u}_{\tau}, \boldsymbol{u}_{\nu}$ and the normal contact stress $\boldsymbol{\lambda}$. In some applications, however, the tangential contact stress (related to the friction force) might be subject to optimization, as well. To deal with this situation, two possible solutions come immediately into ones mind. We shall sketch them briefly. In Section 4.2.2 we have already seen that the tangential contact stress, let us denote it by $\boldsymbol{\lambda}_{\tau}$, may be incorporated into the state problem in the form of another Lagrange multiplier-as it was the case with the normal contact stress, denoted by $\boldsymbol{\lambda}_{\nu}$ hereafter. From the first equation in (4.7) we can express

$$
\begin{equation*}
\mathbb{T}^{T} \boldsymbol{\lambda}_{\tau}=\boldsymbol{L}(\boldsymbol{\alpha})-\mathbb{A}(\boldsymbol{\alpha}) \boldsymbol{u}-\mathbb{N}^{T} \boldsymbol{\lambda}_{\nu} \tag{4.21}
\end{equation*}
$$

Therefore, one possibility to calculate the sensitivity of $\boldsymbol{\lambda}_{\tau}$ with respect to $\boldsymbol{\alpha}$ is to apply the sum rule on the right-hand side of (4.21) and combine it with the
results obtained in Chapter 2 and 3. Since the qualification condition ensuring equality in the nonsmooth sum rule might be difficult or impossible to prove, one may consider an alternative way as outlined below.

Eliminating from (4.7) the state variables which correspond to the "internal" nodes of the triangulation (as it was done in Chapter 1 to get (1.34)), one arrives at the following GE:

$$
\mathbf{0} \in\left[\begin{array}{cccr}
\mathbb{A}_{\tau \tau}(\boldsymbol{\alpha}) & \mathbb{A}_{\tau \nu}(\boldsymbol{\alpha}) & \mathbb{E} & \mathbf{0}  \tag{4.22}\\
\mathbb{A}_{\nu \tau}(\boldsymbol{\alpha}) & \mathbb{A}_{\nu \nu}(\boldsymbol{\alpha}) & \mathbf{0} & -\mathbb{E} \\
-\mathbb{E} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbb{E} & \mathbf{0} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{u}_{\tau} \\
\boldsymbol{u}_{\nu} \\
\boldsymbol{\lambda}_{\tau} \\
\boldsymbol{\lambda}_{\nu}
\end{array}\right]-\left[\begin{array}{c}
\boldsymbol{L}_{\tau}(\boldsymbol{\alpha}) \\
\boldsymbol{L}_{\nu}(\boldsymbol{\alpha}) \\
\mathbf{0} \\
-\boldsymbol{\alpha}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{0} \\
N_{\Lambda_{\tau}(\boldsymbol{\alpha}, \boldsymbol{\varphi}, \boldsymbol{g})}\left(\boldsymbol{\lambda}_{\tau}\right) \\
N_{\mathbb{R}_{+}^{p}\left(\boldsymbol{\lambda}_{\nu}\right)}
\end{array}\right] .
$$

To derive the GEs corresponding to the contact problems investigated in the thesis, it is sufficient to apply in (4.22) the respective fixed-point properties, see Definition 6 and the discussion below Definition 9. In both cases the resulting GEs take the form assumed in [37] and thus sensitivity analysis may be carried out using the results of [37]. However, there is a substantial difference: in order for the basic assumption (3.1) in [37] to hold, $\mathfrak{F}$ needs to be twice continuously differentiable, whereas the analysis in Chapter 2 and 3 required basically no further smoothness of $\mathfrak{F}$ besides Lipschitz continuity. This apparent discrepancy might be also interesting to investigate.

## Appendix A

## Elements of variational analysis

When working with variational inequalities and optimal shape design problems, one inevitably comes across functions and mappings that are not (continuously) differentiable everywhere in their respective domain of definition. In order to investigate their differential properties, new tools had to be introduced that extend the classical calculus to functions which are not necessarily smooth or even single-valued.

The purpose of this chapter is to collect basic notions from nonsmooth and variational analysis that are extensively used in the last three chapters of the present thesis. The first section is devoted to the classical definition of Clarke's calculus for locally Lipschitz functions, in the second section we give basic definitions from the generalized differential calculus of Mordukhovich and present the relationship of the two thoeries.

## A. 1 Clarke calculus

A most prominent tool to treat functions that are (locally) Lipschitz, but not necessarily differentiable or convex, is the subdifferential calculus developed by Clarke [7]. Let us start with the definition of Lipschitz continuity of a function defined on a finite-dimensional Euclidean space (we shall work in finite dimensions throughout our presentation).

Definition 11 (Lipschitz continuity). Let $n, m \in \mathbb{N}$ and $\boldsymbol{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$. We say, that $\boldsymbol{F}$ is
(i) Lipschitz on $\emptyset \neq M \subset \mathbb{R}^{n}$ iff there exists a constant $K \geq 0$ such that

$$
\begin{equation*}
\|\boldsymbol{F}(\boldsymbol{x})-\boldsymbol{F}(\boldsymbol{y})\|_{m} \leq K\|\boldsymbol{x}-\boldsymbol{y}\|_{n} \quad \forall \boldsymbol{x}, \boldsymbol{y} \in M \tag{A.1}
\end{equation*}
$$

(ii) Lipschitz around $\boldsymbol{x}$ iff there exists a neighbourhood $\mathcal{U}$ of $\boldsymbol{x}$ such that $\boldsymbol{F}$ is Lipschitz on $\mathcal{U}$;
(iii) locally Lipschitz iff $\boldsymbol{F}$ is Lipschitz around each $\boldsymbol{x}$ from its domain of definition.

Let $\boldsymbol{F}$ be Lipschitz around $\boldsymbol{x}$. Then it is evident from (A.1) that $\boldsymbol{F}$ is also continuous at $\boldsymbol{x}$ and the set $\left\{\frac{1}{t}(\boldsymbol{F}(\boldsymbol{y}+t \boldsymbol{v})-\boldsymbol{F}(\boldsymbol{y}))||t|\right.$ sufficiently small $\}$ is uniformly bounded with respect to $\boldsymbol{v} \in \mathbb{R}^{n},\|\boldsymbol{v}\|_{n}=1$, and $\boldsymbol{y}$ sufficiently close
to $\boldsymbol{x}$. However, $\boldsymbol{F}$ need not be directionally differentiable at $\boldsymbol{x}$. Nevertheless, a fundamental property of Lipschitzian functions, proved by Rademacher [45], is the fact that the set of such points is small (in a sense that it has zero Lebesgue measure).

Lemma 11 (Rademacher). Let $\boldsymbol{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be locally Lipschitz. Then

$$
\Omega_{F}:=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid \boldsymbol{F} \text { is not Fréchet differentiable at } \boldsymbol{x}\right\}
$$

has Lebesgue measure 0 .
One possible way to develop calculus for Lipschitzian functions is to give a suitable definition of directional derivatives and (sub)gradients - this approach is followed below. In the next section, where we introduce the Mordukhovich generalized differential calculus, we shall give an equivalent formulation of these notions from a variational geometry point of view, i.e., based on tangential and normal cones to the epigraph of a function.

Definition 12 (Clarke's generalized directional derivative). Let $\boldsymbol{x}, \boldsymbol{v} \in \mathbb{R}^{n}$ be arbitrary and $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ Lipschitz around $\boldsymbol{x}$. The value

$$
f^{0}(\boldsymbol{x} ; \boldsymbol{v}):=\limsup _{\substack{y \rightarrow x \\ t \rightarrow 0_{+}}} \frac{f(\boldsymbol{y}+t \boldsymbol{v})-f(\boldsymbol{y})}{t}
$$

is then called Clarke's generalized directional derivative of $f$ at $\boldsymbol{x}$ in direction $\boldsymbol{v}$.
Definition 13 (Clarke's generalized (sub)gradient). Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be Lipschitz around $\boldsymbol{x}$. Then the set

$$
\bar{\partial} f(\boldsymbol{x}):=\left\{\boldsymbol{\xi} \in \mathbb{R}^{n} \mid f^{0}(\boldsymbol{x} ; \boldsymbol{v}) \geq\langle\boldsymbol{\xi}, \boldsymbol{v}\rangle_{n} \forall \boldsymbol{v} \in \mathbb{R}^{n}\right\}
$$

is called the Clarke subdifferential of $f$ at $\boldsymbol{x}$ and its elements are Clarke's generalized gradients (or Clarke's subgradients).

It turns out that for a locally Lipschitz function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ the following useful relation holds between its generalized directional derivative and gradients (see [7]):

$$
f^{0}(\boldsymbol{x} ; \boldsymbol{v})=\max \left\{\langle\boldsymbol{\xi}, \boldsymbol{v}\rangle_{n} \mid \boldsymbol{\xi} \in \bar{\partial} f(\boldsymbol{x})\right\} .
$$

If $f$ happens to be continuously differentiable around $\boldsymbol{x}$, then $f^{0}(\boldsymbol{x} ; \cdot)$ and $\bar{\partial} f(\boldsymbol{x})$ coincide with the classical directional derivative $f^{\prime}(\boldsymbol{x} ; \cdot)$ and gradient $\nabla f(\boldsymbol{x})$, respectively.

Due to Rademacher's lemma one may express Clarke's subdifferential in the following equivalent form-we refer to [7] for its proof.

Theorem 22. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be Lipschitz around $\boldsymbol{x} \in \mathbb{R}^{n}$. Then

$$
\bar{\partial} f(\boldsymbol{x})=\operatorname{conv}\left\{\lim _{i \rightarrow \infty} \nabla f\left(\boldsymbol{x}^{(i)}\right) \mid \boldsymbol{x}^{(i)} \rightarrow \boldsymbol{x}, \boldsymbol{x}^{(i)} \notin \Omega_{f}\right\} .
$$

On the basis of the above theorem one may generalize the notion of Clarke's subdifferential to vector-valued Lipschitzian mappings $\boldsymbol{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$.

Definition 14 (Clarke's generalized Jacobian). Let $m, n \in \mathbb{N}$ and $\boldsymbol{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be Lipschitz around $\boldsymbol{x} \in \mathbb{R}^{n}$. Then the set

$$
\bar{\partial} \boldsymbol{F}(\boldsymbol{x}):=\left\{\lim _{i \rightarrow \infty} \nabla \boldsymbol{F}\left(\boldsymbol{x}^{(i)}\right) \mid \boldsymbol{x}^{(i)} \rightarrow \boldsymbol{x}, \boldsymbol{x}^{(i)} \notin \Omega_{F}\right\} \subset \mathbb{R}^{m \times n}
$$

is called Clarke's generalized Jacobian of $\boldsymbol{F}$ at $\boldsymbol{x}$.
It can be immediately seen that $\bar{\partial} \boldsymbol{F}(\boldsymbol{x})$ is nonempty and compact, whenever the assumptions of Definition 14 are met. In addition, the generalized gradients and Jacobians introduced in Definition 13 and Definition 14, resp., enjoy rather rich calculus rules for computing generalized gradients or Jacobians of sums or compositions of locally Lipschitz mappings, cf. [7]. These rules are usually in the form of set inclusions, provided some additional qualification conditions are met. In case of additional smoothness and regularity assumptions these inclusions turn into equalities.

One smoothness condition that ensures directional differentiability of a locally Lipschitz mapping, but is weaker than Fréchet (or continuous) differentiability is that of semismoothness. It was first introduced by Mifflin [32] for Lipschitzian functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and later generalized to vector-valued mappings by $Q i$ and Sun 44.
Definition 15 (semismoothness). Let $\boldsymbol{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be Lipschitz around $\boldsymbol{x} \in \mathbb{R}^{n}$. We say that $\boldsymbol{F}$ is
(i) semismooth at $\boldsymbol{x}$ iff the limit

$$
\lim _{\substack{\mathbb{N} \in \overline{\boldsymbol{\partial}} \boldsymbol{F}\left(\boldsymbol{x}+t \boldsymbol{v}^{\prime}\right) \\ \boldsymbol{v}^{\prime} \rightarrow \boldsymbol{v}, t \rightarrow 0_{+}}}\left\{\mathbb{V} \boldsymbol{v}^{\prime}\right\}
$$

exists for all $\boldsymbol{v} \in \mathbb{R}^{n}$;
(ii) weakly semismooth at $\boldsymbol{x}$ iff the limit

$$
\lim _{\substack{\mathbb{V} \in \bar{\partial} \boldsymbol{F}(\boldsymbol{x}+t \boldsymbol{v}) \\ t \rightarrow 0_{+}}}\{\mathbb{V} \boldsymbol{v}\}
$$

exists for all $\boldsymbol{v} \in \mathbb{R}^{n}$.
It is clear, that semismoothness implies weak semismoothness. Moreover, it holds that if $\boldsymbol{F}$ is weakly semismooth at $\boldsymbol{x}$, than it is also directionally differentiable at $\boldsymbol{x}$ and

$$
\boldsymbol{F}^{\prime}(\boldsymbol{x} ; \boldsymbol{v})=\lim _{\substack{\mathbb{V} \in \bar{\partial} \boldsymbol{F}(\boldsymbol{x}+t \boldsymbol{v}) \\ t \rightarrow 0_{+}}}\{\mathbb{V} \boldsymbol{v}\}
$$

for every $\boldsymbol{v} \in \mathbb{R}^{n}$ (cf. [44, Proposition 2.1]). Smooth, piecewise smooth, or convex functions are all examples of semismooth functions.

## A. 2 Mordukhovich calculus

## A.2.1 Multifunctions

We start by collecting the most basic notions from set-valued analysis that are going to be used in the thesis. For a more thorough presentation of the topic we kindly refer to e.g. [2].

Let us recall that by a set-valued mapping (or simply multifunction) $F: X \rightrightarrows$ $Y$ we mean a function $F: X \rightarrow 2^{Y}$, i.e., $F(x) \subset Y$ for each $x \in X$. The sets

$$
\begin{aligned}
\operatorname{Dom} F & :=\{x \in X \mid F(x) \neq \emptyset\}, \\
\operatorname{Gr} F & :=\{(x, y) \in X \times Y \mid x \in X, y \in F(x)\},
\end{aligned}
$$

are called the domain and graph of $F$, respectively. We use the common term closed multifunction if Gr $F$ is closed in the product topology of $X \times Y$.

In the sequel we shall restrict our presentation to the finite dimensional case, i.e., when $X=\mathbb{R}^{n}$ and $Y=\mathbb{R}^{m}$ for some $n, m \in \mathbb{N}$.

Definition 16 (Kuratowski-Painlevé outer/inner limit of sets). Let $F: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ be a multifunction and $\overline{\boldsymbol{x}} \in \mathbb{R}^{n}$ arbitrary. Then the sets

$$
\begin{aligned}
\operatorname{Limsup}_{x \rightarrow \bar{x}} F(\boldsymbol{x}) & :=\left\{\boldsymbol{y} \in \mathbb{R}^{m} \mid \exists \boldsymbol{x}^{(i)} \rightarrow \overline{\boldsymbol{x}} \exists \boldsymbol{y}^{(i)} \rightarrow \boldsymbol{y}: \boldsymbol{y}^{(i)} \in F\left(\boldsymbol{x}^{(i)}\right)\right\}, \\
\operatorname{Liminf}_{\boldsymbol{x} \rightarrow \overline{\boldsymbol{x}}} F(\boldsymbol{x}) & :=\left\{\boldsymbol{y} \in \mathbb{R}^{m} \mid \forall \boldsymbol{x}^{(i)} \rightarrow \overline{\boldsymbol{x}} \exists \boldsymbol{y}^{(i)} \rightarrow \boldsymbol{y}: \boldsymbol{y}^{(i)} \in F\left(\boldsymbol{x}^{(i)}\right)\right\}
\end{aligned}
$$

are called the Kuratowski-Painlevé outer and inner limit of $F$ at $\overline{\boldsymbol{x}}$, respectively.
Several Lipschitz-like properties may be defined for multifunctions. A direct generalization of local Lipschitz continuity of single-valued functions as introduced in Definition 11 is the so-called Aubin property (originally the term pseudoLipschitzian property was used by Aubin [1]).

Definition 17 (Aubin property). A multifunction $F: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ is said to have the Aubin property around $(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}) \in \mathrm{Gr} F$ iff there exist neighbourhoods $\mathcal{U}$ of $\overline{\boldsymbol{x}}$ and $\mathcal{V}$ of $\overline{\boldsymbol{y}}$ and a constant $K \geq 0$ so that

$$
\begin{equation*}
F(\boldsymbol{x}) \cap \mathcal{V} \subset F\left(\boldsymbol{x}^{\prime}\right)+K\left\|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right\|_{n} \overline{\mathbb{B}}_{m} \quad \forall \boldsymbol{x}, \boldsymbol{x}^{\prime} \in \mathcal{U} . \tag{A.2}
\end{equation*}
$$

It can be seen that if $F$ happens to be single-valued around $(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}), \overline{\boldsymbol{y}}=F(\overline{\boldsymbol{x}})$, the above definition reduces to that of Lipschitz continuity around $\overline{\boldsymbol{x}}$.

By fixing $\boldsymbol{x}^{\prime} \equiv \overline{\boldsymbol{x}}$ in (A.2) we arrive at the weaker property called calmness. It was originally introduced in [53, Definition 2.8] under the term pseudo upperLipschitz continuity.

Definition 18 (calmness). A multifunction $F: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ is said to be calm around $(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}) \in \operatorname{Gr} F$ iff there exist neighbourhoods $\mathcal{U}$ of $\overline{\boldsymbol{x}}$ and $\mathcal{V}$ of $\overline{\boldsymbol{y}}$ and a constant $K \geq 0$ such that

$$
F(\boldsymbol{x}) \cap \mathcal{V} \subset F(\overline{\boldsymbol{x}})+K\|\boldsymbol{x}-\overline{\boldsymbol{x}}\|_{n} \overline{\mathbb{B}}_{m} \quad \forall \boldsymbol{x} \in \mathcal{U} .
$$

## A.2.2 Generalized differentiation

Definition 19 (contingent cone). Let $\emptyset \neq A \subset \mathbb{R}^{n}$ and $\overline{\boldsymbol{x}} \in \bar{A}$ be arbitrary. Then the set

$$
\begin{equation*}
T_{A}(\overline{\boldsymbol{x}}):=\underset{\lambda \rightarrow 0_{+}}{\operatorname{Lim} \sup } \frac{A-\overline{\boldsymbol{x}}}{\lambda} \tag{A.3}
\end{equation*}
$$

is called the contingent cone (or Bouligand tangent cone) to $A$ at $\overline{\boldsymbol{x}}$.

Definition 20 (regular and limiting normal cone). Let $\emptyset \neq A \subset \mathbb{R}^{n}$ and $\overline{\boldsymbol{x}} \in \bar{A}$ be arbitrary. The regular (Fréchet) normal cone to $A$ at $\overline{\boldsymbol{x}}$ is defined as

$$
\begin{equation*}
\widehat{N}_{A}(\overline{\boldsymbol{x}}):=\left\{\boldsymbol{x}^{*} \in \mathbb{R}^{n} \left\lvert\, \limsup _{x \rightarrow \overline{\boldsymbol{x}}} \frac{\left\langle\boldsymbol{x}^{*}, \boldsymbol{x}-\overline{\boldsymbol{x}}\right\rangle_{n}}{\|\boldsymbol{x}-\overline{\boldsymbol{x}}\|_{n}} \leq 0\right.\right\} \tag{A.4}
\end{equation*}
$$

For $\overline{\boldsymbol{x}} \notin A$ one sets $\widehat{N}_{A}(\overline{\boldsymbol{x}}):=\emptyset$. The limiting (Mordukhovich) normal cone to $A$ at $\overline{\boldsymbol{x}}$ is then defined as

$$
\begin{equation*}
N_{A}(\overline{\boldsymbol{x}}):=\underset{x \rightarrow \bar{x}}{\operatorname{Lim} \sup } \widehat{N}_{A}(\boldsymbol{x}) . \tag{A.5}
\end{equation*}
$$

All three sets introduced in (A.3)-(A.5) are indeed closed cones with vertex at $\mathbf{0}$ and-in the assumed finite dimensional setting-the relation

$$
\begin{equation*}
\widehat{N}_{A}(\overline{\boldsymbol{x}})=\left(T_{A}(\overline{\boldsymbol{x}})\right)^{0}=\left\{\boldsymbol{x}^{*} \in \mathbb{R}^{n} \mid\left\langle\boldsymbol{x}^{*}, \boldsymbol{v}\right\rangle_{n} \leq 0 \forall \boldsymbol{v} \in T_{A}(\overline{\boldsymbol{x}})\right\} \tag{A.6}
\end{equation*}
$$

holds true, where $C^{0}$ denotes the (negative) polar cone to $C$.
Remark 14. Due to (A.6) the regular normal cone $\widehat{N}_{A}(\overline{\boldsymbol{x}})$ is always convex, whereas $T_{A}(\overline{\boldsymbol{x}})$ and $N_{A}(\overline{\boldsymbol{x}})$ are in general nonconvex. This means that the limiting normal cone cannot be expressed as the dual to any tangent cone.

It can be immediately seen that the inclusion

$$
\begin{equation*}
\widehat{N}_{A}(\overline{\boldsymbol{x}}) \subset N_{A}(\overline{\boldsymbol{x}}) \tag{A.7}
\end{equation*}
$$

holds for any nonempty $A \subset \mathbb{R}^{n}$ and $\overline{\boldsymbol{x}} \in \bar{A}$. If (A.7) holds with equality, we say that the set $A$ is normally regular at $\overline{\boldsymbol{x}}$. E.g., if $A$ is locally convex around $\overline{\boldsymbol{x}}$, it is automatically normally regular at this point.

Given an extended-real-valued function $\varphi: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}:=\mathbb{R} \cup\{\infty\}$, its epigraph is the set

$$
\operatorname{epi} \varphi:=\left\{(\boldsymbol{x}, y) \in \mathbb{R}^{n} \times \mathbb{R} \mid \boldsymbol{x} \in \mathbb{R}^{n}, y \geq \varphi(\boldsymbol{x})\right\}
$$

On the basis of (A.4) and (A.5) one may define various subdifferentials of $\varphi$ as suitable sets of normals to its epigraph.
Definition 21 (regular and limiting subdifferential). Let $\varphi: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ be finite at $\overline{\boldsymbol{x}} \in \mathbb{R}^{n}$. Then

$$
\begin{equation*}
\widehat{\partial} \varphi(\overline{\boldsymbol{x}}):=\left\{\boldsymbol{x}^{*} \in \mathbb{R}^{n} \mid\left(\boldsymbol{x}^{*},-1\right) \in \widehat{N}_{\mathrm{epi} \varphi}(\overline{\boldsymbol{x}}, \varphi(\overline{\boldsymbol{x}}))\right\} \tag{A.8}
\end{equation*}
$$

is called the regular subdifferential of $\varphi$ at $\overline{\boldsymbol{x}}$, whereas

$$
\begin{equation*}
\partial \varphi(\overline{\boldsymbol{x}}):=\left\{\boldsymbol{x}^{*} \in \mathbb{R}^{n} \mid\left(\boldsymbol{x}^{*},-1\right) \in N_{\text {epi } \varphi}(\overline{\boldsymbol{x}}, \varphi(\overline{\boldsymbol{x}}))\right\} \tag{A.9}
\end{equation*}
$$

stands for the limiting subdifferential of $\varphi$ at $\overline{\boldsymbol{x}}$.
If $\varphi$ is lower semicontinuous around $\overline{\boldsymbol{x}}$ (i.e., its epigraph is closed around $(\overline{\boldsymbol{x}}, \varphi(\overline{\boldsymbol{x}})))$, then the limiting subdifferential may be expressed as

$$
\begin{equation*}
\partial \varphi(\overline{\boldsymbol{x}})=\underset{\boldsymbol{x}_{\hookrightarrow}^{\varphi} \overline{\boldsymbol{x}}}{\operatorname{Lim} \sup } \widehat{\partial} \varphi(\boldsymbol{x}), \tag{A.10}
\end{equation*}
$$

where $\boldsymbol{x} \xrightarrow{\varphi} \overline{\boldsymbol{x}}$ means that $\boldsymbol{x} \rightarrow \overline{\boldsymbol{x}}$ with $\varphi(\boldsymbol{x}) \rightarrow \varphi(\overline{\boldsymbol{x}})$. Of course, if $\varphi$ is convex around $\overline{\boldsymbol{x}}$, then both $\widehat{\partial} \varphi(\overline{\boldsymbol{x}})$ and $\partial \varphi(\overline{\boldsymbol{x}})$ are equal to the classical convex subdifferential. In case $\varphi$ is strictly differentiable at $\overline{\boldsymbol{x}}$, then $\widehat{\partial} \varphi(\overline{\boldsymbol{x}})=\partial \varphi(\overline{\boldsymbol{x}})=\{\nabla \varphi(\overline{\boldsymbol{x}})\}$, where $\nabla \varphi(\overline{\boldsymbol{x}})$ denotes the gradient of $\varphi$.

Considering the graph instead of the epigraph in (A.8) and (A.9), one may construct derivative-like objects for multifunctions, as well, called coderivates.

Definition 22 (regular and limiting coderivative). Given a multifunction $F$ : $\mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ and $(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}) \in \operatorname{Gr} F$, the multifunction from $\mathbb{R}^{m}$ into subsets of $\mathbb{R}^{n}$ defined by

$$
\widehat{D}^{*} F(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})\left(\boldsymbol{y}^{*}\right):=\left\{\boldsymbol{x}^{*} \in \mathbb{R}^{n} \mid\left(\boldsymbol{x}^{*},-\boldsymbol{y}^{*}\right) \in \widehat{N}_{\mathrm{Gr} F}(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})\right\} \quad \forall \boldsymbol{y}^{*} \in \mathbb{R}^{m}
$$

is called the regular coderivative of $F$ at $(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})$ in direction $\boldsymbol{y}^{*}$, whereas

$$
D^{*} F(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})\left(\boldsymbol{y}^{*}\right):=\left\{\boldsymbol{x}^{*} \in \mathbb{R}^{n} \mid\left(\boldsymbol{x}^{*},-\boldsymbol{y}^{*}\right) \in N_{\mathrm{Gr} F}(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})\right\} \quad \forall \boldsymbol{y}^{*} \in \mathbb{R}^{m}
$$

denotes the (limiting) coderivative of $F$.
Since the normal cones (A.4) and (A.5) are pointed (contain the null vector), both coderivatives are positively homogeneous closed multifunctions for each $(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}) \in \mathrm{Gr} F$. In addition, they reduce to the adjoint Jacobian

$$
\widehat{D}^{*} F(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})\left(\boldsymbol{y}^{*}\right)=D^{*} F(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})\left(\boldsymbol{y}^{*}\right)=\left\{(\nabla F(\overline{\boldsymbol{x}}))^{T} \boldsymbol{y}^{*}\right\}, \quad \boldsymbol{y}^{*} \in \mathbb{R}^{m},
$$

provided $F$ is single-valued 1 and strictly differentiable at $\overline{\boldsymbol{x}}$. Moreover, the regular coderivative equals to the adjoint Jacobian $\widehat{D}^{*} F(\overline{\boldsymbol{x}})\left(\boldsymbol{y}^{*}\right)=\left\{(\nabla F(\overline{\boldsymbol{x}}))^{T} \boldsymbol{y}^{*}\right\}, \boldsymbol{y}^{*} \in$ $\mathbb{R}^{m}$, whenever $F$ is single-valued and Fréchet-differentiable at $\overline{\boldsymbol{x}}$; this does not hold for the limiting coderivative.

It has been found that the (limiting) coderivative may provide information about Lipschitzian behaviour of a closed multifunction $F: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ around $(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}) \in \mathrm{Gr} F$, since
$F$ has the Aubin property around $(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}}) \Longleftrightarrow D^{*} F(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})(\mathbf{0})=\{\mathbf{0}\}$,
see [36], 47. The right hand side of the equivalence (A.11) is called the Mordukhovich criterion, proved by B. Mordukhovich in [34.

## A.2.3 Application to Lipschitzian mappings

In this section we collect some facts concerning the application of generalized differentiation to single-valued and locally Lipschitz functions. In particular, we recall the relationship between the (limiting) coderivative and (limiting) subdifferential, and compare the (limiting) subdifferential with Clarke's subdifferential.

First of all, recall that the Aubin property reduces to local Lipschitz continuity in case of a single-valued mapping $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, hence the Mordukhovich criterion (A.11) yields:

$$
\begin{equation*}
F \text { is Lipschitz around } \overline{\boldsymbol{x}} \in \mathbb{R}^{n} \Longleftrightarrow D^{*} F(\overline{\boldsymbol{x}})(\mathbf{0})=\{\mathbf{0}\} . \tag{A.12}
\end{equation*}
$$

The next result provides a convenient way for computing the coderivative of a locally Lipschitzian mapping via the limiting subdifferential.

Theorem 23 (scalarization formula). Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be Lipschitz around $\overline{\boldsymbol{x}} \in \mathbb{R}^{n}$. Then

$$
\begin{equation*}
D^{*} F(\overline{\boldsymbol{x}})\left(\boldsymbol{y}^{*}\right)=\partial\left\langle\boldsymbol{y}^{*}, F\right\rangle(\overline{\boldsymbol{x}}) \quad \forall \boldsymbol{y}^{*} \in \mathbb{R}^{m}, \tag{A.13}
\end{equation*}
$$

where $\left\langle\boldsymbol{y}^{*}, F\right\rangle: \boldsymbol{x} \mapsto\left\langle\boldsymbol{y}^{*}, F(\boldsymbol{x})\right\rangle_{m}, \boldsymbol{x} \in \mathbb{R}^{n}$.

[^2]Proof. See e.g. [36, Theorem 3.28].
In the previous section we introduced Clarke's generalized derivative-like objects for Lipschitzian functions and mappings. In order to relate these notions to the limiting subdifferential and coderivative, let us rephrase them in terms of variational geometry.

For a given nonempty $A \subset \mathbb{R}^{n}$ and $\overline{\boldsymbol{x}} \in \bar{A}$, one may define the Clarke tangent cone to $A$ at $\overline{\boldsymbol{x}}$ as
and the Clarke normal cone as its (negative) polar cone:

$$
\bar{N}_{A}(\overline{\boldsymbol{x}}):=\left(\bar{T}_{A}(\overline{\boldsymbol{x}})\right)^{0} .
$$

In particular, the Clarke normal cone is always convex. This way one has (cf. [47])

$$
\begin{equation*}
\bar{\partial} \varphi(\overline{\boldsymbol{x}})=\left\{\boldsymbol{\xi} \in \mathbb{R}^{n} \mid(\boldsymbol{\xi},-1) \in \bar{N}_{\mathrm{epi}} \varphi(\overline{\boldsymbol{x}}, \varphi(\overline{\boldsymbol{x}}))\right\} \tag{A.14}
\end{equation*}
$$

for any $\varphi: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ that is Lipschitz around $\overline{\boldsymbol{x}} \in \mathbb{R}^{n}$. In addition, (A.14) yields an extension of the Clarke subdifferential to more general functions, not necessarily Lipschitzian. Nevertheless, if $\varphi$ is locally Lipschitz, then the following relation between its Clarke and Mordukhovich subdifferentials holds:

$$
\begin{equation*}
\bar{\partial} \varphi(\overline{\boldsymbol{x}})=\operatorname{conv} \partial \varphi(\overline{\boldsymbol{x}}) . \tag{A.15}
\end{equation*}
$$

An analogous results holds true between the Clarke generalized Jacobian and the coderivative of a locally Lipschitz vector-valued mapping. This is formulated in a separate theorem below.

Theorem 24. Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be Lipschitz around $\overline{\boldsymbol{x}} \in \mathbb{R}^{n}$. Then

$$
(\bar{\partial} F(\overline{\boldsymbol{x}}))^{T} \boldsymbol{y}^{*}=\operatorname{conv} D^{*} F(\overline{\boldsymbol{x}})\left(\boldsymbol{y}^{*}\right) \quad \forall \boldsymbol{y}^{*} \in \mathbb{R}^{m} .
$$

For the proofs of the respective claims in this section we refer to the monographs [36] and 47. Finally, we conclude the chapter with an example that is intended to demonstrate all the above notions in a very simple situation.

Example 3. Let us define the set

$$
A:=\left\{(x, y) \in \mathbb{R}^{2}|y \geq-|x|\}\right.
$$

i.e., $A$ is the epigraph of $\varphi(x)=-|x|, x \in \mathbb{R}$. Clearly, $\varphi$ is nonconvex, but Lipschitz with modulus 1. After some calculation, for the contingent and Clarke tangent cones at $(0,0)$ one gets

$$
T_{A}(0,0)=A, \quad \bar{T}_{A}(0,0)=\left\{(h, k) \in \mathbb{R}^{2}|k \geq|h|\}\right.
$$

respectively. Taking their negative polars yields the Fréchet and Clarke normal cones at $(0,0)$ :

$$
\widehat{N}_{A}(0,0)=\{(0,0)\}, \quad \bar{N}_{A}(0,0)=\left\{(\xi, \eta) \in \mathbb{R}^{2}|\eta \leq-|\xi|\} .\right.
$$

Therefore

$$
\widehat{\partial} \varphi(0)=\emptyset \quad \text { and } \quad \bar{\partial} \varphi(0)=[-1,1] .
$$

Since $\varphi$ is smooth at all points except $x=0$, we have $\widehat{\partial} \varphi(x)=\operatorname{sgn}(x)$ for $x \neq 0$ and (A.10) can be applied to determine the limiting subdifferential at 0 :

$$
\begin{equation*}
\partial \varphi(0)=\{-1,1\} . \tag{A.16}
\end{equation*}
$$

When computing the coderivative mapping $D^{*} \varphi$ at 0 , we first need to evaluate the normal cone to the graph of $\varphi$ at $(0,0)$ :

$$
B:=\operatorname{Gr} \varphi=\{(x, y)|y=-|x|\} .
$$

After some calculation one arrives at the expression

$$
N_{B}(0,0)=\left\{( x ^ { * } , y ^ { * } ) | y ^ { * } \geq | x ^ { * } | \} \cup \left\{\left(x^{*}, y^{*}\right)\left|y^{*}=-\left|x^{*}\right|\right\},\right.\right.
$$

where the first set on the right hand side equals $\widehat{N}_{B}(0,0)$ and the second one represents limit points of $\widehat{N}_{B}(x, \varphi(x))$ as $x \rightarrow 0_{+}$and $x \rightarrow 0_{-}$, that are not contained in the first set. From the definition of the coderivative we conclude

$$
D^{*} \varphi(0)\left(y^{*}\right)= \begin{cases}\left\{-y^{*}, y^{*}\right\} & \text { if } y^{*}>0 \\ \{0\} & \text { if } y^{*}=0 \\ {\left[y^{*},-y^{*}\right]} & \text { if } y^{*}<0\end{cases}
$$

Notice that the case $y^{*}=0$ is a consequence of the Mordukhovich criterion (A.12); the other cases may be computed employing the scalarization formula and positive homogeneity of the subdifferential mapping (i.e., $\partial(\alpha \varphi)=\alpha(\partial \varphi)$ for $\alpha \geq 0$ ):

$$
D^{*} \varphi(0)\left(y^{*}\right)= \begin{cases}(\partial \varphi(0)) y^{*}=\{-1,1\} y^{*}, & \text { if } y^{*}>0 \\ (\partial(-\varphi)(0))\left(-y^{*}\right)=[-1,1]\left(-y^{*}\right), & \text { if } y^{*}<0\end{cases}
$$

In the first case we have used (A.16); in case $y^{*}<0$ the function $-\varphi(x)=|x|$ is convex, therefore its subdifferential equals to the convex subdifferential.
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[^0]:    ${ }^{1}$ Note, that due to condition (T2), satisfied by the triagulations $\mathcal{T}_{h}\left(\alpha_{h}\right), n$ is independent of $\alpha_{h} \in \mathcal{U}_{a d}^{h}$.

[^1]:    ${ }^{1}$ Actually, $\boldsymbol{y} \in \mathbb{R}^{p} \times \mathbb{R}^{p} \times \mathbb{R}^{p} ;$ nevertheless, for brevity, we shall identify this set with $\mathbb{R}^{3 p}$.

[^2]:    ${ }^{1}$ For a single-valued mapping $F$ we simply write $\widehat{D}^{*} F(\overline{\boldsymbol{x}})$ and $D^{*} F(\overline{\boldsymbol{x}})$, i.e., omit $\overline{\boldsymbol{y}}=F(\overline{\boldsymbol{x}})$ from the argument.

