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Preface

This is a treatise on certain mappings between graphs, defined by means of cycle
structure of the respective graphs. We study these mappingsfrom various per-
spectives, in Chapter 2 we start by comparing them to graph homomorphisms, this
may be viewed as a type of reconstruction problems, as we study to what extent
is a graph determined by its cycle structure. In Chapter 3 (and part of Chapter 7)
we take the point of view of category theory and study the structure that these
mappings impose on the class of all graphs. Next, we get to more applicable as-
pects of the mappings under study. In Chapter 4 we use them to prove certain
relaxation of Pentagon Problem due to Nešetřil. In Chapter 5 we introduce a new
graph invariant which promises to be useful more generally for study of graph
homomorphisms. In Chapter 6 we use our mappings to bring new understanding
to various conjectures concerning cycle structure of graphs (particularly to Cycle
double cover conjecture).

Chapter 1 is introductory and should be read first (at least Definition 1.2.1), its
first part provides more detailed motivation for and overview of this work. The
other chapters can be read in any order; there are, however, many dependencies
between them.

Core of the thesis is based on the following papers:

[1] Matt DeVos and RoberťSámal,High-girth cubic graphs map to the Clebsch
graph, (submitted), arXiv:math.CO/0602580.

[2] Jaroslav Nešetřil and RobertŠámal,Tension-continuous maps—their struc-
ture and applications, (submitted), arXiv:math.CO/0503360.

[3] Jaroslav Nešetřil and RobertŠámal,On tension-continuous mappings, (sub-
mitted), arXiv:math.CO/0602563.

[4] RobertŠámal,Fractional covering by cuts, Proceedings of 7th International
Colloquium on Graph Theory (Hyères, 2005), no. 22, 2005, pp. 455–459.

Papers [2,3] form most of Chapters 2 and 3 and also part of Chapter 7. Paper [1]
appears here as Chapter 4. Finally, Chapter 5 is expanded version of [4].

Prague, April 13, 2006
RobertŠámal
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Chapter 1

Introduction

1.1 Motivation and overview of the results

In this section we will give motivation for the notions we aregoing to study in
this thesis and bring an overview of the main results. We present only simplified
version of definitions here, full version will be given in Section 1.2.

We will study certain mappings between edge-sets of graphs.One way that
leads naturally to these mappings is an attempt to generalize flows and tensions
on graphs. Recall that a mappingϕ from the set of edges of a (directed) graph
to an additive structure (usually a group) is aflow (a tension) if the values ofϕ
‘around each vertex’ (or ‘along each circuit’) sum to zero. We will extend this
notion by replacing a group with an additive structure basedon a graph. That
is, anH-valued flow(tension, respectively) is a mapping from edges of a given
graph to edges ofH such that the ‘image’ of a cut (circuit) is an edge-disjoint
union of (arbitrarily oriented) circuits ofH , arguably the most natural analogue of
zero in our setting (we will call an edge-disjoint union of circuits acycle). Here
‘image’ means the set of such edges ofH to which an odd number of edges map.
(In another version of the definition we ask for orientation of cuts/cycles to be
preserved as well, this will be formalized by considering images and preimages of
tensions/flows.)

The above definition will be formulated precisely (and more generally) as
Lemma 1.2.9. The cycle–cut duality can be used to obtain an equivalent definition
(Definition 1.2.1), which is in fact the one we will start within Section 1.2. In-
stead of asking that the image of any cycle is a cycle, we can (equivalently) require
that the preimage of any cut is a cut—henceH-valued tensions are usually called

1



2 CHAPTER 1. INTRODUCTION

cut-continuous mappings (toH), and these are special case of tension-continuous,
or TT mappings. By switching from cuts to cycles in one (or both) parts of this
definition, we getFT mappings (that is,H-valued flows),FF (cycle-continuous)
mappings, andTF mappings.

To motivate a notion by generalization of flows and tensions may perhaps seem
inadequate; it turns out, however, that these mappings haveimportant combinato-
rial meaning.

To start with, cut-continuous mappings (that isTT mappings, generalized ten-
sions) are in many respects similar to graph homomorphisms.In Chapter 2 we
study a class of graphs for which existence of homomorphismsandTT mappings
coincides (homotens graphs). The main result is that, surprisingly, random graphs
are homotens with probability tending to 1. In Chapter 3 we pursue the simi-
larity of homomorphisms andTT mappings further and show that both types of
mappings share important structural properties (universality, density, antichain ex-
tension).

In Chapter 4 we (motivated by previous chapters) prove a weaker version of
Nešetřil’s Pentagon Problem: We show (Theorem 4.1.3) that a cubic graph of
sufficiently high girth admits a cut-continuous mapping toC5; the original problem
asks for a homomorphism toC5. In Chapter 5 we introduce a new graph invariant,
monotone with respect to homomorphisms and cut-continuousmappings. This
invariant resembles circular chromatic number and is related toMAXCUT and
bipartite subgraph polytope.

In Chapter 6 we finally come to the most appealing reason for study of the
quadruple ofXY mappings, that is to the use of them as a tool to approach var-
ious conjectures about cycle structure of graphs, including Cycle double cover
(shortly CDC) conjecture, Tutte’s 5-flow conjecture, and Berge-Fulkerson con-
jecture. (This approach was pioneered by Jaeger [43].) Among others, we use
FF andFT mappings to understand proofs of existence of CDC for special types
of graphs by Tarsi [82], Häggkvist and McGuinness [33] and to clarify the relation
between CDC conjecture and Jaeger’s conjecture on Petersencoloring.

We close by Chapter 7 with several smaller results. Of them, particularly
worth mentioning is Section 7.1 that brings surprising connection to error cor-
recting codes and Section 7.4 where factorizations ofTT andFF mappings are
studied and used to prove a variant of Lovász’ theorem on a complete system of
invariants.
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1.2 Definitions & basic properties

1.2.1 Basic notions: flows and tensions

Our terminology is standard, with the exception of terms ‘cut’, ‘cycle’, and ‘cir-
cuit’, where we follow the usage common in the study of flows ongraphs, rather
than the usual one. We refer to [21, 40] for basic notions on graphs and their
homomorphisms.

By a graph we mean a finite directed or undirected graph with multiple edges
and loops allowed. We use(u, v) for a directed and{u, v} for an undirected edge
from u to v (one of them, if there are several parallel edges). When there is no
danger of confusion we useuv to mean either(u, v) or {u, v}. A circuit in a
graph is a connected subgraph in which each vertex is adjacent to two edges. For
a circuitC, we letC+ andC− be the sets of edges oriented in either direction. We
will say that(C+, C−) is asplitting of C and writeC = (C+, C−). (Of course
we can not tell which direction is which, so we may exchangeC+ andC−.) A
cycle is an edge-disjoint union of circuits.Splitting of a cycleis determined by
splittings of the individual circuits.

Given a graphG and a setU of its vertices, we letδ(U) denote the set of all
edges with one end inU and the other inV (G) \ U ; we call each such edge set a
cut in G. If G is directed, thenδ+(U) contains edges leavingU andδ−(U) edges
enteringU ; if T is a cut we writeT = (T+, T−) to indicate the sets of edges in
either direction.

Let M be a ring (by this we mean an associative ring with unity), letG be a
directed graph for the rest of this section. We say that a functionϕ : E(G) → M
is anM -flow onG if for every vertexv ∈ V (G)

∑

e entersv

ϕ(e) =
∑

e leavesv

ϕ(e) .

A function τ : E(G) → M is anM -tension onG if for every circuitC in G
(with splitting (C+, C−)) we have

∑

e∈C+

τ(e) =
∑

e∈C−

τ(e) .

Note that the definition of flow can be equivalently expressedas that of a tension,
we just do the summation over a cutC = (C+, C−).

WheneverB is a subset ofM , we say a function is an(M,B)-flow (an(M,B)-
tension) if it is anM -flow (anM -tension) which attains values inB only.
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We remark that the definition of flows and tensions can be stated for any abelian
group; in Section 7.2 we justify the restriction to rings. More concretely, in the
proof of Lemma 3.1.10, we present a way how results about general abelian groups
can be inferred from finitely generated rings.

All M -tensions on a graphG form a module overM (or even a vector space,
if M is a field). Its dimension is|V (G)| − k(G), wherek(G) denotes the number
of components ofG. This module will be called theM -tension moduleof G.

For a cutC = δ(U) we define

τC(uv) =











1, if uv ∈ C+, that isu ∈ U andv /∈ U
−1, if uv ∈ C−, that isu /∈ U andv ∈ U
0, otherwise.

Any suchτC is called anM -tension determined by cutC, or simply a cut-tension.
If U = {u} than we callτu = τ{u} a vertex-tension. We also name the vertex-
tensions aselementary tensions: it is easy to prove that elementaryM -tensions
generate theM -tension module.

Remark that everyM -tension is of formδp, wherep : V (G) → M is any
mapping and(δp)(uv) = p(v) − p(u) (in words, tension is a difference of a po-
tential).

We define here a related construction. LetM be an (abelian) group,B ⊆ M .
By Cayley graphCay(M,B) we mean a directed graph with vertex setM and with
such edges(x, y) for whichy − x ∈ B. If we let p : V (Cay(M,B))→M be the
identity, thenδp is an(M,B)-tension onCay(M,B). (We will see an application
of this observation in Proposition 1.2.12.) If−B = B 6∋ {0} thenCay(M,B) is
a symmetric orientation of an undirected graph, which will sometimes be caled an
undirected Cayley graph.

ForM -flows the situation is similar toM -tensions: IfC = (C+, C−) is a
circuit (a cycle) then we define

ϕC(e) =











1, if e ∈ C+

−1, if e ∈ C−

0, otherwise

and call it aflow determined byC, or simply a circuit-/cycle-flow. Each circuit-
flow will be also called anelementary flow. All M -flows onG form a module (the
M -flow moduleof G) of dimension|E(G)| − |V (G)| + k(G); it is generated by
elementary flows and orthogonal to theM -tension module.
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The above are the basic notions of algebraic graph theory. For a more thor-
ough introduction to the subject see [21] or [27]; we only mention two more basic
observations:

A cycle can be characterized as a support of aZ2-flow and a cut as a support
of aZ2-tension. IfG is a plane graph then each cycle inG corresponds to a cut in
its dualG∗; each flow onG corresponds to a tension onG∗.

1.2.2 XY mappings

Next we define the principal notion of this thesis. For conciseness we will use
termF -mappinginstead offlow andT -mappinginstead oftension. Also we let
F ∗ meanT andT ∗ meanF .

Definition 1.2.1 LetM be a ring, letG,H be directed graphs and letf : E(G)→
E(H) be a mapping between their edge sets. LetX,Y ∈ {F, T }. We sayf is an
XYM mappingif for everyY -mappingϕ : E(H) → M , the composed mapping
ϕf is anX-mapping onG. Explicitly,

• f is TTM iff ϕ ◦ f is anM -tension onG for everyM -tensionϕ onH ,

• f is FTM iff ϕ ◦ f is anM -flow onG for everyM -tensionϕ onH ,

• f is TFM iff ϕ ◦ f is anM -tension onG for everyM -flowϕ onH ,

• f is FFM iff ϕ ◦ f is anM -flow onG for everyM -flowϕ onH ,

Clearly, it is enough to verify the condition of Definition 1.2.1 on a basis of the
M -flow (M -tension) module ofH , e.g., for elementary flows and tensions. The
scheme below illustrates this definition.

E(G)
f
- E(H)

M

ϕ

?

ϕ ◦
f

-

We write f : G
XYM−−−→ H if f is anXYM mapping fromG to H (or, more

precisely, fromE(G) to E(H)). In the important case whenM = Zn we write
XYn instead ofXYZn , whenM is clear from the context we omit the subscript.
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We remark that more generally we could defineXY mapping between any
two matroids. Then anFF mapping is simply aTT mapping between the dual
matroids and similarly in the other cases. We do not follow this approach (although
it would save us some technical inconveniences), as we wish to keep our treatment
confined to the realm of graphs. The reason for this is that from the point of view of
problems we are willing to study (such as Cycle double cover), graphical matroids
are rather an exception: indeed, the Cycle double cover conjecture is false e.g. for
the uniform matroidU2,4.

Of course ifM = Z2 then the orientation of edges does not matter. Hence, if
G, H are undirected graphs andf : E(G) → E(H) any mapping, we say thatf

is anXY2 mapping if for some (equivalently, for every) orientation
−→
G of G and−→

H ofH , f isXY2 mapping from
−→
G to

−→
H . As cuts correspond toZ2-tensions and

cycles toZ2-flows, with this provisionTT2 (FT2) mappings of undirected graphs
are mappings for which preimage of any cut is a cut (a cycle). By Lemma 1.2.9,
these are exactly the generalized tensions (flows) from introduction. Also, for
FF2 mappings preimage of a cycle is a cycle; hence, we callTT2 mappingscut-
continuousandTT2 mappingscycle-continuous(in analogy with continuous map-
pings between topological spaces). Note that most important choices of the ring
areM = Z2 andM = Z (as exemplified in Section 6.2). However, developing the
theory for general rings presents no difficulty, so we preferthis unified treatment.

For general ringM , the orientation is important. Still, we define that a map-
ping f : E(G) → E(H) between undirected graphsG, H is XYM if for some

orientation
−→
G ofG and

−→
H ofH , f isXYM mapping from

−→
G to

−→
H . This definition

may seem a bit arbitrary, but in fact it is a natural one: clearly it is equivalent to
require that for each

−→
H there is an

−→
G such thatf is anXY2 mapping from

−→
G to

−→
H

(we just change orientation of edges of
−→
G according to the change of orientation

of edges of
−→
H ). We will elaborate more on this in Proposition 1.2.2.

Convention. Unless specifically mentioned, our results hold for both thedirected
and undirected case.

Recall thath : V (G) → V (H) is called ahomomorphismif for any uv ∈
E(G) we havef(u)f(v) ∈ E(H); we write shortlyh : G

hom−−−→ H . It is custom-
ary to investigate homomorphisms in the context of a quasiorder4h defined on
the class of all graphs by

G 4h H ⇐⇒ there is a homomorphismh : G
hom−−−→ H .

Homomorphisms generalize colorings: ak-coloring is exactly a homomorphism

G
hom−−−→ Kk, henceχ(G) ≤ k iff G 4h Kk. For an introduction to the theory of
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homomorphisms consult [40].
Motivated by the homomorphism order4h, we define for a ringM orders4t

M

and4
f
M by

G 4
t
M H ⇐⇒ there is a mappingf : G

TTM−−−→ H ;

G 4
f
M H ⇐⇒ there is a mappingf : G

FFM−−−→ H .

These are indeed quasiorders, see Lemma 1.2.3. We writeG ≈t
M H iff G 4

t
M

H andG <
t
M H , and similarly we defineG ≈f

M H andG ≈h H ; we say
G andH areTTM -equivalent,FFM -equivalent, or hom-equivalent, respectively.

Sometimes, we also writeG
XYM−−−→ H to denote existence of anXYM mapping

from G to H . If we wished to define partial orders instead of quasiorders, we
would have two options: either to work with equivalence classes (of≈t

M or≈f
M )

of graphs, or to choose one representative from each such class, e.g. so-called
cores, similarly as in the case of homomorphisms. We touch this topic briefly in
Proposition 7.4.6.

In addition to orders4h and 4
t we will often study homomorphisms and

TT mappings in terms of the corresponding categories. We writeGrahom for
the category with all finite graphs as objects and all homomorphisms among them
as morphisms. CategoryGraTTM has the same class of objects, its morphisms are
TTM mappings.

If G is an undirected graph, itsT -symmetric1 orientation
←→
GT is a directed

graph with the same set of vertices and with each edge replaced by an oriented
2-cycle, we will say these two edges are opposite. We obtain theF -symmetric
orientation

←→
GF by subdividing each edge into two and by orienting the resulting

two edges in opposite directions (out of the new vertex). Thefollowing result
clarifies the role of orientations.

Proposition 1.2.2 Let G, H be undirected graphs, letM be a ring. Then the
following are equivalent.

1. For some orientation
−→
G ofG and

−→
H ofH it holds that

−→
G

XYM−−−→ −→H .

2. For each orientation
−→
H of H there is an orientation

−→
G of G such that−→

G
XYM−−−→ −→H .

3. For symmetric orientations
←→
GX ofG and

←→
HY ofH it holds that

←→
GX

XYM−−−→←→
HY .

1or just symmetric
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Proof: If M = Z
k
2 then all statements are easily equivalent, so suppose this is not

the case. Suppose 1 holds and take a mappingf1 :
−→
G

XYM−−−→ −→H . We may suppose
that
−→
G ⊆ ←→GX and

−→
H ⊆ ←→HY . If e′, e′′ are opposite edges ande′ ∈ E(

−→
G), then

we letf3(e′) bef1(e′) andf3(e′′) be the edge opposite tof1(e′). Any Y -mapping

ϕ on
←→
HY gives opposite values to opposite edges, thusϕ ◦ f3 is a mapping that

results fromϕ◦ f1 by extending to opposite edges by opposite values. Thusϕ◦ f3
is anX-mapping andf3 isXYM . Next, take any

−→
H , suppose again

−→
H ⊆ ←→HY , and

let opposite edgese′, e′′ of
←→
GX correspond toe ∈ E(G). By Lemma 1.2.9, the

edgesf3(e′), f3(e′′) receive opposite values in eachY -mapping onH ; therefore

at least one of them agrees with some edgeē of
−→
H in eachY -mapping onH .

(That is, ifY = T then these edges connect the same pair of vertices in the same
direction, ifY = F then they are in the same circuits ofH in the same direction.)
We let this one ofe′, e′′ to be an edge of

−→
G and letf2 map it toē. Clearly,f2 is an

XYM mapping; therefore 3 implies 2. Finally, 2 implies 1 is trivial. 2

1.2.3 Basic properties

In this section we summarize some properties ofXY mappings that will be needed
in the sequel. Throughout the chapter,X , Y , andZ stand for eitherF or T .

Lemma 1.2.3 For any mappingsf : G
XYM−−−→ H andg : H

Y ZM−−−→ K the compo-
sitiong ◦ f is anXZM mapping.

Proof: Let ϕ : E(K) → M be aZ-mapping. Thenϕ ◦ g is a Y -mapping,
henceϕ ◦ g ◦ f is anX-mapping. For undirected graphs we use part 2 (or 3) of
Proposition 1.2.2. 2

E(H)

E(G)
XZ

-

X
Y

-

E(K)

Y
Z

-

In the next lemma we will see how the cut–cycle duality of planar graphs trans-
lates toXY mappings. Compare also Lemma 6.2.5, which is an analogue for
graphs embedded on a non-planar surface.
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Lemma 1.2.4 Let G be a plane graph,G∗ its planar dual, anddG : E(G) →
E(G∗) the mapping that sendse to its corresponding edgee∗. LetM be any ring.
ThendG is anFTM andTFM mapping.

LetH be another plane graph with dualH∗. Supposef : E(G)→ E(H) is a
TTM mapping. Then

• e 7→ f(e∗) is anFTM mapping,

• e 7→ f(e)∗ is aTFM mapping, and

• e 7→ f(e∗)∗ is anFFM mapping.

E(G)
TT

- E(H)

E(G∗)

dG

? FF
-

F
T

-

E(H∗)

dH

?

T
F

-

Proof: For the first part we only need to recall thatϕ is a flow/tension onG if
and only ifϕ ◦ dG is a tension/flow onG∗. (This well-known claim is implied
by the fact thatdG maps cuts ofG to cycles ofG∗ and vice versa.) The second
part is a consequence of the first one and of Lemma 1.2.3. For undirected graphs
it is enough to pick an orientation ofG andG∗ simultaneously, that is the edgee∗

of G∗ connects the face to the left ofe to the one to the right ofe. 2

In the sequel we need to define a notion dual to that of a subgraph. LetG be
a graph ande one of its edges. ThenG/e is obtained fromG by contracting
edgee, that is by deletinge and identifying its end-vertices, preserving loops and
multiple edges. For eachE ⊆ E(G) the graphG/E results fromG by contracting
every edge ofE (in any order). Any graphH = G/E for E ⊆ E(G) is calleda

contraction ofG, we writeH
c
⊆ G. Note that dual notion (in the sense of random

graph) is deletion of edges (denotedG− e,G−E) and the subgraph relation. We
also remark that the commonly used notionH is aminor of G means thatH is a
subgraph of a contraction ofG.

Lemma 1.2.5 LetM be a ring,G,H graphs.

If H ⊆ G that the identity mapping isH
TTM−−−→ G.

If H
c
⊆ G that the identity mapping isH

FFM−−−→ G.
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Proof: It is enough to observe that restriction of a tension to a subgraph (or of a
flow to a contraction) ofG is a tension (a flow). 2

(In Lemma 2.1.2 we will generalize the fact that inclusion provides aTT map-
ping for any homomorphism in place of the inclusion.) The above lemma is com-
plemented by the following result—the epimorphism-monomorphism factoriza-
tion ofXY mappings. In Section 7.4 we will in formula (7.5) derive a quantitative
version, which will be a crucial part of proof of Theorem 7.4.9,

Proposition 1.2.6 Let f : G
XY−−→ H . Then there is a graphH ′ and mappings

f1 : G
XY−−→ H ′, f2 : H ′ Y Y−−→ H such thatf1 is surjective andf2 injective.

In caseY = T we may choose the graphH ′ as a subgraph ofH , in case
Y = F as a contraction ofH .

Proof: Let R = E(H) \ f(E(G)). We putH ′ = H \ R (if Y = T ) and
H ′ = H/R (if Y = F ). We definef1, f2 in the obvious way, it remains to prove
that these areXY andY Y mappings, respectively.

By Lemma 1.2.5 mappingf2 is Y YM . Next, observe that any tension onH \
R (any flow onH/R) may be extended to a tension (a flow) on the graphH .
Consequently,f1 isXYM becausef isXYM . 2

If we do not require a factorization, that is if we only want toreduce the tar-
get graph, then we can use either a subgraph or a contraction for this reduction,
regardless what type of mapping are we considering.

Lemma 1.2.7 Let f : G
XYM−−−→ H , letH ′ be a subgraph (or a contraction) ofH

that contains all edgesf(e) for e ∈ E(G). Thenf : G→ H ′ isXYM as well.

Proof: If Y = T andH ′ is a subgraph, orY = F andH ′ is a contraction then

by Proposition 1.2.6 and Lemma 1.2.5 we haveG
XYM−−−→ f(G)

Y YM−−−→ H ′, so it is
enough to use composition, Lemma 1.2.3.

In the other two cases take anyY -mappingτ ′ : E(H ′) → M . To extendτ ′

to aY -mappingτ onH it is enough to defineτ(e) = τ ′(e) for e ∈ E(H ′) and
τ(e) = 0 otherwise. Asτ agrees withτ ′ onE(H ′), we haveτ ′ ◦ f = τ ◦ f , and
asτ ◦ f is anX-mapping,τ ′ ◦ f is anX-mapping, as well. 2

Another simple (but useful) way to modify anXYM mapping is by adding
parallel edges, respectively subdividing edges. The next result shows, that we may
in many respects restrict ourselves to bijectiveXYM mappings (this approach was
taken by most authors who studied similar notions before, see Section 1.4).
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Lemma 1.2.8 Let f : G
XYM−−−→ H be anXYM mapping of (directed or undi-

rected) graphs. Then there is a graphH ′ and a mappingf ′ : E(G) → E(H ′)
such that

• f ′ isXYM ;

• f ′ is a bijection;

• we can getH ′ by adding parallel edges and deleting edges fromH in case
Y = T , by subdividing and contracting edges inH in caseY = F ;

• for each edgea ∈ E(G) the edgef ′(a) is parallel to/subdivision off(a).

Proof: SupposeY = T . For an edgee ∈ E(H) we letc(e) = |f−1(e)| be the
number of edges that map toe. We replace each edge ofH by c(e) parallel edges
(that is we deletee if c(e) = 0); in case of directed graphs we add the new edges
in the same direction ase. We keep all vertices and letH ′ denote the resulting
graph. We definef ′(a) to be any one of the parallel edges that replacedf(a),
making sure thatf ′ is injective (therefore bijective). Clearly, for anyp : V (H) =
V (H ′) → M , if we consider theM -tensionsτ = δp of H andτ ′ = δp of H ′,
thenτ ◦ f = τ ′ ◦ f ′. Thus asf is anXTM mapping,f ′ isXTM as well.

If Y = F , we proceed in a similar way; in this case we replace each edge
e ∈ E(H) by an oriented path ofc(e) edges (that is if no edge ofG maps toe, we
contracte). The rest of the proof is the same as forY = T . 2

An alternative definition of tension-continuous mappings is often useful. It
was proved in [19], we present a proof for the reader’s convenience. For mappings
f : E(G) → E(H) andϕ : E(G) → M we letϕf denote thealgebraical image
ofϕ: that is we define a mappingϕf : E(H)→M by

ϕf (e′) =
∑

e∈f−1(e′)

ϕ(e) .

Recall thatF ∗ = T andT ∗ = F .

Lemma 1.2.9 Let f : E(G) → E(H) be a mapping. Thenf is XYM if and
only if for everyX∗-mappingϕ : E(G) → M , its algebraical imageϕf is a
Y ∗-mapping. Moreover, it is enough to verify this property fora basis of the
flow/tension module (for instance, for elementary flows/tensions).

We formulate this explicitly forM = Z2 andTT mappings. Mappingf is
TT2 (cut-continuous) if and only if for every cycleC in G, the set of edges ofH ,
to which an odd number of edges ofC maps, is a cycle.
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Proof: Recall that a mappingE(G) → M is a flow/a tension iff it is orthog-
onal to each tension/flow with respect to the scalar product defined by〈ϕ, τ〉 =
∑

e∈E(G) ϕ(e)τ(e) and the same holds forH . Observe that by definition of the
algebraical imageϕf it follows that for anyϕ : E(G)→M andτ : E(H)→M
we have

〈ϕ, τ ◦ f〉 = 〈ϕf , τ〉 . (1.1)

Now if f isXY mapping than for anyY -mappingτ and anyX∗-mappingϕ the
left-hand side of (1.1) is zero. Therefore the right-hand side is zero, too, andϕf is
a Y ∗-mapping, as claimed. If on the other hand,f satisfies the condition of the
lemma, then for anyY -mappingτ the right-hand side of (1.1) is zero for each
X∗-mappingϕ, henceτ ◦ f is anX-mapping andf is anXYM mapping. 2

If C is a circuit/a cut andC = (C+, C−), then we say thatC isM -balanced
if |C+| − |C−| is divisible by the characteristic ofM , that is if we get0 by adding
|C+| − |C−| instances of1. Otherwise, we sayC isM -unbalanced. Let gM(G)
(λM(G)) denote the length of the shortestM -unbalanced circuit (cut, respectively)
in G, if there is none we putgM(G) = ∞ (λM(G) = ∞). For the particular case
M = Z2, a circuit (cut) isM -balanced if it is of even size, hencegZ2

(G) is the
odd-girth ofG andλZ2

(G) the size of the smallest odd cut ofG.
Note that if ϕ is a flow determined by a circuit (by a cut)C in G, then

∑

e∈E(G) ϕ(e) is zero iffC isM -balanced. ThusgM andλM can be defined equiv-
alently as the smallest size of a support of a flow/tension with nonzero sum. To
emphasize this (and to enable cleaner formulations) we introduce another notation:
FM (G) := gM(G) andTM (G) := λM(G).

Lemma 1.2.10LetM be a ring,G,H directed graphs, supposef : G
XYM−−−→ H .

LetC be anM -unbalanced circuit (ifX = T ) or cut (in caseX = F ) in G. Then
f(C) contains anM -unbalanced circuit as a subgraph (ifY = T ) or cut as a
contraction (ifY = F ).

Proof: By Lemma 1.2.7 we may supposeH = f(C). Letϕ : E(G)→M be the
X∗-mapping determined byC. By Lemma 1.2.9,ϕf is aY ∗-mapping. Now

∑

e∈E(H)

ϕf (e) =
∑

e∈E(G)

ϕ(e) 6= 0

asC is M -unbalanced. If follows that if we expressϕf as a sum of elementary
Y ∗-mappings, at least one of them is determined by anM -unbalanced circuit/cut.

2



1.2. DEFINITIONS & BASIC PROPERTIES 13

Lemma 1.2.11SupposeG, H are directed graphs such thatG
XYM−−−→ H . Then

we haveX∗
M (G) ≥ Y ∗

M (H). In particular, ifXY = TT thengM(G) ≥ gM(H).

Proof: If X∗
M (G) = ∞, the conclusion holds. Otherwise, letC be anM -

unbalanced circuit/cut of sizeX∗(G) in G. By Lemma 1.2.10, the subgraph/con-
traction ofH induced byf(C) contains anM -unbalanced circuit as a subgraph/an
M -unbalanced cut as a contraction, hence the same holds forH . This circuit/cut
is of size at leastY ∗

M (H) and at mostX∗
M (G). 2

LetH = Cay(M,B) be a Cayley graph,ϕ : E(G)→ E(H) anXT mapping,
and letδ be the ‘canonical’ tensionE(H) → B ⊆ M given byδ(uv) = v − u.
Then ifX = F , ϕδ is an(M,B)-flow, if X = T is an(M,B)-tension. Thus,
FT mappings into Cayley graphs can be thought of as a generalization of flows
andTT mappings into Cayley graphs as a generalization of tensions, justifying
the motivation given in Section 1.1. It is a tantalizing question to find out whether,
conversely, each generalized tension/flow to a Cayley graphis a tension/flow. For
tensions this is fully answered by the next proposition, an extension of it leads to
the notion of right homotens graphs (Section 2.3). In the case of flows, however,
the situation is unclear; we will propose a conjecture in Section 6.2.

Proposition 1.2.12LetH = Cay(M,B) be a Cayley graph. Then the following
are equivalent.

1. G
hom−−−→ H

2. G
TTZ−−→ H

3. G
TTM−−−→ H

4. G has aB-tension.

Moreover, in 1–3 we can take the same mapping.

Proof: By Lemma 2.1.2 we see that 1 implies 2 and by Lemma 7.2.2 follows that
2 implies 3. We proved that 3 implies 4 before stating the proposition. Finally,
if τ is an(M,B)-tension onG then we expressτ asδp for p : V (G) → M and
observe thatp is in fact a homomorphism toH , which proves 1. 2
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1.3 Basic examples

We start by trivial examples, direct analogues of homomorphism to a graph con-
taining a loop. Here (as in the whole section),G, H are any (directed or undi-
rected) graphs,X , Y stand forF or T .

• If H is formed by loops only, then any mapping toH isXT .

• If H is formed by cut-edges only (i.e.,H is a forest), then any mapping toH
isXF .

• If G is formed by loops only, then any mapping fromG is FY .

• If G is formed by cut-edges only (i.e.,G is a forest), then any mapping
fromG is TY .

−→

Figure 1.1: A mappingK4
TT2−−→ K3 that is not induced by mapping of vertices.

More interesting instances ofXY mappings are obtained by deleting/contract-
ing edges, see Lemma 1.2.5. As an example of this, letK3

2 be a graph with two

vertices and three edges between them. ClearlyK3
2

c⊂ K4, henceK3
2

FFZ−−−→ K4

and by duality (Lemma 1.2.4) or by another application of Lemma 1.2.5 we have

K3
TTZ−−→ K4. The mapping in the other direction,K4 6TTZ−−→ K3 does not exist

(by Lemma 2.2.5). However, if we considerTT2 mappings, then (perhaps surpris-
ingly) we find one.

Consider the 1-factorization ofK4 (see Figure 1.1). This constitutes a mapping

K4
TT2−−→ K3, henceK4 ≈t

2 K3. For complete graphs this example is the only one
(Corollary 2.2.9). On the other hand, there are several other examples demonstrat-
ing that the existence ofTT mapping is not a very restrictive relation. For instance
the well-known graphs depicted in Figure 1.2 are allTT2-equivalent. (In Chap-
ter 2 we will study conditions which guarantee that aTT mapping is induced by a
mapping of vertices.)

These mappings (and many others) may be obtained using the following con-
struction: Given an (undirected) graphG = (V,E) write ∆(G) for the graph
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Figure 1.2: Examples of graphs that areTT2-equivalent toC5: Petersen graph,
Clebsch graph, Grötsch graph, and graph of the dodecahedron. One color class is
emphasized, the respective bipartition of the vertex set isdepicted, too. The other
four color classes are obtained by a rotation.

(P(V ), E′), whereAB ∈ E′ iff A∆B ∈ E (hereP(V ) denotes the set of all
subsets ofV andA∆B the symmetric difference of sets We can formulate this
construction for ringsM 6= Z2, this is done in Section 2.3.1. Here we only state a
special case of Lemma 2.3.3 (which is proved in [19]).

Lemma 1.3.1 Let G, H be undirected graphs. ThenG
TT2−−→ H iff G

hom−−−→
∆(H).

Proposition 1.3.2 Let Pt be the Petersen graph,Cl the Clebsch graph,Gr the
Grötsch graph,D the dodecahedron (see Figure 1.2). ThenPt ≈t

2 Cl ≈t
2 Gr ≈t

2

D ≈t
2 C5. On the other hand, in the homomorphism order no two of these graphs

are equivalent. Moreover,Cl is the largest (in4h) graph that admits aTT2 map-
ping toC5.
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Proof: We haveC5 ⊂ Pt ⊂ Cl, C5 ⊂ D, andC5 ⊂ Gr ⊂ Cl. As inclusion
is a homomorphism and hence it induces aTT mapping, we only need to provide

mappingsCl
TT−−→ C5 andD

TT−−→ C5 (though we provide a mapping toC5 from
the other graphs as well). In Figure 1.2, we emphasize some edges in each graph.
LetG be the considered graph andA ⊆ E(G) the set of bold edges. PutA1 = A
and letA2,A3,A4,A5 denote the sets obtained fromA by rotation, so that the sets
Ai partitionE(G). Define a mappingE(G)→ E(C5) = {e1, . . . , e5} by sending
all edges inAi to ei.

Note that 4-edge subgraphs ofC5 generate itsZ2-tension space. Hence it is
enough to verify that after deleting any color class ofG we are left with a cut.
Due to symmetry we only need to check thatE(G) \ A is a cut inG. This is
straightforward to verify, the corresponding bipartitionof vertices is depicted in
Figure 1.2.

If G
TT2−−→ C5 then by Lemma 1.3.1 it holdsG

hom−−−→ ∆(C5) and it is a routine
to verify that∆(C5) consists of two components, both of which are isomorphic
toCl (compare also Section 2.3). Consequently,G 4h Cl as claimed. 2

There are quite a few connections ofXY mappings to well-established notions
of graph theory. To start with, by Lemma 6.2.5 and Figure 6.2 there is a mapping

Pt
FT2−−−→ K6 and preimages of vertex cuts inK6 give a list of 6 cycles that cover

each edge ofPt exactly twice (Lemma 6.2.2). Cycle double cover conjecture
(Conjecture 6.1.3) states that such list of cycles exists for each bridgeless graph.

On a similar note, ifG is a cubic graph then the number of mappingsG
FT2−−−→

K3 equals the number of 1-factorizations ofG (as this is for cubic graph the same
as the number of triples of cycles covering each edge twice).By Lemma 1.2.4 this

yields again the mappingK4
TT2−−→ K3 from Figure 1.1; on the other hand it proves

that ifG is a snark (a cubic graph that is not 3-edge-colorable) thanG 6FT2−−−→ K3,

equivalentlyG 6FF2−−−→ K3
2 . In particular we have thatPt 6FF2−−−→ K3

2 . An important
conjecture due to Jaeger (Conjecture 6.1.7) claims that this is the ‘worst case’:

wheneverG is a bridgeless graph, thenG
FF2−−−→ Pt.

For a different example, letT be a graph with two vertices, one edge con-
necting them and one loop. It is known that the number of homomorphisms

f : G
hom−−−→ T equals to the number of independent sets of the graphG, a graph

parameter that is important and hard to compute. The corresponding parameter,

the number of cut-continuous mappingsg : G
TT2−−→ T is simple to compute (but

still interesting): it is equal to the number of cuts inG, that is to2|V (G)|−k, where
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k is the number of components ofG. The number of mappingsG
TTZ−−→ −→K2 equals

the number of(Z, {1})-tensions, that is of homomorphisms ofG to an infinite
directed path (with one vertex of each component fixed).

We collect more such results for small target graphs in Table1.1. We omit the
(usually straightforward) proofs.

H FF FT TF TT

G is Eulerian
(has
(Z,{1})-flow)

anyG G
hom
−−−→−→P∞

(exists(Z,{1})-
tension)

anyG

anyG G is Eulerian
(has
(Z,{1})-flow)

anyG G
hom
−−−→−→P∞

(exists(Z,{1})-
tension)

G is Eulerian
(has
(Z,{1})-flow)

G has even
degrees
((Z,{±1})-flow)

G
hom
−−−→−→P∞

(exists(Z,{1})-
tension)

G
hom
−−−→←→P ∞

(exists
(Z,{±1})-
tension)

G has even
degrees
((Z,{±1})-flow)

G is Eulerian
(has
(Z,{1})-flow)

G
hom−−−→←→P ∞

(exists
(Z,{±1})-
tension)

G
hom−−−→−→P∞

(exists(Z,{1})-
tension)

the same as

the same as

anyG, counts
the number of
Eulerian
subgraphs ofG

anyG, counts
the number of
Eulerian
subgraphs ofG

anyG, counts
the number of
homomor-
phisms
G

hom
−−−→−→Pl

∞

anyG, counts
the number of
homomor-
phisms
G

hom
−−−→−→Pl

∞

G is Eulerian G can be
decomposed
into 3 postman
joins

G
hom
−−−→−→P∞ G

hom
−−−→−→C3
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G can be
decomposed
into 3 postman
joins

G is Eulerian G
hom−−−→−→C3 G

hom−−−→−→P∞

Table 1.1: Characterization of directed graphsG such thatG
XYZ−−−→H, for

small instances ofH. (In the seventh row−→Pl
∞ denotes infinite oriented

path with a loop on each vertex; the homomorphisms are counted upto a
shift.)

1.4 Relevant literature

This thesis continues and generalizes the work started in a paper by DeVos, Ras-
paud, and Nešetřil [19]. This paper extends Jaeger’s [43]approach to classical
conjectures on the structure of cycles in a graph (such as Berge-Fulkerson conjec-
ture, Cycle double cover conjecture, Tutte’s 5-flow conjecture); we will discuss
this approach in more detail in Chapter 6. Perhaps more importantly, Jaeger’s
approach is in [19] put into more general framework of tension-continuous and
flow-continuous (orTT andFF , in our terminology) mappings.

Prior to that, special cases ofXY mappings were studied (sometimes implic-
itly):

• Whitney’s [89, 90] classical 2-isomorphism theorem (Theorem 7.4.4) can
be restated in our language: For 3-connected graphsG andH , any bijection
f : E(G) → E(H) such that bothf andf−1 areTT2

2 is induced by an
isomorphism. (A characterization for non-3-connected graphs is given as
well.)

• Kelmans [49] generalized Whitney’s theorem by introduction of circuit and
cocircuit semi-isomorphisms and semi-dualities of graphs. These are equiv-
alent to definition ofXY mapping, although the notion is only defined when
the mapping is a bijection.

• Linial, Meshulam, and Tarsi [55] study five classes of bijective mappings
between edge-sets of graphs. These are chromatic (induced by a homomor-
phism), cyclic (TT2), orientable cyclic (TTZ), strong and weak mappings.3

2or, equivalently,FF2.
3The last two types of mappings are frequently studied in a matroidal setting, in contrary withTT2

andFF2 mappings which can be defined for matroids, too.
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Among else, they prove that each of these mappings includes the next one
and consider versions of chromatic number defined by means ofthese map-
ping (compare Section 7.1 and Corollary 2.3.9).

• Shih [80] views a bijectionG
TT2−−→ H as an identificationE(G) = E(H)

for which the cycle-space ofG is a subspace of cycle-space ofH (compare
Lemma 1.2.9). He characterizes the pairs of graphs for whichdimensions of
these two spaces differ by at most 1.

• Tarsi [83] studies bijectiveFT mappings and discusses their relevance to
Cycle double cover conjecture.

In each of the above-mentioned papers, only bijective mappings are studied.
As explained in Lemma 1.2.8, this restriction does not looseany generality (al-
though we believe that it is advantageous to allow non-bijective mappings, too).

Several other papers used methods that can be nicely expressed and/or moti-
vated by our context, see for example Section 6.3 and 7.1.
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Chapter 2

TT mappings &
homomorphisms: homotens
graphs

In this chapter we will start to inquire the relationship between homomorphisms
andTT mappings. We will see that homomorphisms constitute a typical example
of TT mappings and, moreover, that for many graphs these two typesof mappings
coincide (although much evidence in the other direction will be given, too). We
will study properties of such graphs (called left and right homotens graphs) and
use these graphs to embed the categoryGrahom of graphs and homomorphisms to
the categoryGraTT of graphs andTT mappings.

2.1 Introduction

It is a traditional mathematical theme to study the questionwhen a map between
the sets of substructures is induced (as a lifting) by a mapping of underlying struc-
tures. In a combinatorial setting (and as one of the simplestinstances of this gen-
eral paradigm) this question takes the following form:

Question 2.1.1Given undirected graphsG, H and a mappingg : E(G) →
E(H), does there exist a mappingf : V (G) → V (H) such thatg({x, y}) =
{f(x), f(y)} for every edge{x, y} ∈ E(G)?

21
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In the positive case we say thatg is induced byf . It is easy to see that such

mappingf is a homomorphismG
hom−−−→ H and that to each homomorphism cor-

responds exactly one induced mappingg. Thus Question 2.1.1 asks which map-
pingsg between edge sets are induced by a homomorphism. Various instances
of this problem were considered for example by Whitney [89, 90], Nešetřil [65],
Kelmans [49], and by Linial, Meshulam, and Tarsi [55]. The following necessary
condition for a mappingg : E(G) → E(H) to be induced by a homomorphism
was isolated in the above mentioned paper [55] and recently in broader context by
DeVos, Nešetřil, and Raspaud [19]:

For every cutC ⊆ E(H) the setg−1(C) is a cut ofG. (2.1)

If we use analogy with a continuous mapping between topologyspaces (for
which preimage of any open set is an opet set), we may say that mappingg is cut-
continuous. In terminology of Definition 1.2.1 this is equivalent to being TT2.
Still, we will often use term ‘cut-continuous’ instead ofTT2 for this important
special case.

Cut-continuous mappings extend the notion of a homomorphism and the re-
lationship of these two notions is the central topic of Chapters 2 and 3. We pro-
vide evidence in both directions. We present various examples of cut-continuous
mapping that are not induced, in particular in Proposition 2.1.9 we construct such
mappings between highly connected graphs. On the other hand, as described in
Section 2.2, for most of the graphs all cut-continuous mappings are induced.

2.1.1 Homotens graphs

For a homomorphism (of directed or undirected graphs)h : V (G) → V (H)
we leth♯ denote themapping induced by the homomorphismh on edges, that is
h♯((u, v)) = (h(u), h(v)), or h♯({u, v}) = {h(u), h(v)}. If we consider directed
graphs andh is anantihomomorphism, that is if for every edge(u, v) ∈ E(G)
we have(h(v), h(u)) ∈ E(H) (h reverses every edge), we defineh♯((u, v)) =
(h(v), h(u)) and call it a mapping induced by antihomomorphism. IfH has par-
allel edges, thenh♯ is not unique: we just ask thath♯ maps each of the edges
(u, v) to some of the edges(h(u), h(v)); similarly for homomorphisms of undi-
rected graphs and for antihomomorphisms. IfH has oriented 2-cycles then it may
happen thath is both a homomorphism and an antihomomorphism. In this case
we choose on each component ofG whether we will use the definition ofh♯ for
homomorphisms or for antihomomorphisms. We do not allow, however, to use the
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‘homomorphism’ definition for some edge and the ‘antihomomorphism’ definition
for another edge of the same component.

To simplify expressing, we will use the term (anti)homomorphism for a map-
ping that is on each component either a homomorphism or an antihomomorphism.

The following easy lemma is the starting point of our investigation in this chap-
ter.

Lemma 2.1.2 LetG, H be (directed or undirected) graphs,M a ring. For every
(anti)homomorphismf from G to H the induced mappingf ♯ (f ♭, respectively)
fromG toH is TTM . Consequently, fromG 4h H followsG 4

t
M H .

Proof: It is enough to prove Lemma 2.1.2 for homomorphisms of directed graphs.
So letf : G → H be such homomorphism,ϕ : V (H) → M a tension. We may
assume thatϕ is a cut-tension determined byδ(X). Then the cutδ(f−1(X))
generates precisely the cut-tensionϕ ◦ f . 2

The main theme of Chapters 2 and 3 is to find similarities and differences
between orders4h and4

t
M . In particular we are interested in when the converse

to Lemma 2.1.2 holds. Now, we present a more precise version of Question 2.1.1
stated in the introduction.

Problem 2.1.3 Letf : E(G)→ E(H). Find suitable conditions forf ,G,H that
will guarantee that wheneverf is TTM , then it is induced by an (anti)homomor-
phism; i.e., there isg : V (G) → V (H) such that on each component ofG, the
mappingg is either a homomorphism or an antihomomorphism andf = g♯.

Shortly, we say a mapping isinduced if it satisfies the condition of Prob-
lem 2.1.3. This problem leads us to the following definitions.

Definition 2.1.4 We say a graphG is left M -homotensif for every loopless1

graphH everyTTM mapping fromG toH is induced(that is induced by a homo-
morphism or an antihomomorphism on each connected component). For brevity
we will often call leftM -homotens graphs justM -homotens (following [77]).

On the other hand,H is a rightM -homotensgraph if for every graphG state-

mentsG
hom−−−→ H andG

TTM−−−→ H are equivalent.

1It is easy to observe that ifH contains a loop (and it is not a single loop), then for almost every G

there are non-inducedTTM mappings fromG to H.
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We should note here, that the precise analogy of leftM -homotens graphs—
everyTTM mapping toH is induced—is not interesting, as this is much too strong
requirement. For simplicity, supposeM = Z2. LetH be such graph, let∆(H)

be as defined before Lemma 1.3.1. The mappingf : ∆(H)
TT2−−→ H given by

f({A,B}) = A∆B is induced by an (anti)homomorphism, sayg. Now this can
happen only if for everyA ∈ V (∆(H)) vertexg(A) is adjacent to every edgee
of H . (To see this, note thatf({A,A∆ e}) = e, thereforeg(A) is one of the end
vertices ofe.) And this in turn can happen only ifH is edgeless, or contains at
most one edge.

Definition of leftM -homotens makes sense for both directed and undirected
graphs.

If M = Z
k
2 then there are only trivial directedM -homotens graphs (namely

an orientation of a matching). Thus, we restrict to study of undirected homotens
graphs in this case. For other rings, Proposition 2.1.5 states that the orientation
does not play any role; this will be useful in Section 2.2 in our study of directed
M -homotens graphs.

ForM 6= Z
k
2 we might study undirectedM -homotens graphs, too. The re-

lationship between these two notions (undirected graph is homotens versus some
its orientation is homotens) is not clear. For everyM , the latter notion implies
the former one; however, somewhat surprisingly, both notions are equivalent for
many ringsM , at least for such, in which the equationx+ x = 0 has no nonzero
solution. (For right homotens graphs, the above discussionapplies, too.)

Proposition 2.1.5 LetG1, G2 be two (directed or undirected) graphs, such that
we can getG2 fromG1 by changing directions of edges (in the case of directed
graphs), deleting edges and adding multiple ones. LetM be a ring. ThenG1 is
leftM -homotens if and only ifG2 is leftM -homotens.

Proof: SupposeG1 is not homotens, that is there exists a graphH1 and a

mappingf1 : G1
TTM−−−→ H1 that is not induced. By Lemma 1.2.8 we may

suppose thatf1 is injective. We modifyf1 andH1, to get a non-induced map-

ping f2 : G2
TTM−−−→ H2. If we change an orientation of an edge, we change an

orientation of the corresponding edge inH1. If we add an edge parallel to some
edgee ofG1 then we map it to a new edge ofH1, parallel tof1(e). It is clear, that
we get aTTM mapping that is not induced. 2

We close this section by a lemma that somewhat simplifies the definition of
left homotens graphs (and particularly shows that to test ifa graph is homotens
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is a finite problem). (Parallel result for right homotens graphs will be proved as
Proposition 2.3.5.)

Proposition 2.1.6 For any finite graphG there is a finite graphG′ such that for
any ringM the following are equivalent.

1. G is leftM -homotens.

2. any mappingG
TTM−−−→ G′ is induced.

Proof: Let m = |E(G)| and letG′ be a graph such that every graph with at
mostm edges appears as a subgraph ofG′.

Clearly condition 1 implies condition 2. For the converse implication, take a

graphH and a mappingf : G
TTM−−−→ H . Graph induced byf(E(G)) contains at

mostm edges, hence it is a subgraph ofG′. By Lemma 1.2.7 and 2.1.2 we may
suppose thatf is in fact a mapping fromG toG′, hencef is induced. 2

2.1.2 Examples

We illustrate the complex relationship of homomorphisms and TT mappings by
several examples presenting the similarities and (mainly)the differences in con-
crete independent settings. Towards the former, we providean infinite chain and
antichain of4t

2, thereby exhibiting a similar behavior of homomorphisms and
TT mappings. On the other hand, we show that arbitrarily high connectivity of the
source and target graphs does not forceTTZ mappings (much the lessTTM map-
pings) and homomorphisms to coincide. Finally, we show thatan equivalence class
of ≈t

2 can contain exponentially many equivalence classes of≈h. In the next sec-
tion, we will see that these results are in fact an exception,in the sense of random
graphs (Theorem 2.2.9).

Proposition 2.1.7 appears already in [19], we include a proof for convenience
of the reader. Note that this proposition will be strongly generalized by Theo-
rems 2.2.9, 2.2.15, and 3.1.6.

Proposition 2.1.7 GraphsK2t form a strictly increasing chain in4t
2 order, that

is
K4 ≺t

2 K8 ≺t
2 K16 ≺t

2 · · · .
There are graphsG1, G2, . . . that form an infinite antichain: there is no mapping

Gi
TT2−−→ Gj for i 6= j.
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Proof: The following equivalence is a special case of Proposition 2.3.8. (It ap-
pears as Proposition 6.6 in [19] with a direct proof.) For anygraphG holds

G
hom−−−→ K2k ⇐⇒ G

TT2−−→ K2k . (2.2)

This implies the first part. For the second part, letGt be the Kneser graphK(n, k)
with k = t(2t−2) andn = 2k+2t−2. It is known [59] thatχ(Gt) = n−2k+2 =

2t. This by equivalence(2.2) implies thatGi 6TT2−−→ Gj for i > j. The remaining
part follows from Lemma 1.2.11: It is known (and easy to verify) that the length of
the shortest odd cycle inK(n, k) is the smallest odd number greater than or equal
to n/(n− 2k), which means thatgZ2

(Gt) = 2t+ 1. 2

The differences ofTT2 mappings and homomorphisms are easy to find. For

example (see Section 1.3) we haveK4
TT2−−→ K3 but obviously there is no ho-

momorphismK4 → K3. (More such small examples are collected in Proposi-
tion 1.3.2.) On the contrary,TTZ mappings are more restricted and, indeed, there
is noTTZ mapping fromK4 toK3.

As a further evidence, in the next proposition we give an infinite class of graphs
where homomorphisms andTT2 mappings differ. In particular for everyn we
present (vertex)n-connected graphs that are not homotens.

Proposition 2.1.8 Letn be odd. DenoteGn one of the (two isomorphic) compo-
nents of∆(Kn). GraphsKn andGn are TT2-equivalent and both are(n − 1)-

connected. Finally,Gn 6hom−−−→ Kn for n = 2k − 1.

Proof: Using Lemma 1.3.1 forG = H = Kn we getKn
hom−−−→ ∆(Kn).

From connectivity ofKn and from Lemma 2.1.2 it followsKn
TT2−−→ Gn. Us-

ing Lemma 1.3.1 forG = H = ∆(Kn) we get∆(Kn)
TT2−−→ Kn, hence also

Gn
TT2−−→ Kn.

GraphKn is (n − 1)-connected. Easily∆(Kn) = Q
(2)
n , whereQn is the

n-dimensional hypercube andQ(2)
n means that we are connecting by an edge the

vertices at distance two in the hypercube. It is well-known and straightforward to
verify thatQn is (n − 1)-connected. The vertices with odd (even) number of 1’s
among their coordinates form the two components ofQ

(2)
n ; for an oddn these two

components are isomorphic by a mapping~x 7→ (1, 1, . . . , 1)− ~x. Observe that if

we take a path inQn and leave every second vertex out, we obtain a path inQ
(2)
n .

SoQ(2)
n is (n− 1)-connected sinceQn is.
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For the last part of the theorem, it follows from the remarks in the Section 7.1
thatχ(Gn) = n+ 1 for n = 2k − 1. 2

To find differences ofTTZ and homomorphisms is a bit more complicated.
Any two oriented trees areTTZ-equivalent, hence we have plenty of 1-connected
graphs for which4t

Z
and4h differ. For 2-connected examples, consider any per-

mutationπ : E(
−→
Cn) → E(

−→
Cn). This isTTZ, but (except forn of them) is not

induced by a homomorphism. We may now use the replacement operation of [40]
(see also proof of Proposition 2.1.10), that is we replace every edge of

−→
Cn by a

suitable graph (for every edge we use a different graph). In this way we produce
from the oriented circuit two graphsG andH , such that there is only one mapping

G
TTZ−−→ H and it respects one of the permutationsπ : E(

−→
Cn) → E(

−→
Cn). So if

we chooseπ that is not a cyclic shift, we obtain graphs such thatG ≈t
Z
H and

G 6≈h H . These graphs may have arbitrarily large edge-connectivity, they are not
vertex 3-connected, however. Whitney’s theorem (Theorem 7.4.4) seems to sug-
gest, that this situation may not repeat for graphs of higherconnectivity. Therefore,
the following result may be a bit surprising.

Proposition 2.1.9 For everyk there are vertexk-connected graphsG, H such

thatG
TTZ−−→ H butG 6hom−−−→ H . Therefore, for eachk exists ak-connected graph

that is notZ-homotens.

e1

e2

e3

e4

e1

e2

e3

e4

Figure 2.1: The left graph is an example of highly connected graph that is not
Z-homotens; the right one is a witness for this fact.
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Proof: Fix a k, let G, H be graphs illustrated fork = 4 in Figure 2.1.2 The
construction is due to Shih [80].

Clearly bothG andH arek-connected and there is no homomorphism between
them. The natural bijection betweenG andH—we identify the leftKk+1’s in G
andH , the rightKk+1’s in G andH , and the edgesei as depicted in the figure—is
easily checked to beTTZ. 2

Many more graphs give negative answer to Problem 2.1.3, herewe only re-
call the perhaps most spectacular example: Petersen graph admits aTT2 mapping
toC5 (Proposition 1.3.2).

We conclude this section by a more quantitative example.

Proposition 2.1.10There are2cn undirected graphs withn vertices that form an
antichain in the homomorphism order, yet all of them areTT2-equivalent.

Proof: To simplify notation, we will construct
(

n
⌊n/2⌋

)

graphs withsn+1 vertices,
this clearly proves the proposition. We use thereplacement operationof [40]. Let
H be a graph (we explain later how do we choose it), leta, b, x1, . . . , x5 be
pairwise distinct vertices ofH . Next, we take an oriented path withn edges and
replace each of them by a copy ofH . That is, we takeH1, . . . ,Hn—isomorphic
copies ofH—and identify vertexb ofHi with a ofHi+1 (for everyi = 1, . . . , n−
1). LetG be the resulting graph.

Finally, for eacht ∈ {0, 1}n we present a graphGt. We letFi be a copy
of the Petersen graphPt if ti = 1, and a copy of the prism ofC5—graphR in
Figure 2.1.2—ifti = 0. We construct the graphGt as a vertex-disjoint union ofG,
F1, . . . ,Ft plus some ‘connecting edges’: for everyi = 1, . . . , n andj = 1, . . . , 5
we letxj

i denote the copy ofxj inHi ⊂ G anduj
i the copy ofuj in Fi; we letxj

iu
j
i

be an edge ofGt. Note that eachGt has(|V (Pt)|+ |V (H)| − 1)n+ 1 vertices.
Claim 1. H can be chosen so that the only homomorphismG → G is the

identity. Moreover the verticesxi can be chosen so that the dis-
tance between any two of them is at least4.

This follows immediately from techniques of [40]: we can takeH9 from the
Figure 4.9 of [40] (depicted here in the middle of Figure 2.1.2) as our graphH .

Claim 2. If Gt
hom−−−→ Gt′ thenti ≤ t′i holds for eachi.

2If we wish to construct directed graphs, consider any orientation of them, such that corresponding
edges ofG and ofH are oriented in the same way, except of the edgesei which are oriented differently
in G and inH.
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Take any homomorphismf : Gt
hom−−−→ Gt′ , fix ani, and letFi (F ′

i ) be the copy
of Pt orR that constitute thei-th part of graphGt (Gt′ respectively). By Claim 1,
f maps the vertices ofG identically, in particularf(xj

i ) = x′i
j . As the only path

of length3 connecting verticesxj
i andxj mod 5+1

i is the one containing verticesuj
i

anduj mod 5+1
i , mappingf satisfiesf(uj

i ) = u′i
j as well. Consequently,f maps

vertices ofFi to vertices ofF ′
i . To showti ≤ t′i it remains to observe that there is

no homomorphismPt
hom−−−→ R.

Claim 3. For everyt, t′ we haveGt
TT2−−→ Gt′ .

We map every edge ofG and every edgexj
iu

j
i anduj

iu
j mod 5+1
i identically

(we call such edgeseasy edges). We map edges ofFi in Gt to edges of the outer
pentagon ofF ′

i in Gt′ by sending an edge to the outer edge with the same number
in Figure 2.1.2. To check that this is indeed aTT2 mapping we use Lemma 1.2.9:
if C is a cycle contained in someFi then we easily check that algebraical image
of C is a cycle. IfC contains only easy edges that it is mapped identically, so its
algebraical image is again a cycle. As every cycle can be written as a symmetric
difference of these two types, we conclude that we have constructed aTT2 map-
ping.

Now we are ready to finish the proof. Consider a setA containing all vertices
of {0, 1}n with ⌊n/2⌋ coordinates equal to 1. By Claim 2, graphsGt, Gt′ are ho-
momorphically incomparable for distinctt, t′ ∈ A. On the other hand, by Claim 3,
all of the graphs areTT2-equivalent. 2

In this proof we can use other building blocks instead of Petersen graph and the
pentagonal prism. To be concrete, we can take graphsG,H from Proposition 2.1.9
and use graphsG ∪̇H andH ∪̇H . If we slightly modify the construction, we can
prove version of Proposition 2.1.10 forTTZ mappings, and therefore forTTM

mappings for arbitraryM . Moreover, by another small change of the construc-
tion, we can guarantee that all of the constructed graphs arek-connected (for any
givenk).

It would be interesting to know if2cn from Proposition 2.1.10 can be im-
proved. Note that in the homomorphism order4h the maximal antichain has full
cardinality [53], that is there are

1

n!

(

(

n
2

)

⌊

1
2

(

n
2

)⌋

)

(1− o(1))

homomorphically incomparable graphs withn-vertices (Theorem 2.2.13, compare
Corollary 2.2.14). Proposition 2.1.10 claims that at least2cn of these graphs are
contained in one equivalence class of≈t

M .
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2.2 Left homotens graphs

In this section we look where homomorphisms andTTM mappings meet: we
study a class of graphs that force anyTTM mapping from them to be induced,
that is class of left homotens graphs. We prove a surprising result that most graphs
have this property. In Section 2.2.2 we use these graphs to find an embedding
of category of graphs and homomorphism to the category of graphs andTTM

mappings, simplifying and generalizing a result of Chapter3.

2.2.1 A sufficient condition

Recall (Definition 2.1.4) that a graphG is left M -homotens if everyTTM map-
ping fromG (to any graph) is induced. The characterization of leftM -homotens
graphs seems to be a difficult problem; in this section we obtain a general sufficient
condition in terms ofnicegraphs.

In Proposition 2.1.9 we saw that high connectivity does not imply homoten-
sness. In Corollary 2.2.17 we will see that every vertex of a homotens graph is
incident with a triangle. In view of this, a condition sufficient for homotens has to
be somewhat restrictive.

Definition 2.2.1 We say that an undirected graphG is nice if the following holds

1. every edge ofG is contained in some triangle

2. every triangle inG is contained in some copy ofK4

3. every copy ofK4 in G is contained in some copy ofK5

4. for everyK, K ′ that are copies ofK4 in G there is a sequence of vertices
v1, v2, . . . ,vt such that

• V (K) = {v1, v2, v3, v4},
• V (K ′) = {vt, vt−1, vt−2, vt−3},
• vivj is an edge ofG whenever1 ≤ i < j ≤ t andj ≤ i+ 3.

We say that a graph isweakly niceif conditions 1, 2, and 4 in the list above are
satisfied. Finally, we say that adirectedgraph is (weakly) nice, if the underlying
undirected graph is (weakly) nice.
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Theorem 2.2.2LetG, H be undirected graphs, letG be nice, and letM = Z
r
2

for somer. Supposef : G
TTM−−−→ H . Thenf is induced by a homomorphism

of the underlying undirected graphs. Shortly, every undirected nice graph isZ2-
homotens.

Theorem 2.2.3LetG,H be (directed or undirected) graphs, letG be weakly nice,

and letM 6= Z
r
2 be a ring. Supposef : G

TTM−−−→ H . Thenf is induced by an
(anti)homomorphism. Shortly, every weakly nice graph isM -homotens.

We take time out for two lemmata that describe possibleTT mappings from a
small complete graph. The first one uses technique of fractional covering by cuts,
which is further developed in Chapter 5. The second one is more technical, as it
does not restrict to the caseM = Z2.

Lemma 2.2.4 Let f : K5
TT2−−→ H , whereH is any undirected loopless graph.

Thenf is induced by an injective homomorphism. Moreover, this homomorphism
is uniquely determined.

Proof: Supposef(K5) is a four-colorable graph. A composition ofTT2 map-

ping f : K5
TT2−−→ f(K5) with a TT2 mapping induced by a homomorphism

f(K5)
hom−−−→ K4 givesK5

TT2−−→ K4. Consider three cuts of size 4 inK4; they
cover every edge exactly twice. Hence, their preimages are three cuts inK5 that
cover every edge exactly twice. ButK5 has 10 edges, while the largest cut has
only 2 · 3 = 6 edges.

Hence, the chromatic number off(K5) is at least five. As it has at most 10
edges, the chromatic number is exactly five. LetV1, . . . , V5 be the color classes
of f(K5). There is exactly one edge between two distinct color classes (otherwise
the graph is four-colorable). Hence,f is a bijection. Next,|Vi| = 1 for everyi
(as otherwise we can split one color-class to several piecesand join these to the
other classes; again, the graph would be four-colorable). Consequently,f(K5) is
isomorphic toK5.

We call star a set of edges sharing a vertex. We know that preimage of every
star is a star, hence asf is a bijection, also image of every star is a star. Stars shar-
ing an edge map to stars sharing an edge, hencef is induced by a homomorphism.

2

Lemma 2.2.5 LetM be a ring that is not isomorphic to a power ofZ2. Let f :
−→
K4

TTM−−−→ H , whereH is any loopless directed graph and
−→
K4 any orientation
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of K4. Thenf is induced by an injective (anti)homomorphism. Moreover, this
(anti)homomorphism is uniquely determined.

Proof: Suppose first thatf(
−→
K4) is a three-colorable graph, i.e., that there is a

homomorphismh : f(
−→
K4)→

←→
K3, where

←→
K3 is the symmetric3 orientation ofK3,

that is a directed graph with three vertices and all six oriented edges among them.

A composition ofTTM mappingf :
−→
K4

TTM−−−→ f(
−→
K4) with h♯ givesg :

−→
K4

TTM−−−→←→
K3. Consider the three cuts of size4 in

←→
K3: X1, X2, X3. AsM is not a power

of Z2, 1+1 6= 0; letϕi beM -tension that attains value±1 onXi and0 elsewhere.
We can chooseϕi so, that for everye ∈ E(

←→
K3) we have{ϕ1(e), ϕ2(e), ϕ3(e)} =

{0,±1}. As g is TTM , mappingsψi = ϕi ◦ g areM -tensions and for every

e ∈ E(
−→
K4) we have{ψ1(e), ψ2(e), ψ3(e)} = {0,±1}. (*)

Call anM -tensionsimpleif it attains only values0 and±1. We will show that
three simpleM -tensionsψ1, ψ2, ψ3 on

−→
K4 with property (*) do not exist.

To this end, we will characterize setsKerψ = {e ∈ E(
−→
K4), ψ(e) = 0} for

simpleM -tensionsψ. Let ψ be such tension. Pickv ∈ V (
−→
K4) and lete1, e2, e3

be adjacent tov. Note thatψ is determined by its values one1, e2, e3. We may
suppose that eachei is going out ofv; otherwise we change orientation of some
edges and the sign ofψ on them. Further, we may suppose that|{i, ψ(ei) = 1}| ≥
|{i, ψ(ei) = −1}|; otherwise we consider−ψ. Thus, we distinguish the following
cases (see Figure 2.3).

• ψ(ei) ∈ {0, 1} for eachi.
Let z be the number ofei such thatψ(ei) = 0. Thenψ is determined by a
cut with z + 1 vertices on one side of the cut. Therefore, the setKerψ is
either the edge set of a

−→
K4, of a triangle, or it is a pair of disjoint edges.

• ψ(e1) = 1, ψ(e2) = 0, ψ(e3) = −1.
In this caseKerψ is a single edge. Note, that this case (and the next one)
may occur only if1 + 1 + 1 = 0.

• ψ(e1) = ψ(e2) = 1, ψ(e3) = −1.
In this case too,Kerψ is a single edge.

Hence,E(
−→
K4) is partitioned into three sets, whose sizes are in{1, 2, 3, 6}.

Therefore, there are two possibilities:

3T -symmetric according to the definition of Section 1.2.2
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• 6 = 3 + 2 + 1: The complement of a triangle is a star of three edges, there
are no two disjoint edges in it.

• 6 = 2+2+2: In this case, all threeψi’s are determined by a cut. Suppose
−→
K4

is oriented as in Figure 2.3, the values ofψ1 are indicated. It is not possible
to fulfill the condition (*) on both edges fromKerψ1, as one ofϕ2, ϕ3

will assign these edges the same (nonzero) value and the other one opposite
(nonzero) values.

So far we have proved, that the chromatic number off(
−→
K4) is at least four. As

f(
−→
K4) has at most 6 edges, its chromatic number is exactly four. LetV1, . . . , V4

be the color classes. There is exactly one edge between two distinct color classes
(otherwise the graph is three-colorable). Thus,f is a bijection. Next,|Vi| = 1 for
everyi (as otherwise, we can split one color-class to several pieces and join these
to the other classes; again, the graph would be three-colorable). Consequently,
f(
−→
K4) is some orientation ofK4.
We callstar a set of edges sharing a vertex. If we letϕ be a simpleM -tension

on f(
−→
K4) corresponding to a cut which is a star, thenϕ ◦ f is a simple tension

that is nonzero exactly on three edges (f is a bijection). By the characterization
of zero sets of simple tensions we see that preimage of each star is a star. Asf
is a bijection and preimage of every star is a star, also imageof every star is a
star. This allows us to define a vertex bijectiong : V (

−→
K4)→ V (f(

−→
K4)) by letting

g(u) = u′ iff the f -image of the star withu as the central vertex is the star centered
atu′. Stars sharing an edge map to stars sharing an edge, hencef is induced byg,
which is either a homomorphism or an antihomomorphism. 2

Proof of Theorem 2.2.2 and 2.2.3: It is convenient to suppose thatG contains no
parallel edges (Proposition 2.1.5). LetK be a copy ofK4 in G (if G is a directed
graph, then we mean by this thatK is some orientation ofK4). For Theorem 2.2.3
(that is whenM is not a power ofZ2) we use Lemma 2.2.5 to see that the restriction
of f to K is induced by an (anti)homomorphism. When proving Theorem 2.2.2
we know thatG is nice, thereforeK is part of a copy ofK5 inG. By Lemma 2.2.4
the restriction off to this copy ofK5 is induced by an homomorphism, therefore
the same applies forK. Let this homomorphism fromK toH be denoted byhK ,
that is we assumef |E(K) = h♯

K (or f |E(K) = h♭
K).

As every edge ofG is contained in some copy ofK4, it is enough to prove that
there is a common extension of all mappings{hK | K ⊆ G, K ∼= K4} (we may
define it arbitrarily on isolated vertices ofG).
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We say thathK and hK′ agree if for any v ∈ V (K) ∩ V (K ′) we have
hK(v) = hK′(v) and either bothhK , hK′ are homomorphisms or both are an-
tihomomorphisms. Thus, we need to show that any two mappingshK , hK′ (for
K,K ′ from the same component ofG) agree.

First, letK,K ′ be copies ofK4 that intersect in a triangle. ThenhK andhK′

agree (note that this does not necessarily hold if the intersection is just an edge,
see Figure 2.3), moreover either bothhK , hK′ are homomorphisms or both are
antihomomorphisms.

Now supposeK,K ′ are copies ofK4 that have a common vertexv. SinceG is
a weakly nice graph, we find verticesv1, v2, . . . ,vt as in Definition 2.2.1. LetGi =
G[{vi, vi+1, vi+2, vi+3}]: everyGi is a copy ofK4, G1 = K andGt−3 = K ′.
Supposev = vl = vr, wherel ∈ {1, 2, 3, 4}, r ∈ {t− 3, t− 2, t− 1, t}. Consider
a closed walkW = vl, vl+1, . . . , vr−1, vr. Let v′i = hGi(vi) for l ≤ i ≤ t − 3
andv′i = hGt−3

(vi) for t − 3 ≤ i ≤ r. MappingshGi andhGi+1
agree, hence

v′iv
′
i+1 = f(vivi+1) is an edge ofH . SoW ′ = v′l, v

′
l+1, . . . , v

′
r−1, v

′
r is a walk in

H .
Letϕ be ‘a±1-flow aroundW ’, formally

ϕ(e) =
∑

l≤i≤r−1

e=(vi,vi+1)

1−
∑

l≤i≤r−1

e=(vi+1,vi)

1 .

Clearlyϕ is anM -flow. Similarly, defineϕ′(e) from W ′. We haveϕ′ = ϕf ,
henceϕ′ is a flow (Lemma 1.2.9). This can happen only ifW ′ is a closed walk,
that isv′l = v′r.

By definition,v′r = hK′(v). MappingshGi andhGi+1
agree, sohGi(vi+j) =

hGi+j(vi+j) for j ≤ 3. Consequently,v′l = hK(v), which finishes the proof. 2

We summarize Theorems 2.2.2 and 2.2.3.

Corollary 2.2.6 An undirected nice graph is leftM -homotens for every ringM .
A (directed or undirected) weakly nice graph is leftM -homotens for every ringM
that is not a power ofZ2.

In Proposition 2.1.8 we saw highly-connected graphsGn that are notZ2-
homotens. As a consequence of Corollary 2.2.6 these graphs are not nice. To
see this directly, recall thatGn was one component of∆(Kn) for a suitablen, and
although∆(Kn) containsKn, not every copy ofK4 is contained in a copy ofK5.

Extending our conditions that guarantee that a graph isM -homotens, we give
the following lemma, which will be used in Section 2.2.2. (Note that the word
‘spanning’ is needed.)
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Lemma 2.2.7 SupposeH contains a connected spanningM -homotens graph.
ThenH isM -homotens.

Proof: Let f : H
TTM−−−→ K, let G be the connected spanningM -homotens

subgraph ofH . Restriction off to E(G) is TTM , hencef(e) = g♯(e) for each
e ∈ E(G) and some (anti)homomorphismg. Let e = uv ∈ E(H) \ E(G). We
have to provef(e) = (g(u), g(v)). LetP be a path fromu to v in G. By treating
the closed walkP ∪ {uv} asW in the end of the proof of Theorem 2.2.3, we
conclude the proof. 2

2.2.2 Applications

In this section we provide several applications of nice graphs (that is, of Corol-
lary 2.2.6). Particularly, we prove that ‘almost all’ graphs are leftM -homotens for
every ringM and construct an embedding of categoryGhom into GTTM . Some-
what stronger embedding result forM = Z2 is proved by an ad-hoc construction
in Theorem 3.2.2. Here we follow a more systematic approach—we employ a
modification of an edge-based replacement operation (see [40]). As a warm-up we
prove an easy, but perhaps surprising result.

Corollary 2.2.8 For every graphG there is a graphG′ containingG as an in-
duced subgraph such that for every ringM everyTTM mapping fromG′ to arbi-
trary graph is induced by an (anti)homomorphism (i.e.,G′ isM -homotens).

Proof: We take asG′ the (complete) join ofG andK5; that is, we letV (G′) =
V (G) ∪ {v1, v2, . . . , v5}, andE(G′) = E(G) ∪ {all edges containing somevi}.
By Theorem 2.2.3 it is enough to show thatG′ is nice. Every copy ofKt (t < 5)
in G′ can be extended toK5 by adding some verticesvi. One can also show
routinely that any two copies ofK4 in G′ are ‘K4-connected’—condition 4 in
Definition 2.2.1. 2

We consider the random graph modelG(n, 1/2), that is every (simple undi-
rected) graph with vertices{1, 2, . . . , n} has the same probability (in Proposi-
tion 2.2.10 we deal with graphsG(n, p) for a generalp). As it is usual in the
random graph setting, we study if a graph propertyP holds asymptotically almost
surely (a.a.s.), that is whether

lim
n→∞

PrG∈G(n,1/2)[G hasP ] = 1 .
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We also consider the countable random graphG(ω, 1/2). Surprisingly, it is
almost surely isomorphic to a particular graph, the so-called Rado graph. This is a
remarkable graph (it is homogeneous and it contains every countable graph as an
induced subgraph), see [14] for more detailed discussion.

The following theorem was our main motivation for introducing (weakly) nice
graphs.

Theorem 2.2.9LetM be a ring.

1. Complete graphKk isM -homotens fork ≥ 5 (and fork ≥ 4 if M 6= Z
r
2).

2. The random graphG(n, 1/2) isM -homotens a.a.s. The Rado graph isM -
homotens.

3. The randomk-partite graph isM -homotens a.a.s. fork ≥ 5 (and fork ≥ 4
if M 6= Z

r
2). Explicitly,

lim
n→∞

PrG=G(n,1/2)[G isM -homotens| G is k-partite] = 1 .

4. The randomKk-free graph isM -homotens a.a.s. fork ≥ 6 (and fork ≥ 5
if M 6= Z

r
2).

If M 6= Z
r
2 then in each of the statements, any orientation of the considered graph

isM -homotens, too.

Proof: It is a routine to verify thatKt is nice (weakly nice fort = 4), hence 1
follows by Corollary 2.2.6.

Next, we prove that the random graphG(n, 1/2) is a.a.s. nice, it is possible to
prove in the same way that the Rado graph is nice. Therefore weget 2 by another
application of Corollary 2.2.6.

For S ⊆ V (G) (whereG = G(n, 1/2)) write CS for the event ‘there is a
common neighbor for all vertices inS’. If |S| = s, the probability ofCS clearly
is (1− 1

2s )n−s. As
(

n
s

)

· (1− 1
2s )n−s tends to zero for any fixeds, CS holds a.a.s.

for all S with size at most 4. This implies the first three conditions onG.
To prove the last condition, letK, K ′ be two copies ofK4. Denote vertices

of K by v1, v2, v3, v4, and vertices ofK ′ by v8, v9, v10, v11 (in any order). If
we find a triangle that is connected to every vertex inK ∪ K ′, we may denote
its vertices byv5, v6, v7 and we are done. For a given three-element setS ⊆
V (G)\

(

V (K)∪V (K ′)
)

the probability thatS induces a triangle and is connected
to all vertices inV (K)∪V (K ′) is at least2−21, hence the probability that there is
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no suchS is at most(1− 2−21)(n−8)/3. As the number of possible pairs(K,K ′)
is at mostn8, this concludes the proof.

By [51], a randomKk-free graph is a.a.s.(k − 1)-partite, hence 3 implies 4.
The proof of 3 is similar to the proof that the random graph is a.a.s. nice, we sketch
it for convenience.

LetA1, . . . ,Ak be the parts of the randomk-partite graph. By standard argu-
ments, allAi’s are a.a.s. approximately of the same size, in particular all are non-
empty. It is a routine to verify parts 1, 2, and (in casek ≥ 5) 3 of Definition 2.2.1.
For part 4, letV (K) = {v1, . . . , v4}, V (K ′) = {v9, . . . , v12}. We picki1, . . . , i4
so thatvt 6∈ Aik

for eacht, except possibly ift = k or t = k + 8. We attempt
to pick v5 ∈ Ai1 , . . . , v8 ∈ Ai4 to satisfy the condition 4. The probability that a

particular 4-tuple fails is at most
(

1 − 2−18
)|Ai1 |+···+|Ai4 |−8 ≤

(

1 − 2−18
)n/2k

.
Hence, the probability that some copiesK, K ′ of K4 are ‘bad’ is at mostn8cn

(for somec < 1). 2

From the point of view of random graphs it is natural to study whether random
graphs4 G(n, p) are homotens for a generalp = p(n). We can use the approach of
Theorem 2.2.9 forp ≪ 1/2; it is not clear, however, if we can get tight result by
using nice graphs. Still, we can use general results on monotone graph properties
to prove that there is some tight result. Recall that a function p0(n) is called a
thresholdfor graph propertyP if

• limn→∞ PrG∈G(n,p)[G hasP ] = 1 wheneverp≫ p0, and

• limn→∞ PrG∈G(n,p)[G hasP ] = 0 wheneverp≪ p0.

As property ‘being homotens’ is not monotone (a graph with one edge is ho-
motens, a graph with two connected edges is not), it may not (and does not) have
threshold in the above-defined sense. Indeed, in the next result we show that it has
two ‘local thresholds’.

Proposition 2.2.10There isp0 = p0(n) satisfying

c1
n2/3

≤ p0 ≤
c2

n1/21

such that for everyM

lim
n→∞

PrG∈G(n,p)[G is leftM -homotens graph] =

{

0 if 1
n3/2 ≪ p≪ p0,

1 if p≪ 1
n3/2 or p≫ p0.

4with n vertices and each edge present with probabilityp
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Proof: We start by collecting several results about random graphs.The first four
of them are well-known (consult [47]).

Claim 1. If p≫ logn/n thenG(n, p) is connected a.a.s.
Claim 2. If p≪ 1/n3/2 then a.a.s.G(n, p) contains no path with two edges.
Claim 3. If 1/n3/2 ≪ p ≪ 1/n thenG(n, p) is a forest that contains two

adjacent edges.
Claim 4. If p≫ 1/n4/3 then a.a.s.G(n, p) contains a tree with 4 vertices.
Claim 5. If p≫ 1/n1/21 thenG(n, p) is nice a.a.s.
This follows by the same proof as part 1 of Theorem 2.2.9.
Claim 6. If p≪ 1/n2/3 thenG(n, p) a.a.s. contains no odd wheel.
LetX be the random variable counting number of odd wheels. Clearly

EX ≤
∑

k≥3

nk+1p2k =
n · (p2n)3

1− p2n

which tends to zero. By Markov inequality, there is a.a.s. noodd wheel.

Let H be the graph property ‘being left homotens’,C ‘to be connected’ and
putP = H ∩ C. By Lemma 2.2.7 propertyP is monotone (i.e., it is preserved by
adding edges), hence it has a threshold by a result of [11] (consult also [47]). Let
p0 be this threshold.

No forest (except of a matching) is homotens. This, togetherwith Corol-
lary 2.2.17, Claim 3, 4, and 6 implies that ifn−3/2 ≪ p≪ n−2/3 thenG(n, p) is
not homotens a.a.s. For largerp, Claim 1 statesG(n, p) hasC a.a.s., soH = H∩C
a.a.s. This implies thatp0 is a threshold forH as well and thatp0 ≥ c1n

−2/3. By
Claim 5 we seep0 ≤ c2n−1/21. Finally, by Claim 2 the graphG(n, p) is homotens
for p≪ n−3/2. 2

Problem 2.2.11Determine the threshold for property ‘being connected leftM -
homotens graph’, that is the thresholdp0 from Proposition 2.2.10.

Next, we mention an easy corollary of Theorem 2.2.9. Howeversimply and
naturally does this result look, it is not easy to prove directly. An extension of
argument used in Lemma 2.2.4 yields onlyK4 ≺t K6 ≺t K8 ≺t · · · (Theo-
rem 5.2.4), use of Lemma 1.3.1 yieldsK4 ≺t K8 ≺t K16 ≺t · · · (for M = Z2,
similarly for otherM ). In [55] this result is proved (forM = Z2) by use of strong
maps between matroids.
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Corollary 2.2.12 For everyM the complete graphsKn form an ascending chain
in ≺t

M , with the exception ofK3 ≈t
2 K4. That is

K2 ≺t
M K3 4

t
M K4 ≺t

M K5 ≺t
M K6 ≺t

M · · · ,

where the inequalityK3 4
t
M K4 is strict wheneverM is not a power ofZ2.

Theorem 2.2.9 enables us also to prove aTT version of the following result
about homomorphisms of random graphs. (The original theorem appears in [53],
see also Section 3.6 of [40].) Note that Theorem 2.2.13 (and thus also Corol-
lary 2.2.14) is asymptotically tight, as if we have more graphs then by Sperner’s
theorem there is even an inclusion between two of them.

Theorem 2.2.13 ([53])Random (undirected) graph is almost surely rigid (with
respect to homomorphism). There are

1

n!

(

(

n
2

)

⌊

1
2

(

n
2

)⌋

)

(1− o(1))

graphs onn vertices with no homomorphism between any two of them and with
only identical homomorphism on each of them.

Corollary 2.2.14 LetM be a ring. Random (undirected) graph is almost surely
TTM -rigid. There are

1

n!

(

(

n
2

)

⌊

1
2

(

n
2

)⌋

)

(1− o(1))

pairwiseTTM -incomparableTTM -rigid graphs onn vertices.

We finish Section 2.2.2 by another application of Corollary 2.2.6 —we show
that the structure ofTTM mappings is at least as rich as that of homomorphisms.

Theorem 2.2.15There exists a mappingF that assigns (directed or undirected)
graphs to graphs (of the same type), such that for any ringM and for any graphs
G,H (we stress that we consider loopless graphs only) holds

G 4h H ⇐⇒ F (G) 4
t
M F (H) .

MoreoverF can be extended to a 1-1 correspondence for mappings between
graphs: if f : G → H is a homomorphism, thenF (f) : F (G) → F (H) is a
TTM mapping and anyTTM mapping betweenF (G) andF (H) is equal toF (f)

for some homomorphismf : G
hom−−−→ H .
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In terms of category theory,F is an embedding of the categoryGrahom of all
graphs and their homomorphisms into the categoryGraTTM of all graphs and all
TTM -mappings between them.

Proof: We will use a modification of edge-based replacement (see [40]). Let I be
the graph in Figure 2.4 with arbitrary (but fixed) orientation. To constructF (G),
we will replace each of the vertices ofG by a triangle and each of the edges ofG
by a copy ofI, gluing different copies on the triangles corresponding tothe end-
vertices of the edge. More precisely, letU = V (G) × {0, 1, 2}, for every edge
e ∈ E(G) let Ie be a separate copy ofI. If e = (u, v) then we identify vertex
ui (i ∈ {0, 1, 2}) with (u, i) in U , and vertexvi with (v, i) in U . Let F (G) be
the resulting graph; we write shortlyF (G) = G ∗ I. If f : V (G) → V (H) is a
homomorphism then we defineF (f) : E(F (G))→ E(F (H)) as follows: lete =
(u, v) be an edge ofG anda an edge ofE(Ie). Let e′ be the image ofe underf .
In the isomorphism betweenIe andI ′e the edgea gets mapped to somea′. We put
F (f)(a) = a′. It is easily seen thatF (f) is aTTZ (thusTTM ) mapping that is
induced by a homomorphism, we letϕ(f) denote this homomorphism. Now, we
turn to the more difficult step of proving that everyTTM mapping fromG to H

is F (f) for somef : G
hom−−−→ H . We will need several auxiliary claims.

Claim 1. I is critically 6-chromatic.
Take anyK5 in I, color in by 5 colors. There is a unique way how to extend

it, which fails, soχ(I) ≥ 6. Clearly 6 colors suffice. Moreover, if we delete
any vertex ofI then it is possible to color the remaining vertices consecutively
1, 2, 3, 4, 5, 1, 2, . . . , 5.

Claim 2. I is rigid.
That is, the only homomorphismf : I → I is the identity. By Claim 1,f can-

not mapI to its subgraph, hencef is an automorphism. There is a unique vertexx
of degree 9, sof fixes it. There is a unique Hamilton cyclex = x1, . . . , x16 such
thatxixj is an edge whenever|i− j| ≤ 4, therefore this cycle has to be fixed byf
too. This leaves two possibilities, but only one of them mapsthe ‘diagonal’ edge
properly.

Claim 3. I isK5-connected.
That is, for every two verticesa, b of I there is a patha = a1, a2, . . . , ak = b

such thataiaj is an edge whenever|i− j| ≤ 4.

Claim 4. WheneverH is a graph andg : I
hom−−−→ H ∗ I a homomorphism,

there is an edgee ∈ E(H) such thatg is an isomorphism betweenI andIe.
If g maps all vertices ofI to one of theIe’s, then we are done by Claim 2.

If not, let a, b be vertices ofI such thatg(a) is a vertex ofIe (for some edge
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e = uv ∈ E(H)) andg(b) is not. Choose a patha = a1, a2, . . . , ak = b as in
Claim 3, and letai be the last vertex on this path that is a vertex ofIe. Not all
three verticesai−1, ai−2, ai−3 can be in the ‘connecting triangle’{v} × {0, 1, 2},
on the other hand each of them is connected toai+1, a contradiction.

Claim 5. For every graphH the graphH ∗ I isM -homotens.
This is an easy consequence of Lemma 2.2.7: if we delete the ‘diagonal’ edge

from each copy ofI, the resulting graph is nice.

To finish the proof, leth : F (G)
TT−−→ F (H) be aTTM mapping. As graph

G ∗ I is M -homotens,h is induced by a homomorphism, sayg : F (G)
hom−−−→

F (H). By Claim 4,g maps anIe to anIe′ , therefore there is a homomorphism
f : V (G)→ V (H) such thatg = ϕ(f) andh = F (f), as claimed. 2

2.2.3 A necessary condition

In this section we present a necessary condition for a graph to beZ-homotens.5

As mentioned earlier, circuits are the simplest examples ofgraphs that are notZ-
homotens. Similarly, no graph with a vertex of degree 2 isZ-homotens, except
of a triangle. This way of thinking can be further strengthened and generalized,
yielding Theorem 2.2.16. To state our result in a compact way, we introduce a
definition from [28]. We say that a graphG is chromaticallyk-connectedif for
everyU ⊆ V (G) such thatG − U is disconnected the induced graphG[U ] has
chromatic number at leastk. It [28] another (equivalent) formulation is given:
G is chromaticallyk-connected if and only if every homomorphic image ofG is
k-connected.

Theorem 2.2.16LetM be a ring. If a (directed or undirected) graph is connected
andM -homotens then it is chromatically3-connected.

Proof: SupposeG is a counterexample to the theorem. Hence, vertices ofG can
be partitioned into setsA, B, U , L, such thatA ∪ B separatesU from L (that
is there is no edge fromU to L), moreoverA, B are independent sets. We may
supposeA ∪ B is a minimal set that separatesU from L. We are going to prove
thatG is notZ-homotens, therefore by Theorem 7.2.12 notM -homotens as well.

We identify all vertices ofA to a single vertexa, and all vertices ofB to
a vertexb. Let F be the resulting graph, andf : G → F be the identifying

5By Theorem 7.2.12 the presented condition is necessary for agraph to beM -homotens for eachM ,
too.
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homomorphism. We define aTTZ mapping6 g from F as follows. Foru ∈ U
we map edgeua (if it exists) tobu, au to ub, ub to au, andbu to ua. Foru, v ∈
U we map edgeuv (if it exists) to vu. Every other edge is mapped to itself.
We letF ′ denote the resulting graph (it has the same set of vertices asF ). It is
straightforward to use Lemma 1.2.9 to verify thatg is indeedTTZ.

Consequently,g ◦ f ♯ is aTTZ mapping; we need to show that it is not induced.
At least one ofA,B is non-empty. Moreover, asA∪B is a minimal separating set,
there are verticesx ∈ A∪B, u ∈ U , l ∈ L such that, without loss of generality,xu,
xl are edges ofG. By definition ofg we haveg◦f ♯(xl) = xl andg◦f ♯(xu) = uy.
Thereforeg ◦f ♯ maps two adjacent edges to two nonadjacent edges, hence it isnot
induced. 2

The following corollary gives a simpler necessary condition, though a weaker
one: We can prove that the graph of icosahedron is notZ-homotens by using
Theorem 2.2.16 (the neighborhood of an edge is aC6), but not by using Corol-
lary 2.2.17.

Corollary 2.2.17 LetG be a connected graph with at least four vertices. Suppose
the neighborhood of somev ∈ V (G) induces a bipartite graph. ThenG is not
M -homotens for any ringM .

Consequently, every vertex of a homotens graph is incident with an odd wheel7

(in particular with a triangle), except if it is contained ina component of size at
most three.

Proof: Let A, B be the color-classes of neighborhood ofv. If there is a vertex
nonadjacent tov, then we can use Theorem 2.2.16. So supposev is connected to
every vertex ofG. Then every other vertex has a bipartite neighborhood. The only
case that stops us from using Theorem 2.2.16 is when|A|, |B| ≤ 1, that is when
G has at most three vertices. 2

A somewhat surprising consequence of Corollary 2.2.17 is that no triangle-free
graph (except of a matching) is homotens. This implies the following corollary.

Corollary 2.2.18 A cubic graph isM -homotens if and only if each of its compo-
nents is isomophic toK4 andM is not a power ofZ2.

6This operation is sometimes called an (oriented) Whitney twist, compare Corollary 7.4.5.
7A wheel with k spokes,Wk, is a graph that consists of a circuitCk and a central vertex that is

connected to each vertex of the circuit.
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Among regular graphs of higher degree it is possible to find homotens graphs
(e.g., the complete graphs). Still, these are not typical (see also Theorem 2.2.9 and
Proposition 2.2.10).

Corollary 2.2.19 Let r ≥ 3 be integer,M ring. The probability that a random
r-regular graph isM -homotens tends to zero if the size of the graph grows to
infinity.

Proof: It is known (see Lemma 2.7 of [91]) that for any fixed graphF with
more edges than vertices the probability that randomr-regular graph onn vertices
containsF tends to zero. If we apply this for all odd wheels with at mostr spokes
in place ofF , we see that by Corollary 2.2.17 the result follows. 2

Corollary 2.2.17 also indicates that complete graphs involved in the definition
of nice graphs are necessary, at least to some extent. However, the condition of
Corollary 2.2.17 (or Theorem 2.2.16) is far from being sufficient: for example the
graph from Proposition 2.1.9 is chromaticallyk-connected and notZ-homotens. In
particular, we do not know whether there areK4-free homotens graphs. By [51],
a randomK4-free graph is a.a.s.3-partite, hence not chromatically 3-connected,
hence by Theorem 2.2.16 notZ-homotens. Still, it is possible thatK4-free Z-
homotens graphs exist, promising candidates are Kneser graphsK(4n − 1, n),
which are for largen chromatically 3-connected [28].

Question 2.2.20Is the Kneser graphK(4n− 1, n) left Z-homotens, ifn is large
enough?

2.3 Right homotens graphs

In this section we complement Section 2.2 by study of graphs which, when used as
target graphs, make existence ofTT mappings and of homomorphisms coincide.
Recall (Definition 2.1.4) that a graphH is called rightM -homotens if the exis-
tence of aTTM mapping from an arbitrary graph toH implies the existence of a
homomorphism. Right homotens graphs (in comparison with left homotens ones)
provide more structure; in this section we characterize them by means of special
Cayley graphs and state a question aiming to find a better characterization.
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2.3.1 Free Cayley graphs

Free Cayley graphs were introduced by Naserasr and Tardif [64] (see also thesis
of Lei Chu [16]) in order to study chromatic number of Cayley graphs. They will
serve us as a tool to studyTT mappings, in particular we will use them to study
right homotens graphs and to prove density in Section 3.1.3.

Let M be a ring, letH be a graph. For a vertexv ∈ V (H) we let ev :
V (H) → M be the indicator function, that isev(u) = 1 if v = u andev(u) = 0
otherwise. We define graph8 ∆M (H) with verticesMV (H), where(f, g) is an
edge iffg − f = ev − eu for some edge(u, v) ∈ E(H). We can see that∆M (H)
is a Cayley graph, it is called thefree Cayley graphof H . We begin our study of
free Cayley graphs with a simple observation and with a useful lemma, which is
due to Naserasr and Tardif (for a proof, see [16]).

Proposition 2.3.1 Graph∆M (H) containsH as an induced subgraph.

Proof: Take functions{ev | v ∈ V (H)} ⊆ V (∆M (H)). 2

Lemma 2.3.2 LetM be a ring,H a Cayley graph onMk (for some integerk)

andG an arbitrary graph. Then any homomorphismG
hom−−−→ H can be (uniquely)

extended to a mapping∆M (G)→ H that is both graph and ring homomorphism.

The next lemma appears in [19] (although without mentioninggraphs∆M ).

Lemma 2.3.3G
TTM−−−→ H is equivalent withG

hom−−−→ ∆M (H).

Note that Lemma 1.3.1 is a special case of Lemma 2.3.3, as graphs ∆(G)
defined in Section 2.1.2 are isomorphic to∆Z2

(G). Lemmata 2.3.2 and 2.3.3
have as immediate corollary an embedding result that nicelycomplements The-
orem 2.2.15. In contrary with Theorem 2.2.15 though, our embedding is not func-
torial, it is just embedding of quasiorder(G,4t

M ) in (G,4h).

Corollary 2.3.4 G
TTM−−−→ H is equivalent with∆M (G)

hom−−−→ ∆M (H).

8More precisely, we define∆M (H) to be a directed graph. However, if
←→

H is a symmetric orienta-

tion of an undirected graphH, then∆M (
←→

H) is a symmetric orientation of some undirected graphH′,
we may let∆M (H) = H′. The whole Section 2.3.1 may be modified for undirected graphs by similar
changes.
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Proof: If G
TTM−−−→ H then by Lemma 2.3.3 we haveG

hom−−−→ ∆M (H) and by
Lemma 2.3.2 the result follows. For the other implication, by Proposition 2.3.1
graphG maps homomorphically to∆M (H), and application of Lemma 2.3.3

yieldsG
TTM−−−→ H . 2

We remark that Corollary 2.3.4 provides an embedding of category of TTM

mappings to category of Cayley graphs with mappings that areboth ring and
graphs homomorphisms.

2.3.2 Right homotens graphs

We start our description of right homotens graphs by two simple observations con-
cerning right homotens graphs. The first one is a characterization of right ho-
motens graphs by means of∆M . It does not, however, give an efficient method
(polynomial algorithm) to verify whether a given graph is right homotens, nei-
ther a good understanding of right homotens graphs. Hence, we will seek better
characterizations (compare with Corollary 2.3.7 and Question 2.3.12).

Proposition 2.3.5 A graphH is right M -homotens if and only if∆M (H)
hom−−−→

H .

Proof: For the ‘only if’ part it is enough to observe that∆M (H)
TTM−−−→ H for

every graphH : clearly∆M (H)
hom−−−→ ∆M (H) and we use Lemma 2.3.3. For the

other direction, ifG
TTM−−−→ H then by Lemma 2.3.3 we haveG

hom−−−→ ∆M (H)

and by composition we haveG
hom−−−→ H . 2

Lemma 2.3.6 AssumeH
hom−−−→ H ′ andH ′ TTM−−−→ H . If H is rightM -homotens

thenH ′ is rightM -homotens as well.

Proof: If H is rightM -homotens, then∆M (H)
hom−−−→ H . By Corollary 2.3.4

fromH ′ TTM−−−→ H we deduce that∆M (H ′)
hom−−−→ ∆M (H). By composition,

∆M (H ′)
hom−−−→ ∆M (H)

hom−−−→ H
hom−−−→ H ′ ,

henceH ′ is rightM -homotens. 2
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Corollary 2.3.7 LetH ,H ′ be homomorphically equivalent graphs (i.e.,H
hom−−−→

H ′ andH ′ hom−−−→ H). ThenH is right M -homotens if and only ifH ′ is right
M -homotens.

Note thatTTM -equivalence is not sufficient in Corollary 2.3.7: each graph
H is TTM -equivalent with∆M (H) and the latter is always a rightM -homotens
graph (for eachM ), as we will see from the next proposition. Also note that the
analogy of Corollary 2.3.7 does not hold for left homotens graphs.

Next, we consider a class of rightM -homotens graphs that is central to this
topic. We will say thatH is anM -graph if it is a Cayley graph on some power
of M (Z2-graphs are also called cube-like graphs; they have been introduced by
Lovász (cf. [35], see also Lemma 5.4.5) as an example of graphs, for which every
eigenvalue of the adjacency matrix is an integer).

Proposition 2.3.8 AnyM -graph is rightM -homotens.

Proof: LetH be anM -graph. AsH
hom−−−→ H , by Lemma 2.3.2 we conclude that

∆M (H)
hom−−−→ H . 2

In analogy with chromatic number we define theTTM numberχTTM
(G) to be

the minimumn for which there is a graphH with n vertices such thatG
TTM−−−→

H . As any homomorphism induces aTTM mapping, we see thatχTTM
(G) ≤

χ(G) for every graphG. Continuing our project of finding similarities between
TTM mappings and homomorphisms, we prove that theTTM number cannot be
much smaller than the chromatic number. Note that the secondclaim of the next
result is proved (essentially by the same method) in [55].

Corollary 2.3.9 LetG be a graph,M a ring of characteristicp, andq the smallest
prime dividingp.

1. If p > 0 then1 ≤ χ(G)/χT TM
(G) < q.

2. If p = 0 thenχ(G)/χT TM
(G) = 1.

Proof: First we prove thatχ(G) < q ·χT TM
(G) for any finite ringM of sizeq. To

this end, consider a Cayley graph onMk with the generating setMk \ {~0}—that
is a complete graphKqk with every edge in both orientations. This is anM -graph,
hence by Proposition 2.3.8 it is rightM -homotens.
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Now, choosek so thatqk−1 < χT TM
(G) ≤ qk. It follows thatG

TTM−−−→ Kqk ,

and asKqk is rightM -homotens,G
hom−−−→ Kqk . Therefore,χ(G) ≤ qk < q ·

χT TM
(G).

Next, if p > 0 is the characteristic ofM andq dividesp, thenM containsZq

as a subring. This by Lemma 7.2.2 implies that anyTTM mapping isTTZq , thus
χT TM

(G) ≥ χT TZq
(G), and the result follows.

For the second part supposeχT TM
(G) = n. Note that a ring of characteristic0

containsZ. We use Lemma 7.2.2 again to infer that anyTTM mapping isTTZn .

As above, complete graphKn is right Zn-homotens, hence the mappingG
TTn−−−→

Kn is induced, thereforeχ(G) ≤ n as required. 2

How good is the bound given by Corollary 2.3.9 is an interesting and difficult
question. Even in the simplest caseM = Z2 this is widely open; perhaps surpris-
ingly it is related to the quest for optimal error correctingcodes (see Section 7.1
for details). Another corollary of Proposition 2.3.8 is a characterization of right
homotens graphs.

Corollary 2.3.10 A graph is rightM -homotens if and only if it is homomorphi-
cally equivalent to anM -graph.

Proof: The ‘if’ part follows from Corollary 2.3.7 and Proposition 2.3.8. For the
‘only if’ part, notice that∆M (H) is aM -graph,H ⊆ ∆M (H), and ifH is right

M -homotens then∆M (H)
hom−−−→ H . 2

Corollary 2.3.10 is not very satisfactory, as it does not provide any useful al-
gorithm to verify if a given graph is right homotens. Indeed,it is more a char-
acterization of graphs that are hom-equivalent to someM -graph, than the other
way around: Suppose we are to test whether a given graph is hom-equivalent
to some (arbitrarily large)M -graph. It is not obvious if there is a finite pro-
cess to decide this; however Corollary 2.3.10 reduces this task to decide whether

∆M (H)
hom−−−→ H . The latter condition can be checked by an obvious brute-force

algorithm.
We hope that a more helpful characterization of right homotens graphs will

result from considering the core of a given graph. As a core ofa graphH is
hom-equivalent withH , it is right homotens if and only ifH is. Therefore, we
attempt to characterize right homotens cores, leading to aneasy proposition and
an adventurous question. We note that one part of the proof ofProposition 2.3.11
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is basically the well-known fact that the core of a vertex-transitive graph is vertex-
transitive, while the other part is a generalization of an argument used by [34] to
prove thatKn is right Z2-homotens (or, in the language of [34], that the injective
chromatic number of the cubeQn is n) if and only if n is a power of 2. However,
we include the proof for the sake of completeness.

Proposition 2.3.11LetH be a rightM -homotens graph that is a core. Then

• |V (H)| is a power of|M |, and

• H is vertex transitive. IfM = Z2, then for every two vertices ofH , there is
an automorphism exchanging them.

Proof: For a functiong ∈ MV (H) we letHg denote the subgraph of∆M (H)
induced by the vertex set{g + ev; v ∈ V (H)}. Observe that eachHg is isomor-
phic withH . Let f : ∆M (H)→ H be a homomorphism and for eachu ∈ V (H),
defineVu = {v ∈ V (∆M (H)); f(v) = u}. Now f restricted toHg is a homo-
morphism fromHg toH . AsH is a core, every homomorphism fromH to H is
a bijection. Consequently, for everyg the graphHg contains precisely one vertex
from eachVu. By considering all graphsHg we see that all setsVu are of the same
size|M ||V (H)|/|V (H)|. Therefore,|V (H)| is a power of|M |, as claimed.

For the second part letu, v be distinct vertices ofH . We know∆M (H)
hom−−−→

H . As H ∼= H~0 (~0 being the identical zero), we have a homomorphismf :

∆M (H)
hom−−−→ H~0. As H is a core, we know thatf restricted toH~0 is an au-

tomorphism ofH~0. By composition with the inverse automorphism, we may
suppose thatf restricted toH~0 is the identity. Next, consider the isomorphism

ϕ : ∆M (H)
hom−−−→ ∆M (H) given byg 7→ g + ev − eu. A composed mapping

f ◦ ϕ is a homomorphismH~0
hom−−−→ H~0 (therefore an automorphism) that mapsu

to v. Moreover, ifM = Z2 thenf ◦ ϕ mapsv to u as well. 2

The previous proposition suggests that a stronger result might be true, and that
this may be a way to a characterization of right homotens graphs. In particular, we
ask the following question, which is of independent interest.

Question 2.3.12 1. SupposeH is a rightM -homotens graph and a core. IsH
anM -graph?

2. Is the core of eachM -graph anM -graph?
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We note that even the (perhaps easier to understand) caseM = Z2 is open. But
one can see easily that 1 and 2 in Question 2.3.12 are equivalent: If H is a right
M -homotens core, thenH is the core of theM -graph∆(H); hence 2 implies 1.
Conversely, letK be anM -graph andH its core. GraphK is rightM -homotens
by Proposition 2.3.8, therefore by Corollary 2.3.7 its coreH is rightM -homotens.
If 1 is true, thenH is anM -graph, as claimed in 2.
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Figure 2.2: Petersen graph,Pt, and the prismR of C5—two TT2-equivalent
graphs used in the proof of Proposition 2.1.10. Below is a graph that we use as a
‘frame’ to hold one of the two graphs above, and an example of the construction
for n = 4, t = (1, 0, 1, 1).
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Figure 2.4: The graphI used in triangle-based replacement (proof of Theo-
rem 2.2.15).
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Chapter 3

TT mappings &
homomorphisms: structural
properties

In this chapter we compare homomorphisms andTT mappings from a different
perspective: we prove that partial orders defined by existence of a homomorphism
(a TTM mapping respectively) share several important properties. We start with
the density and give two proofs, one using a new structural Ramsey theorem, and
another by a∆(G) construction. Then we provide an embedding of homomor-
phisms toTT2 mappings. Unlike the proof in previous chapter (where we used
nice graphs), we restrict to the caseM = Z2; on the other hand, we use triangle-
free graphs in our construction, an impossibility with the approach via nice graphs.
We finish by several smaller results on the structure ofTT orders.

3.1 Density

To recall, we say that a partial order< is dense, if for everyA,B satisfyingA < B
there is an elementC for whichA < C < B.

It is known [40, 88, 72] that the homomorphism order (with allhom-equiva-
lence classes of finite graphs as elements and with the relation≺h) is dense, if we
do not consider graphs without edges. The parallel result for the order defined by
TTM mappings is given by Corollary 3.1.7. In fact we prove a stronger property

53
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(proved in [68]) that every finite antichain in a given interval can be extended
(Theorem 3.1.6), density is the special caset = 0.

The usual proofs of density of the homomorphism order rely onthe fact, that
the category of graphs and homomorphisms has products. We prove in Proposi-
tion 3.1.12, that this is not true forTTM mappings; therefore another approach
is needed. In Section 3.1.1 we develop a new structural Ramsey-type theorem to
overcome the non-existence of products and in Section 3.1.2we apply it. Finally,
in Section 3.1.3 we use the construction∆M for a different (and shorter) proof of
density.

3.1.1 A Ramsey-type theorem for locally balanced graphs

In Section 3.1.1 we deal with undirected graphs only. We prove a Ramsey-type
theorem that will be used in Section 3.1.2 as a tool to study≺t

M (on directed
graphs).

An ordered graphis an undirected graph with a fixed linear ordering of its
vertices. The ordering will be denoted by<, an ordered graph by(G,<), or
shortly byG. We say that two ordered graphs areisomorphic, if the (unique)
order-preserving bijection is a graph isomorphism. An ordered graph(G,<) is
said to be asubgraphof (H,<′), if G is a subgraph ofH , and the two orderings
coincide onV (G).

A circuit C = v1, . . . , vl in an ordered graph isbalancediff

|{i; vi < v(i mod l)+1}| = |{i; vi > v(i mod l)+1}| .

This can be reformulated using the notion preceding Lemma 1.2.10. Let
−→
G be a di-

rected graph withV (
−→
G) = V (G) andE(

−→
G) = {(u, v);uv ∈ E(G) andu < v}.

(We can say that all edges are oriented ‘up’.) Then a circuit inG is balanced iff the
corresponding circuit in

−→
G is Z-balanced. Note that a circuit in

−→
G is Z2-balanced

iff its length is even.
Denote byCycp the set of all ordered graphs that contain no odd circuit of

length at mostp. Denote byBalp the set of all ordered graphs that contain no
unbalanced circuit of length at mostp.

Nešetřil and Rödl [69] proved the following Ramsey-typetheorem.

Theorem 3.1.1Let k, p be positive integers. For any ordered graph(G,<) ∈
Cycp there is an ordered graph(H,<) ∈ Cycp with the following property: for
every coloring ofE(H) by k colors there is a monochromatic subgraph(G′, <),
isomorphic to(G,<).
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We will need a version of this theorem forBalp. By the discussion above, this
means that we considerZ-balanced (instead ofZ2-balanced) circuits.

Theorem 3.1.2Let r, p be positive integers. For any ordered graph(G,<) ∈
Balp there is an ordered graph(H,<) ∈ Balp with the the following property: for
every edge coloring ofH byr colors there is a monochromatic subgraph(G′, <),
isomorphic toG. This conclusion will be shortly written as(H,<)→ (G,<)2r .

Proof: The proof of Theorem 3.1.2 uses a variant of the amalgamationmethod
(partite construction) due to the first author and Rödl (see, e.g., [70, 66]), which
has many applications in structural Ramsey theory.

For the purpose of this proof we slightly generalize the notion of ordered graph.
We work with graphs with a quasiordering≤ of its vertices; such graphs are called
quasigraphs, ≤ is called the standard ordering ofG. Alternatively, a quasigraph
(G,≤) is a graphG = (V,E) with a partitionV1 ∪ V2 ∪ · · · ∪ Va of V : eachVi is
a set of mutually equivalent vertices ofV andV1 < V2 < · · · < Va. The number
a of equivalence classes of≤ will be fixed throughout the whole proof. In this
case we speak abouta-quasigraphs. It will be always the case that everyVi is an
independent set ofG.

An embeddingf : (G,≤) → (G′,≤′) is an embedding (i.e. an isomorphism
onto an induced subgraph)G → G′ which is moreover monotone with respect to
the standard orderings≤ and≤′. Explicitly, such an embeddingf is an embedding
of G to G′ for which there exists an increasing mappingι : {1, 2, . . . , a} →
{1, 2, . . . , a′} such thatf(Vi) ⊆ V ′

ι(i) for i = 1, . . . , a. (HereV ′
1 < V ′

2 < · · · <
V ′

a′ are equivalence classes of the quasiorder≤′.) By identifying the equivalent
vertices of a quasigraphG we get a graph̄G and a homomorphismπ : G → Ḡ;
graphḠ is called theshadowofG, mappingπ is calledshadow projection.

We prove Theorem 3.1.2 by induction onp. The casep = 1 is the Ramsey
theorem for ordered graphs and so we can use Theorem 3.1.1 forp = 1. In the
induction step (p → p + 1) consider arbitrary ordered graph(G,≤), let G =
(V,E), |V | = n, andG ∈ Balp+1. By the induction assumption there exists an
ordered graph(K,≤) ∈ Balp such that

K → (G)2r .

Let V (K) = {x1 < · · · < xa} andE(K) = {e1, . . . , eb}. In this situation
we shall construct (by induction)a-quasigraphsP 0, P 1, . . . , P b (called usually
‘pictures’). Then the quasigraphP b will be transformed to the desired ordered
graph(H,≤) ∈ Balp satisfying

(H,≤)→ (G,≤)2r .
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We proceed as follows. Let(P 0,≤0) ∈ Balp+1 bea-quasiordered graph for which
for every induced subgraphG′ of K, such that(G′,≤) is isomorphic to(G,≤),
there exists a subgraphG0 of P 0 with the shadowG′. Clearly (P 0,≤0) exists,
as it can be formed by a disjoint union of

(

a
n

)

copies ofG with an appropriate
quasiordering.

In the induction stepk → k + 1 (k ≥ 0) let the picture(P k,≤k) be given.
Write P k = (V k, Ek) and letV k

1 < V k
2 < · · · < V k

a be all equivalence classes
of ≤k. Consider the edgeek+1 = {xik+1

, xjk+1
} of K (xik+1

< xjk+1
). To

simplify the notation, we will writei = ik+1, j = jk+1. LetBk = (V k
i ∪V k

j , F
k)

be the bipartite subgraph ofP k induced by the setV k
i ∪V k

j . We shall make use of
the following lemma.

Lemma 3.1.3 For every bipartite graphB there exists a bipartite graphB′ such
that

B′ → (B)2r .

(The embeddings of bipartite graphs map the upper part to theupper part and the
lower part to the lower part.)

This lemma is easy to prove and it is well-known, see for example [66].
Continuing our proof, let

B′k → (Bk)2r (3.1)

be as in Lemma 3.1.3 and put explicitlyB′k = (V k+1
i ∪ V k+1

j , F k+1). Let also
Bk be the set of all induced subgraphs ofB′k, which are isomorphic toBk. Now
we are in the position to construct the picture(P k+1,≤k+1).

We enlarge every copy ofBk to a copy of(P k,≤k) while keeping the copies
of P k disjoint outside the setV k+1

i ∪ V k+1
j . The quasiorder≤k+1 is defined

from copies of quasiorder≤k by unifying the corresponding classes. While this
description perhaps suffices to many here is an explicit definition of P k+1:

PutP k+1 = (V k+1, Ek+1), whereV k+1 = V k ×B/∼. The equivalence∼ is
defined by

(v,B) ∼ (v′, B′) ⇐⇒ v = v′ ∈ V k+1
i ∪ V k+1

j or v = v′ andB = B′.

Denote by[v,B] the equivalence class of∼ containing(v,B). We define the edge
set by putting{[v,B], [v′, B′]} ∈ Ek+1 if {v, v′} ∈ Ek andB = B′. Define
quasiorder≤k+1 by putting

[v,B] ≤k+1 [v′, B′]⇐⇒ v ≤k v′ .
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It follows that≤k+1 hasa equivalence classesV k+1
1 < · · · < V k+1

a . (Note that
this is consistent with the notation of classesV k+1

i , V k+1
j of B′k.)

Continuing this way, we finally define the picture(P b,≤b). PutH = P b and
let ≤ be an arbitrary linear ordering that extends the non-symmetric part of the
quasiorder≤b. We claim that the graphH has the desired properties. To verify
this it suffices to prove:

(i) (H,≤) ∈ Balp+1 and

(ii) (H,≤)→ (G,≤)2r.

The statement (i) will be implied by the following claim.

Claim 3.1.4 1. (P 0,≤0) ∈ Balp+1.

2. If (P k,≤k) ∈ Balp+1, then(P k+1,≤k+1) ∈ Balp+1.

Proof of Claim: The first part follows from the construction. In the second part,
suppose thatP k+1 contains an unbalanced circuitC = u1, u2, . . . , ul of length
l ≤ p + 1. Let π : V (P k+1) → V (K) be the projection, that is foru ∈ V k+1

s

we haveπ(u) = xs. From the construction it follows thatπ is a homomorphism

P k+1 hom−−−→ K, in other words thatK is the shadow ofP k+1.
Consider the closed walkCπ = π(u1), π(u2), . . . , π(ul) in K. AsCπ is un-

balanced closed walk, it contains an unbalanced circuit of lengthl′ ≤ l. Since
K ∈ Balp, we havel′ = l = p+ 1, that isπ(u1), . . . , π(up+1) are all distinct. Let
us = [vs, Bs]. If B1 = B2 = · · · = Bl, that is the wholeC is contained in one
copy ofP k, we have a contradiction asP k ∈ Balp+1.

Now we use the construction ofP k+1 as an amalgamation of copies ofP k:
If Bt 6= Bt+1 (indices modulol), thenπ(ut) ∈ {xik+1

, xjk+1
}. As the vertices

π(u1), . . . , π(ul) are pairwise distinct, this happens just for two values oft. Con-
sequently, the wholeC′ is contained in two copies ofP k and there are indicesα,
β such thatπ(uα) = xik+1

andπ(uβ) = xjk+1
.

The circuitC is a concatenation ofP ′ andP ′′—two paths betweenuα and
uβ, each of them properly contained in one copy ofP k. No copy ofP k contains
wholeC, therefore bothP ′ andP ′′ have at least two edges, hence at mostp − 1
edges. Let̄P ′, P̄ ′′ denote the shadows ofP ′ andP ′′. BothP̄ ′ ∪ {ek+1} andP̄ ′′ ∪
{ek+1} are closed walks inK containing at mostp edges. AsK ∈ Balp, both of
them are balanced, soC is balanced as well, a contradiction. 2

We turn to the proof of statement (ii). We use a standard argument that is the
core of the amalgamation method. LetE(H) = E(P b) = A1 ∪ · · · ∪ Ar be a
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fixed coloring. We proceed by backwards inductionb → b − 1 → · · · and we
prove that there exists a quasisubgraphP k

0 of P b isomorphic toP k such that for
any l > k, any two edges ofP k

0 with shadowel get the same color. This is easy
to achieve using the Ramsey properties (3.1) of graphsB′k. Finally, we obtain a
copyP 0

0 of P 0 in P b such that the color of any of its edges depends only on its
shadow (inK). HoweverK → (G)2r and as for any copyG′ of G in K there
exists a subgraphG0 of P̄ 0 such that its shadow isG′ we get that there exists a
monochromatic copy ofG in P b. This concludes the proof. 2

3.1.2 Density: first proof

In this section we prove the density ofTTM order. For this we first prove the
‘Sparse Incomparability Lemma’, Lemma 3.1.5 (analogous statement for homo-
morphisms was proved in [71, 73], it is stated here as Lemma 3.1.11). The proof
follows similar path as in the homomorphism case, the main step is consider-
ably harder, though. To overcome the nonexistence of products in the category
of TTM mappings, we use the Ramsey-type theorem from the previous section.

Lemma 3.1.5 LetM be a ring, letl, t ≥ 1 be integers. LetG1,G2, . . . ,Gt,H be

graphs such thatH 6TTM−−−→ Gi for everyi and at least one ofE(Gi) is nonempty.
Then there is a graphG such that

1. all circuits inG shorter thanl areM -balanced, and

2. G 4
t
M H , moreoverG 4h H ,

3. G 6TTM−−−→ Gi for everyi = 1, . . . , t.

Proof: Choose an odd integerp larger thanmax{|E(H)|, l}. Pick any linear
ordering ofV (H) to makeH into an ordered graph(H,<) and subdivide each
edge to increase the girth. More precisely, we replace everyedgee of H by an
oriented pathP (e) = e1, e2, . . . , ep; the ordering ofV (H) is extended to the new
vertices so, thatej goes up iffj is odd, see Figure 3.1. When we do this for
every edge ofH , we forget the orientation of the edges and let(H ′, <) denote the
resulting ordered graph. It is(H ′, <) ∈ Balp.

Putr = maxi |E(Gi)||E(H)|. Using Theorem 3.1.2 we find a graph(R,<) ∈
Balp satisfying(R,<) → (H ′, <)2r. As every circuit of(R,<) is balanced, it is
alsoM -balanced.
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H

H

H ′ ⊆ R

Figure 3.1: An illustration of the proof of Lemma 3.1.5 (heres = 5). Only a part
of the graphG = H ×R is shown.

We orient all edges ofR up (that is towards the vertex larger in<), and setG =
H ×R (see Figure 3.1). Formally,V (G) = V (H)× V (R), and for edgese = uv
of H ande′ = u′v′ of R we have an edge from(u, u′) to (v, v′) (this edge will be
denoted by(e, e′)).

Now G
TTM−−−→ R (there is even a homomorphism—the projection), so by

Lemma 1.2.10 there is no shortM -unbalanced circuit inG. This gives part 1

of the statement. The other projection ofG givesG
TTM−−−→ H , and indeed even

G
hom−−−→ H . This proves part 2, it remains to prove part 3.

For the contrary, suppose there is an indexi and aTTM mappingf : G
TTM−−−→

Gi. As G = H × R, this induces a coloringc of edges ofR by elements
of E(Gi)

E(H) (wherec(e′) sendse to f((e, e′))). As we have chosenR to be
a Ramsey graph forH ′, there is a monochromatic copy ofH ′ in R. To ease the
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notation we will suppose this copy is justH ′, let g be the color of edges ofH ′.
We will show thatg is aTTM mappingH → Gi, and this will be our desired
contradiction.

We will use Lemma 1.2.9, hence for any flowϕ : E(H) → M we need to
show thatϕg is a flow. Clearly it is enough to verify this forϕ being an elementary
flow, as elementary flows generate theM -flow space onH . So letC be a circuit
in H that is the support ofϕ. The corresponding circuit̄C in H ×R has edge set

E(C̄) =
⋃

{{e} × P (e), e ∈ E(C)} .

Let ϕ̄ be the elementary flow onH ×R corresponding toϕ. Explicitly,

ϕ̄ : (e, ei) 7→
{

ϕ(e), if i is odd,

−ϕ(e), if i is even.

AsH ′ is g-monochromatic,f((e, ei)) = g(e) for everyi. Consequentlyϕg = ϕ̄f ,
soϕg is a flow. 2

Theorem 3.1.6LetM be a ring, lett ≥ 0 be an integer. LetG,H be graphs such
thatG ≺t

M H andE(G) 6= ∅. LetG1, G2, . . . ,Gt be pairwise incomparable (in
≺t

M ) graphs satisfyingG ≺t
M Gi ≺t

M H for everyi. Then there is a graphK
such that

1. G ≺t
M K ≺t

M H ,

2. K andGi areTTM -incomparable for everyi = 1, . . . , t.

If in addition G 4h H then we have evenG ≺h K ≺h H . If we consider
undirected graphs, then we get undirected graphK.

Proof: Choosel > max{|E(H)|, |E(Gi)|, i = 1, . . . , t}. We use Lemma 3.1.5 to

get a graphG′ without short unbalanced circuits such thatG′ hom−−−→ H , G′ 6TTM−−−→
Gi andG′ 6TTM−−−→ G, then we putK = G + G′. EasilyG 4

t
M K 4

t
M H and

K 6TT−−→ Gi, K 6TT−−→ G (asG′ has this property). It remains to showF 6TT−−→ K

for F ∈ {H,G1, . . . , Gt}. Note that it is not enough to showF 6TT−−→ G and

F 6TT−−→ Gi, we have to proceed more carefully.
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So suppose we have aTTM mappingf : F
TT−−→ G + G′. Pick an edge

e0 ∈ E(G), and defineg : E(F )→ E(G) as follows:

g(e) =

{

f(e), if f(e) ∈ E(G)

e0, otherwise.

We prove thatg is TTM which will be a contradiction. So letτ be anM -tension
onG, we are to prove thatτg is anM -tension onF . By the choice ofl, graph
f(F ) ∩ G′ doesn’t contain anM -unbalanced circuit (there is no that short unbal-
anced circuit inG′), hence any constant mapping is anM -tension. So we may
choose a tensionτ ′ on G + G′ that equals a constantτ(e0) on f(F ) ∩ G′ and
extendsτ . Clearlyτg is the same function asτ ′f , hence it is a tension.

For the last part of statement of the theorem,G
hom−−−→ G+G′ hom−−−→ H follows

immediately (using Lemma 3.1.5, part 2). If we hadH
hom−−−→ K or K

hom−−−→ G,

then by Lemma 2.1.2 the homomorphism induces aTTM mappingH
TTM−−−→ K

(orK
TTM−−−→ G, respectively), which we already excluded.

To prove the result for undirected graphs, we have two options. One of them is
to use Lemma 3.1.10 from the next section that improves Lemma3.1.5. Another
is to modify the above proof as follows. We apply Lemma 3.1.5 for symmetric
orientations

←→
H,
←→
Gi,
←→
G, that is we replace each edge of the undirected graph by a

directed 2-cycle. Let
−→
G ′ be the graph we get andG′ be its underlying undirected

graph. Again, we putK = G +G′. NowG
TTM−−−→ K is immediate,K

TTM−−−→ H

follows by Proposition 1.2.2 (as
−→
G ′ TTM−−−→←→G′). If G′ TTM−−−→ X (forX ∈ {G,Gi})

then
−→
G ′ TTM−−−→ ←→G′ TTM−−−→ ←→X (again Proposition 1.2.2), a contradiction with the

choice of
−→
G ′. It remains to show that forF ∈ {H,Gi} we haveF 6TTM−−−→ K.

Suppose the contrary, it follows that for some orientation
−→
G and the (given) orien-

tation
−→
G ′ there is an orientation

−→
F such that

−→
F

TTM−−−→ −→G +
−→
G ′. Now

−→
F contains

anM -unbalanced circuit (otherwiseF
TTM−−−→ G, a contradiction) while

−→
G ′ does

not contain such shortM -unbalanced circuits (by Lemma 3.1.5). Therefore we

may proceed as above for the case of directed graphs and conclude
−→
F

TTM−−−→ −→G , a
contradiction. 2

To state Theorem 3.1.6 in a concise form we define open and closed intervals
in order≺t

M . Let (G,H)M = {G′ | G ≺t
M G′ ≺t

M H} and [G,H ]M =
{G′ | G 4

t
M G′ 4

t
M H}. Similarly, define(G,H)h and[G,H ]h—intervals in

order≺h. Lemma 2.1.2 implies that[G,H ]h ⊆ [G,H ]M for any ringM . On
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the contrary, none of the two possible inclusions between(G,H)h and(G,H)M

is valid for everyG, H . Therefore the additions in the following corollaries do
indeed provide a strengthening, we will use this strengthening in Section 3.3.3.

Corollary 3.1.7 SupposeG ≺t
M H andE(G) 6= ∅. Then(G,H)M is nonempty.

If in additionG ≺h H then(G,H)M ∩ (G,H)h is nonempty.

Corollary 3.1.8 SupposeG ≺t
M H andE(G) 6= ∅. Then in partial order≺t

M

restricted to(G,H), any finite antichain can be extended. If in additionG ≺h H
then any finite antichain of≺t

M restricted to(G,H)M ∩(G,H)h can be extended.

Remark 3.1.9 Throughout this section we need to assumeE(G) 6= ∅: for exam-

ple in Corollary 3.1.7 there is no graphK satisfyingK1 ≺t
M K ≺t

M

−→
K2 (if K has

no edge then it maps toK1, otherwise
−→
K2 maps to it). We may say that(K1,

−→
K2)

is agapof the partial order≺t
M .

3.1.3 Density: second proof

In this section, we give a different proof of Theorem 3.1.6; or, in fact, only of
Lemma 3.1.5, that was the key step of the proof. We prove here even a slightly
stronger version:

Lemma 3.1.10 (Sparse incomparability lemma forTTM ) LetM be an abelian
group (not necessarily a finitely generated one), letl, t ≥ 1 be integers. LetG1,

G2, . . . ,Gt, H be (finite directed non-empty1) graphs such thatH 6TTM−−−→ Gi for
everyi. Then there is a graphG such that

1. g(G) ≥ l (that isG contains no circuit shorter thanl),

2. G ≺h H ,

3. G 6TTM−−−→ Gi for everyi = 1, . . . , t.

(For undirected graphs we get undirected graphG.)

In the proof we will use variant of Sparse incomparability lemma for ho-
momorphisms in the following form (it has been proved for undirected graphs
in [71, 73], the version we present here follows by the same proof).

1that is with non-empty edge set
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Lemma 3.1.11 (Sparse incomparability lemma for homomorphisms) Let
l, t ≥ 1 be integers, letH , G1, . . . ,Gt be (finite directed non-empty) graphs such

thatH 6hom−−−→ Gi for everyi. Letc be an integer. Then there is a (directed) graphG
such that

• g(G) ≥ l (that isG contains no circuit shorter thanl),

• G ≺h H , and

• G 6hom−−−→ Gi for everyi.

(For undirected graphs we get undirected graphG.)

Proof of Lemma 3.1.10: First, suppose thatM is a finite ring; by Lemma 2.3.3

we know thatH 6hom−−−→ ∆M (Gi) for everyi. Therefore, we may use Lemma 3.1.11
to obtainG′ of girth greater thanl such thatG′ 4h H andG′ 64h ∆M (Gi).

ConsequentlyG′ 6TT−−→M Gi for everyi.
Next, let M be an infinite, finitely generated group, that is a ring. Then

M ≃ Z
α × ∏k

i=1 Z
βi
ni

for some integersk, ni, βi, α (this classical result is stated
as Theorem 7.2.1). AsM is infinite, we haveα > 0, thereforeM ≥ Z. By
Lemma 7.2.2 we conclude that for any mapping it is equivalentto beTTM and to
beTTZ, hence we may supposeM = Z. By Lemma 7.2.8, there is only finitely

many integersn for which holdsH
TTn−−−→ Gi for somei or H

TTn−−−→ −→K2. Pick
somen for which neither of this holds. By the previous paragraph for ring Zn

we find a graphG′ such thatG′ 6TTn−−−→ Gi for everyi = 1, . . . , t. It follows from

Lemma 7.2.2 that alsoG′ 6TTM−−−→ Gi.
Finally, letM be a general abelian group. For each mappingf : E(H) → X

(whereX ∈ {G1, . . . , Gt}) there is anM -tensionϕX onX which certifies thatf
is not aTTM mapping. LetA =

{

ϕX(e) | e ∈ E(X), X ∈ {G1, . . . , Gt}
}

be the
set of all elements ofM that are used for these certificates. LetM ′ be the subgroup

of M generated byA; by the choice ofA we haveH 6TTM′−−−−→ Gi. By the previous

paragraph there is a graphG′ that meets conditions 1, 2, andG′ 6TTM′−−−−→ Gi for

everyi. Consequently,G′ 6TTM−−−→ Gi for everyi, which concludes the proof. 2

We finish this section by a proposition explaining why proof of density for
TTM mappings has to follow different path than in the case of homomorphisms.
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Proposition 3.1.12CategoryGTTM of (directed or undirected) graphs andTTM

mappings does not have products for any ringM .

Proof: We will formulate the proof for the undirected version, although for the
directed version the same proof goes through. We show that there is no product
C3 × C3. Suppose, to the contrary, thatP is the productC3 × C3. Let π1, π2 :

P
TT−−→ C3 be the projections, letE(C3) = {e1, e2, e3}.
We look first at mappingsfi :

−→
K2 → C3 sending the only edge of

−→
K2 to ei.

If we consider mappingfi to the first copy ofC3 andfj to the second one, by
definition of the product there is exactly one edgee ∈ E(P ) such thatπ1(e) = ei

andπ2(e) = ej. We letei,j denote thise. So,E(P ) consists of nine edgesei,j ,
for 1 ≤ i, j ≤ 3.

As π1, π2 areTT mappings, by Lemma 1.2.9 there are no loops inP . There
are no parallel edges either: supposee, f are parallel edges inP . Then without
loss of generalityπ1(e) 6= π1(f), hence we get a contradiction by Lemma 1.2.9.

Finally, for aρ ∈ S3 let fρ : C3 → C3 sendei to eρ(i). Using the definition
of product for mappingfid andfρ, Lemma 1.2.9, and the fact that there are no
parallel edges inP we find thatEρ = {e1,ρ(1), e2,ρ(2), e3,ρ(3)} are edges of a
cycle. Consideringρ = id andρ = (1, 3, 2) we find that part ofP looks as in the
Figure 3.2 (in the directed case, the orientation may be arbitrary, ifM = Z

k
2).

e3,3

e2,2

e3,2

e2,3 e1,1

e3,3

e2,2

e2,3

e3,2 e1,1

Figure 3.2: Proof of Proposition 3.1.12.

Consider the first case. AsEρ is a cycle forρ = (2, 3, 1), the edgese1,2

and e2,3 are adjacent. By takingρ = (2, 1, 3), we find thate1,2 and e2,3 are
adjacent. As there are no parallel edges inP , we havee1,2 = xy or e1,2 =
yx. Hence,e1,2, e2,3, e2,2 forms a cycle. Asπ1 is TT mapping, we obtain a
contradiction by Lemma 1.2.9. In the second case we proceed in the same way with
edgee2,1, we prove that it is adjacent withe3,2 ande3,3 and yield a contradiction
with π2 being aTT mapping. 2
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3.2 Universality of TT2 order

In this section we restrict our attention toTT2 mappings and consequently to
undirected graphs. We first construct a particularTT2-rigid graph. (By Corol-
lary 2.2.14 such graph exists, but we need some additional properties.) Then we
use this graph to provide an embedding ofGrahom to GraTT2

. Another proof of
this result (for generalTTM mappings) was given in Section 2.2.2 as an applica-
tion of study of homotens graphs.

a

b
c

C1

C2
C3

C4

C5

C6

C7
C8

C9

p

q
r

s

Figure 3.3: ATT2-rigid graph

Lemma 3.2.1 LetS be the graph in Figure 3.3.

1. S is TT2-rigid, i.e. the onlyTT2 mappingS → S is the identity.

2. SupposeG is a graph that contains edge-disjoint copies ofS: S1, . . . , St.
SupposeG does not contain triangles nor pentagons, except those pentagons
that are contained in someSi. Then the onlyTT2 mappingS → G is the
identity mapping to someSi.

Proof: We will prove the second part, which implies the first (by takingG = S).
Consider aTT2 mappingf : S → G. Let pentagons inS be denotedC1, . . . ,
C9 as in the figure, note that there are no other pentagons inS. As there are no
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triangles inG and the only pentagons are contained in someSk, we can deduce by
Lemma 1.2.9 that eachCi maps to a pentagon in someSk (possibly differentk for
differenti).

PentagonCi shares an edge withCj iff i andj differ by 1 (modulo 9). As
sharing an edge is preserved by any mapping and since different copies ofS
in G are edge-disjoint, we conclude that there is a copy ofS in G (to simplify
the notation, we will identify this copy withS) and a bijectionp : [9] → [9]
such thatf(Ci) = Cp(i) for eachi; moreoverp preserves the cyclic order. Next
we note that the size of the intersection of neighboring pentagons is preserved
too. There are exactly three pairs of pentagons that share two edges:{C1, C2},
{C3, C4}, {C6, C7}. As the pairs{C1, C2} and{C3, C4} are adjacent, the pairs
{C5, C6} and{C3, C4} have a common neighboring pentagon, while the pairs
{C5, C6} and{C1, C2} do not, we see thatp is the identity; that isf(Ci) = Ci

for eachi.
We still have to prove thatf does not permute edges in the respective pen-

tagons. LetCo be the outer cycle and note it is the only 9-cycle inS that shares
exactly one edge with eachCi. Hence,f is an identity onE(Co). This means that
f can only permute two edges that share an endpoint of some of the edgesa, b,
andc.

Edgea is a part of a 7-cycleCa that has four edges in common withCo. Now,
Co is preserved byf , and there is no other 7-cycle inS with the same intersection
with Co. Thus,Ca is preserved as well, in particulara and the edges incident with
it are preserved. Edgeb is a part of a 7-cycleCb that intersectsC5, C6, C7, C8

andC9. Since the edges it has in common withC6,C7, andC8 are preserved byf
(at least set-wise), and there is no other 7-cycle includingthese edges,Cb is pre-
served too, in particularb and the edges incident with it are preserved. Similarly,c
is contained in an8-cycle that has five of its edges fixed, hence it is fixed byf . 2

Theorem 3.2.2There is a mappingF that assigns (undirected) graphs to (undi-
rected) graphs, such that for any graphsG,H (we stress that we consider loopless
graphs only) holds

G
hom−−−→ H ⇐⇒ F (G)

TT2−−→ F (H) .

MoreoverF can be extended on mappings between graphs: iff : G → H
is a homomorphism, thenF (f) : F (G) → F (H) is a TT mapping and any
TT mapping betweenF (G) and F (H) is equal toF (f) for some homomor-

phismf : G
hom−−−→ H . (In category-theory termsF is an embedding of the cate-
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gory of all graphs and their homomorphisms into the categoryof all graphs and
all TT2-mappings between them.)

u

v

(u, p) (u, q) (u, r) (u, s)

Figure 3.4: Example of construction ofF (G) forG = P2. The 7-cycle used in the
proof of Theorem 3.2.2 is emphasized.

Proof: Let S be the graph from Lemma 3.2.1, letp, q, r, s be its vertices as
denoted in Figure 3.3. For a graphG, let the vertices ofF (G) be(V (G)×V (S))∪̇
(E(G)×{1, 2}). On each set{v}×V (S) we place a copy ofS, it will be denoted
by Sv. For an edgeuv ofG we introduce edges(u, p)(v, q), (u, q)(v, p) (we refer
to them as toadd-on edges) and paths of length two from(u, r) to (v, s) and from
(u, s) to (v, r) (we refer to these as to add-on paths, the middle vertices of these
paths are(uv, 1) and(uv, 2)). There are no other edges inF (G). See Figure 3.4
for an example of the construction. As we wish to apply Lemma 3.2.1, we first
show thatF (G) contains no triangles and only those pentagons that are contained
in someSv. SupposeC is a cycle violating this. IfC contains some add-on path,
it is easy to check that the length ofC is at least six. If it is not thenC has to
contain some add-on edges (asS is triangle-free). If it contains only add-on edges
and copies of the edgepq then it has even length; otherwise it has length at least
seven.

It is clear how to defineF (f) for a homomorphismf : G → H : map-
ping F (f) sends eachSv in G to Sf(v) in H in the only way, the edges be-



68 CHAPTER 3. STRUCTURAL PROPERTIES

tween different copies ofS are mapped in the ‘canonical’ way. ClearlyF (f)
is aTT mapping induced by a homomorphism.

The only difficult part is to show, that for everyg : F (G)
TT−−→ F (H) there

is an f : G
hom−−−→ H such thatg = F (f). So letg be such a mapping. By

Lemma 3.2.1 each copy ofS is mapped to a copy ofS, to be precise, there is a
mappingf : V (G) → V (H) such thatg mapsSv to Sf(v). Let uv be an edge
of G. First, we show thatf(u) 6= f(v). Suppose the contrary and consider the
7-cycle(u, p), (u, q), (u, r), (u, s), x, (v, r), (v, q) (x is the middle vertex of an
add-on path). SinceS is rigid, edges(u, q)(u, r) and(v, q)(v, r) map to the same
edge, hence the algebraical image of the other five edges is a cycle. However, there
is no cycle of length at most five containing edgespq andrs, a contradiction.

Considering again the image of the same cycle shows thatf(u) andf(v) are
connected by an edge ofH , which finishes the proof. 2

Remark 3.2.3 It is worth noting that graphsF (G) are all triangle-free. We be-
lieve that the construction from Theorem 3.2.2 can be modified to work for other
rings thanZ2, some modification can possibly produce even graphs of girthat
leastg, for any giveng. If we consider graphs containing complete graphs then
the situation becomes easier, which allowed us to prove embedding result for a
general ring in Chapter 2 (Theorem 2.2.15).

3.3 Miscellanea

3.3.1 Complexity

Let TTM (H) denote the problem of decision, whether for a given graphG there

is aTTM mappingG
TTM−−−→ H . The complexity of the related problem HOM(H)

(that is the testing of the existence of a homomorphism toH) is now well under-
stood, at least for undirected graphs: HOM(H) is NP-complete if and only ifH
contains an odd circuit, otherwise it is in P (as it is equivalent to decide whetherG
is bipartite), see [39]. In the same spirit, we wish to determine the complexity of
the problem TTM (H).

Theorem 3.3.1LetH be an undirected graph. ThenTTZ2
(H) is NP-complete if

H contains an odd circuit; otherwise it is polynomial.

Proof: By Theorem 1.3.1, problems TT2(H) and HOM(∆(H)) have the same
answer for any graphG, hence they have the same complexity. Observe that∆(H)
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is bipartite iff H is bipartite: H and∆(H) areTT2 equivalent and any graph

is bipartite iff it admits aTT2 mapping to
−→
K2. Consequently, TT2(H) is NP-

complete iffH contains an odd circuit. 2

ForM 6= Z2 (orZ
k
2), we may still reduce TTM (H) to HOM(H ′) for a suitable

graphH ′. However, now we deal with directed graphs, where the complexity of
HOM is not characterized. Another obstacle is that forM = Z the graphH ′

is infinite. (For infinite graphH , the complexity of HOM(H) was investigated
in [9].)

We can also study the complexity of the decision problem for other types
of XY mappings. ForTF2 mappings we can again reduce the TF2(H) prob-
lem to HOM, yielding that it is polynomial precisely ifH is Eulerian. And, again,
in this case the problem is trivial—equivalent to decision if the given graph is
Eulerian.

On the other hand, the situation forFT andFF mappings is unclear. Their
existence is equivalent to the existence of certain flows on the given graph. The
complexity of determining, whether a given graph admits an(M,B)-flow is, how-
ever, not well-understood, compare [50] for a partial answer.

Question 3.3.2LetH be a graph. What is the complexity of decision, for a given

graphG, whetherG
FT−−→ H (G

FF−−→ H , respectively)?

3.3.2 Dualities in theTT order

Dualities were introduced as an example of good characterization which can help
to solve HOM(H) for some graphsH . We say that a tuple(F1, . . . , Ft;H) forms
a duality if for everyG

G
hom−−−→ H ⇐⇒ (∀i ∈ {1, . . . , t})Fi 6hom−−−→ G .

It is well-known thatG has a homomorphism to
−→
Tn (transitive tournament with

n vertices) iff it does not contain
−→
Pn+1 (path withn+ 1 vertices). Hence, the pair

(
−→
Pn+1;

−→
Tn) is a duality. If(F1, . . . , Ft;H) is a duality, we can solve HOM(H)

in polynomial time; moreover, it means that the class of graphs admitting a ho-
momorphism toH is first-order definable. Dualities are studied in a sequenceof
papers, see [72], [40] and references there. We present a sample of results:

• for undirected graphs there are only trivial dualities(K2;K1) and(K1;K0).
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• for directed graphs, for anyt and any treesF1, . . . ,Ft, there is anH such
that(F1, . . . , Ft;H) is a duality; there are no other dualities.

• similarly as for directed graphs, it is possible to characterize all dualities for
arbitrary relational systems.

Here we adopt proof of the homomorphic case (for undirected graphs) to char-
acterize dualities forTTM , that is we characterize all tuples(F1, . . . , Ft;H) for
which

G
TT−−→ H ⇐⇒ (∀i ∈ {1, . . . , t})Fi 6TT−−→ G . (3.2)

We supposeM 6= Z1 to avoid trivialities.

Theorem 3.3.3For every ringM , there are no dualities in theTTM order, up to
the trivial ones, that isH ≈t

M K1 and for somei we haveFi ≈t
M

−→
K2.

Proof: Let (F1, . . . , Ft;H) be a duality. Putg = max{gM(F1), . . . , gM(Ft)}. If

g = ∞, then there is ani such thatFi
TTM−−−→ −→K2. In this case, the right-hand side

of (3.2) holds iff G is edgeless. This is equivalent toG
TTM−−−→ H exactly when

H is edgeless, that isH ≈t
M K1.

If g is finite, we consider a graphG such thatχ(G) > c (c will be specified
later) and all circuits inG are longer thang. (Such graphs exist by the celebrated

theorem of Erdős.) We orient the edges ofG arbitrarily. NowFi 6TTM−−−→ G by

Lemma 1.2.11, it remains to proveG 6TTM−−−→ H . So suppose the contrary; by
Lemma 7.2.4 and 7.2.2 we may supposeM is finite. By Theorem 1.3.1 (and the

remarks following it), there is a finite directed graphH ′ such thatG
TTM−−−→ H iff

G
hom−−−→ H ′. Hence it is enough to choosec = χ(H ′). 2

We remark that there may be more ‘restricted dualities’. Forexample Conjec-
ture 4.1.4 may be expressed as the duality

G
TT2−−→ C5 ⇐⇒ C3 6TT2−−→ G .

forG that has maximum degree at most 3.

3.3.3 Bounded antichains in theTT order

In [19], the following question is posed (forM = Z2) as Problem 6.9.
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Problem 3.3.4 ([19]) Is there an infinite antichain of order4t
M , that consists of

graphs with bounded chromatic number?

One motivation for this question stems from the fact that it is easy to produce
infinite antichain of unbounded chromatic number (similarly to Proposition 2.1.7).
More importantly, the unsolved analogy for4

f
M (Problem 6.1.8) is relevant for

Jaeger’s conjecture 6.1.7. Our approach provides a straightforward answer in a
very strong form.

Corollary 3.3.5 For everyM , there is an infinite antichain in the order4t
M , that

consists of graphs with chromatic number at most 3.

Proof:
Let G =

−→
K2 and choose a 3-colorableH such thatH ≻t

M

−→
K2: we can take

H =
−→
C3 wheneverM is not a power ofZ3. In that case we chooseH =

−→
C5.

DenoteI = (G,H)h ∩ (G,H)M . By Corollary 3.1.7,I is nonempty, hence
chooseG0 ∈ I. Now we inductively find (using Corollary 3.1.8) graphsG1, G2,
. . . from I such that for everyk, G0, . . . , Gk is an antichain in the order≺t

M .

Hence{Gn, n ≥ 0} is an infinite antichain, and as for everyi,Gi
hom−−−→ H , every

Gi is 3-colorable. 2

Remark 3.3.6 An alternative proof is provided by Theorem 2.2.15: the homo-
morphism order is known to have infinite antichain of boundedchromatic number,
this is mapped to an infinite antichain in4t

2 of boundedχTT2
, hence of bounded

chromatic number (χ ≤ cmχTTM , see Corollary 2.3.9).
In contary with this, in the presented proof we obtain 3-colorable graphs for

everyM . Moreover, we can chooseH more carefully, namely we can letH =
−→
Cp

wherep is a large enough prime (so that
−→
Cp 6TTM−−−→ −→K2). In this way, we obtain for

any givenε > 0 an infinite antichain of≺t
M that consists of graphs with circular

chromatic number bounded by2 + ε.
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Chapter 4

Cut-continuous mappings of
high-girth cubic graphs

In this chapter we give a (computer assisted) proof that the edges of every graph
with maximum degree 3 and girth at least 17 may be 5-colored (possibly improp-
erly) so that the complement of each color class is bipartite. Equivalently, every
such graph admits a homomorphism to the Clebsch graph (Figure 1.2), and a cut-
continuous mapping toC5.

Hopkins and Staton [42] and Bondy and Locke [13] proved that every (sub)cu-
bic graph of girth at least 4 has an edge-cut containing at least 4

5 of the edges. The
existence of such an edge-cut follows immediately from the existence of a 5-edge-
coloring as described above, so our theorem may be viewed as akind of coloring
extension of their result (under a stronger girth assumption).

Every graph which has a homomorphism to a cycle of length five has an above-
described 5-edge-coloring; hence our theorem may also be viewed as a weak ver-
sion of Nešetřil’s Pentagon Problem: Every cubic graph ofsufficiently high girth
maps toC5.

4.1 Introduction

Throughout this chapter all graphs are assumed to be finite, undirected and sim-
ple. Recall that ifG is a graph andU ⊆ V (G), we putδ(U) = {uv ∈ E(G) :
u ∈ U andv 6∈ U}, and we call any subset of edges of this form acut. The maxi-
mum size of a cut ofG, denotedMAXCUT(G) = maxU⊆V |δ(U)| is a parameter

73
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which has received great attention. Next, we normalize and define

b(G) =
MAXCUT(G)

|E(G)| .

Determiningb(G) (or equivalentlyMAXCUT(G)) for a given graphG is known
to be NP-complete, so it is natural to seek lower bounds. It isan easy exercise to
show thatb(G) ≥ 1/2 for any graphG andb(G) ≥ 2/3 wheneverG is cubic (that
is 3-regular). The former inequality is almost attained by alarge complete graph,
the latter is attained forG = K4: any triangle contains at most two edges from
any bipartite subgraph, and each edge ofK4 is in the same number of triangles
(namely in two). This suggests that triangles play a specialrole, and raises the
question of improving this bound for cubic graphs with higher girth. In the 1980’s,
several authors independently considered this problem [13, 42, 93], the strongest
results being

• b(G) ≥ 4/5 forG with maximum degree 3 and no triangle [13]

• b(G) ≥ 6/7− o(1) for cubicG with girth tending to infinity [93]

On the other hand, cubic graphs exist with arbitrarily high girth and satisfying
b(G) < 0.94 (see Section 4.2).

Define a set of edgesC from a graphG to be acut complementif C = E(G)\
δ(U) for someU ⊆ V (G). Then the problem of finding a cut of maximum size
is exactly equivalent to that of finding a cut complement of minimum size. A
natural relative of this is the problem of finding many disjoint cut complements.
Indeed, packing cut complements may be viewed as a kind of coloring version of
the maximum cut problem.

There are a variety of interesting properties which are equivalent to the exis-
tence of2k + 1 disjoint cut complements, so after a handful of definitions we will
state a proposition which reveals some of these equivalences. This proposition
is well known, but we have provided a proof of it in Section 4.4for the sake of
completeness. For every positive integern, we letQn denote then-dimensional
cube, so the vertex set ofQn is the set of all binary vectors of lengthn, and two
such vertices are adjacent if they differ in a single coordinate. Then-dimensional
projective cube,1 denotedPQn, is the simple graph obtained from the(n + 1)-
dimensional cubeQn+1 by identifying pairs of antipodal vertices (vertices that
differ in all coordinates). Equivalently, the projective cubePQn can be described
as a Cayley graph, see Section 4.4.

1sometimes called folded cube
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Recall that a mappingg : E(G)→ E(H) is cut-continuousif the preimage of
every cut is a cut. An alternative term for a cut-continuous mapping isTT2 map-
ping, but we will not use this shorter name in this chapter. Now we are ready to
state the relevant equivalences.

Proposition 4.1.1 For every graphG and nonnegative integerk, the following
properties are equivalent.

1. There exist2k pairwise disjoint cut complements.

2. There exist2k + 1 pairwise disjoint cut complements with unionE(G).

3. G
hom−−−→ PQ2k (G has a homomorphism toPQ2k).

4. G
TT2−−→ C2k+1 (G has a cut-continuous mapping toC2k+1).

Perhaps the most interesting conjecture concerning the packing of cut comple-
ments—or equivalently homomorphisms to projective cubes,cut-continuous map-
pings to odd circuits—is the following conjectured generalization of the Four
Color Theorem. Although not immediately obvious, the formulation we give here
is equivalent to Seymour’s conjecture on edge-coloring of planarr-graphs for odd
values ofr.

Conjecture 4.1.2 (Seymour)Each planar graph in which all odd cycles have
length at least2k + 1 has a cut-continuous mapping toC2k+1 (a homomorphism
toPQ2k).

Since the graphPQ2 is isomorphic toK4, thek = 1 case of this conjecture is
equivalent to the Four Color Theorem. Thek = 2 case of this conjecture concerns
homomorphisms to the graphPQ4 which is also known as the Clebsch graph
(see Figure 1.2). This case was resolved in the affirmative byNaserasr [63] who
deduced it from a theorem of Guenin [31]. The following theorem is the main
result of this chapter; it shows that graphs of maximum degree three without short
cycles also have homomorphisms toPQ4. Thegirth of a graph is the length of its
shortest cycle, or∞ if none exists.

Theorem 4.1.3Every graph of maximum degree 3 and girth at least17 admits
a cut-continuous mapping toC5. Equivalently, it has a homomorphism toPQ4

(also known as the Clebsch graph), and 5 disjoint cut complements. Furthermore,
there is a linear time algorithm which computes the cut-continuous mapping, the
homomorphism, and the cut complements.
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Clearly no graph with a triangle can map homomorphically to the triangle-free
Clebsch graph (equivalently, have5 disjoint cut complements), but we believe this
to be (for cubic graphs) the only obstruction. We highlight this and one other
question we have been unable to resolve below.

Conjecture 4.1.4 Every triangle-free cubic graph has a homomorphism toPQ4.

Problem 4.1.5 What is the largest integerk with the property that all cubic graphs
of sufficiently high girth have a homomorphism toPQ2k?

As we mentioned before, there are high-girth cubic graphs with b(G) < 0.94.
Such graphs do not admit a homomorphism toPQ2k for anyk ≥ 8, so there is
indeed some largest integerk in the above problem. At present, we know only that
2 ≤ k ≤ 7.

Another topic of interest for cubic graphs of high girth is circular chromatic
number, a parameter we now pause to define. For any graphG, we letG≥k de-
note the simple graph with vertex setV (G) and two nodes adjacent if they have
distance at leastk in G. Thecircular chromatic numberofG, isχc(G) = inf{n

k :
G has a homomorphism toC≥k

n }. Every graph satisfies⌈χc(G)⌉ = χ(G) so the
circular chromatic number is a refinement of the usual notionof chromatic num-
ber. The following curious conjecture asserts that cubic graphs of sufficiently high
girth have circular chromatic number≤ 5

2 (sinceC2k+1
∼= C≥k

2k+1).

Conjecture 4.1.6 (Něseťril’s Pentagon Conjecture [67]) If G is a cubic graph of
sufficiently high girth then there is a homomorphism fromG toC5.

It is an easy consequence of Brook’s Theorem that the above conjecture holds
with C3 in place ofC5 (every cubic graph of girth at least4 is 3-colorable). On the
other hand, it is known that the conjecture is false if we replaceC5 by C11 [52],
consequently it is false if we replaceC5 by anyCn for oddn ≥ 11. Later, it was
shown that the conjecture is false also forC9 [87] andC7 [36] in place ofC5.

An important extension of Conjecture 4.1.6 is the problem todetermine the
infimum of real numbersr with the property that every cubic graph of sufficiently
high girth has circular chromatic number≤ r. The above results show that this
infimum must lie in the interval[ 73 , 3], but this is the extent of our knowledge. It
is tempting to try to use the fact that girth≥ 17 cubic graphs map to the Clebsch
graph and girth≥ 4 cubic graphs map toC3 to improve the upper bound, but
the circular chromatic numbers ofC3, the Clebsch graph, and their direct product
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are all at least three,2 so no such improvement can be made. Neither were we
able to use our result to improve upper bounds on fractional chromatic numbers of
cubic graphs. This is conjectured to be at most14/5 for triangle-free cubic graphs
(Heckmann and Thomas [38]), and proved to be at most3 − 3/64 (Hatami and
Zhu [37]).

It is easy to prove directly that Conjecture 4.1.6, if true, implies Theorem 4.1.3
(perhaps with a stronger assumption on the girth). This follows from part 4 of
Proposition 4.1.1 and from Lemma 2.1.2.

In Chapter 2 we did study when existence of a cut-continuous mapping fromG
toH implies the existence of a homomorphism fromG toH . It was proved there
that this happens for most graphsG (Theorem 2.2.9) but for no triangle-free ones
(Corollary 2.2.17). Therefore these techniques can not be used to extend Theo-
rem 4.1.3 to attain Conjecture 4.1.6.

We finish the introduction with another conjecture due to Neˇsetřil (personal
communication) concerning the existence of homomorphismsfor cubic graphs of
high girth.

Conjecture 4.1.7 For every integerk there is a graphH of girth at leastk and an
integerN , such that for every cubic graphG with girth at leastN we have

G
hom−−−→ H .

Our theorem shows this conjecture to be true fork ≤ 5, but the other cases
remain open.

4.2 Bipartite density of random cubic graphs

The aim of this short section is to show that there exist cubicgraphs of arbitrary
high girth with bipartite density bounded from 1. This result was announced by
McKay (and is referred to as [61] by [93]); however, it never appeared in print.
Althought nowadays proof of this is more an exercise in the use of random reg-
ular graphs, we include it for completeness as this proposition yields a limit to
extension of Theorem 4.1.3. We present only a straightforward calculation, more
careful approach yields better bounds, see thesis of Hladk´y [41].

Proposition 4.2.1 There isε > 0 such that for everyl cubic graphG exists that
contains no circuit shorter thanl and satisfiesb(G) < 1− ε.

2The only nontrivial case is the productPQ4 ×K3. By a theorem of [29] this graph is uniquely
3-colorable; consequentlyχc(PQ4 ×K3) = 3.
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Proof: We will use thepairing model(introduced by Bollobás [10] and also
called configuration model) of random cubic graphs. That is,we take a random
perfect matching on[n] × [3] (with n even) and project it to[n]. The result is a
cubic multigraph onn vertices—a sample fromG∗n,3. Conditioned that the result
is a simple graph (which has probability tending toe−2), we obtain an element of
Gn,3, that is a uniformly random cubic graph. For more detailed introduction to
the use of this model we recommend [91].

Let ε > 0 be sufficiently small (to be specified later). We will prove that
b(Gn,3) < 1 − ε for Gn,3 ∈ Gn,3 a.a.s. As random regular graphs have girth
greater thang with a positive probability (for everyg), this will prove our claim.
Equivalently, we want to proveb(G∗

n,3) < 1 − ε for G∗
n,3 ∈ G∗n,3 a.a.s. a.a.s. To

this end, we putl = (1−ε)3
2n and usef(t) for the number of perfect matchings on

t vertices. We will work withG∗
n,3 instead ofGn,3, as this allows us to calculate

in fact with random matchingM on [n]× 3.

Pr[b(G∗
n,3) ≥ 1− ε] =

= PrG∗ [(∃A ⊆ V ) |δ(A)| ≥ l]
≤

∑

A⊆V,|A|≤n/2

PrG∗ [|δ(A)| ≥ l]

=
∑

A⊆V

PrM [number of edges ofM leavingA× [3] is at leastl]

=
∑

a≤n/2

∑

k≥l

(

n

a

)(

3a

k

)(

3(n− a)
k

)

k!f(3a− k)f(3(n− a)− k)
f(3n)

If we show that the limit of the last sum is 0 (asn grows to∞), we are done. To
do that, we need two estimates. The first one is the folklore estimate of binomial
coefficient (note that theo(1) term can be chosen independently onp and thatp
can depend onn):

(

n

pn

)

= 2n(H(p)+o(1)) .

Next, we observe that (for event) f(t) = t!
(t/2)!2t/2 . Using Stirling formula, we

find thatf(t) =
√
t! · 2o(t) (the error term is in fact roughlyt−1/4).

Now, we can manipulate part of the estimated sum:

(

3a

k

)

f(3a− k) =
(3a)!

k!
√

(3a− k)!
· 2o(3a−k) =

√

(

3a

k

)

(3a)!

k!
· 2o(3a−k) .
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After handling similarly the other binomial coefficient, weget

Pr[b(G∗
n,3) ≥ 1− ε] ≤

∑

a≤n/2

∑

k≥l

(

n

a

)

√

√

√

√

(

3a
k

)(

3(n−a)
k

)

(

3n
3a

) · 2o(n) .

Note that only terms withk ≤ 3a are nonzero. Letα = a
n/2 , δ = k

3n/2 . We have

1 − ε ≤ δ ≤ α ≤ 1. Defineϕ(a, d) = 3α
2H( δ

α ) + 3(1 − α
2 )H( δ

2−α ) −H(α
2 ).

Also suppose thatϕ(α, δ) ≤ −σ < 0 for all 1 − ε ≤ δ ≤ α ≤ 1. If we replace
each of the terms in the estimated sum by the maximal one, we can see that

Pr[b(G∗
n,3) ≥ 1− ε] ≤ n2 · 2−n(σ/2+o(1)) .

Clearly, the last term converges to 0.
As ϕ is a continuous function and asϕ(1, 1) = −1, we see that for small

enoughε, we get the desired result. Numerical computation givesε ≥ 0.0614, or
1− ε ≤ 0.9386. (McKay and Hladký report1− ε ≤ 0.9351.) 2

4.3 The proof

The goal of this section is to prove the main result of this chapter, Theorem 4.1.3.
We begin with a lemma which reduces our task to cubic graphs.

Lemma 4.3.1 If Theorem 4.1.3 holds for every cubicG then it holds for every
subcubicG, too.

Proof: Let G be a subcubic graph of girth at least 17. We will find a cubic
graphG′ such that girth ofG′ is at least 17 andG′ ⊇ G. The lemma then fol-

lows, as restriction of any homomorphismG′ hom−−−→ PQ4 to V (G) is the desired

homomorphismG
hom−−−→ PQ4.

To constructG′, putr =
∑

v∈V (G)(3− deg(v)). LetH be anr-regular graph
of girth at least 17 (it is well-known that such graphs exists, see, e.g., [8] for a nice
survey). We take|V (H)| copies ofG. For every edgeuv of H we choose two
vertices of degree less than 3, one from a copy ofG corresponding to each ofu
andv; then we connect these by an edge. Clearly, this process willlead to a cubic
graph containingG and with girth at most equal to the minimum of girths ofG
andH . 2
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To show that cubic graphs of girth≥ 17 have homomorphism to the Clebsch
graph, we shall use property 1 from Proposition 4.1.1. Accordingly, we define a
labelingof a graphG to be a four-tupleX = (X1, X2, X3, X4) so that eachXi is
a subset ofE(G). We call a labelingX acut labelingif everyXi is a cut, and acut
complement labelingif everyXi is a cut complement. IfXi ∩Xj = ∅ whenever
1 ≤ i < j ≤ 4 we say that the labeling iswonderful.

Define functiona : {0, 1, . . . , 4} → Z by a(0) = 0, a(1) = 1, a(2) = 10,
a(3) = 40, anda(4) = 1000. Now, for any labelingX , we define themarkof an
edgee (with respect toX) to bemX(e) = {i ∈ {1, 2, 3, 4} : e ∈ Xi}, theweight
of e to bewX(e) = |mX(e)|, and thecost of e to be costX(e) = a(wX(e)).
Finally, we define thecostof X to becost(X) =

∑

e∈E(G) costX(e).
The structure of our proof is quite simple: we prove that any cut complement

labeling of minimum cost in a cubic graph of girth≥ 17 is wonderful. To show
that such a labeling is wonderful, we shall assume it is not, and then make a small
local change to improve the cost—thus obtaining a contradiction. The observation
below will be used to make our local changes. For any setsA,B we letA∆B =
(A \ B) ∪ (B \ A) be the symmetric difference. IfX = (X1, . . . , X4) andY =
(Y1, . . . , Y4) are labelings, then we letX∆Y = (X1 ∆Y1, . . . , X4 ∆Y4). We
say we obtainX∆Y fromX by switchingY .

Observation 4.3.2 If C is a cut andD is a cut complement, thenC∆D is a cut
complement. Similarly, ifX is a cut complement labeling andY is a cut labeling,
thenX∆Y is a cut complement labeling.

Proof: Let C = δ(U) andD = E(G) \ δ(V ). ThenC∆D = E(G) \
(δ(U)∆ δ(V )) = E(G) \ δ(U ∆V ) so it is a cut complement. For labelings
we consider each coordinate separately. 2

The graphs we consider will have high girth, so they will looklike trees locally.
Our proof will exploit this by using the above observation tomake changes on a
tree. To state our method precisely, we now introduce a family of rooted trees. Let
Ti denote a rooted tree of ‘depthi’ in which all vertices have degrees 1 and 3, and
the root vertex, denotedr, has degree 1. Explicitly, we letT1 be an edge (with
one end being the root). Having definedTi, we formTi+1 by joining two copies
of Ti by identifying their root vertices and then connecting thiscommon vertex to
a new vertex, which will be the new root. The unique edge incident with the root
we shall call theroot edge. We let2Ti denote the tree obtained from two copies
of Ti by identifying their root edges in the opposite direction (the resulting edge
will be called thecentraledge of2Ti). A vertex ofTi or 2Ti is interior if either it
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has degree 3, or it is the root ofTi. A cutC (cut labelingX) of Ti or 2Ti is called
internal if C = δ(Z) (X = (δ(Z1), . . . , δ(Z4))) for some setZ (setsZ1, . . . , Z4)
of interior vertices. Now we are ready to state and prove a lemma that forms the
first step of the proof: it will be used to show that any cut complement labeling of
minimum cost has no edges of weight> 2.

T1 T2 T3

2T2

Figure 4.1: Illustration of definitions, root vertex/central edge are emphasized.

Lemma 4.3.3 LetX be a labeling of the tree2T2 and assume that the weight of
the central edge is> 2. Then there exists an internal cut labelingY of 2T2 so that
cost(X ∆Y ) < cost(X).

Proof: Let e be the central edge, letx be a vertex incident withe, let f, g be the
other edges incident withx, and letA = mX(e), B = mX(f), andC = mX(g).
We will construct a cut labelingY = (δ(Z1), . . . , δ(Z4)) (where eachZi is either
∅ or {x}) so thatcost(X∆Y ) < cost(X). For convenience, we shall say that we
switcha setI ⊆ {1, 2, 3, 4} if we setZi = {x} if i ∈ I andZi = ∅ otherwise.

If S = A ∩ B ∩ C is nonempty then we may switchS, thereby reducing the
cost of each ofe, f , g. Hence we may supposeS is empty.

Case 1. |A| = 4: If B = C = ∅ then we switch{1} decreasing the cost
from a(4) to a(3) + 2a(1). Otherwise we switchB ∪ C; this leads to a mark
{1, 2, 3, 4} \ (B ∪ C) one, C onf andB ong, reducing the cost again.

Case 2. |A| = 3: We may supposeA = {1, 2, 3} and |A| ≥ |B| ≥ |C|
Moreover,|C| < 3 for otherwiseA ∩ B ∩ C is nonempty. IfB andA have a
common element, then we switch it. This changes the weights of edges inT from
3, |B|, |C| to 2, |B| − 1, |C| + 1 and as|C| < 3, this is an improvement in the
total cost. It remains to consider the cases when bothB andC are subsets of{4}.
In each of these cases we switch{1}, this reduces the cost from at leasta(3) to at
most3a(2). 2

The next lemma, which provides the second step of the proof, is analogous to
the previous one, but is considerably more complicated to prove.
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Lemma 4.3.4 LetX be a labeling of the tree2T9 and assume that every edge has
weight≤ 2 and that the central edge has weight exactly 2. Then there exists an
internal cut labelingY of 2T9 so thatcost(X∆Y ) < cost(X).

Before discussing the proof of this lemma we shall use it to prove the main
theorem.

Proof: It follows from Lemma 4.3.1 and Proposition 4.1.1 that it suffices to
prove that all cubic graphs with girth at least17 have wonderful cut complement
labelings. LetG be such graph and letX be a cut complement labeling ofG
of minimum cost. It follows immediately from Lemma 4.3.3 that every edge of
G has weight≤ 2. Suppose there is an edgee of weight 2. Then it follows
from our assumption on the girth thatG contains a subgraph isomorphic to2T9

(possibly with some of the leaf vertices identified) wheree is the central edge.
Now Lemma 4.3.4 gives us aninternalcut labelingY of 2T9 (hence a cut labeling
of G) such thatcost(X∆Y ) < cost(X). This contradiction shows thatX is
wonderful, and completes the proof.

Next we give a short description of a linear-time algorithm that finds the parti-
tion. We start with a cut complement labeling(E(G), E(G), E(G), E(G)). Then
we repeatedly pick a bad edgee—that is an edge for whichw(e) > 1. By
Lemma 4.3.3 and 4.3.4 we can decrease the total cost by switching a cut label-
ing that contains only edges at distance at most 8 frome. We can therefore find
the cut labeling in constant time (we can even use brute force, if we do not try to
minimize the constant)—we only have to use efficient representation of the graph,
namely a list of edges, list of vertices, and pointers between the adjacent objects.
As the cost of the starting coloring isa(4) · |E(G)| and at each step the decrease is
at least by 1, it remains to handle the operation ‘pick a bad edge’ in constant time.
For this, we maintain a linked list of bad edges, for each element of the list there is
a pointer from and to the corresponding edge in the main list of edges. This allows
us to change the list of bad edges after each switch in constant time (although, we
repeat, the constant is impractically large). 2

It remains to prove Lemma 4.3.4, and our proof of this requires a computer.
Unfortunately, both the number of labelings and the number of possible cuts is
far too large for a brute-force approach: There are2(29 − 1) − 1 edges of2T9,
which means more than111000 labelings, even if we use Lemma 4.3.3 to eliminate
labeling with edges of weight 3 or 4. Moreover, there are roughly (22·28

)4 internal
cut labelings in2T9, hence we cannot use brute-force even for one labeling. To
overcome the second problem we shall recursively compute all of the necessary
information, called a ‘menu’ on the subtrees, leading to an efficient algorithm for
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a given labeling. To solve the first problem, instead of enumerating all labelings
of 2T9 and computing the menu for them, we will iteratively find all menus cor-
responding to all labelings ofT1, T2, . . . ,T8. This way we avoid considering the
same ‘partial labeling’ several times. To further reduce the computational load, we
will consider only ‘worst possible menus’ in eachTi. Now, to the details.

If S ⊆ {1, 2, 3, 4}, we define an internal cut labelingY of Ti to be aninternal
S-swapif Y = (δ(Z1), . . . , δ(Z4)) where everyZi is a set of interior nodes (note
that the root is interior) andS = {i ∈ {1, 2, 3, 4} : r ∈ Zi}. Informally, an
internalS-swap ‘switchesS between the root and the leaves’. Amenuis a mapping
M : P([4]) → Z. If Ti is a copy of a rooted tree with rootr andX is a labeling
of Ti then themenu corresponding toX is defined as follows

MX(S) = min{cost(X∆Y )− cost(X) : Y is an internalS-swap} . (4.1)

Thus, the menuMX associated withX is a function which tells us for each subset
S ⊆ {1, 2, 3, 4} the minimum cost of making an internalS-swap. This is enough
information to check whether we can decrease the cost of a given labeling: ifT1,
T2, T3 are trees meeting at a vertex andXi is the restriction of a labelingX to Ti,
then we can decrease the cost by a local swap if we haveMX1

(S) +MX2
(S) +

MX3
(S) < 0 for someS ∈ P([4]).

For menusM , N and a setR ⊆ {1, 2, 3, 4} we letParent menu(M,N,R) :
P([4])→ Z be the following mapping:

Parent menu(M,N,R)(S) =

min
Q∈P([4])

(

M(Q) +N(Q) + a(|R∆S∆Q|)− a(|R|)
)

. (4.2)

The motivation for this definition is the following observation, which is the key to
our recursive computation.

Observation 4.3.5 LetX be a labeling of the treeTi wherei ≥ 2. Assume that
Ti is composed of the root edgee and two copies ofTi−1 denotedT ′ andT ′′, and
letX ′ andX ′′ be the restrictions of the labelingX to the treesT ′ andT ′′. Then

MX = Parent menu(MX′ ,MX′′ ,mX(e)) .

Proof: Let v be the end of the edgee which is distinct fromr and pickS,Q ∈
P([4]). Now choose a cut labelingY = (δ(Z1), . . . , δ(Z4)) so thatcost(X∆Y )−
cost(X) is minimal subject to the following constraints

(i) Zi is internal for1 ≤ i ≤ 4,
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(ii) S = {i ∈ {1, 2, 3, 4} : r ∈ Zi}, and

(iii) Q = {i ∈ {1, 2, 3, 4} : v ∈ Zi}.

ThenmX ∆ Y (e) = mX(e)∆S∆Q and we find that

cost(X ∆Y )− cost(X) = MX′(Q) +MX′′(Q)

+ a(|mX(e)∆S∆Q|)− a(|mX(e)|) .

It follows from this thatMX = Parent menu(MX′ ,MX′′ ,mX(e)) as desired.2

Using the above observation, it is relatively fast to compute the menu asso-
ciated with a fixed labeling of a treeTi. However, for our problem, we need to
consider all possible labelings ofTi. Accordingly, we now define a few collec-
tions of menus which contain all of the information we need tocompute to resolve
Lemma 4.3.4. Prior to defining these collections, we need to introduce the fol-
lowing partial order on menus: ifM1 andM2 are menus, we writeM1 4 M2 if
M1(s) ≤M2(s) for everys ∈ P([4]).

We letMi be the set of allMX , whereX is a labeling ofTi, and every
e ∈ E(Ti) satisfieswX(e) ≤ 2. We letWi denote the set of maximal (‘worst’)
elements (with respect to4) ofMi. Further, we define two subsets of these sets:
M′

i denotes the set of menus corresponding to those labelingsX of Ti where each
edge is of weight at most 2 and where the root edge is marked by{1, 2}. Finally,
W ′

i is the set of maximal elements ofM′
i. The following observation collects the

important properties of these sets.

Observation 4.3.6For everyi ≥ 2 we have

1. Mi =
{

Parent menu(M,N, s) |M,N ∈Mi−1, s ∈ P([4]), |s| ≤ 2
}

2. Wi = max
in 4

{

Parent menu(M,N, s) |M,N ∈ Wi−1, s ∈ P([4]), |s| ≤ 2
}

3. W ′
i = max

in 4

{

Parent menu(M,N, {1, 2}) |M,N ∈ Wi−1

}

Proof: Part 1 follows immediately from Observation 4.3.5. The second part
follows from this and from the fact that the mappingParent menu is monotone
with respect to the order4 on menus. Part 3 follows by a similar argument.2

Next we state the key claim proved by our computer check.
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Claim 4.3.7 (verified by computer) For everyW1 ∈ W ′
9, andW2,W3 ∈ W8

there existsS ∈ P([4]) such thatW1(S) +W2(S) +W3(S) < 0.

We use the Observation 4.3.6 to give a practical scheme for computing the
collectionsW8 andW ′

9 followed by a simple test for each possible triple. Further
details are described in Section 4.5. With this, we are finally ready to give a proof
of Lemma 4.3.4.
Proof of Lemma 4.3.4: LetX be an edge labeling of2T9 as in the lemma; we
may suppose the central edgeuv is labeled by{1, 2}. Let T 1, T 2, T 3 be the
three distinct maximal subtrees of2T9 which havev as a leaf, and assume that
T 1 contains the central edge. LetXj denote the restriction ofX to T j, and write
Mj = MXj . ChooseW1 ∈ W ′

9, W2,W3 ∈ W8 so thatMj 4 Wj holds for each
j. By Claim 4.3.7, we may chooseS ∈ P([4]) for whichW1(S) + W2(S) +
W3(S) < 0 and by definition of4 we haveM1(S) + M2(S) + M3(S) < 0,
too. LetXj be the internalS-swap for which the minimum in the definition ofMj

(equation (4.1)) is attained. ThenY = X1 ∆X2 ∆X3 is an internal cut labeling
of 2T9 andcost(X ∆Y ) − cost(X) = M1(S) + M2(S) + M3(S) < 0. This
completes the proof. 2

Remark 4.3.8 In the definition of cost of a coloring, the values of parametersa(i)
can be chosen in a variety of ways—provided we do penalize edges of weight 1.
Perhaps it seems more natural to havea(1) = 0 but this straightforward approach
does not work. Consider the edge labeling of2T4 the upper part of which is
depicted in Figure 4.2. It is rather easy to verify, that switching any local cut
labeling does not get rid of edge of weight 2. Moreover, this labeling can be
extended to arbitrary2Tn by the ‘growing rules’ depicted in the figure (a, b, c, d
stand for{1}, {2}, {3}, {4} in any order). On the other hand, by switching{2}
and {3} on the cuts depicted in the figure, we decrease the cost of the coloring
bya(1).

Remark 4.3.9 Note that it is possible to prove Lemma 4.3.3 by the same method
as Lemma 4.3.4; in fact a simple modification of the code verifies both of these
lemmata at the same time. The reason we put Lemma 4.3.3 separately is that it
allows for an easy proof by hand, and this hopefully makes theproof easier to
understand.

Another remark is that an easy modification of our method to verify Claim 4.3.7
could decrease the running time by 30%. We did not want to obscure the main
proof for this relatively small saving, but we wish to mention the trick here. In the
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Figure 4.2: A difficult labeling ofT4.

process of enumerating the setsWi, we can throw away all menusM that satisfy
M(∅) < 0. It is not hard to show that we still consider all ‘hard cases’.

Remark 4.3.10 The necessity to use computer for huge amount of checking is not
entirely satisfying (although this point of view may be rather historically condi-
tioned aesthetic criterion). It would be interesting to finda proof of Lemma 4.3.4
without extensive case-checking, perhaps by a careful inspection of the setsWi.

4.4 Some equivalences

The goal of this section is to prove Proposition 4.1.1 from the Introduction (restated
here for convenience as Proposition 4.4.2), which gives several graph properties
equivalent to the existence of a homomorphism to a projective cubePQ2k. To
prove this, it is convenient to introduce another family of graphs first. For every
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positive integern, let Hn denote the graph with all binary vectors of lengthn
forming the vertex set and with two vertices being adjacent if they agree in exactly
one coordinate (note thatHn is a Cayley graph onZn

2 ).
For oddn, the graphHn has exactly two components, one containing all ver-

tices with an even number of1’s, and the other all vertices with an odd number of
1’s; we call the componentsHe

n andHo
n, respectively.

Observation 4.4.1 For everyk ≥ 1 we haveHe
2k+1

∼= Ho
2k+1

∼= PQ2k.

Proof: The mapping that sends each binary vector to its complementary vector
gives an isomorphism betweenHo

2k+1 andHe
2k+1. Thus, the simple graph ob-

tained fromH2k+1 by identifying complementary vectors is isomorphic toHe
2k+1

(and toHo
2k+1). However, this graph is also isomorphic toPQ2k, since viewing

the vertices of each as a pair of complementary vectors, we see thatu andv will
be adjacent if and only if one vector associated withu and one vector associated
with v differ in exactly 1 coordinate. 2

Now we are ready to prove the proposition.

Proposition 4.4.2 For every graphG and nonnegative integerk, the following
properties are equivalent.

1. There exist2k pairwise disjoint cut complements.

2. There exist2k + 1 pairwise disjoint cut complements with unionE(G).

3. G has a homomorphism toPQ2k.

4. G has a cut-continuous mapping toC2k+1.

Proof: We shall show1 =⇒ 2 =⇒ 3 =⇒ 4 =⇒ 1.
To see that1 =⇒ 2, letS1, S2, . . . ,S2k be pairwise disjoint cut complements,

and for every1 ≤ i ≤ 2k let Wi = E(G) \ Si. Now settingS2k+1 = E(G) \
∪1≤i≤2kSi = E(G) \∆1≤i≤2k Wi we have 2.

Next we shall show that2 =⇒ 3. LetS1,S2,. . . ,S2k+1 be2k + 1 disjoint cut
complements with unionE(G) and for every1 ≤ i ≤ 2k + 1 chooseUi ⊆ V (G)
so thatSi = E(G) \ δ(Ui). Now assign to each vertexv a binary vectorxv of
length2k + 1 by the rulexv

i = 1 if x ∈ Ui andxv
i = 0 otherwise. This mapping

gives a homomorphism fromG to H2k+1, so by Observation 4.4.1 we conclude
thatG has a homomorphism toPQ2k.
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Next we prove that3 =⇒ 4. Since the composition of two cut-continuous
mappings is cut-continuous, it follows from Lemma 2.1.2 andObservation 4.4.1
that it suffices to find a cut-continuous mapping fromH2k+1 to C2k+1. To con-
struct this, we letE(C2k+1) = {e1, e2, . . . , e2k+1} and define a mappingg :
E(H2k+1) → E(C2k+1) by the rule thatg(uv) = ei if u andv agree exactly in
coordinatei. We claim thatg is a cut-continuous mapping. To see this, letR be
a cut ofC2k+1, let J = {i ∈ {1, 2, . . . , 2k + 1} : ei ∈ R}, and note that|J | is
even. Now letX be the set of all binary vectors with the property that there are an
even number of1’s in the coordinates specified byJ . Theng−1(R) = δ(X) so
our mapping is cut-continuous as required.

To see that4 =⇒ 1, simply note that the preimage of any edge ofC2k+1 is
a cut complement, so the preimages of the2k + 1 edges are2k + 1 disjoint cut
complements. 2

We can extract the key idea of the above proof as follows. LetEi ⊆ E(H2k+1)
be the set of edgesuv such thatu andv agree in exactly thei-th coordinate.3 The
setsE1, . . . ,E2k+1 form a partition ofE(H2k+1) into disjoint cut complements.

4.5 Code listing

In this section we present the code used to verify Claim 4.3.7. It is written in C
and can be downloaded athttp://kam.mff.cuni.cz/˜samal/papers/
clebsch/ . It runs for about 30 minutes on a 2 GHz processor. We have tested
it with compilers gcc (version 3.0, 3.3), Intel C, and Borland C++ on several com-
puters to minimize the possibility of error in the proof due to wrong computer
hardware/software.

We use Observation 4.3.6 to iteratively computeWi+1 fromWi, this is accom-
plished by functionW update. By the same function we computeW ′

9 fromW8. Fi-
nally, we use final test to check whether all triples of menus satisfy the inequality
of Claim 4.3.7. To simplify and speed up the code, we use static data structures
forWi’s—that is, the elements of the setWi are stored asW[i][ j ] — with a limit
MAX=20000 on the number of elements, if this number turned out to be too small,
the program would output an error message (this does not happen).

Marks of edges, that is elements ofP([4]) are represented as integers from 0 up
to 15. For convenience variables that hold marks have typemark (which is a new
name forshort). Symmetric difference of marks corresponds to bitwise xor—‘ ˆ’.

3If you think of Hn as of a Cayley graph, thenEi consists of edges corresponding to thei-th
element of the generating set. We thank to Reza Naserasr for this comment.
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Cost of edges are stored in variables of typecost (a new name forint ). From equa-
tion (4.2) it is easy to deduce thatParent menu(M,N,R)(S) ≤M(S) +N(S).
Consequently, the largest coordinate of an element ofWi is at most2i−1a(4), and
as we only use setsWi for i ≤ 9, we will not have to store larger numbers than an
int can hold. Other new data types aremenu (array of 16cost’s used to represent
a menu), andcomparison—variables of that type are assigned values -1, 0, 1, or
INCOMP=2 if the result of a corresponding comparison (of two menus) is≺, =,≻
or incomparable.

When we need to computeM = Parent menu(M1,M2, c), this is imple-
mented asaddmenus(M1,M 2,child); p menu(child, parent , M). Here child corre-
sponds to the sumM1 + M2, parent is a menu corresponding to coloring of the
single edge ofT1 by colorc. Then we insert the menu in the setWi (arrayW[i] )
by calling insert menu. Note that if we implemented the deletion of ‘small’ menus
in this function in a more straightforward manner (‘move everything left’), the
running time would approximately double.

# in c l u d e <s t d i o . h>
# d e f i n e MAX 20000 / / l i m i t on s i z e o f t h e s e t s Wi

t yp ed e f sh or t mark ;
t yp ed e f i n t c o s t ;
t yp ed e f c o s t menu[ 1 6 ] ;

c o s t a [5 ]={0 ,1 ,10 ,40 ,1000} ;
c o s t markcos t [ 1 6 ] ;
/ / c o s t o f edge marked by each p o s s i b l e mark
menu one mark [ 1 ] ;
/ / W’ 1 , i . e . one mark [0 ] co r responds t o T1 marked by{1 ,2}
menu W[ 9 ] [MAX] ;
menu Wprime [MAX] ; / / W’ 9
i n t Wsize [ 1 0 ] ;
/ / Wsize [ i ] i s t h e number o f e l e m e n t s o f W[ i ]
i n t Wprimesize ; / / t h e number o f e l e m e n t s o f Wprime

t yp ed e f sh or t comparison;
comparison INCOMP = 2 ;

void menu from mark (mark Q, menu M) {
/ / M w i l l be t h e menu cor respond in g t o T1 marked by Q

mark s ;
f o r ( s =0; s<16; s ++)
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M[ s ] = markcos t [Q ˆ s ]− markcos t [Q ] ;
}

void i n i t v a r i a b l e s ( ) {
mark s ;
f o r ( s =0; s<16; s ++)

markcos t [ s ] = a [ ( s &1) + ( ( s>>1) & 1) +
( ( s>>2) & 1) + ( ( s>>3)&1)];

/ / t h e r i g h t hand s i d e i s a [ n ] , where n i s t h e number o f ones
/ / i n b i n a r y r e p r e s e n t a t i o n o f s

menu from mark ( 3 , onemark [ 0 ] ) ;

Wsize [ 1 ] = 0 ;
f o r ( s =0; s<16; s ++)

i f ( markcos t [ s ] < a [ 3 ] )
menu from mark ( s ,W[1 ] [++ Wsize [ 1 ] ] ) ;

}

void add menus (menu M1, menu M2, menu sum ) {
mark s ;
f o r ( s =0; s<16; s ++)

sum [ s ] = M1[ s ]+M2[ s ] ;
}

comparison s i g n ( i n t n ) {
i f ( n > 0) re tu rn 1 ;
i f ( n < 0) re tu rn −1;
re tu rn 0 ;

}

comparison compare menus (menu M1, menu M2) {
/ / r e t u r n s −1, 0 , 1 , INCOMP, depending on
/ / whether M1<M2, M1=M2, M1 > M2, or t h e y are incomparab le

mark s ;
comparison t , c u r r e n t =0;

f o r ( s =0; s < 16 ; s ++) {
t = s i g n (M1[ s ] − M2[ s ] ) ;
i f ( ( t != 0) && ( t == −c u r r e n t ) ) re tu rn INCOMP;
i f ( c u r r e n t == 0) c u r r e n t = t ;

}
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re tu rn c u r r e n t ;
}

void p menu (menu c h i l d , menu paren t , menu o u t p u t ) {
/ / c h i l d i s t h e sum o f two c h i l d s
/ / p a r e n t co r responds t o t h e new edge

mark s , q ;
c o s t new , c u r r e n t b e s t ;

f o r ( s =0; s<16; s ++) {
c u r r e n t b e s t = a [ 4 ] ;
f o r ( q = 0 ; q < 16 ; q++) {

new = c h i l d [ q ] + p a r e n t [ s ˆ q ] ;
i f ( new < c u r r e n t b e s t ) c u r r e n t b e s t = new ;

}
o u t p u t [ s ] = c u r r e n t b e s t ;

}
}

void i n s e r t m e n u (menu ∗book , i n t ∗books ize , menu M) {
/ / book i s an ar ray o f menus
/ / b o o k s i z e i s t h e number o f e l e m e n t s o f book
/ / we are i n s e r t i n g M

i n t i ;
mark s ;
comparison t =0;

f o r ( i =0; i < ∗ books i ze ; i ++) {
t = comparemenus (M, book [ i ] ) ;
i f ( t <= 0) re tu rn ; / / we w i l l no t i n s e r t sma l l menu
i f ( t == 1) break ; / / we w i l l d e l e t e book [ i ]

}

/ / we w i l l d e l e t e a l l e l e m e n t s o f book t h a t are<= M
i f ( t ==1) / / i . e . M > book [ i ]

f o r ( ; i < ∗ books i ze ; i ++) {
whi le ( i < ∗ books i ze &&

compare menus (M, book [ i ] )==INCOMP)
i ++;

whi le (∗ books i ze > i &&
compare menus ( book [∗ books ize−1] ,M) <= 0 )

(∗ books i ze )−−; / / we abandon sma l l menus a t t h e end
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i f (∗ books i ze <= i ) break ;
/ / and move b ig menu from end t o t h e p lace o f book [ i ] :

(∗ books i ze )−−;
f o r ( s = 0 ; s<16; s ++)

book [ i ] [ s ] = book [∗ books i ze ] [ s ] ;
}

/ / we i n s e r t M as t h e l a s t e l emen t o f book
i f (∗ books i ze == MAX) p r i n t f ( ” t oo s h o r t a r r a y !\ n” ) ;
e l s e {

f o r ( s = 0 ; s<16; s ++)
book [∗ books i ze ] [ s ] = M[ s ] ;

(∗ books i ze )++ ;
}

}

void W update (menu ∗oldW , i n t o l d s i z e , menu ∗ r oo t edge ,
i n t r o o t s i z e , menu ∗newW, i n t ∗ news ize ) {

menu N, c h i l d ;
i n t i , j , k ;

∗ news ize = 0 ;
f o r ( i =0; i < o l d s i z e ; i ++)

f o r ( j = i ; j < o l d s i z e ; j ++) {
add menus ( oldW [ i ] , oldW [ j ] , c h i l d ) ;
f o r ( k =0; k < r o o t s i z e ; k ++) {

p menu ( c h i l d , r o o t e d g e [ k ] ,N ) ;
i n s e r t m e n u (newW, newsize , N ) ;

}
}

}

i n t f i n a l t e s t (menu ∗C, i n t Csize , menu ∗P , i n t P s i z e ) {
i n t i , j , k ;
mark s ;
i n t c o u n t e r =0;
menu c h i l d ;

f o r ( i =0; i < Cs ize ; i ++)
f o r ( j = i ; j < Cs ize ; j ++) {

add menus (C[ i ] ,C[ j ] , c h i l d ) ;
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f o r ( k =0; k < P s i z e ; k ++) {
c o u n t e r ++;
f o r ( s =0; s<16; s ++)

i f ( c h i l d [ s ]+P [ k ] [ s ] < 0) { coun te r−−; break ;}
/ / Claim 2 .7 ho lds f o r C[ i ] ,C[ j ] ,P[ k ]
/ / we proceed by t e s t i n g ano the r t r i p l e

}
}

re tu rn c o u n t e r ;
}

i n t main ( ) {
i n t i ;
i n i t v a r i a b l e s ( ) ;

f o r ( i =1; i <8; i ++) {
W update (W[ i ] , Wsize [ i ] ,W[ 1 ] , Wsize [ 1 ] ,W[ i +1] ,& Wsize [ i +1 ] ) ;
p r i n t f ( ”The s i z e of W %d i s : %d\n” , i +1 , Wsize [ i + 1 ] ) ;

}
W update (W[ 8 ] , Wsize [ 8 ] , onemark , 1 , Wprime ,& Wpr imesize ) ;

i f ( f i n a l t e s t (W[ 8 ] , Wsize [ 8 ] , Wprime , Wpr imesize ) == 0)
p r i n t f ( ” \ nProof i s f i n i s h e d .\ n\n” ) ;

re tu rn 0 ;
}
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Chapter 5

Cubical coloring (Fractional
covering by cuts)

In this chapter we introduce a new graph invariant that measures fractional cover-
ing of a graph by cuts. Besides being interesting in its own, it is useful for study
of TT2 mappings and homomorphisms. We pursue connections with fractional
chromatic number and with bipartite subgraph polytope. Forthe sake of simplicity
we restrict to the case ofM = Z2. For other rings, we may proceed similarly;
compare Lemma 2.2.4 and 2.2.5.

5.1 Introduction

All graphs we consider are undirected loopless; to avoid trivialities we do not
consider edgeless graphs in this chapter. Recall that for a setW ⊆ V (G) we let
δ(W ) denote the set of edges leavingW and that we call any set of formδ(W ) a
cut.

Definition 5.1.1 Let us call (cut)n/k-cover ofG ann-tuple(X1, . . . , Xn) of cuts
in G such that every edge ofG is covered by at leastk of them. We define

χq(G) = inf
{n

k
| existsn/k-cover ofG

}

and callχq(G) thecubical chromatic numberofG. (Motivation for this terminol-
ogy will be given in the discussion preceding Lemma 5.1.2.)

95
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First recall that ifk = 1, i.e. if we want to cover every edge by some cut
then we need at least⌈log2 χ(G)⌉ of them (see, e.g., [19]). Here we consider a
fractional version. In this context we may find it surprisingthatχq(G) < 2 for
everyG (Corollary 5.2.3).

From another perspective,χq(G) is the fractional chromatic number of a cer-
tain hypergraph: it hasE(G) as points and odd cycles ofG as hyperedges. This
suggests thatχq(G) is a solution of a linear program, see Lemma 5.1.3.

As the last of the introductory remarks, we note thatχq(G) is a certain type of
chromatic number, but instead of complete graphs (or Knesergraphs or circulants)
which are used to define chromatic (fractional resp. circular chromatic) number
it uses another graph scale. LetQn/k denote a graph with{0, 1}n as the set of
vertices, wherexy forms an edge iffd(x, y) ≥ k (hered(x, y) is the Hamming
distance ofx andy). It is easy to see thatG hasn/k-cover if and only if it is
homomorphic toQn/k. That means that an alternative definition is

χq(G) = inf
{n

k
| G hom−−−→ Qn/k

}

. (5.1)

Let H
≥k denote the graph with verticesV (H) and edgesuv for anyu, v ∈

V (H) with distance inH at leastk. Further letQn denote then-dimensional
cube. ThenQn/k = Q

≥k
n . This corresponds to the definition of circular chromatic

number, where the target graph isC
≥k
n . To stress this similarity we use the term

cubical chromatic number and notationχq(G).
The original motivation for study ofχq(G) was the following lemma, we use

it in the next section to prove non-existence of certainTT2 mappings.

Lemma 5.1.2 LetG,H be graphs. ThenG 4
t
2 H =⇒ χq(G) ≤ χq(H) .

Proof: It suffices to show that wheneverH has ann/k-cover,G has it as well.
So letf be someTT2 mapping fromG toH and letX1, . . . ,Xn be ann/k-cover
and considerX ′

i—a preimage of a cutXi underf . By definition,X ′
i is also a cut.

If e is an edge ofG, f(e) is an edge ofH hence it is covered by at leastk of the
cutsXi. Thuse is covered by at leastk of the cutsX ′

i. 2

Note that graphQn/k are Cayley graph on some power ofZ2, henceZ2-graphs
in terminology of Section 2.3.2. Proposition 2.3.8 impliesthat these graph are right

Z2-homotens, that isG
hom−−−→ Qn/k andG

TT2−−→ Qn/k are equivalent properties
for every graphG. Consequently, we may as well useTT2 mapping toQn/k in
equation (5.1). This provides an indirect proof of Lemma 5.1.2.
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The next lemma provides another characterization of cubical chromatic num-
ber, analogical to fractional chromatic number.

Lemma 5.1.3 The parameterχq(G) is the solution of the following linear pro-
gram (C denotes the family of all cuts inG).

minimize
∑

X∈C

w(X) subject to: for every edgee,
∑

X,e∈X∈C

w(X) ≥ 1

Proof: Let x(G) be the optimal solution to the linear program. For everyn/k-
cover there is a feasible solutionw of the linear program which assigns value1/k
to each of the given cuts and0 to all other cuts. This showsx(G) ≤ χq(G). To
prove the converse inequality, recall that any linear program has optimal solution
with rational coordinates, letw be this solution and writew(X) = c(X)/N , with
c(X) being a (non-negative) integer. If we takec(X) copies of every cutX , we
obtain a

(
∑

X c(X)
)

/N -cover. As
∑

X c(X)/N =
∑

X w(X) = x(G), we get
χq(G) ≤ x(G). 2

We conclude that we can replaceinf by min in the definition ofχq(G)—the
infimum is always attained. We can also consider the dual program

maximize
∑

e∈E(G)

y(e) subject to: for every cutX ,
∑

e,e∈X

y(e) ≤ 1 . (5.2)

This program is useful for computation ofχq(G) for someG. Moreover, in Sec-
tion 5.5 we use this dual program to discuss yet another definition of χq(G) in
terms of bipartite subgraph polytope.

There is another possibility to dualize the notion of fractional cut covering,
namelyfractional cycle covering. Bermond, Jackson and Jaeger [5] proved that
every bridgeless graph has a cycle7/4-cover, and Fan [24] proved that it has a
10/6-cover. An equivalent formulation of Berge-Fulkerson conjecture (Conjec-
ture 6.1.5) claims that every cubic bridgeless graph has a6/4-cover. On the other
hand, Edmonds characterization of the matching polytope implies that every cubic
bridgeless graph has a3k/2k-cover (for somek).

5.2 Basic properties ofχq(G)

As in Chapter 4 we letMAXCUT(G) be the number of edges in the largest cut
in G and writeb(G) = MAXCUT(G)/|E(G)|.
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Lemma 5.2.1 For any graphG, χq(G) ≥ 1/b(G) . If G is edge-transitive, then
equality holds.

Proof: Supposeχq(G) = n/k and letX1, . . . , Xn be ann/k-cover. Then
∑n

i=1 |Xi| ≤ n · b(G)|E(G)|, on the other hand this sum is at leastk · |E(G)|, as
every edge is counted at leastk times. This proves the first part of the lemma. To
prove the second part, letX = {X1, . . . , Xn} be all cuts of the maximal size (i.e.
|Xi| = b(G)|E(G)|). From the edge-transitivity follows that every edge is covered
by the same number (sayk) of elements ofX . Now k · |E(G)| = ∑n

i=1 |Xi| =
n · b(G)|E(G)|, which finishes the proof. 2

Corollary 5.2.2 1. χq(K2n) = χq(K2n−1) = 2− 1/n

2. χq(C2k+1) = 1 + 1/(2k)

3. χq(Pt) = 5/4

Corollary 5.2.3 For any graphG,

1 +
1

go(G)− 1
≤ χq(G) ≤ 2− 1

⌈

χ(G)/2
⌉ .

In particular,χq(G) ∈ [1, 2).

Proof: Let l = go(G), i.e.,Cl is the shortest cycle that is a subgraph ofG. Then
by Lemma 5.1.2 and Corollary 5.2.2 we have1+1/(l−1) ≤ χq(G). For the upper
bound, note thatGmaps toKχ(G) homomorphically, thus also by aTT2 mapping.

By Lemma 5.1.2 and 5.2.2 we haveχq(G) ≤ χq(Kχ(G)) = 2− 1/
⌈χ(G)

2

⌉

. 2

The above results imply that the function 2
2−χq(G) more resembles a version

of chromatic number— forKn it equalsn or n + 1; this partly explains Theo-
rem 5.2.7. However, we prefer to work with a function that hasnicer properties
(among else is a solution of a linear program).

By combining Lemma 5.1.2 and Corollary 5.2.2 we get the following theorem.
It is surpassed by results of Chapter 2, still it presents a simple and direct proof of
a reasonable result (previously, it was only known that graphsK2n form a strictly
increasing chain). In fact, the proof of Lemma 2.2.4 (a stepping stone towards
Corollary 2.2.12) implicitly uses cubical chromatic number and Lemma 5.1.2.
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Theorem 5.2.4GraphsK2n form a strictly ascending chain in the order≺cc. In
other words,K2 ≺t

2 K4 ≺t
2 K6 ≺t

2 · · · .

The next lemma shows thatχq enjoys some of the properties of other chromatic
numbers. (G12G2 denotes the cartesian product of graphs,G1×G2 the categorial
one.)

Lemma 5.2.5 1. χq(G) = max{χq(G
′) | G′ is a component ofG}

2. χq(G) = max{χq(G
′) | G′ is a 2-connected block ofG} for a connected

graphG.

3. χq(G12G2) = max{χq(G1), χq(G2)}

4. χq(G1 ×G2) ≤ min{χq(G1), χq(G2)}

Proof: We will prove that ifG′, G′′ are graphs that share at most one vertex,
thenχq(G

′ ∪ G′′) = max{χq(G
′), χq(G

′′)}. Clearly, this proves 1 and 2. Let
X ′

1, . . . , X ′
n be an optimal cover ofG′, X ′′

1 , . . . , X ′′
m an optimal cover ofG′′,

thusχq(G
′) = n/k, andχq(G

′′) = m/l. Consider the collection ofmn cuts
{X ′

i∪X ′′
j } (these are cuts, indeed, asG′ andG′′ share at most one vertex). An edge

ofG′ is covered at leastmk times, an edge ofG′′ at leastnl times. Henceχq(G) ≤
mn

min{mk,nl} = max{n
k ,

m
l } = max{χq(G

′), χq(G
′′)}. On the other hand, bothG′

andG′′ are subgraphs ofG, hence by Lemma 5.1.2 the other inequality follows.
Part 3 follows from Lemma 5.1.2, asG12G2 is TT -equivalent to the disjoint

union ofG1 andG2.
Part 4 follows from Lemma 5.1.2 as there are homomorphisms (and therefore

TT mappings)G1, G2 → G1 ×G2 2

We close this section by a study of cubical chromatic number of random graphs.

Lemma 5.2.6 Let c > 0, let p, δ be functions ofn such thatp, δ ∈ [0, 1] and
δ2p = Ω(nc−1). Thenb(G(n, p)) ≤ 1

2 (1 +O(1/n) +O(δ)) a.a.s. In particular

b(G(n, 1/2)) ≤
1 +O( 1

n1/2−c )

2
a.a.s..

Proof:
Claim 1. If δ2p≫ 1/n2 then|E(G(n, p))| > (1− δ)p

(

n
2

)

a.a.s.
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To prove this we use Chernoff inequality (as stated in Corollary 2.3 of [47])
for random variableX = |E(G(n, p))|. It claims

Pr[X ≤ EX − δEX ] ≤ 2e−
δ2

3
EX

And asEX = p
(

n
2

)

, Claim 1 follows.

Claim 2. If δ2p = Ω(nc−1) thenMAXCUT(G(n, p)) < (1 + δ)pn2

4 a.a.s.
For a setA ⊆ V (G(n, p)) we letXA be the random variable that is equal to

the number of edges leavingA, leta = |A| ≤ n/2. By another variant of Chernoff
inequality

Pr[XA ≥ EXA + δEXA] ≤ 2e−
δ2

3
EXA

and substitutingEX = pa(n− a) we get

Pr[XA ≥ (1 + δ)pn2/4] ≤ 2e−
δ2

3
pa(n−a) ≤ 2e−

δ2pan
6 .

It remains to estimate the total probability of a large cut:

Pr[(∃A)XA ≥ (1 + δ)pn2/4] ≤
n/2
∑

a=1

(

n

a

)

2e−
δ2pan

6

≤ 2[(1 + e−
δ2pn

6 )n − 1] .

Forδ2p = Ω(nc−1) the last expression tends to zero, which finishes the proof.2

Theorem 5.2.7For anyc > 0,

2−O
(

1

n1/2−c

)

≤ χq(G(n, 1/2)) ≤ 2− Ω

(

logn

n

)

a.a.s.

Proof: The lower bound follows by Lemma 5.2.6, the upper one by an application
of Corollary 5.2.3 and the well-known fact thatχ(G(n, 1/2)) = O(n/ log n). 2

Note that we could use the known result on clique number of a random graph
for a direct proof of the lower bound in Theorem 5.2.7, but this way we would
obtain onlyχq(G(n, 1/2)) ≥ 2−O(1/ logn). On the other hand, by more careful
computation we could obtain slightly sharper lower bound bythe same method,
but still far from the optimal one. It would be interesting todetermine precisely
the asymptotic behaviour ofχq(G(n, 1/2)).
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5.3 Cubical coloring and other graph parameters

In this section we relateχq(G) to various other graph parameters, we start by
χf (G)—the fractional chromatic number ofG. This may be defined byχf (G) =

inf{n/k | G hom−−−→ K(n, k)} , whereK(n, k) is theKneser graph. Its vertex set
consists of allk-element subsets of[n] = {1, 2, . . . , n}, two vertices are connected
iff they are disjoint subsets of[n].

Lemma 5.3.1 Letk,n be integers such that2k ≤ n. Then there is a cut inK(n, k)
with

(

n−1
k−1

)(

n−k
k

)

edges. Consequently,b(K(n, k)) ≥ 2k/n.

Proof: We letU = {S ⊆ [n] | 1 ∈ S}. Clearly,δ(U) contains
(

n−1
k−1

)(

n−k
k

)

edges.
2

Corollary 5.3.2 For 2k ≤ n we haveχq(K(n, k)) ≤ n/2k. Consequently, for
any graphG we haveχq(G) ≤ 1

2χf (G) .

Proof: As Kneser graphs are edge-transitive, Lemma 5.2.1 and 5.3.1imply

χq(K(n, k)) =
1

b(K(n, k))
≤

1
2

(

n
k

)(

n−k
k

)

(

n−1
k−1

)(

n−k
k

) =
n

2k
.

The rest follows by Lemma 5.1.2 and the definition of fractional chromatic num-
ber. 2

Corollary 5.3.3 For everyε > 0 and every integerb there is a graphG such that

χq(G) < 1 + ε and χ(G) > b .

Proof: LetG = K(n, k), for n = 2k + t, k = 2t andt large enough. Then by
Corollary 5.3.2χq(G) ≤ n/2k = 1+t/2t+1 and by [59] andχ(G) = n−2k+2 =
t+ 2. 2

By Corollary 5.2.3, we can view Corollary 5.3.3 as a strengthening of the well-
known fact that there are graphs with no short odd cycle and with a large chromatic
number. It also shows that the converse of Lemma 5.1.2 is far from being true: just
takeG from the corollary and letH = Kb/2. Thenχq(G) is close to 1 andχq(H)
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close to 2 (that is as far apart as these values can be), still by an application of
Corollary 2.3.9 we don’t haveG 4

t
2 H .

It is interesting to find how various graph properties affectχq(G). We saw
already, that smallχ(G) makesχq(G) small, while largeχ(G) does not force it to
be large. Also smallgo(G) makesχq(G) large. In this context we ask:

Question 5.3.4LetG be a cubic graph with no cycle of length≤ c. How large
canχq(G) be?

For c = 3, it follows from Brook’s theorem thatχq(G) ≤ χq(K3) = 3/2. For

c = 17 we saw in Chapter 4 thatG
TT2−−→ C5, henceχq(G) ≤ χq(C5) = 5/4. On

the other hand, there isε > 0 such that cubic graphs of arbitrary high girth exist
such thatb(G) < 1− ε (by a result of McKay, see Section 4.2 for further details),
hence withχq(G) > 1 + ε.

We finish by a result explaining why we in Question 5.3.4 restrict to cubic
graphs. Note that much sharper results onMAXCUT of graphs without short
cycles were conjectured in [23] and (some of them) proved in [1, 2].

Theorem 5.3.5For anyε > 0 and integerl there is a graphG such thatχq(G) >
2− ε andG contains no circuit of length at mostl.

Proof: We mimic the famous Erdős’ proof of existence of high-girthgraphs of
high chromatic number. Letp = nα−1 (whereα < 1/l) and consider random
graphG(n, p).

The expected number of circuits of length at mostl isO((pn)l) = o(n), there-
fore by Markov inequality with probability at least 1/2 the graphG(n, p) contains
at mostn circuits of length at mostl. We delete one edge from each of them and
letG′ be the resulting graph. We use Lemma 5.2.6 forδ = n−α/3 andc < α/3,
note that by Claim 1 from proof of Lemma 5.2.6, the number of edges ofG(n, p)
is a.a.s.Ω(n1+α), hence the deletion ofn edges creates only another(1 + o(1))
factor in the estimate forb(G(n, p)). An application of Lemma 5.2.1 and a choice
of sufficiently largen finishes the proof. 2

5.4 Measuring the scale (χq(Qn/k))

In this section we will discuss the ‘invariance property’ ofcubical chromatic num-
ber. In analogy withχ(Kn) = n, χc(C

≥k
n ) = n/k and ‘dimension of product

of n complete graphs isn’ we would like to prove thatχq(Qn/k) = n/k. The
following lemma shows, that the situation is not that simplefor χq.
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Lemma 5.4.1 Let k ≤ n be integers. Then we haveχq(Qn/k) ≤ n
k . If k is odd,

thenχq(Qn/k) ≤ n+1
k+1 .

Proof: For the first part, it suffices to consider the identical homomorphism

Qn/k
hom−−−→ Qn/k. For the second part, mappingV (Qn/k) → V (Q(n+1)/(k+1))

given by(x1, . . . , xn) 7→ (x1, . . . , xn, x1 + · · ·+ xn mod 2) is a homomorphism
wheneverk is odd. 2

Another complication is that by Corollary 5.2.3 we haveχq(G) < 2 for any
graphG. But we conjecture that with this exception, Lemma 5.4.1 gives the correct
answer.

Conjecture 5.4.2 Letk,n be integers such thatk ≤ n < 2k. Thenχq(Qn/k) = n
k

if k is even andχq(Qn/k) = n+1
k+1 if k is odd.

We present two arguments in support of Conjecture 5.4.2. First, observe that
K(n, r) is a subgraph ofQn/2r. By Lemma 5.1.2 and 5.2.1 we have

χq(Qn/2r) ≥ χq(K(n, r)) ≥ 1

b(K(n, r))
.

In [74] it is claimed that if2r ≤ n ≤ 3r then Lemma 5.3.1 gives the correct size of
MAXCUT(K(n, r)), i.e. b(K(n, r)) = 2r/n. This would imply the conjecture
for evenk less than3/2 · n; unfortunately the proof in [74] seems incomplete.

Another promising approach to Conjecture 5.4.2 is to use algebraical graph
theory. The following results appear as Lemma 13.7.4 and 13.1.2 of [27].

Lemma 5.4.3 LetG be a graph withn vertices andm edges, letλn be the largest
eigenvalue of the Laplacian ofG. Thenb(G) ≤ n

m
λn

4 .

Lemma 5.4.4 LetG be anr-regular graph withn vertices, let eigenvalues ofG
beΘ1 ≥ Θ2 ≥ · · · ≥ Θn. Then the eigenvalues of the Laplacian ofG are given
byλi = r −Θi.

We will also use an expression for spectra of graphs with transitive automor-
phism group ([58], see also Problem 11.8 in [60]).

Lemma 5.4.5 LetG be a graph whose automorphism group contains a commuta-
tive subgroupΓ. SupposeΓ is regular, that is for each pairx, y ∈ V (G) there is
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exactly one elementγx,y ∈ Γ that movesx to y. Letχ be a character ofΓ andu
any vertex ofV . Then

∑

v;uv∈E(G)

χ(γu,v)

is an eigenvalue ofG; moreover all eigenvalues are of this form.

By Lemma 5.4.5 we find that eigenvalues ofQk
n are

∑k
t=0(−1)t

(

x
t

)(

n−x
k−t

)

for
anyx ∈ {0, 1, . . . , n}. This is in fact the definition of Krawtchouk polynomial
Kn

k (x), which enables us to use various known results on Krawtchoukpolynomials
(recurrence relations etc.). None of these methods, however, was sufficient to
prove the following desirable inequality. From numerical experiments, however,
this inequality is well-justified (in particular it is true whenevern ≤ 1000).

Conjecture 5.4.6 Let k, n be integers such thatk ≤ n < 2k andk is even, let
x be an integer such that1 ≤ x ≤ n. Then

k
∑

t=0

(−1)t

(

x

t

)(

n− x
k − t

)

≥
(

n

k

)

(

1− 2k

n

)

.

By Vandermonde’s identity an equivalent formulation is

∑

oddt

(

x

t

)(

n− x
k − t

)

≤
(

n− 1

k − 1

)

.

Theorem 5.4.7Conjecture 5.4.6 implies Conjecture 5.4.2.

Proof: Suppose first thatk is even. By Lemma 5.1.2 and 5.2.1 we have that
χq(Qn/k) ≥ χq(Q

k
n) = 1/b(Qk

n). By Lemma 5.4.3 and Lemma 5.4.4 it is enough
to determine the smallest eigenvalueΘ of Qk

n. AsQk
n is

(

n
k

)

-regular, we have

1

b(Qk
n)
≥ |E(Qk

n)|
|V (Qk

n)|
4

(

n
k

)

−Θ
=

2
(

n
k

)

(

n
k

)

−Θ
.

Now we use Lemma 5.4.5. We supposeV (Qk
n) = Z

n
2 and takeΓ ≃ Z

n
2 ;

thereforeγu,v corresponds tou + v (operation modulo 2 in each coordinate) and
the characters areχy : v 7→ (−1)

Pn
i=1

viyi for eachy ∈ Z
n
2 . Now putu = ~0 and

suppose that weight ofy is x (that isyi = 1 for exactlyx values ofi). The sum
from Lemma 5.4.5 becomes

∑

v of weightk

χy(v) =

k
∑

t=0

(−1)t

(

x

t

)(

n− x
k − t

)
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(heret is the number of bits thaty andv have in common). By using the conjec-
tured inequality, we obtainχq(Qn/k) ≥ n/k as desired.

For odd values ofk we cannot use the same method, as thenQk
n is bipartite,

henceb(Qk
n) = 1. However, observe thatQ(n+1)/(k+1)

hom−−−→ Qn/k, hence by
Lemma 5.1.2 and the result for (even)k + 1 we have

χq(Qn/k) ≥ χq(Q(n+1)/(k+1)) ≥ (n+ 1)/(k + 1) .

2

5.5 Bipartite subgraph polytope

For a bipartite subgraphB ⊆ G, let cB be the characteristic vector ofE(B). Bi-
partite subgraph polytopePB(G) is the convex hull of pointscB, for all bipartite
graphsB ⊆ G. The study of this polytope was motivated by the max-cut problem:
to look for a weighted maximum cut ofG simply means to solve a linear program
overPB(G). Thus, for graphs wherePB(G) has simple description, we can have
polynomial-time algorithm for max-cut; this in particularhappens for weakly bi-
partite graphs (which include planar graphs), see [30]. We apply PB to yield yet
another definition ofχq.

Theorem 5.5.1χq(G) = max{∑e∈E(G) ye | y · c ≤ 1 defines a facet ofPB(G)}

Proof: By LP dualityχq(G) is a solution to the program (5.2). This means, that
we are maximizing over suchy, that for each cutX satisfyy · cX ≤ 1. As the
convex hull of vectorscX is PB , we are maximizing the sum of coordinates of an
element ofP ∗

B. This maximum is attained for some vertex ofP ∗
B , that is fory such

thaty · c ≤ 1 defines a facet ofPB . 2

‘Natural’ facets ofPB(G) are defined by
∑

e∈E(H) ye ≤ MAXCUT(H) for
someH ⊆ G. (For other subgraphsH , this inequality is satisfied too, but defines a
face of smaller dimension.) This proves the following observation (we add a direct
proof, too).

Lemma 5.5.2 χq(G) ≥ 1/(minH⊆G b(H))
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Proof: LetH ⊆ G. ThenH
TT2−−→ G, which by Lemma 5.1.2 and 5.2.1 implies

1/b(H) ≤ χq(G). 2

Let us return to Lemma 5.2.1 for a while. In generalχq(G) and1/b(G) can be
as distant as possible: LetG be a disjoint union of aKn andKN,N . Now χq(G)
is close to 2 (becauseG is homomorphically equivalent toKn, henceχq(G) =
χq(Kn)) andb(G) is close to 1 (providedN is sufficiently large). This motivates
Lemma 5.5.2, which improves the original bound. A natural question is, whether
this improvement gives the correct size ofχq.

For some graphs there are other facets ofPB than the natural ones. In [4]
graphs with several other types of facets are constructed (for some of them, the
ratio between distinct nonzero coefficients of the facets isof order|V (G)|2). How-
ever, none of these constructions yields a facet with the sumof coefficients larger
than one of the natural facets. Hence, a conjecture emerges.

Conjecture 5.5.3 χq(G) = 1/(minH⊆G b(H))

Perhaps more importantly we ask, whetherχq(G) can be computed or approx-
imated efficiently (at least for some graph class). Lemma 5.1.2 can be used as
a ‘no-homomorphism lemma’, therefore this may be of interest for the study of
homomorphisms, too.



Chapter 6

FF, FT & CDC

In this chapter we are going to discuss possible use ofFF andFT mappings to
handle various problems dealing with cycle structure of a graph, particularly Cycle
double cover (CDC) conjecture (Conjecture 6.1.3). In the first section we start by
summarizing Jaeger’s [43] approach to these conjectures and its development by
DeVos, Nešetřil, and Raspaud [19]. In the second section we look more closely
at the relation between CDC andFT mappings. It the last section we exhibit a
way how to constructFT mappings from elementary ones, thereby allowing for
illustrative proofs of various results about CDC. We explain how this approach
was (implicitly) taken by, e.g., [83, 33].

6.1 FF and Petersen coloring

We start by a list of several important conjectures that are the topic of this section
and in fact of this entire area of discrete mathematics. For amore detailed presen-
tation of these conjectures and proofs of the results we willmention we refer the
reader to [12, 79, 92, 46, 45].

By anowhere-zerok-flow in a directed (or undirected) graph we mean aZ-flow
in the graph (or any of its orientations) that attains only values±1,±2, . . . ,±(k−
1). Surprisingly, by a result of Tutte the existence of such flowis equivalent to
existence of anowhere-zeroM -flow (that is of an(M,M \ {0})-flow) whenever
M is a ring withk elements.

The following conjectures of Tutte [85, 86] are a core part ofthe study of
nowhere-zero flows.

107
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Conjecture 6.1.1 (Tutte’s 5-flow conjecture)Every bridgeless graph has a no-
where-zero 5-flow.

Conjecture 6.1.2 (Tutte’s 3-flow conjecture)Every 4-connected bridgeless cu-
bic graph has a nowhere-zero 3-flow.

Motivation for the next two conjectures stems from the observation that in
a bridgeless planar graph the face-boundaries are circuitsthat cover every edge
precisely twice. Such system of circuits obviously does notexist if the graph con-
tains a bridge. On the other hand, Seymour [78] and Szekeres [81] independently
conjectured that planarity is not needed. (According to [12], this conjecture was
known to Tutte already in 1950’s.) Celmins [15] and Preissmann [75] conjecture
that five cycles suffice for each graph.

Conjecture 6.1.3 (Cycle double cover conjecture) For every bridgeless graph
there is a list of cycles such that each edge is contained in precisely two of them
(so-called cycle double cover, or CDC of the graph). More specifically, at most
5 cycles suffice.

The following yet stronger conjecture is due to [3, 46].

Conjecture 6.1.4 (Orientable cycle double cover conjecture) For every bridge-
less directed graph there is a list of cyclesC1, . . . ,Ct with splittings(C+

i , C
−
i )

such that each edge ofG is in exactly one of the setsC+
i and one of the setsC−

i .
(Such list of cycles is called orientable cycle double cover, or OCDC of the graph).
More specifically, at most 5 cycles suffice.

The following conjecture was made independently by Berge and by Fulker-
son [25]. It may be viewed as a fractional relaxation of 3-edge coloring.

Conjecture 6.1.5 (Berge-Fulkerson conjecture) For every bridgeless cubic
graph there is a list of six perfect matchings so that every edge is contained in
exactly two of them.

Jaeger [43] observed that each of these conjectures may be equivalently stated
as a conjecture about existence of a certain(M,B)-flow and defined a mapping
between graphs that ‘preserves flows’. The mapping he definedwas exactly a
surjectiveFF2 mapping. We state here a variant of Jaeger’s result as formulated
in [19] and prove part of it for the reader’s convenience.

Proposition 6.1.6 LetG,H be graphs.
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• SupposeG
FF2−−−→ H . If Conjecture 6.1.3 (or 6.1.5) is valid forH then it is

valid forG as well.

• SupposeG
FFZ−−−→ H . If Conjecture6.1.4 (or 6.1.1, 6.1.2) is valid forH then

it is valid for G as well. (For the latter two conjectures it is sufficient if

G
FF5−−−→ H , orG

FF3−−−→ H respectively.)

Proof: Let f : G
FF2−−−→ H and letC1, . . . ,Ct be a CDC ofH . By definition of

FF mapping,f−1(Ci) are cycles inG. If e is an edge ofG thenf(e) (as an edge
ofH) is covered by exactly two ofCi, hencee is covered by two of the preimages.
For Conjecture 6.1.5 we observe that equivalent formulation asks for a list of six
cycles such that every edge appears in exactly four of them and proceed as above.
We omit the other two proofs. 2

Proposition 6.1.6 explains the motivation to studyFF mappings. Indeed, sup-
pose we find classesA andB of graphs such that

• for every graphA ∈ A there is a graphB ∈ B for whichA
FF−−→ B, and

• some of the above conjectures is true for any graph fromB.

Then the same conjecture is true for any graph fromA as well. In particular, all of
these conjectures would be resolved if the following conjecture holds true. (The
first part is due to Jaeger, the second one to DeVos, Raspaud, and Nešetřil).

Conjecture 6.1.7 ([43], [19]) Any bridgeless graph admits

1. anFF2 mapping to the Petersen graph.

2. anFFZ mapping to the Petersen graph or toK4.

It is proved by Jaeger [43] that the first part of the conjecture can be reduced to
the case of cubic graphs and that for such graphs existence ofanFF2 mapping to
the Petersen graph is equivalent to existence of so-called Petersen edge-coloring:
coloring of edges of a cubic graph by edges of Petersen graph so that any three
neighboring edges are mapped to three neighboring edges of the Petersen graph.
In the next section we will show an equivalent formulation ofpart 1 of Conjec-
ture 6.1.7 in terms of a certain cycle cover.

In the rest of this section we mention more conjectures describing the struc-
ture ofFF mappings. Some of them have direct implication for the above‘big’
conjectures, and a solution to any of them would bring light to this area of graph
theory.
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Problem 6.1.8 ([19]) Is there an infinite antichain for orders4f
2 , 4

f
Z
? Explicitly,

is there an infinite set of graphs with noFF2 (FFZ) mapping between any two of
them?

An affirmative answer to this problem would apparently make it harder to find
a small class of graphs to which every other graph maps. Note that arbitrarily
large finite antichains are known to exist forFF2 mappings [19]. On the positive
side, Rizzi [76] made a conjecture about packingT -joins, an equivalent formula-
tion (according to [19]) is as follows. Note thatKn

2 denotes an undirected graph
with two vertices andn parallel edges between them. Also recall Lemma 1.2.11
which particularly implies that for(2k + 2)-edge-connected graphG we have

K2k+1
2 6FF2−−−→ G.

Conjecture 6.1.9 (Rizzi [76]) SupposeG is a graph andk ≥ 0 an integer. If

K2k+1
2 6FF2−−−→ G thenG

FF2−−−→ K2k+1
2 . In other words, no graph is incomparable

withK2k+1
2 in 4

f
2 .

This conjecture is immediate fork = 0; for k = 1 if follows from Jaeger’s
construction of a nowhere zero 4-flow in each 4-edge-connected graph. For gen-
eralk, an approach to it is a result of Jaeger [44] and its strengthening by DeVos
and Seymour [20].

Theorem 6.1.10Let G be a graph andk ≥ 0 an integer. IfG is 4k-edge-

connected (or justK4k−1
2 6FF2−−−→ G) thenG

FF2−−−→ K2k+1
2 .

Note thatG
FF2−−−→ K2k+1

2 is equivalent withG
FT2−−−→ C2k+1 (Lemma 1.2.4);

in Theorem 4.1.3 we proved that under certain conditionsG
TT2−−→ C5, which may

be viewed as a dual form of Theorem 6.1.10 fork = 2.
Related notion (defined by Jaeger [44]) is that ofmodular(2k+1)-orientation,

that is such orientation for which a constant1 is aZ2k+1-flow. It is known that a

graphG admits a modular(2k+1)-orientation iffG
FFZ−−−→ K2k+1

2 , so the following
conjecture is a natural strengthening of Theorem 6.1.10. Itwas proposed by Jaeger,
the extension is suggested in [19].

Conjecture 6.1.11Let G be a graph andk ≥ 0 an integer. IfG is 4k-edge-

connected (or justK4k−1
2 6FFZ−−−→ G) thenG

FFZ−−−→ K2k+1
2 .

The general setting ofFF mappings enables us to state a whole scale of claims
between the known and the open ones (we follow [19] in this presentation). For
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Figure 6.1: The graphV8.

example, letV8 be the graph in Figure 6.1. It is possible to showK3
2 ≺f

Z
V8 ≺f

Z

K4. By a result of Jaeger, every 4-edge-connected graph has a nowhere-zeroZ4-
flow, therefore admits anFFZ mapping toK4. On the other hand, if every highly-
connected graph maps inFFZ toK3

2 , then a (weak but still open) version of case
k = 1 of Conjecture 6.1.11 is true; this would also be a weaker version of Tutte’s
3-flow conjecture (Conjecture 6.1.2) with stronger connectivity requirement.

Thus, the following is a reasonable approach to a longstanding open problem.

Conjecture 6.1.12 ([19]) Is there an integerk such that anyk-edge-connected
bridgeless graph admits anFFZ mapping toV8?

6.2 FT and CDC

In this section we are going to inquire the intimate relationbetween cycle covering
problems andFT mappings. Although we do not solve any of these problems,
hopefully the presented way to view CDC problems sheds some light on some
of the folklore observations. Moreover, in Theorem 6.2.7 wepresent an equiva-
lent formulation of Jaeger’s conjecture (Conjecture 6.1.7), which seems not to be
known before. We start by a definition of (orientable) cycle covers.

Definition 6.2.1 LetG be a graph, letC = (C1, . . . , Ct) be a collection of cycles
in G. We sayC forms acycle double cover(shortly CDC) ofG, if each edge ofG
is contained in exactly two of the cyclesCi. We say thatC forms anorientable
cycle double cover(shortly OCDC) ofG, if there is (for some orientation ofG if
G is undirected) a splitting(C+

i , C
−
i ) of each cycle such that each edge ofG is in

exactly one of the setsC+
i and one of the setsC−

i .
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We define a certain dual graphGC ofG based on this cycle cover. The vertices
ofGC are{1, . . . , t}. In case of CDC we let{i, j} be an edge iffE(Ci)∩E(Cj) 6=
∅. In the OCDC case,(i, j) is an edge iffE(C−

i ) ∩E(C+
j ) 6= ∅.

We say a CDC (OCDC)C is a circular CDC (OCDC)if GC is a circuit (an
orientation of circuit).

The following lemmata exhibit the relation ofFT mappings to cycle double
covers (the first one appears—forH being a complete graph—already in [82]).

Lemma 6.2.2 Let G, H be graphs, letH be loopless. Then the following are
equivalent:

1. G
FT2−−−→ H

2. There is a CDCC ofG, such thatGC ⊂ H .

In particular:

• There is at-CDC, iffG
FT2−−−→ Kt.

• There is a circulart-CDC, iffG
FT2−−−→ Ct.

Lemma 6.2.3 Let G, H be graphs, letH be loopless. Then the following are
equivalent:

1. G
FTZ−−→ H

2. There is an OCDCC ofG, such thatGC ⊂ H .

In particular:

• There is at-OCDC ofG, iff G
FTZ−−→ Kt.

• There is a circulart-OCDC ofG, iff G
FT2−−−→ Ct.

Proof of Lemma 6.2.2 and 6.2.3: Let C = (C1, . . . , Ct) be an (O)CDC of an

orientation
−→
G of G. Let ϕi be the flow determined byCi, that isϕi(e) = 1 if

e ∈ C+
i andϕi(e) = −1 if e ∈ C−

i . If ϕi(e) = 1 andϕj(e) = −1 then we define
f(e) = ij. (In case of CDC we compute inZ2, so−1 = 1 and we may not—and
don’t need to—specify orientation off(e).) We definedf : E(G) → E(GC). If
τi is a vertex-tension onH determined by vertexi thenτi ◦ f = ϕi, thusf is



6.2. FT AND CDC 113

indeed anFT mapping, proving2 =⇒ 1. The reverse implication is easy: take
vertex-tensionsτi, and letCi be the support of the flowτi ◦ f . 2

A corollary of these results (and of Lemma 1.2.4) is that Jaeger’s modular
(2k+1)-orientation (discussed before Conjecture 6.1.11) corresponds to a circular
(2k + 1)-OCDC.

As an application of our formulation of CDC problems we reprove the follow-
ing well-known property of cycle double covers.

Proposition 6.2.4 Any graph with a 4-CDC admits a 3-CDC as well.

Proof: If G admits a 4-CDC, thenG
FT2−−−→ K4. AsK4

TT2−−→ K3 (see Section 1.3),

we yield by compositionG
FT2−−−→ K3 which we wanted to prove. 2

The fact thatK4 6TTZ−−→ K3 (Lemma 2.2.5) clearly explains, why there is no
analogue of Proposition 6.2.4 for oriented covers.

Next, we turn our attention to graphs embedded on surfaces (the reader may
consult [62] for an introduction to graph embeddings). We saw in Lemma 1.2.4
that duality forms anFT andTF mapping between a plane graph and its dual.
The following result generalizes this for a general surface.

Lemma 6.2.5 LetG be an undirected graph embedded on a surfaceS and letG∗

be its dual. Then

1. G
FT2−−−→ G∗, and

2. G
FTZ−−→ G∗ if S is orientable.

Proof: Let d be the mapping that assigns to an edgee of G an edgee∗ of G∗

which connects the faces thate separates; ifS is an orientable surface, then we
choose such orientation ofG andG∗ that each edge ofG∗ connects the face to the
left of e to the one to the right ofe (not excluding the possibility thatG∗ contains
loops, in which case the two above-mentioned faces are in fact equal).

Suppose that this is the case; we will proved is FTZ by using Lemma 1.2.9.
Let τ be an elementaryZ-tension determined by a vertexv of G. Suppose for the
ease of notation that all edges adjacent tov are oriented out of it, so thatτ(e) = 1
if e is adjacent tov andτ(e) = 0 otherwise. By definition of the dual graph,τd is
aZ-flow, andd is FTZ.
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If S is a non-orientable surface, then we cannot choose orientation ofG andG∗

as above. Still, an image of aZ2-tension is aZ2-flow, as in this case change of
sign does not matter. 2

Lemma 6.2.5 explains, why the next conjecture is a generalization of Conjec-
ture 6.1.3 and 6.1.4. Indeed,G∗ is loopless if the embedding ofG is circular.

Conjecture 6.2.6 ([32, 56, 45])Any 2-connected graph admits a circular 2-cell
embedding on an (orientable) surface; that is such embedding in which each face
is homeomorphic to a disc and its boundary is a circuit.

Another easy consequence of Lemma 6.2.5 (remarked already by [82]) is the
fact that planar graphs admit a 4-OCDC: by the 4-color theorem the planar dual of
a graphG admits a homomorphism (and therefore aTTZ mapping) toK4, so we
have

G
FTZ−−→ G∗ TTZ−−→ K4 .

Figure 6.2: Duality ofK6 and the Petersen graph on projective plane.

There are more interesting applications, though. From Figure 6.2 it follows
thatK6 and the Petersen graph are dual on projective plane.1 This implies that

Pt
FT2−−−→ K6, consequentlyPt (and by composition any graph that admits an

FF2 mapping toPt) admits a 6-CDC (confirm Proposition 6.1.6). This is in itself

not exceedingly interesting, asPt admits even a 5-CDC and thereforePt
FT2−−−→

K5. By a closer look, we can however find the following reformulation of the
first part of Conjecture 6.1.7. This in particular means thatif the CDC conjecture

1The author is thankful to Matt DeVos for making him aware of this embedding.
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was resolved in the stronger formulation given by the next theorem, then Berge-
Fulkerson conjecture would follow from it.

Theorem 6.2.7LetV (K6) = {1, 2, . . . , 6}. The following are equivalent.

1. G
FF2−−−→ Pt

2. there is a mappingf : G
FT2−−−→ K6 such thatf−1({12, 23, 34, 45, 51}) is a

cycle.

3. there is a 6-CDC by cyclesC1, . . . ,C6 such that

(C1 ∩ C2) ∪ (C2 ∩ C3) ∪ (C3 ∩ C4) ∪ (C4 ∩ C5) ∪ (C5 ∩ C1)

is a cycle, too.

Proof: Let d : Pt
FT2−−−→ K6 be the duality mapping, letF be the cycle space of

Pt andT the cutspace ofK6. As dimF = 6 while dim T is only 5,d is notTF2.
Indeed, the non-contractible circuit ofPt (emphasized in Figure 6.2) is mapped
by d to the emphasized 5-circuit ofK6. With proper notation, the edge set of
this circuit ofK6 isA = {12, 23, 34, 45, 51}, we letT ′ be the space generated by
T ∪{χA}. By considering the dimension we see that the bijectiond sendsF toT ′.
As it is enough to verify the condition of Definition 1.2.1 only for generators of
the whole space, equivalence of 1 and 2 follows.

If f is a mapping from part 2, then preimages of the elementary vertex-tensions
satisfy conditions of 3. In the other direction, the CDC determines a mapping

G
FT2−−−→ K6 (as in Lemma 6.2.2) and the extra condition in 3 exactly proves the

extra condition in 2. 2

We finish this section by a conjecture onFT mappings. We saw in Proposi-
tion 1.2.12 that ifH = Cay(M,B) is a Cayley graph, thenTTM mappings toH
precisely correspond to(M,B)-tensions, justifying the termH-valued tensions
from Section 1.1. The dual version is true ifH is an odd cycle,K3 or K4 and if
Conjecture 6.2.8 holds generally (or at least forH = K6) then Cycle double cover
conjecture follows from it.

Conjecture 6.2.8 LetH = Cay(M,B) be a Cayley graph. Then the following
are equivalent.

1. G
FTM−−−→ H

2. G has an(M,B)-flow



116 CHAPTER 6. FF, FT & CDC

6.3 Building FT mappings from elementary ones

In this section we develop a method to construct anFT mapping as a sum of
‘elementaryFT mappings’ (Theorem 6.3.2), in a similar way as a flow is a sum of
elementary flows (see Section 1.2.1) To be able to do this, we must further extend
the notion ofFT mappings.

We say a mappingf is anFTM mapping fromG to H if f mapsE(G)
toME(H) and for every cutC = (C+, C−) the mapping

∑

e∈C+

f(e)−
∑

e∈C−

f(e) (6.1)

is anM -flow onH . (ForM = Z2 this may be expressed shortly:
∑

e∈C f(e) is a
cycle inH .)

If h is an edge ofH then we letχh ∈ME(H) be the characteristic function cor-
responding toh, that isχh(e′) = 1 if e′ = h andχh(e′) = 0 otherwise. Suppose

g : G
FT−−→ H and putf(e) = χg(e). If τ is cut-tension corresponding to a cutC

then the expression (6.1) is exactly the imageτg, hence a flow by Lemma 1.2.9.
Consequently,FT mappings are a special case ofFT mappings; or, in the other
way around,FT mappings form an ‘algebraical extension’ ofFT mappings, i.e.,
they form a structure that allows adding and multiplying by aconstant. In Theo-
rem 6.3.3 we will see the converse reduction: how to obtain anFT mapping from
FT mapping.

We let~0 denote the zero ofME(H) and we define operations for functions
fromE(G) toME(H) coordinate-wise. The following lemma shows thatFT map-
pings form the same structure as flows, namely, anM -module. We letFTM (G,H)
denote the set of allFTM mappings fromG toH .

Lemma 6.3.1 LetG,H be directed graphs,M a ring. The setFTM (G,H) is an
M -module.

Proof: Clearly
(

(ME(H))E(G),+,~0E(G)
)

is anM -module, so we only have to
show thatFTM (G,H) is closed on addition and multiplication by elements ofM .
This follows directly from the fact that wheneverf , g areM -flows onH and
m ∈M thenf + g andm · f areM -flows as well. 2

Pick a circuitC = (C+, C−) of G and an edgeh ∈ E(H). We define a
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mappingfC,h by

fC,h(e) =











χh, if e ∈ C+

−χh, if e ∈ C−

~0, otherwise.

Further, pickg ∈ E(G) and a circuitD = (D+, D−) in H . Let ϕD be an
elementary flow aroundD, that isϕD(e) = 1 if e ∈ D+, ϕD(e) = −1 if e ∈ D−

andϕD(e) = 0 otherwise. We define a mappingfg,D by

fg,D(e) =

{

ϕD, if e = g
~0, otherwise.

It is easy to verify that mappingsfC,h and fg,D areFTM mappings fromG
to H . We call each such mapping anelementaryFTM mapping. The following
theorem finishes the parallel between flows andFT mappings.

Theorem 6.3.2SupposeG,H are directed graphs, andM a ring. Then the mod-
uleFTM (G,H) is generated by elementaryFTM mappings. Explicitly, for every
f ∈ FTM (G,H) there arek, l ≥ 0, edgesgi ∈ E(G), hj ∈ E(H), circuitsCj

ofG andDi ofH and finallyai, bj ∈ M (where1 ≤ i ≤ k and1 ≤ j ≤ l) such
that

f =

k
∑

i=1

aifgi,Di +

l
∑

j=1

bjfCj ,hj . (6.2)

Proof: We use induction by the number of edges ofG. Letf be anFTM mapping.
First supposef(e) = ~0 for somee ∈ E(G). Thenf(e) contributes~0 to each term
of expression (6.1), thus the restriction off toG \ e is anFTM mapping, too. So
we may assume thatf(e) 6= ~0 for everye. Pick onee ∈ E(G). We distinguish
two cases.

Case 1.e is a cut ofG:
In this case,f(e) is a flow ofH , therefore we can writef(e) as

∑

tmtϕDt for
some circuitsDt of H and corresponding flowsϕDt . Now f −∑

tmtfe,Dt is an
FTM mapping that is zero one, therefore it is anFTM mapping onG \ e and we
may use induction.

Case 2.e is part of a circuit C of G:
f −∑

h∈E(H(f(e))(h) · fC,h is anFTM mapping that is zero one, therefore we
may use induction as in Case 1. 2
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So far, we have shown how to generate anFT mapping from elementary ones.
Now we are going to see how can we obtain ‘normal’FT mappings (and thereby
CDC’s) from FT mappings. This is of course not possible for eachFT map-
ping (as, e.g., the contant mapping to~0 is anFT mapping between any pair of
graphs); we have to restrict the consideredFT mappings somehow. We will say

that a mappingf : G
FTM−−−→ H is simple if for every e ∈ E(G) the mapping

f(e) is a characteristic mapping of some edgehe ∈ E(H), that isf(e) = χhe .

Furthermore, we say a mappingf : G
FTM−−−→ H is almost simpleif for every e

mappingf(e) differs from a characteristic function of an edge by some flow, that
is for some edgehe ∈ E(H) andM -flow ϕe onH we havef(e) = χhe + ϕe.
(Remark that in the caseM = Z2 this simply means thatf(e) is a characteristic
function of a postman join.) We definēf(e) = he.

Theorem 6.3.3LetG, H be directed graphs,M a ring. Then the following are
equivalent.

1. There is a mappingG
FTM−−−→ H .

2. There is a simple mappingG
FTM−−−→ H .

3. There is an almost simple mappingG
FTM−−−→ H .

4. There are circuitsCi ofG, edgeshi ofH andbj ∈M such that the mapping
∑

j bj · fCj ,hj is almost simple.

Proof: Suppose 1 and take someg : G
FTM−−−→ H . The mappingf : e 7→

χg(e) is FTM (by Lemma 1.2.9) and simple, proving 2. By the same argument,
mappingg = f̄ is FTM wheneverf is a simpleFTM mapping, so 1 and 2 are
equivalent. Implication2 =⇒ 3 is obvious, for the reverse one we only observe

that if f : G
FTM−−−→ H is almost simple andf(e) =

∑

tmt(e) · ϕDt(e) then
f − ∑

e

∑

tmt(e) · fDt(e) is simple andFT. Finally, 4 =⇒ 3 follows by
Theorem 6.3.2. For the converse it is enough to consider an almost simple mapping
expressed in form (6.2): as the first sum assigns a flow to any edge ofG, the second
sum is almost simple, finishing the proof. 2

We illustrate use of Theorem 6.3.3 by two applications. The first one is the
following well-known result.

Proposition 6.3.4 Any hamiltonian graph has a 3-CDC.
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Proof: LetG be a hamiltonian graph andC a Hamilton circuit in it. According

to Lemma 6.2.2 we need to showG
FT2−−−→ K3. Let E(K3) = {a, b, c}. For

every edgee ∈ E(G) \ C we letCe be a circuit containinge and no other edge
of E(G) \ C. We define

f = fC,a +
∑

e∈E(G)\C

fCe,b .

For anye ∈ E(G) we havef(e) = χa orχa +χb, thereforef is an almost simple
FT2 mapping. An application of Theorem 6.3.3 finishes the proof. 2

This easy proposition was extended in various ways: Tarsi [82] and God-
dyn [26] proved that graphs with a Hamilton path admit a 6-CDC, Goddyn [26]
and Häggkvist, McGuinness [33] construct a CDC, among else, in graphs which
have a spannig subgraph that is a Kotzig graph. We want to stress that the original
proofs of these theorems give the same list of cycles as our method. Still, we be-
lieve that our approach explains better the structure of these proofs; we attempt to
exhibit this on a more complicated case below.

We say that a graph is aKotzig graphif it is possible to properly color its edges
so that each pair of colors induces a Hamilton circuit. For example, it is easy to
provide such coloring ofK3

2 andK4. More generally, if anr-regular grapnH (for

oddr) is Kotzig, thenH
FF2−−−→ Kr

2 (but the converse implication is false).

Proposition 6.3.5 LetG be a cubic graph andH its spanning subgraph, so that
H is a subdivision of a cubic Kotzig graph. ThenG admits a 6-CDC.

a

b

c

A

B

C

Figure 6.3: Illustration of proof of Proposition 6.3.5.
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Proof: We are going to construct an almost simpleFT2 mapping toK6 (with
edges denoted as in Figure 6.3). Consider the Kotzigian 3-edge-coloring of the
cubic Kotzig graph and extend it toH . So obtained coloring is not proper, but still
each pair of colors induces a Hamilton circuit. Suppose these three colors area, b,
andc and definef(e) for e ∈ E(H) accordingly to obtain a simpleFTM mapping

fromH toK3. We extend it to a mappingf : G
FT2−−−→ K3 by puttingf(e) = ~0 for

e ∈ E(G) \ E(H) (hencef is not simple anymore). Next, we aim to modifyf to

get an (almost) simple mappingG
FT−−→ K6.

To this end, for each edgee ∈ E(G) \ E(H) we letCe be some circuit con-
taininge, such that all edges inCe \ e are elements ofE(H) which use only two
of the colorsa, b, c, say, they do not usea for this choice ofe. Putge = fCe,A.
Now,

f +
∑

e∈E(G)\E(H)

ge

is almost simple: edges outside ofH are mapped to characteristic function of{A},
{B}, or {C}, and edge ofH which was colored, say,a by the Kotzigian coloring
is mapped to characteristic function of one of{a}, {a,B}, {a,C}, {a,B,C}. It
remains to look at Figure 6.3 to see that each of these sets is apostman join. 2



Chapter 7

Miscellanea

7.1 Codes andχ/χTT

In this section we study the relationship betweenTT2 mappings and homomor-
phisms by comparing the ‘chromatic numbers’ that these mappings define. Sur-
prisingly, error correcting codes come into play. Recall the definition of a notion
parallel toχ(G) that we started to study in Section 2.3.2,

χTT (G) = min{n;G
TT2−−→ Kn}

(we concentrate on the caseM = Z2 in this section). For random graphs, Corol-
lary 2.2.9 implies thatχTT (G) = χ(G) a.a.s.

For general graphG, Lemma 2.1.2 impliesχTT (G) ≤ χ(G), on the other
hand by Corollary 2.3.9 we haveχTT (G) > χ(G)/2. More precise information
about behavior ofχ(G)/χTT (G) is desirable.

Consequently, letGn = {G | G TT2−−→ Kn} and studyχ(G) for G ∈ Gn. By

Lemma 1.3.1,G ∈ Gn is equivalent toG
hom−−−→ ∆(Kn). In other words,

• ∆(Kn) ∈ Gn; and

• for everyG ∈ Gn we haveG
hom−−−→ ∆(Kn).

This reduces the problem of behavior ofχTT (G)/χ(G) to special values ofG.

Problem 7.1.1 Study the sequencern = χ(∆(Kn))/n, in particular determine
its limes superior.

121
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The chromatic number of∆(Kn) was studied (with the same motivation)
in [55]. In [34], the connection with injective chromatic number of hypercubes
is presented. In [22] graphs∆(Kn) are studied (as a special type of graphs arising
from hypercubes) in the context of embedding of trees. It is claimed there that
χ(∆(K9)) ≥ 13 (a result that follows by Delsartes’ LP bound for size of error
correcting codes, [18]). There is also a section on the topicin [48] (‘chromatic
number of cube-like graphs’).

If we view the vertices of∆(Kn) as{0, 1}n then an independent set forms a
‘code’—a set where no two elements have Hamming distance 2. With some more
work we can use results from theory of error-correcting codes. This approach was
taken in [55] and [34]. After using [7] they obtained the following result.

χ(∆(Kn)) = 2k for 2k − 3 ≤ n ≤ 2k andk ≥ 2 (7.1)

In [34] an observation on covering by codes is used to show thefollowing
bound:

χ(∆(K2n+1)) ≤ 2χ(∆(Kn+1)) . (7.2)

According to [48], Gordon F. Royle did showχ(∆(K9)) ≤ 14 by a computer
search. By relation (7.2), this impliesχ(∆(K2k+1) ≤ 2k · 7/4. Consequently
r2k+1 ≤ 7/4.

On the other hand, Best conjecture [6] claims a result extending that of [7],
namely that shortened Hamming code of sizen is optimal whenever3/4 · 2k ≤
n ≤ 2k (‘half of the time’). This would imply an extension equality(7.1), namely
that for suchn, χ(∆(Kn)) = 2k. Consequently for minimal suchn we would
havern = 4/3. On the other hand,r2k = 1 for everyk. In this context, we can
speculate: islim sup rn = 4/3?

We add a new piece of information to the picture: if we restrict our attention
to sparse graphs we see the same set of valuesχTT (G)/χ(G).

Lemma 7.1.2 Let n, l be integers,n ≥ 3. There isG ∈ Gn such thatχ(G) =
χ(∆(Kn)) andg(G) ≥ l.

Proof: Supposeχ(∆(Kn)) = t, hence∆(Kn) 6hom−−−→ Kt−1. Lemma 3.1.11 gives

usG with g(G) ≥ l such thatG
hom−−−→ ∆(Kn) andG 6hom−−−→ Kt−1. HenceG ∈ Gn

andχ(G) > t− 1. On the other handχ(G) ≤ χ(∆(Kn)) = t. 2

Remark 7.1.3 In [55] (and Corollary 2.3.9) it is proved that if we defineχTTZ
by

means ofTTZ mappings, thenχTTZ
(G) = χ(G) for every graphG. On the other

hand, for finite ringsM the behaviour ofχTTM /χ should be similar to the case
M = Z2.
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7.2 Influence of the ring

In this section we study how the notion ofXYM mapping (and also ofM -homo-
tens graph) depends on the ringM . Although the existence ofXYM mappings
seems to be strongly dependent on the choice ofM , we prove here (in Theo-
rem 7.2.5) that this dependence relates only to the cyclicalstructure ofM .

Throughout this section,G, H will be directed graphs,f : E(G) → E(H) a
mapping, andM , N finitely generated rings. We start, however, by explanation
why we can restrict to finitely generated rings instead of using (as usual in study
of flows and tensions on graphs) abelian groups.

Most of the time we study finite graphs so we can restrict our attention to
finitely generated groups—clearlyf isXYM iff it is XYN for every finitely gen-
erated subgroup ofM . Consequently, we can use the classical characterization of
finitely generated abelian groups (see, e.g., [54]) given bythe next theorem and, in
particular, we can define a ring structure on each of the considered groups.

Theorem 7.2.1For a finitely generated abelian groupM there are integersα, k,
βi, ni (i = 1, . . . , k) so that

M ≃ Z
α ×

k
∏

i=1

Z
βi
ni
. (7.3)

For a ringM in the form (7.3), denoten(M) = ∞ if α > 0, otherwise let
n(M) be the least common multiple of{n1, . . . , nk}.

As a first step to complete characterization we consider a specialized question:
given anXYM mapping, when can we conclude that it isXYN as well?

Lemma 7.2.2 1. If f isXYZ then it isXYM for anyM .

2. LetM be a subring ofN . If f isXYN then it isXYM .

Proof: 1. This appears (forTT andFF mappings) as Theorem 4.4 in [19], the
proof there works forTF andFT , too.

2. Let τ be anM -tension/flow onH . — By this we mean that ifY = T
then τ is a tension, ifY = F then τ is a flow. We will use this slightly am-
biguous expression throughout this chapter instead of using termsF -mappings
andT -mappings (to mean flows and tension). The latter approach (used in Sec-
tion 1.2) is formally more correct, on the other hand nonstandard and so perhaps
confusing. — AsM ≤ N , we may regardτ as anN -tension/flow, henceτf is an
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N -tension/flow onG. As it attains only values in the range ofτ , hence inM , it is
anM -tension/flow, too. 2

Lemma 7.2.3 LetM1, M2 be two rings. Mappingf isXYM1
andXYM2

if and
only if it isXYM1×M2

.

Proof: AsM1,M2 are subrings ofM1×M2, one implication follows from part 2
of Lemma 7.2.2. For the other implication letτ be anM1×M2-tension/flow onH .
Write τ = (τ1, τ2), whereτi is anMi-tension/flow onH . By assumption,τif is
anMi-tension/flow onG, consequentlyτf = (τ1f, τ2f) is a tension/flow too.2

The following (somewhat surprising) lemma shows that we canrestrict our
attention to cyclic rings only.

Lemma 7.2.4 1. If n(M) =∞ thenf isXYM if and only if it isXYZ.

2. Otherwisef isXYM if and only if it isXYn(M).

Proof: By previous lemmata. Note thatZn(M) is a subrings ofM =
∏k

i=1 Z
βi
ni

.
2

By a theorem of Tutte (see [21]), the number of group-valued nowhere-zero
flows on a given graph does depend only on the size of the group (that is, surpris-
ingly, it does not depend on the structure). Before proceeding in the main direction
of this section, let us note a consequence of Lemma 7.2.4, which is an analogy of
the Tutte’s theorem.

Theorem 7.2.5Given graphsG,H , the number ofXYM mappings fromG toH
depends only onn(M).

Lemma 7.2.4 suggests to define for two graphs the set

XY (G,H) = {n ≥ 1 | there isf : E(G)→ E(H) such thatf isXYn}
and for a particularf : E(G)→ E(H)

XY (f,G,H) = {n ≥ 1 | f isXYn} .
Remark that most of these sets contain 1:Z1 is a trivial ring, so any mapping

is XY1. Therefore1 ∈ XY (f,G,H) for everyf : E(G) → E(H), while 1 ∈
XY (G,H) iff there exists a mappingE(G) → E(H). This happens precisely
whenE(H) is nonempty orE(G) is empty.
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Lemma 7.2.6 EitherXY (f,G,H) is finite orXY (f,G,H) = N. In the latter
casef isXYZ.

Proof: It is enough to prove thatf is XYZ if it is XYn for infinitely many
integersn. To this end, take aZ-tension/flowτ onH . As τn : e 7→ τ(e) mod n is
aZn-tension/flow,τnf = τf mod n is aZn-tension/flow wheneverf isXYn. To
showτ is aZ-tension/flow consider a circuit/cutC and lets be the ‘±-sum’ (inZ)
along/acrossC. As s mod n = 0 for infinitely many values ofn, we haves = 0.
2

Any f induced by a homomorphism provides an example whereTT (f,G,H)
is the wholeN. WhenG, H are planar graphs, using duality (Lemma 1.2.4) pro-
vides us with instances ofXY (f,G′, H ′) = N for every type ofXY mapping.
For finite sets, the situation is more interesting. By the next theorem the sets
XY (f,G,H) are precisely ideals in the divisibility lattice.

Theorem 7.2.7LetT be a finite subset ofN. Then the following are equivalent.

1. There areG,H , f such thatT = XY (f,G,H).

2. There isn ∈ N such thatT is the set of all divisors ofn.

Proof: First we show that 1 implies 2. The setT has the following properties

(i) If a ∈ T andb|a thenb ∈ T . (We use the second part of Lemma 7.2.2: ifb
dividesa, thenZb ≤ Za.)

(ii) If a, b ∈ T then the least common multiple ofa, b is an element ofT . (We
use Lemma 7.2.2 and Lemma 7.2.3: ifl = lcm(a, b) thenZl ≤ Za × Zb.)

Denoten the maximum ofT . By (i), all divisors ofn are inT . If there is
a k ∈ T that does not dividen then lcm(k, n) is element ofT larger thann, a
contradiction.

For the other implication, letf be the only mapping from
−→
Cn to

−→
K2. Then

we haveTT (f,
−→
Cn,
−→
K2) = T : mappingf is TTk iff for any a ∈ Zk the constant

mappingE(
−→
Cn) 7→ a is aZk-tension; this occurs precisely whenk dividesn. For

otherXY mappings we again consider the corresponding dual graphs. 2

Let us turn to description of setsXY (G,H). We stress here thatG, H are
finite graphs—in contrary with most of other results, this one is not true for infinite
graphs.
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Lemma 7.2.8 Let G, H be finite graphs. Then eitherXY (G,H) is finite or

XY (G,H) = N. In the latter caseG
XYZ−−−→ H .

Proof: As in the proof of Lemma 7.2.6, the only difficult step is to show that if

G
XYn−−−→ H for infinitely many values ofn, thenG

XYZ−−−→ H . As G andH are
finite, there is only a finite number of possible mappings between their edge sets.
Hence, there is one of them, sayf : E(G) → E(H), that isXYn for infinitely

many values ofn. By Lemma 7.2.6 we havef : G
XYZ−−−→ H . 2

We start the characterization of setsXY (G,H) by observing that the analogue

of Lemma 7.2.3 does not hold: there is anTTM mapping from
−→
C9 to

−→
C7 for

M = Z2 (mapping induced by a homomorphism of the undirected circuits) and
forM = Z3 (e.g., a constant mapping), but not the same mapping for both, hence
there is noXYZ2×Z3

mapping. We will see that the setsXY (G,H) are precisely
down-sets in the divisibility poset. First, we prove a lemmathat will help us to
construct pairs of graphsG, H with a givenXY (G,H). Integer cone of a set
{s1, . . . , st} ⊆ N is the set{∑t

i=1 aisi | ai ∈ Z, ai ≥ 0}.

Lemma 7.2.9 LetA,B be non-empty subsets ofN, a ∈ N, defineG =
⋃

a∈A

−→
Ca,

andH =
⋃

b∈B

−→
Cb. Then there is anTTn mapping fromG toH if and only if

A is a subset of the integer cone ofB ∪ {n} .

Proof: We use Lemma 1.2.9. Consider a flowϕa attaining value 1 on
−→
Ca and 0

elsewhere. Algebraical image of this flow is a flow, hence it is(modulon) a sum
of several flows along the cycles

−→
Cb, implying a is in integer cone ofB ∪ {n}.

On the other hand ifa =
∑

i bi + cn then we can map anyc edges of
−→
Ca to one

(arbitrary) edge ofH , and for eachi any (‘unused’)bi edges bijectively to
−→
Cbi .

After we have done this for eacha ∈ A we will have constructed anTTn mapping
fromG toH . 2

Theorem 7.2.10LetT be a finite subset ofN. Then the following are equivalent.

1. There areG,H such thatT = XY (G,H).

2. There is a finite setM ⊂ N such that

T = {k ∈ N; (∃m ∈M)k|m} .
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Proof: If T is empty, we takeM empty. In the other direction, ifM is empty we
just consider graphs such thatE(H) is empty andE(G) is not. Next, we suppose
M is nonempty.

By the same reasoning as in the proof of Theorem 7.2.7 we see that if a ∈ T
andb|a thenb ∈ T . Hence, 1 implies 2, as we can takeM = T (or, to makeM
smaller, letM consist of the maximal elements ofT in the divisibility relation).

For the other implication we again supposeXY = TT , for otherXY map-
pings we take duals of the (planar) graphs we will construct.We pick a prime
p > 4 maxM and letp′ ∈ (1.25p, 1.5p) be any integer. LetA = {p, p′} and

B = {p−m;m ∈M} ∪ {p′ −m;m ∈M} ;

note that every element ofB is larger than3
4p. As in Lemma 7.2.9 we define

G =
⋃

a∈A

−→
Ca,H =

⋃

b∈B

−→
Cb. We claim thatXY (G,H) = T . By Lemma 7.2.9

it is immediate thatXY (G,H) ⊇ T . For the other direction taken ∈ XY (G,H).
By Lemma 7.2.9 again, we can expressp andp′ in form

t
∑

i=1

bi + cn (7.4)

for integersc, t ≥ 0, andbi ∈ B.

• If t ≥ 2 then the sum in (7.4) is at least1.5p; hence neitherp nor p′ can be
expressed witht ≥ 2.

• If t = 1 then we distinguish two cases.

• p = (p−m) + cn, hencen dividesm andn ∈ T .

• p = (p′ − m) + cn, hencep′ − p ≤ m. But p′ − p > 0.25p > m, a
contradiction.

Consideringp′ we find that eithern ∈ T or p′ = (p−m) + cn.

• Finally, considert = 0. If p = cn then eithern = 1 ∈ t or n = p. (We
don’t claim anything aboutp′.)

To summarize, ifn ∈ XY (G,H) \T then necessarilyn = p. Forp′ we have only
two possible expressions,p′ = cn andp′ = (p−m)+cn. We easily check that both
of them lead to a contradiction. The first one contradicts1.25p < p′ < 1.5p. In the
second expressionc = 0 impliesp′ < pwhile c ≥ 1 impliesp′ ≥ 2p−m ≥ 1.75p,
again a contradiction. 2
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In contrast with the results above, if we put extra conditions on the mapping
then the influence of the ring is supressed. We will find the next result useful in
Section 7.4.

Lemma 7.2.11Let G, H be directed graphs andM a ring that is not a power
of Z2. Supposef : E(G)→ E(H) is a bijective mapping that isTTM andFFM .
Thenf is TTZ andFFZ.

Proof: First, we observe thatf maps blocks ofG to blocks ofH . This is im-
mediate if the block is a bridge. It remains to prove that ifG′ is a 2-connected
subgraph ofG thenf(E(G′)) induces a 2-connected subgraph ofH , i.e. that any
two of its edges are contained in a common circuit. Picke1, e2 ∈ E(G′), consider
a circuitC that contains both of them and theM -flow ϕ determined byC. Map-
pingf is TTM and soϕf is anM -flow. Consequently there is no bridge inf(C).
If f(C) is 2-connected then we are done. Otherwise, letC ′ be a 2-connected com-
ponent and observe that restriction ofϕf to C′ is anM -flow. Nowϕf ◦ f is the
restriction ofϕ to f−1(C′), hence it is not a flow, a contradiction.

We proved that the image of a block ofG is a part of a block ofH . By
usingf−1 we prove the converse, so we may consider restriction off on these
blocks separately and suppose thatG,H are 2-connected for the rest of the proof.
(If bothG andH are a single edge then the statement is immediate.)

AsM is not a power ofZ2, there is ak ≥ 3 such thatM ≥ Zk, hencef isTTk

andFFk. To provef is FFZ, we proceed by Lemma 1.2.9. Takev ∈ V (G) and
let τ be elementaryZ-tension determined byv. We may suppose that all edges
are oriented out ofv. Sinceτ is a Zk-tension,τf is a Zk-tension, as well. Let
p : V (H) → Zk be such thatτf = δp. We letEi = {xy ∈ E(H) | p(x) =
p(y) − 1 = i} (for i ∈ Zk) andZ = {xy ∈ E(H) | p(x) = p(y)}. It follows
that each edge adjacent tov is mapped to someEi and the other edges are mapped
to Z. Now consider edgese1, e2 adjacent tov and a circuitC containing both of
them. Letϕ be the elementaryZk-flow determined byC. As f is TTk, the image
ϕf is aZk-flow and sincek ≥ 3 this implies that bothe1 ande2 map to the same
setEi, suppose toE0. As this applies for all edges adjacent tov, it follows that
the potentialp is such thatE0 ∪ Z covers all edges ofH . Consequently, if we let
τ ′ = δZp be the difference ofp in Z (we are not counting modulok), then in fact
τ ′ = τf , henceτf is aZ-tension, as required. To prove thatf is TTZ we consider
the inverse mapping and show (as above) that it isFFZ. 2

We finish this section by a result that relates the property ofbeingM -homotens
for different ringsM .
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Theorem 7.2.12LetG be a finite graph.

1. G is leftZ-homotens if and only if it is leftZn-homotens for somen.

2. IfG is right Zn-homotens for somen then it is rightZ-homotens.

Proof: By Lemma 7.2.2 anyTTZ mapping isTTn for eachn; this proves part 2
and one implication of part 1. To prove the other, letG be left TTZ-homotens
graph and suppose, for the sake of contradiction, thatG is notTTn-homotens for
any n. By Proposition 2.1.6 this means that for a fixed finite graphH and for

everyn there areTTn mappingsgn : G
TTn−−−→ H that are not induced. AsG, H

are finite, there is a mappingg : E(G)→ E(H) that is equal togn (and so isTTn)
for infinitely many values ofn; henceg is TTZ by Lemma 7.2.6. This impliesg is
induced, a contradiction. 2

7.3 TT -perfect graphs

For every graphG, its chromatic numberχ(G) is at least as big as the size of its
largest clique,ω(G). Recall, that a graphG is calledperfectif χ(G′) = ω(G′)
holds for every induced subgraphG′ of G. A graph is calledBergeif for no odd
l ≥ 5 doesG containCl orCl as an induced subgraph. It is easy to see that being
perfect implies being Berge; the so-called Strong perfect graph conjecture (due to
Claude Berge) claims that the opposite is true, too. Perfectgraphs have been a
topic of intensive research that recently lead to a proof [17] of the Strong perfect
graph conjecture.

As a humble parallel to this development we define a graphG to beTT -
perfect1 if for every induced subgraphG′ of G we haveχT T2

(G′) ≤ ω(G′) (defi-
nition ofχT T2

(G′) appears before Corollary 2.3.9). Equivalently,G is TT -perfect
if each of its induced subgraphsG′ admits aTT2 mapping to its maximal clique.

Note that we cannot requireχT T(G′) = ω(G′) sinceK4
TT−−→ K3, and there-

foreχT T(K4) = 3, whileωT T (K4) = 4.
As any homomorphism induces aTT mapping (see Lemma 2.1.2),χT T(G′) ≤

χ(G′) holds for every graphG′. Consequently, every perfect graph isTT perfect.
The converse, however, is false. For example, letG = C7. GraphG itself is
not perfect. On the other handχT T(G) = 3 and every induced subgraph ofG
is Berge, hence perfect, henceTT -perfect. Let us studyTT -perfect graphs in a

1more precisely,TT2-perfect, but we consider onlyTT2 mappings in this section
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similar manner as Strong perfect graph theorem does for perfect graphs. To this
end, we define a graphG to becritical if G is notTT -perfect, but each induced
subgraph ofG is. We start our approach by a technical lemma.

Lemma 7.3.1 Let l ≥ 3 be odd. CycleCl is notTT -perfect. GraphCl is TT -
perfect if and only ifl = 7.

Proof: ClearlyχT T(Cl) = 3 > ω(Cl). GraphC7 was discussed above,C5

is isomorphic toC5. As χ(C9) = 5 and asK4 is right Z2-homotens, being a
Z2-graph, we haveχTT(C9) = 5 > ω(C9). It is easy to verify that graphsC l

for l ≥ 13 are nice. Thus they are homotens and notTT -perfect, since they are
not perfect. The only remaining case is the graphC11. This is not nice, on the
other hand, every edge is contained it aK5 and allK5’s are ‘connected’—there is
a chain of all 11 copies ofK5 such that neighboring copies intersect in aK4. It

follows thatC11 is homotens, in particularC11 6 TT−−→ K5. 2

Corollary 7.3.2 For every oddl > 3 graphCl is critical; if l 6= 7 thenCl is
critical, too. Moreover graphsG1,G2, andG3 in Figure 7.1 are critical.

Proof: We sketch the proof ofG1 being critical. We haveχ(G1) = 1 +χ(C7) =
5, therefore Corollary 2.3.9 impliesχTT (G1) = 5 > ω(G1) andG1 is notTT -
perfect. LetG′ be an induced subgraph ofG1. If G′ = C7 thenG′ is TT -perfect;
otherwise, it is a routine to verify thatG′ is Berge, consequently perfect andTT -
perfect. 2

We do not know how many other critical graphs there are, not even if there is
an infinite number of them.

7.4 TT and FF mappings as invariants

In this section we will study how can the numbers ofTT (orFF ) mappings serve
as asystem of invariants—that is, to what extent do these numbers determine the
graph. (We will consider any finitely generated ringM throughout this section
and omit the subscript inXYM .) Our guidepost will be the following theorem of
Lovász [57].

Theorem 7.4.1LetG,H be directed graphs such that
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Figure 7.1: Several critical graphs that are not cycles neither complements of cy-
cles. The dashed lines denote precisely thenon-edgesof the graph.

1. for every graphF the number of homomorphisms fromF to G and toH
equal;or

2. for every graphF the number of homomorphisms toF fromG and fromH
equal.

ThenG andH are isomorphic.

Lovász did use his theorem to find ‘cancelation properties’of graphs: he
proved (among else) that the graphG is determined byC×GwheneverC contains
a loop; so we may, in a sense, divide by such graphC. Our results have to wait
for such spectacular application (remember that in Proposition 3.1.12 we proved
that the categoryGraTT does not have products). Still, it provides an interesting
comparison of homomorphisms andTT mappings.

We start by considering what is the proper measure of ‘being the same graph’ in
our situation, that is which relation should replace isomorphism in the conclusion
of Theorem 7.4.1. We writeG ≡ H if there is a surjectiveTT mapping fromG
to H and fromH to G. We letM(G) be the cycle matroid of a graphG. The
following lemma lists several important equivalent properties.

Lemma 7.4.2 The following are equivalent for graphsG,H .

1. G ≡ H , i.e., there is a surjectiveTT mapping fromG to H and fromH
toG;

2. there is an injectiveTT mapping fromG toH and fromH toG;

3. there is a bijectionf : E(G) → E(H) such that bothf and f−1 are
TT mappings;
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1’. there is a surjectiveFF mapping fromG toH and fromH toG;

2’. there is an injectiveFF mapping fromG toH and fromH toG;

3’. there is a bijectionf : E(G) → E(H) such that bothf and f−1 are
FF mappings;

4. M(G) andM(H) are isomorphic; ifM is not a power ofZ2 then orienta-
tion of edges is preserved by this isomorphism.

Proof: Assume 1, and take surjective mappingsf : G
TT−−→ H andg : H

TT−−→
G. It follows that |E(G)| = |E(H)|, hencef andg are in fact bijections. Let
XG ⊆ ME(G) be the set of allM -tensions onG, similarly XH . By definition
of TT mappings,f−1 maps elements ofXH toXG and it is an injection (asf is a
surjection), thus|XH | ≤ |XG|. Similarly, g−1 gives us|XH | ≥ |XG|. Therefore
|XH | = |XG| andf−1 is a bijection ofXH andXG, sof−1 isTT and 3 is proved.
The reverse implication is trivial (we can takeg = f−1). Equivalence of 2 and 3
is proved in exactly the same way.

The equivalence of 1’–3’ follows as for 1–3. By Lemma 1.2.9 a bijective
mapping isTT iff its inverse isFF , therefore 3 and 3’ are equivalent, too.

Finally, 3 and 4 are equivalent. IfM = Z2 (or Z
k
2) then by Lemma 1.2.9 the

condition in 3 is equivalent tof being isomorphism betweenM(G) andM(H).
For otherM the condition 4 implies 3 forTTZ mappings, hence forTTM as well.
For the remaining implication we use Lemma 7.2.11.

If G, H are undirected, we proceed similarly, we present the only nontrivial
part: 1 =⇒ 3. By Proposition 1.2.2 we have orientationsG′ of G andH ′, H ′′

of H such that there are surjective (thus bijective) mappingsf : G′ TTM−−−→ H ′

andg : H ′′ TTM−−−→ G′. As in the directed case we find that|XH′ | ≤ |XG′ | ≤
|XH′′ |. The number ofM -tensions depends only on the number of vertices and
of components. So|XH′ | = |XH′′ | and we as in the directed case conclude that
f−1 is TTM . 2

Corollary 7.4.3 For any ringM the equivalence≡M is either

• ≡2 if M is a power ofZ2 or

• ≡Z otherwise.

Moreover,G ≡Z H impliesG ≡2 H and, conversely,G ≡2 H implies
−→
G ≡Z

−→
H

for some orientation
−→
G ofG and

−→
H ofH .
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The above lemma allows us to use Whitney’s 2-isomorphism theorem [89, 90]
to understand the equivalence≡. Prior to stating this result, we must define three
graph operations. AWhitney twistconsists of decomposing a graph along a 2-
vertex cut-set{u, v} into partsG1 andG2 and then identifying vertexu inG1 with
v in G2 and vice versa.Vertex identificationconsist of identifying two vertices
from distinct components of the graph,vertex cleavingis the inverse operation.
In particular adding/deleting isolated vertices (except of deleting the only vertex
of K1 and adding vertex to an empty graph) are instances of vertex cleaving/i-
dentification. We call two graphs2-isomorphicif one can be transformed to the
other by a sequence of Whitney twists, vertex identificationand vertex cleaving.
It is easy to verify that 2-isomorphic graphs have isomorphic matroids, Whitney’s
result claims that the converse is true, too.

Theorem 7.4.4LetG andH be undirected graphs such thatM(G) andM(H)
are isomorphic. ThenG andH are 2-isomorphic. Explicitly:

• if G is 3-connected thenG andH are isomorphic.

• if G is 2-connected then it is possible to transformG toH by a sequence of
Whitney twists.

• it is possible to transformG to H by a sequence of Whitney twists, vertex
identification and vertex cleaving.

For directed graphs we define oriented Whitney twist as Whitney twist above,
with the addition that we change orientation of each edge ofG1. The following
corollary of Whitney’s result is easy to prove. In fact Thomassen [84] gives a much
stronger version: he proves the same conclusion for mappings that are only known
to preserve directed cycles (for strongly connected graphs).

Corollary 7.4.5 LetG andH be directed graphs such thatM(G) andM(H) are
isomorphic and this isomorphism preserves orientation of the edges. Then

• if G is 3-connected thenG andH are either isomorphic or ‘antiisomorphic’:
that is there is a bijectionf : V (G)→ V (H) such that bothf andf−1 are
a homomorphism or an antihomomorphism.

• if G is 2-connected then it is possible to transformG toH by a sequence of
oriented Whitney twists.

• it is possible to transformG toH by a sequence of oriented Whitney twists,
vertex identification and vertex cleaving.
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We now digress from the main course of this section to investigate a parallel
of the notion of core, which was introduced to the theory of homomorphisms in-
dependently by several researchers (see [40]). LetG, H be graphs. We say that
H is

• aTTM -core iff (∀e ∈ E(H)) H 6TTM−−−→ H \ e, and

• aFFM -core iff (∀e ∈ E(H)) H 6FFM−−−→ H/e.

Further, we sayH is theXXM -core ofG if it is an XXM -core andH ⊆ G

(if X = T ) or H
c
⊆ G (if X = F ). In the next proposition we prove that

theXXM -core is uniquely determined (up to≡M ). Perhaps surprisingly, this
equivalence≡M is the same, regardless if we speak ofTTM - or ofFFM -cores.

Proposition 7.4.6 LetX beT or F , letG1, G2 beXXM -equivalent graphs and
letHi be theXXM -core ofGi. ThenH1 ≡M H2.

In particular, any twoXXM -cores of a given graph are equivalent with respect
to≡M .

Proof: By definition,Hi andGi areXXM -equivalent, so there are mappings

f1 : H1
XXM−−−−→ H2 andf2 : H2

XXM−−−−→ H1. As f2 ◦ f1 is XXM andH1 is
XXM -core, mappingf2 is surjective. Similarly,f1 is surjective, so it remains to
use Lemma 7.4.2. 2

Now we are in position to explore the use of number ofXX mappings as
invariants. We let〈G,H〉TT denote the number ofTT mappings fromG to H
and〈G,H〉〉TT the number of surjective such mappings. Further,〈〈G,H〉TT de-
notes the number of injectiveTT mappings that are an ‘embedding’: there is a

subgraphH ′ ⊆ H such that the considered mapping is a bijectionG
TT−−→ H ′

and its inverse isTT as well. (In category theory terms, we count the number
of so-called extremal monomorphisms.) In the same way we define 〈G,H〉FF ,
〈G,H〉〉FF and〈〈G,H〉FF (the last one counts equivalences to a contraction ofH)
for the number ofFF mappings. LetAutTT (G) be the set of allTT permu-
tations onE(G) (it is easy to verify thatAutTT (G) is in fact a group and that
AutTT (G) = AutFF (G)). By the next lemma, the pairs of graphs characterized
in Theorem 7.4.4 and 7.4.5 are the limit of what canTT orFF mappings (used as
invariants) distinguish. In the sequelX stands forF or T .
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Lemma 7.4.7 LetG ≡ H be graphs. Then for every graphF

〈F,G〉XX = 〈G,F 〉XX , 〈F,H〉XX = 〈H,F 〉XX

〈F,G〉〉XX = 〈〈G,F 〉XX , 〈F,H〉〉XX = 〈〈H,F 〉XX

〈〈F,G〉XX = 〈〈F,H〉XX , 〈G,F 〉〉XX = 〈H,F 〉〉XX .

Proof: This immediately follows from parts 3 and 3’ of Lemma 7.4.2, the only
difficult case is〈〈F,G〉XX = 〈〈F,H〉XX . To prove this, it is sufficient to provide
a bijection between the subgraphs/contractionsG′ of G andH ′ of H such that

G′ ≡ H ′ holds for corresponding graphs. So letf : G
XX−−→ H be a bijection such

thatf−1 is XX as well. Asf is a bijection on edges, to anyG′ ⊆ G (G′
c
⊆ G)

correspondsH ′ ⊆ H (H ′
c
⊆ H). NowG′ XX−−→ G

XX−−→ H (by Lemma 1.2.5 and

by assumptions of the theorem), soG′ XX−−→ H and consequentlyG′ XX−−→ H ′ (by
Lemma 1.2.7). Clearly, this mapping is a bijection. By changing the roles ofG

andH in this argument, we obtain a bijectiveXX mappingH ′ XX−−→ G′, finishing
the proof. 2

The rest of this section is devoted to proving the converse toLemma 7.4.7. We
start with the easy cases.

Proposition 7.4.8 LetG,H be graphs such that

1. for everyF we have〈G,F 〉〉XX = 〈H,F 〉〉XX ; or

2. for everyF we have〈〈G,F 〉XX = 〈〈H,F 〉XX ; or

3. for everyF we have〈F,G〉〉XX = 〈F,H〉〉XX ; or

4. for everyF we have〈〈F,G〉XX = 〈〈F,H〉XX .

ThenG ≡ H .

Proof: We prove 1, proof of the other cases is almost identical. Put firstF = G.
As identity is anXX mapping, we have〈H,G〉〉XX = 〈G,G〉〉XX ≥ 1, hence
there is a surjectiveXX mapping fromH toG. By puttingF = H we obtain a
surjective mapping in the other direction, henceG ≡ H by Lemma 7.4.2. 2

Theorem 7.4.9LetG,H be graphs such that
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1. for everyF we have〈G,F 〉XX = 〈H,F 〉XX ; or

2. for everyF we have〈F,G〉XX = 〈F,H〉XX .

ThenG ≡ H .

Proof: We aim to use Proposition 7.4.8.
For part 1 it is easy to verify that the assumption of part 1 of Proposition 7.4.8

is satisfied: By inclusion-exclusion principle we know that

〈G,F 〉XX = 〈G,F 〉〉XX +
∑

∅6=T⊆E(F )

(−1)|T |〈G,F \ T 〉XX ,

consequently〈G,F 〉〉XX = 〈H,F 〉〉XX .
For the second part, we use induction to verify assumptions of part 4 of Propo-

sition 7.4.8. We letG ։ H mean that there is a surjectiveXX-mapping fromG
toH , and extend the orderև to a linear order. AsG ։ H implies that|E(G)| ≥
|E(H)|, there are only finitely many (up to isomorphism, therefore up to≡) graphs
that precede a given graph inև. Consequently, we can choose a linear extension
that is a well-ordering (of≡-equivalence classes). Pick one element from each
equivalence class (of≡), to obtainF1, F2, . . . So we have a representative of each
≡-equivalence class in such order, thatFi ։ Fj implies i > j. We will use
the following ‘factorization formula’, which may be thought of as a quantitative
version of Proposition 1.2.6.

〈F,G〉XX =
∑

j;F։Fj

〈F, Fj〉〉XX〈〈Fj , G〉XX

|AutXX(Fj)|
(7.5)

Before we prove this equality, we use it to finish the proof. ByLemma 7.4.7 it is
enough to verify condition of part 4 of Proposition 7.4.8 ifF is one of theFj ’s.
That is, we prove (by induction oni) that〈〈Fi, G〉XX = 〈〈Fi, H〉XX . Suppose this
is true whenever we replacei by j < i, we prove it fori. Consider formula (7.5)
for G and forH in place ofG. The left-hand sides are the equal (by assumption
of the theorem) and all terms on the right-hand sides forj < i are equal (by the
induction hypothesis). Therefore, also the remaining term(for i = j) is the same
forG and forH , hence〈〈Fi, G〉XX = 〈〈Fi, H〉XX , as claimed.

It remains to prove formula (7.5). Consider a mappingf : F
XX−−→ G. By

Proposition 1.2.6 there is a graphG′ such thatf = f2 ◦ f1, f1 : F
XX−−→ G′,

f2 : G′ XX−−→ G, f1 is surjective, andf2 injective. In fact, we can takeG′
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as a subgraph/a contraction ofG, hencef2 is identical mapping. Obviously,
there is a unique choice of suchG′, f1, andf2 for everyf . We choosej such
that G′ ≡ Fj and group allXX mappings counted by〈F,G〉XX according
to G′. By Lemma 7.4.7 we know that〈F,G′〉〉XX = 〈F, Fj〉〉XX . By definition
of 〈〈Fj , G〉XX we see that this quantity equals|AutXX(Fj)| times the number
of G′ that are a subgraph/a contraction ofG and satisfyG′ ≡ Fj .

By application of all the facts above, we conclude that thej-th term of the sum
in (7.5) counts precisely the number ofXX mappings fromF to G with image
≡-equivalent toFj . 2

Remark 7.4.10 Relation 7.5 holds more generally for any factorization system of
any category, so what we proved can be reformulated: epimorphisms with extremal
monomorphisms form a factorization system in categoryGraTT . We avoided this
more general way of stating (and proving) our result to keep the presentation on
the combinatorial side of the border with category theory.
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[10] Béla Bollobás,A probabilistic proof of an asymptotic formula for the number
of labelled regular graphs, European J. Combin.1 (1980), no. 4, 311–316.
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[53] Václav Koubek and Vojtěch Rödl,On the minimum order of graphs with
given semigroup, J. Combin. Theory Ser. B36 (1984), no. 2, 135–155.

[54] Serge Lang,Algebra, Graduate Texts in Mathematics, vol. 211, Springer-
Verlag, New York, 2002.

[55] Nathan Linial, Roy Meshulam, and Michael Tarsi,Matroidal bijections be-
tween graphs, J. Combin. Theory Ser. B45 (1988), no. 1, 31–44.

[56] Charles H. C. Little and Richard D. Ringeisen,On the strong graph em-
bedding conjecture, Proceedings of the Ninth Southeastern Conference on
Combinatorics, Graph Theory, and Computing (Florida Atlantic Univ., Boca
Raton, Fla., 1978) (Winnipeg, Man.), Congress. Numer., XXI, Utilitas Math.,
1978, pp. 479–487.
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