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Vladimı́r Novotný
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Autor: Vladimı́r Novotný
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Department: Institute of Particle and Nuclear Physics

Supervisor: RNDr. Dalibor Nosek, Dr., Institute of Particle and Nuclear Physics

Abstract: Research of the highest energy cosmic ray particles is in the middle of
the interest of theoretical and experimental physics. Their energies are several
orders of magnitude higher than energies accessible at present accelerators. In
this work, the reconstruction techniques of extensive air showers measured at the
Pierre Auger Observatory are studied. For this purpose, extensive air showers are
modelled in the simulation tool CORSIKA. Data collected at the Pierre Auger
Observatory together with simulations are used to calculate resolutions of recon-
struction methods. The Multiple–eye reconstruction is the main interest of this
work. It can be used for independent verification of experimental results of the
Observatory.

Keywords: Cosmic ray showers, reconstruction techniques, Multiple–eye recon-
struction, CORSIKA.



Contents

Introduction 1

1 Fundamentals of Cosmic Rays 2
1.1 History . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Energy Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Origin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3.1 Fermi theory . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.2 Possible Sources . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4 Propagation in Extragalactic Space . . . . . . . . . . . . . . . . . 8
1.4.1 Interaction with the CMB . . . . . . . . . . . . . . . . . . 8

1.5 Extensive Air Showers . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5.1 Heitler model . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Detection Techniques and the Pierre Auger Observatory 16
2.1 Surface Detector Array . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Detection of Fluorescence Radiation . . . . . . . . . . . . . . . . . 16
2.3 Other detection techniques . . . . . . . . . . . . . . . . . . . . . . 18
2.4 Energy Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3 Extensive Air Shower Simulations 21
3.1 CORSIKA : A Monte Carlo Simulation Program . . . . . . . . . . 21

3.1.1 Hadronic Interaction Models . . . . . . . . . . . . . . . . . 22
3.2 Simulations and Data Analysis . . . . . . . . . . . . . . . . . . . . 23

4 Extensive Air Shower Reconstruction 32
4.1 SD Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2 Monocular FD Reconstruction . . . . . . . . . . . . . . . . . . . . 34
4.3 Hybrid Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . 37
4.4 Multiple–eye Reconstruction . . . . . . . . . . . . . . . . . . . . . 39

4.4.1 Multiple–eye Shower–Detector Plane Fit . . . . . . . . . . 39
4.4.2 Multiple–eye Time Fit . . . . . . . . . . . . . . . . . . . . 40

4.5 Energy and Longitudinal Profile . . . . . . . . . . . . . . . . . . . 41
4.6 Auger Offline Reconstruction Software . . . . . . . . . . . . . . . 41

5 Resolution of Reconstruction Techniques 44
5.1 SD Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.1.1 Monte Carlo Simulations . . . . . . . . . . . . . . . . . . . 45
5.2 Hybrid Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . 49

5.2.1 Monte Carlo Simulations . . . . . . . . . . . . . . . . . . . 49
5.2.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.3 Multiple-eye Reconstruction . . . . . . . . . . . . . . . . . . . . . 59
5.3.1 Monte Carlo Simulations . . . . . . . . . . . . . . . . . . . 59
5.3.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Conclusions 69



Bibliography 70

List of Tables 75

List of Figures 76

List of Abbreviations 78



Introduction

Physicists can study elementary particles on accelerators, which are capable to
achieve energies up to 14 TeV in the central mass system (CMS) at present time.
Besides, a flux of extremely energetic cosmic ray (CR) particles comes to the
Earth from the space. Some of these particles carry energies over 1020 eV in the
Earth’s laboratory frame, which correspond to the CMS energies above 400 TeV
for proton–proton collisions. This is one of the reasons why it is interesting to
study the cosmic rays. Up to now, the largest CR experiment has been the Pierre
Auger Observatory.

In the first two Chapters of this thesis, I present a basic information about
cosmic rays and the Pierre Auger Observatory. For purpose of the CR studies the
models based on extrapolations of the accelerator data are used. These models
are implemented in the tools to simulate extensive air showers. Monte Carlo
simulation code called CORSIKA is discussed in Chapter 3. In Chapter 4, an
overview of reconstruction techniques is given and the resolutions of investigated
reconstruction techniques are calculated in Chapter 5.

This thesis is aimed to study reconstruction techniques of extensive air show-
ers measured at the Pierre Auger Observatory. The main goal is to explore
possibilities of the Multiple–eye reconstruction which is currently not used at the
Pierre Auger Observatory. Multiple–eye reconstruction technique processes data
from air fluorescence measurement. In comparison with two other methods used
at the Pierre Auger Observatory, with the Surface Detector reconstruction and
the Hybrid reconstruction, it does not utilize the surface detector data. This
advantage could be used to independent verification of experimental results.
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1. Fundamentals of Cosmic Rays

Fundamental pieces of information about cosmic ray (CR) particles are sum-
marized in this Chapter. CRs are charged particles coming from the space and
hitting the Earth’s atmosphere. The most energetic CR particles are called ultra–
high energy cosmic ray (UHECR) particles. Brief history of CR measurements
is presented in Section 1.1. CR flux, i.e. their energy spectrum, is presented in
Section 1.2. Basic ideas of the possible acceleration mechanisms and probable
places of the UHECR origin are described in Section 1.3. CR propagation in
extragalactic space is briefly summarized in Section 1.4. Extensive air shower
(EAS) characteristics, which are studied in the rest of the thesis, are introduced
in Section 1.5.

1.1 History

The CRs was detected at first by Victor Hess in 1912 in the series of balloon
flights up to an altitude of 5300 m a.b.l. He found that ionization of the atmo-
sphere is approximately four times higher in this altitude than at the ground. The
first detection of the EAS induced by a high energy particle in the atmosphere
was made by B. Rossi in 1934. He saw that counters coincidentally registered a
big number of particles even if they were separated by a large distance. Anoth-
er step of the EAS measurement was made by Pierre Auger in 1939. Improved
resolution capabilities of coincidence circuits of Geiger-Mūller counters made by
Maze in 1938 allowed Auger to estimate energies of the primary particles to an
energy of 1015 eV. He assumed that CRs consist of electrons. This energy was
over five times of magnitude higher than any other considered energy of particles
before.

Determination of the incoming directions of the showers was another problem.
It was solved by the MIT team led by Bassi in 1954. They introduced technique
of directional reconstruction from time differences of registered signals in scintilla-
tion detectors separated by several tens of meters. In 1954-1957, Harvard Agassiz
Station project ran. It had 15 scintillation detectors with an area of 0.9 m2 each.
From this experiment, energy spectrum in the range of 3 · 1015 − 1018 eV was
measured. This detector array was a prototype for other experiments Chacaltaya
in Bolivia and Volcano Ranch in New Mexico. The latter one was the first among
the huge detector arrays.

Using this array, Lindsey measured the first event with an energy over 1020 eV.
Other huge surface detectors were Haverah Park in Great Britan [12], SUGAR in
Australia [18], Yakutsk in Russia [16] and AGASA in Japan [65]. Simultaneously,
experiments HiRes [10] and HiRes II [63], that measured air fluorescence, took
place in Utah. At present time, HiRes and AGASA experiments are combined as
Telescope Array experiment in Utah [44]. Nowadays, the biggest CR experiment
combining air fluorescence telescopes and surface array covering an area over 3000
km2 has been the Pierre Auger Observatory in Argentina [53]. Information comes
from Ref.[52].
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1.2 Energy Spectrum

Energy spectrum, i.e. the CR flux as a function of the energy, measured up
to now is discussed in this Section. The energy spectrum is one of the most
important experimental results presented by every CR experiment. Together
with other quantities, like mass composition, it can provide information about
the acceleration mechanism in the CR sources as well as about their approximate
distances. These features are discussed in Sections 1.3 and 1.4, respectively.

Energy spectra compiled from recent experiments are depicted in Figs.1.1 and
1.2, respectively. The overall approximate dependence of E−3 is shown in Fig.1.1.
More detailed view of the high–energy part of the spectrum is shown in Fig.1.2.
In this picture, the CR flux is multiplied by E2.7 to point up features deviating
from the overall dependence.

The most important features are the Knee at energy about 1015.5 eV, the
Ankle at about 1018.8 eV and the Second Knee at about 1017.8 eV. Names of
these features come from the shape of the spectrum, that evokes a human leg.
The Knee is usually explained as the energy for which magnetic fields in our
Galaxy are unable to keep protons or lighter nuclei inside. This implies decrease
of CR flux at the Knee. Heavier nuclei are kept inside up to the energy of the
Second Knee. The Ankle is usually explained as the region where the extragalactic
component of the CRs becomes dominant over the Galactic one.

1.3 Origin

Possible mechanisms of CR acceleration to high energies are summarized in
this Section. Whether these mechanisms are able to accelerate particles to as
high energies as are measured is a subject of discussion. Possible astrophysical
sources are discussed also. Origin of CRs is still an open question.

1.3.1 Fermi theory

The first attempt to explain acceleration of the CR particles is the so called
Fermi second order theory. It is named after E. Fermi, who proposed it in 1949.
Principle of the acceleration is the fact that particles gain energy on average when
scatters off magnetized clouds. Gas of interstellar medium have random velocities
V of approximately 15 km s−1. The CR particles enters a cloud and scatters off
irregularities in the magnetic field which is tied to the cloud, because it is partly
ionized. All interactions within the cloud are considered elastic, thus there is no
change in energy in the cloud frame. The direction of outgoing CR particles is
randomized.

Consider a CR particle entering a cloud with energy E1 and momentum p1

travelling in a direction making angle θ1 with the cloud direction. After scattering
inside the cloud, it exits with energy E2 and momentum p2 at angle θ2 to the cloud
direction. Scheme of this situation is depicted in Fig.1.3. The energy change is
obtained by applying the Lorentz transformations between the laboratory frame
(unprimed) and the cloud frame (primed). Transformation to the cloud frame is

E ′1 = γE1(1− β cos θ1), (1.1)

3



Figure ���� Compilation���� of measurements of the di�erential energy spectrum of cosmic rays�
The dotted line shows an E�� power�law for comparison� Approximate integral �uxes �per stera�
dian	 are also shown�

��

Figure 1.1: CR energy spectrum in the energy range of E = 108..1020 eV. Overall
approximate dependence of E−3 is shown. Knee and Ankle regions are marked.
Picture is taken from Ref.[3].
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2 Cosmic rays, extensive air showers and high energy hadronic in-

teractions

2.1 Overview of cosmic rays

After almost 100 years of research cosmic ray physics is remaining to be an exciting field and

the current activity is probably larger than ever before [14]. Recent high quality observations

are uncovering more and more of the mysteries associated to the existence of cosmic rays.

It seems very likely that cosmic rays up to the highest energies will fit seamlessly into the

framework of astro and particle physics. This implies important improvements in under-

standing our cosmic environment as well as ultra-high energy interactions during the next

years. Since these cosmic rays are particles with macroscopic energies of up to several Joules

(16 EeV∼1 J), this will be a major step for particle physics.

The currently favored theories to explain the phenomena of cosmic rays are founded on

the assumption of charged particle acceleration at collisionless magnetic shock fronts and

the propagation as well as confinement of charged particles within the galactic and extra-
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Figure 2.1: Cosmic ray energy spectrum as measured by many experiments over a wide range in

energy [15, 16, 17, 18, 19, 20, 21]. The energy spectrum is multiplied by E2.7 to remove the enormous
slope over ∼15 orders in magnitude of the flux. In this representation the structures of the energy
spectrum can be seen very clear: the knee at several PeV, the ankle around ∼3 EeV and the cutoff above
∼50 EeV. While the lower axis reflects the energy of the primary cosmic ray nuclei Elab, the upper axis
denotes the corresponding center-of-mass energy per nucleon. Some typical energies, which can be
accessed by accelerators, are emphasized.
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Figure 1.2: CR energy spectrum in the energy range of E = 1011..1020 eV. CR
flux is multiplied by E2.7. Energy capabilities of several accelerators are shown.
Picture is taken from Ref.[68].

where β = V
c
, c is the speed of light in vacuum and γ = 1√

1−β2
. After exiting

from the cloud, the energy in the laboratory frame is

E2 = γE ′2(1 + β cos θ′2). (1.2)

Because there is no change in energy in the cloud, E ′2 = E ′1. We obtain energy
change in the laboratory frame

∆E

E
=

1− β cos θ1 + β cos θ′2 − β2 cos θ1 cos θ′2
1− β2

− 1. (1.3)

Inside the cloud, particles scatter many times, so their directions are random-
ized. This implies

〈cos θ′2〉 = 0. (1.4)

The average value of cos θ1 depends on the rate at which CRs collide with
clouds at different angles. The rate of collisions is proportional to the relative
velocity between the cloud and the particles, so the probability per unit solid
angle of having a collision at angle θ1 is proportional to (v − V cos θ1). For
ultrarelativistic particles v = c and

dp

dΩ1

∝ (1− β cos θ1). (1.5)

One can write

〈cos θ1〉 =

∫
cos θ1

dp
dΩ1

dΩ1∫
dp

dΩ1
dΩ1

= −β
3
, (1.6)
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Fig. 2.— Energy-loss distance of Fe-nuclei in the CMBR
for pair-production (leftmost long dashed line) and pion
photoproduction (rightmost long dashed line), and mean
interaction length for pion photoproduction multiplied by
56 (short dashed line) are obtained from curves in Fig. 1.
The photodisintegration distances given by Stecker and
Salamon (1999) for loss of one nucleon (lower dotted
curve) and two nucleons (upper dotted line) are shown
together with the total loss distance estimated by Stecker
and Salamon (1999). The thin full curve shows an esti-
mate over a larger range of energy (Protheroe, unpub-
lished) of the total loss distance based on photodisinte-
gration cross sections of Karakula and Tkaczyk (1993).

acceleration (Fermi’s original theory) and describe how
this can be modified in the context of astrophysical
shocks into the more efficient 1st order Fermi mechanism
known as shock acceleration. More detailed and rigor-
ous treatments are given in several review articles (Drury
1983a, Blandford and Eichler 1987, Berezhko and Krym-
sky 1988). See the review by Jones and Ellison (1991) on
the plasma physics of shock acceleration which also in-
cludes a brief historical review and refers to early work.

3.1. Fermi’s Original Theory

Gas clouds in the interstellar medium have random
velocities of ∼ 15 km/s superimposed on their regular
motion around the galaxy. Cosmic rays gain energy on
average when scattering off these magnetized clouds. A
cosmic ray enters a cloud and scatters off irregularities
in the magnetic field which is tied to the cloud because
it is partly ionized.

In the frame of the cloud: (a) there is no change in
energy because the scattering is collisionless, and so there
is elastic scattering between the cosmic ray and the cloud

V

E    p

E    p

θ θ

1     1

2      2

1 2

Fig. 3.— Interaction of cosmic ray of energy E1 with
“cloud” moving with speed V

as a whole which is much more massive than the cosmic
ray; (b) the cosmic ray’s direction is randomized by the
scattering and it emerges from the cloud in a random
direction.

Consider a cosmic ray entering a cloud with energy E1

and momentum p1 travelling in a direction making angle
θ1 with the cloud’s direction. After scattering inside the
cloud, it emerges with energy E2 and momentum p2 at
angle θ2 to the cloud’s direction (Fig. 3). The energy
change is obtained by applying the Lorentz transforma-
tions between the laboratory frame (unprimed) and the
cloud frame (primed). Transforming to the cloud frame:

E′
1 = γE1(1− β cos θ1) (16)

where β = V/c and γ = 1/
√
1− β2.

Transforming to the laboratory frame:

E2 = γE′
2(1 + β cos θ′2). (17)

The scattering is collisionless, being with the magnetic
field. Since the magnetic field is tied to the cloud, and
the cloud is very massive, in the cloud’s rest frame there
is no change in energy, E′

2 = E′
1, and hence we obtain the

fractional change in LAB-frame energy (E2 − E1)/E1,

∆E

E
=

1− β cos θ1 + β cos θ′2 − β2 cos θ1 cos θ
′
2

1− β2
− 1.

(18)

We need to obtain average values of cos θ1 and cos θ′2.
Inside the cloud, the cosmic ray scatters off magnetic
irregularities many times so that its direction is random-
ized,

〈cos θ′2〉 = 0. (19)
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Figure 1.3: Interaction of entering CR particle, with energy E1 and momentum
p1, with a cloud of magnetized matter. Particle exits the cloud with energy E2

and momentum p2. V is the velocity of the cloud. Picture is taken form Ref.[59].

giving approximately [32]

∆E

E
=

1 + β2

3

1− β2
− 1 ≈ 4

3
β2 (1.7)

for β � 1. Because of quadratic dependence of the energy gain on β, this
mechanism is called the second order acceleration.

Energy gain in each interaction is constant, therefore, after n passages through
the cloud the energy of the cosmic particle is

En = E0

(
1 +

∆E

E

)n
. (1.8)

Then, the number of passages needed to reaching this energy is

n =
log En

E0

log
(
1 + ∆E

E

) . (1.9)

In each iteration, particle can escape the acceleration region with probabili-
ty P . The probability that particle reach energy En is (1− P )n. The number of
particles that are accelerated to energies over En is proportional to the number
of particles that passed the cloud more then n−times. Using Eq.(1.9) one has
[32]

N(> En) = N0

∞∑

k=n

(1− P )k = N0

∞∑

k=0

(1− P )k −N0

n∑

k=0

(1− P )k

= N0
1

1− (1− P )
−N0

1− (1− P )n

1− (1− P )

=
N0

P
(1− P )

log En
E0

/ log (1+ ∆E
E ) ∝ N0

P

(
En
E0

)−Γ

, (1.10)

where Γ ' P
∆E
E

. In Eq.(1.10) the exponential dependence of the energy spectrum

on E is derived. Quantity Γ is known as a spectral index.
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The average value of cosθ1 depends on the rate at which
cosmic rays collide with clouds at different angles. The
rate of collision is proportional to the relative velocity
between the cloud and the particle so that the probability
per unit solid angle of having a collision at angle θ1 is
proportional to (v−V cos θ1). Hence, for ultrarelativistic
particles (v = c)

dP

dΩ1
∝ (1− β cos θ1), (20)

and we obtain

〈cos θ1〉 =
∫

cos θ1
dP

dΩ1
dΩ1/

∫
dP

dΩ1
dΩ1 = −β

3
, (21)

giving
〈∆E〉
E

=
1 + β2/3

1− β2
− 1 ≃ 4

3
β2 (22)

since β ≪ 1.

We see that 〈∆E〉/E ∝ β2 is positive (energy gain),
but is 2nd order in β and because β ≪ 1 the average en-
ergy gain is very small. This is because there are almost
as many overtaking collisions (energy loss) as there are
head-on collisions (energy gain).

3.2. 1st Order Fermi Acceleration at SN or Other
Shocks

Fermi’s original theory was modified in the 1970’s (Ax-
ford, Lear and Skadron 1977, Krymsky 1977, Bell 1978,
Blandford and Ostriker 1978) to describe more efficient
acceleration (1st order in β) taking place at supernova
shocks but is generally applicable to strong shocks in
other astrophysical contexts. Our discussion of shock ac-
celeration will be of necessity brief, and omit a number
of subtleties.

Here, for simplicity, we adopt the test particle ap-
proach (neglecting effects of cosmic ray pressure on the
shock profile), adopt a plane geometry and consider only
non-relativistic shocks. Nevertheless, the basic concepts
will be described in sufficient detail that we can consider
acceleration and interactions of the highest energy cos-
mic rays, and to what energies they can be accelerated.
We consider the classic example of a SN shock, although
the discussion applies equally to other shocks. During a
supernova explosion several solar masses of material are
ejected at a speed of ∼ 104 km/s which is much faster
than the speed of sound in the interstellar medium (ISM)
which is ∼ 10 km/s. A strong shock wave propagates ra-
dially out as the ISM and its associated magnetic field
piles up in front of the supernova ejecta. The velocity of
the shock, VS , depends on the velocity of the ejecta, VP ,

and on the ratio of specific heats, γ through the compres-
sion ratio, R,

VS/VP ≃ R/(R− 1). (23)

For SN shocks the SN will have ionized the surrounding
gas which will therefore be monatomic (γ = 5/3), and
theory of shock hydrodynamics shows that for γ = 5/3 a
strong shock will have R = 4.

In order to work out the energy gain per shock cross-
ing, we can visualize magnetic irregularities on either
side of the shock as clouds of magnetized plasma of
Fermi’s original theory (Fig. 4). By considering the rate
at which cosmic rays cross the shock from downstream
to upstream, and upstream to downstream, one finds
〈cos θ1〉 = −2/3 and 〈cos θ′2〉 = 2/3, giving

〈∆E〉
E

≃ 4

3
β ≃ 4

3

VP

c
≃ 4

3

(R − 1)

R

VS

c
. (24)

Note this is 1st order in β = VP /c and is therefore more
efficient than Fermi’s original theory. This is because of
the converging flow – whichever side of the shock you are
on, if you are moving with the plasma, the plasma on the
other side of the shock is approaching you at speed Vp.

shock

V

EE
E

E

E

E E

θ
V

V

11

1

1

2

2
2

1

θ2

p

p s

E2

Fig. 4.— Interaction of cosmic ray of energy E1 with a
shock moving with speed Vs.

To obtain the energy spectrum we need to find the
probability of a cosmic ray encountering the shock once,
twice, three times, etc. If we look at the diffusion of a
cosmic ray as seen in the rest frame of the shock (Fig. 5),
there is clearly a net flow of the energetic particle popu-
lation in the downstream direction.

The net flow rate downstream gives the rate at which
cosmic rays are lost downstream

rloss = nCRVS/R m−2s−1 (25)

since cosmic rays with number density nCR at the shock
are advected downstream with speed VS/R (from right
to left in Fig. 5) and we have neglected relativistic trans-
formations of the rates because VS ≪ c.

5

Figure 1.4: CR particle interaction with shock wave moving with velocity VS.
Picture is taken from Ref.[59].

Quadratic dependence on the small factor β in the Fermi second order theory
causes inefficient acceleration. Also a value of the Γ is not determined.

More efficient mechanism of acceleration is Fermi first order theory proposed
in 1970’s. In this theory, CR particles are accelerated at supernova shock waves
or other astrophysical shocks. In supernova eruptions, material of several Sun
masses is thrown away with velocity about 104 km s−1. It is about thousand
times higher velocity then the speed of sound in interstellar medium. Material
thrown away moves against surrounding magnetized medium and makes shock
waves. Accelerating particle is moving at the front of the shock wave and scatters
off back and front material as in Fermi original theory. This situation is shown
in Fig.1.4. By considering the rate at which CR particles cross the shock from
downstream to upstream, and upstream to downstream, one finds cos θ1 = −2

3

and cos θ2 = 2
3
, giving the average energy gain [59]

〈∆E〉
E
' 4

3
β ' 4

3
k
VS
c
, (1.11)

where k is a constant depending on the medium material and VS is the shock
wave velocity. This energy gain can be substituted into Eq.(1.10). In this theory,
energy gain linearly depends on β, so the mechanism is called first order. More
details on Fermi acceleration can by found in Ref.[59].

Maximal energies that are achievable by Fermi mechanism are much high-
er for protons and nuclei then for electrons. Electrons lose much more energy
by synchrotron radiation. Because of that, electrons are not primary particles
of UHECRs. Synchrotron radiation, relativistic effects, accounting for radiation
pressure and other effects put subsequent restrictions on maximal achievable en-
ergies. For more details see Refs.[20] and [59].

1.3.2 Possible Sources

In general, sources that are able to accelerate CR particles up to energies of
1020 eV have to be large. Area of regions where acceleration takes place should be
comparable to the Larmor radius of the particles in magnetic field in the regions.
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On the other hand, magnetic field must be sufficiently weak because particles can
not lose much energy through synchrotron radiation. The Larmor radius is given
by

RL =
E

ZeBc
, (1.12)

where E is the energy of the particle, Ze is its charge and B is the magnetic
induction of the medium. It can be shown, see Ref.[52], that overall energy of
the magnetic fields of objects where acceleration takes place must be

W =
B2

4π

4

3
πR3

L. (1.13)

This energy must scale with γ5, where γ is the relativistic Lorentz factor of the
particle.

It is assumed that CR particles up to energy of 1015 eV originates at diffusive
shock waves of supernovas. This process can accelerate more charged nuclei up
to energy of 1018 eV. Maximal achievable energy is given by [52]

Emax = kZeBRβc, (1.14)

where k < 1 is a constant depending on explicit acceleration mechanism, B is the
magnetic induction in the shock wave, R is its size and βc is its velocity.

According to Eq.(1.14), A. J. Hillas draw diagram, see Fig.1.5, that shows
astrophysical objects that can be assumed as CR sources. Objects are placed
with respect to their sizes and magnetic fields.

1.4 Propagation in Extragalactic Space

Effects that influence CRs on a way from sources to the Earth are summa-
rized in this Section. Deflections in magnetic fields and interactions with the
cosmic microwave background radiation (CMB) are the most important effects.
More details and simulations of CR propagation can be found in my bachelor’s
thesis [54].

Deflections in extragalactic magnetic fields for protons are shown in Fig.1.6.
Trajectories of protons with energies around 1020 eV are almost straight. If the
distance of the source from the observer is a few Mpc, even for energies of 1019 eV
the source should be identified.

1.4.1 Interaction with the CMB

CRs are strongly influenced by the CMB and the cosmic infrared background
radiation (CIRB) on their journey through the space. According to theories,
the CMB is an artefact of early stages of the universe development. At present
time, the CMB fills the space with density of about 400 particles per cm3 and
it has temperature of 2.73 K. This temperature corresponds to photon energy of
0.24 meV. Infrared radiatian in the far region, i.e. wavelengths of about 100 µm,
originate mainly from reemission of ultraviolet and visible light from stars on dust
clouds. In the near region, i.e. wavelengths of about 1 µm, it is a direct radiation
from the stars or a radiation shifted from other parts of the energy spectrum.
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2.3. ORIGIN AND PROPAGATION IN EXTRAGALACTIC SPACE

: 15 km·s−1) and containing magnetic field B (Fig. 2.2). The particle is elastic scattered on charged

irregularities contained in the nebulae. Fermi obtained that the rate of energy gain of relativistic

particle of energy E and charge Ze can be written as

dE
dt

= ηZe c2 B (2.3)

where η < 1 and depends on details of accelerating mechanism. This equation was also used by

Hillas to create his well known diagram serving for first orientation to search for possible sources

of EHECR (Fig. 2.3). Fermi’s original theory describes averaged energy gain of charged particles

traversing through cloud as
∆E
E
' 4

3
β2 (2.4)

where β is the Lorentz velocity of cloud. The derivation in a simplified way may be found in [4].

Thus, in average, the particle gains positive energy boost and it is accelerated. The particle may be

accelerated by this way in many further nebulas. Since the energy gain is proportional to the second

power of β this theory is called as Fermi’s acceleration of the second order.

Figure 2.3: Hillas’s diagram of possible EHECR sources. Cosmic objects are depicted according
to their intensity of magnetic field and characteristic size along which particles may be accelerated.
SNR corresponds to supernova remnants, IGM to intergalactic matter and β expresses the effectivity
of accelerating process. Objects below the line are unable to reach EHECR energies in the first
approximation. The position of active galactic nuclei is worth to notice. Picture comes from [5].

15

Figure 1.5: Hillas plot. Sizes and absolute values of magnetic inductions of
astrophysical objects that can be sources of CRs are depicted. Objects under the
line are not able to accelerate protons or iron nuclei, respectively, to the energy
of 1020 eV. β gives characteristic velocity of scattering centres. Picture is taken
from Ref.[41].

Density of the CIRB is about 2 cm−3. It is about 200 times less then density of
the CMB. Information comes from Ref.[15].

In 1966, a year after discovery of the CMB by Penzias and Wilson [56], Greisen
[34] and independently Zatsepin and Kuzmin [72] theoretically described influ-
ence of the CMB to CR particles. Proton interactions with CMB photons are
photopion productions and pair production

p+ γCMB −→ ∆+ −→ n+ π+, (1.15)

p+ γCMB −→ ∆+ −→ p+ π0, (1.16)

p+ γCMB −→ p+ e+ + e−. (1.17)

Nuclei with mass number A photodisintegrate

A+ γCMB −→ (A− 1) + n, (1.18)

A+ γCMB −→ (A− 2) + 2n (1.19)

and high–energy photons are also subjets of pair production on CMB photons

γ + γCMB −→ e+ + e−. (1.20)

If neutron is produced in one of these processes, it decays

n −→ p+ e− + ν̃. (1.21)
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Figure 1.6: Plane projections of trajectories of 30 protons with primary energies
1018, 1019, 1020 and 1021 eV. Magnetic field is random with the mean magnetic
induction of 10 nG in boxes with edges of 1 Mpc. Picture is taken from Ref.[54].

Because of these interactions primary CR particles lose energy. If one consid-
ers mean free paths of the processes shown in Fig.1.7, it is possible to construct
statistical dependence of CR particles energies with respect to the travelled dis-
tance. This dependence is depicted in Fig.1.8.

The fact that energy of particles with arbitrary primary energy falls below the
threshold for photopion production (approximately 5 · 1019 eV) after propagating
over certain distance is called Geiser–Zatsepin–Kuzmin cutoff (GZK).

1.5 Extensive Air Showers

When primary very energetic CR particles hit the Earth’s atmosphere, sec-
ondary EASs are produced. Study of EASs is the most important source of our
knowledge about the most energetic CRs. In EASs, three components can be
distinguished
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Figure 3: Panorama of the interactions of possible cosmic primaries with the CMB.
Curves marked by “p+γCMB → e+e−+p” and “Fe+γCMB → e+e−+p” are energy loss
lengths (the distance for which the proton or Fe nucleus loses 1/e of its energy due
to pair production). The curve marked by “p+γCMB → π+n or π◦p” is the mean
free path for photo-pion production of a proton on the CMB. The curve marked
“Fe+γCMB → nucleus + n or 2n” is the mean free path for a photo-nuclear reaction
where one or two nucleons are chipped off the nucleus. The curve marked “γ +γCMB

→ e+e−” is the mean free path for the interaction of a high-energy photon with the
CMB. Added for reference is the mean decay length for a neutron indicated by “n →
peν”.

are not easily met, which has stimulated the production of a large number of creative
papers.

In Figure 1 I plot the number of theoretical papers, mostly speculative, written
on the subject of the highest-energy cosmic rays as a function of time, as found on the
Los Alamos server as astro-ph papers. Over the last three years the average has been
one paper per week. In Figure 2 I list a random sample of the titles. The authors of
these papers deserve a strong response from the experimental community.

2 Propagation of the highest-energy cosmic rays

The interaction of the particles with the cosmic microwave background (CMB) and
magnetic fields plays an important role in their propagation. All possible species of
cosmic rays with the exception of neutrinos interact with the CMB. A panorama of
the various interactions is given in Figure 3.

4

Figure 1.7: Interactions of primary particles with the CMB. Curves marked by
”p + γCMB → e+e− + p” and ”Fe + γCMB → e+e− + Fe” are energy loss lengths,
i.e. the distance for which the proton or Fe nucleus loses 1/e of its energy due
to pair production. The curve marked by ”p + γCMB → π+n or π0p” is the mean
free path for photopion production of a proton on the CMB. The curve marked
”Fe + γCMB → nucleus + n or 2n” is the mean free path for a photodisintegration
and ”γ+γCMB → e+e−” is the mean free path for the interaction of a high–energy
photon with the CMB. Added for reference is the mean decay length for a neutron
indicated by ”n→ peν”. Picture is taken from Ref.[25].

• Electromagnetic (EM) component – This is the component of the EAS
in which photons, electrons and positrons are formed. The numbers of
photons and electrons are very closely linked. The vast majority of the
particles arriving at ground level are photons, followed closely by electrons.
The latter component deposits majority of the energy deposited to the
atmosphere by EAS.

• Meson component – Consists of a wide variety of exotic particles, but the
most important ones are the muons which are the third to most abundant
particles arriving at the ground. Muons come from π+, π−, K+ and K−

decays. This component induces the electromagnetic component through
decays of muons.

• Nucleonic component – Consists of remnants of smashed air molecules and
atoms, protons and neutrons. Apart from neutrons, these are the least
abundant particles reaching the ground.

Schema of the EAS components is shown in Fig.1.9.
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Figure 1.8: The GZK effect. Dependence of the primary CR protons energy on
the distance from the source. Primary energies of protons are 5 · 1019, 1020 and
1021 eV. Energy losses by interactions with CMB as well as photopion production
on CIRB and redshift are accounted for. Full curve gives statistical mean value of
the particles energy and dotted curve is its standard deviation. Picture is taken
from Ref.[54].

For a description of the depth of the EAS it is usually introduced atmospheric
depth X at altitude h as

X(h) =

∫ ∞

h

ρ(l)

cos θ
dl, (1.22)

where ρ(l) is the air density at altitude l and θ is a zenith angle of the shower
axis.

1.5.1 Heitler model

Basic approach to EAS description is the Heitler model proposed in Ref.[39].
It describes the EM part of the shower. The idea of the model is shown in Fig.1.10.
In each generation, all γ’s are converted to e+e− pair and all e+, e− species radiate
γ. Characteristic length of these interactions is the radiation length in air λ of
about 37 g cm−2. After n = X

λ
generations, there are 2n particles in the shower.

Energy of secondary particles is given by

E(X) =
E0

2
X
λ

, (1.23)

where E0 is the energy of the primary particle. The shower ends when E(X) =
Ec ≈ 80 MeV. The total number of generations in the shower is given by

nc =
log
(
E0

Ec

)

log 2
. (1.24)
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Figure 1.9: Components of the EAS induced by primary CR particle. Picture is
taken from Ref.[35].

In Heitler model, atmospheric depth of the shower maximum is given by

Xmax = λnc =
λ

log 2
log

(
E0

Ec

)
, (1.25)

and the total number of EM particles at the shower maximum is given by

Nmax =
E0

Ec
. (1.26)

Generalization of the Heitler model for the meson EAS component was pro-
posed by Matthews in Ref.[49]. The idea of the model is shown in Fig.1.11. It
is possible to estimate the number of muons in this model. After n generations,
the number of muons is given by

Nµ = (nch)n. (1.27)

The number of pions in a generation is ntot = 3
2
nch. Energy of pions after n

generations is given by

Eπ =
E0

(ntot)
n . (1.28)

The shower ends when Eπ = Edec ≈ 20 GeV. The total number of generations in
the shower is given by

nc−µ =
log E0

Edec

log ntot

. (1.29)
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Figure 1.10: Heitler model for EM component. In each generation all γ’s are
converted to e+e− pair and all e+, e− particles radiate γ.

From Eqs.(1.27) and (1.29) the total number of muons in the shower is given by

Nµ = (nch)
log

E0
Edec

logntot

logNµ log ntot = log nch log
E0

Edec

Nµ =

(
E0

Edec

) lognch
logntot

=

(
E0

Edec

)α
, (1.30)

where α ≈ 0.82..0.95 is the parameter that depends on the number of pions in
interactions.

For description of the EAS induced by nuclei with mass number A, the super-
position model is used. It assumes that shower generated by nuclei with energy
E0 acts approximately as superposition of A independent showers with energies
E = E0

A
. In this model, the depth of shower maximum Xmax for the nuclei is

given by

XA
max = λnc =

λ

log 2
log

(
E0

AEc

)
, (1.31)

and the total number of EM particles at the shower maximum is

NA
max = A

E0

AEc
=
E0

Ec
. (1.32)

It turns out that the number of muons is

NA
µ = A

(
E0

AEdec

)α
= A1−αNµ. (1.33)

From Eqs.(1.31) and (1.33) the dependence of Xmax and Nµ on the mass
composition of the CR primary is evident. On the basis of these models, Xmax

dependence on energy E and mass number A can be written as

Xmax = α(logE − logA) + β, (1.34)
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Ralph Engel, 13 March 2005

Muon production in had. showers

Primary particle: proton

Only charged pions initiate
new hadronic cascades

π0 decay immediately

E  X  = E0 /ntot
n= Edec

N  =  E0Edec 


,  =
ln nch
ln ntot

≈ 0.82...0.95

N  = nch
n

Cascade ends with 
decay at energy Edec

Figure 1.11: Schematic view of generalized Heitler model for meson component.

where α and β enclose the dependence on the properties of the hadronic inter-
action model and the point of the first interaction. For the analysis of the mass
composition gained from Xmax distributions, a quantity called elongation rate is
defined as

D =
d 〈Xmax〉
d logE

. (1.35)

More detailed descriptions of EASs are possible through Monte Carlo simula-
tions summarized in Chapter 3.
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2. Detection Techniques and the
Pierre Auger Observatory

Extensive air shower (EAS) can be measured by several techniques. Some of
these techniques, as are implemented at the Pierre Auger Observatory, are briefly
described in this Chapter. The most important methods are the surface detector
(SD) array technique and the measurement of the air fluorescence light generated
by showers. Fluorescence light is collected by fluorescence detector (FD). Both
of these methods were used in many detectors in the past, but The Pierre Auger
Observatory is the first hybrid detector capable of measuring in both FD and SD
regimes. The For history overview see Section 1.1.

In the last part of the Chapter, the energy calibration of the Pierre Auger Ob-
servatory detector is described. The possibility of measurement in FD+SD regime
gives opportunity to calibrate SD array through FD telescope measurement.

The Pierre Auger Observatory is located near the city of Malargüe in Argenti-
na. Altitude of the observatory is about 1400 m a.s.l. Map of the Pierre Auger
Observatory is shown in Fig.2.1. Four FD stations and SD array are depicted.

2.1 Surface Detector Array

There are several possibilities of creating SD array. Individual SD units can
consist of Geiger–Muller counters, scintillators or water Čerenkov tanks. At the
Pierre Auger Observatory, water Čerenkov tanks are used. Scheme of the tank
is depicted in Fig.2.2. Tanks have cylindrical shape and they are filled by 12 m3

of pure demineralized water. Čerenkov radiation is produced when charged par-
ticles with velocities higher then the speed of light in water travel through the
water in the tanks. Emitted light is reflected by Tyvek liner to the three photo-
multipliers. Digitalized data are transmitted through communication antennae
to the central data acquisition system. Energy for tank operation is taken from
batteries charged by solar panels.

SD array consists of 1600 tanks and covers an area over 3000 km2. Tanks are
formed into a regular triangular grid with a spacing of 1500 m. The spacing is
chosen according to the aim of measuring the EASs initiated by UHECRs [3].

From SD array measurements, the EAS energies and the directions of the
shower axes can be reconstructed. Detailed description of the SD reconstruction
can be found in Section 4.1.

2.2 Detection of Fluorescence Radiation

Another main technique used at the Pierre Auger Observatory is a measure-
ment of air fluorescence. As an EAS develops in the atmosphere, it dissipates
much of its energy by exciting and ionizing air molecules along its path. Ex-
cited nitrogen molecules fluoresce. They produce near ultraviolet radiation with
approximately 80% of the light emitted between 300 and 450 nm [3]. Fluores-
cence light is emitted isotropically with an intensity proportional to the number
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The Pierre Auger Observatory

The Pierre Auger Observatory for the ultra-high energy cosmic ray studies has been designed
and built by an international collaboration of more than 350 scientists representing ∼ 100
institutions from 17 countries. The Observatory site in the province of Mendoza, Argentina
will be completed in the year 2008. The Auger Surface Detector (SD) consists of 1600 water
Cherenkov detectors, deployed over 3000 km2 on a hexagonal grid with 1500 m spacing. The SD
array is overlooked by the Auger Fluorescence Detector (FD), which comprises 24 fluorescence
telescopes, arranged in four sites at the perimeter of the SD area. This hybrid design allows the
simultaneous detection of the same cosmic ray events by two complementary techniques, which
provides important cross-checks and measurement redundancy. The Auger Detector layout and
the status of deployment as of June 2008 is shown on the Fig.1. The properties and performance
of the hybrid instrument can be found in [3, 4].

Figure 1: Deployment status of the Pierre Auger Observatory, as of June 2008. The points on
the hexagonal grid show the positions of the water Cherenkov detectors. The shaded area marks
the surface detectors in operation. The four named fluorescence detectors with six individual
telescopes at the perimeter of the surface array are all operational. The central campus is
located in the town of Malargüe.

Each Surface Detector station consists of a polyethylene tank, 1.55 m high and 3.6 m diame-
ter, enclosing a liner filled with 12 tons of purified water. Three 9 inch diameter photomultiplier
tubes (PMTs), located symmetrically at a distance of 1.2 m from the center of the tank, look
downward through windows in the liner and collect the Cherenkov light from the passage of
showers particles in the water. The PMT signals are digitized at 40 MHz sampling frequency,
which provides a temporal resolution of 8 ns. The electronics package also includes GPS re-
ceiver and a radio communication system. Each tank is equipped with a 10 Watt solar power
system and operates in an autonomous manner. A robust, automatic calibration procedure of
the SD detectors [5] uses the measurement of the average charge, collected by a PMT from
the Cherenkov light produced by relativistic muons passing vertically through the center of a
tank. Subsequent measures of the signal are given in such vertical equivalent muon (VEM)
units. The SD calibration procedure is carried out continuously, and enables to determine the
signals recorded from extensive air showers with 3% accuracy. It also allows to achieve stable

3

Figure 2.1: Map of the Pierre Auger Observatory. Four FD stations and SD array
are depicted. Picture is taken from Ref.[69].

of charged particles in the shower. Electrons and positrons so dominate in the
shower in the way that the number of charged particles can be substituted by the
number of electrons and positrons in the shower.

In addition to fluorescence light, showers produce a large number of Čerenkov
photons. The Čerenkov emission angle in the atmosphere is about 1◦, varying
with altitude [3]. It is necessary to estimate the number of Čerenkov photons in
order to subtract its contribution to the observed signal.

At the Pierre Auger Observatory, 24 FD telescopes are located in four FD
stations. Names of the FD stations are Los Leones, Los Morados, Loma Amarilla
and Coihueco. Additional 3 FD telescopes operates as the High Elevation Auger
Telescopes (HEAT) at Coihueco site. Four FD stations are located on the hills at
the edge of the SD array as is shown in Fig.2.1. Schematic view of the FD station
is depicted in Fig.2.3. A site consists of 6 telescopes. Each telescope covers an
angular area of 30◦ azimuthally and 28.6◦ vertically. Each camera consists of 440
hexagonal phototubes, thus each phototube pixel fills the view angle of about
1.5◦ × 1.5◦. Geometrical configuration of the FD telescope is shown in Fig.2.4.

Measurement of the fluorescence light allows to specify longitudinal profiles
of the showers, i.e. the atmospheric depth of the shower maximum Xmax. EAS
energies and directions of the shower axes can be determined as well. Descriptions
of the Hybrid reconstruction and the Multiple–eye reconstruction are summarized
in Sections 4.3 and 4.4, respectively.
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Figure 2.2: Water Čerenkov tank used at the Pierre Auger Observatory. Pho-
tomultipliers take Čerenkov radiation reflected by Tyvek liner. Solar panels,
GPS and communication antenna and batteries are shown. Picture is taken from
Ref.[4].

2.3 Other detection techniques

Besides the main SD array and four FD stations, the Auger Muons and Infill
for the Ground Array (AMIGA) [29] and the High Elevation Auger Telescopes
(HEAT) [50] operate. The principle of the measurement is the same as for SD
array and FD telescopes, respectively. The Infill array consists of similar SD tanks
as the regular array but with spacing of 750 m. The HEAT is formed by three
FD telescopes. They are dedicated to measure lower EAS energy region down to
1017 eV. At the lower energies, data taken by the Pierre Auger Observatory can
be compared to data measured by other experiments.

Other different experimental methods are tested at the Pierre Auger Obser-
vatory as well. EAS radio emission in MHz region and microwave emission in
GHz region are studied. The Auger Engineering Radio Array (AERA) studies
the MHz emission and the Air–shower Microwave Bremsstrahlung Experimental
Radiometer (AMBER), the Extensive Air Shower Identification using Electron
Radiometer (EASIER) and the Microwave Detection of Air Showers (MIDAS) ex-
periments study the microwave emission. For details of the radio and microwave
detection see Ref.[61] and [11], respectively.

2.4 Energy Calibration

The possibility of EAS measuring by two different methods allows to perform
energy calibration of the SD array through FD telescopes.

To determine the EAS energy from FD measurement it is needed to obtain a
relation between counts from individual phototubes of fluorescence camera and
light flux. For this purpose, three types of calibration take place at the Pierre
Auger Observatory – absolute calibration, relative calibration and calibration
using laser shots in the atmosphere. Absolute calibration uses a portable source
of homogeneous light flux which is mounted on the FD telescopes. This type of
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Figure 2: Schematic layout of the building with six fluorescence telescopes.

of fluorescence emission as a function of atmospheric slant depth X , an air
fluorescence detector measures the longitudinal development profile dE

dX (X) of
the air shower. The integral of this profile gives the total energy dissipated
electromagnetically, which is approximately 90% of the total energy of the
primary cosmic ray.

For any waveband, the fluorescence yield is defined as the number of photons
emitted in that band per unit of energy loss by charged particles. The absolute
fluorescence yield in air at 293 K and 1013 hPa from the 337 nm fluorescence
band is 5.05 ± 0.71 photons/MeV of energy deposited, as measured in [7]. The
wavelength dependence of the yield has been described e.g. in [8]. Since a
typical cosmic ray shower spans over 10 km in altitude, it is important to stress
that due to collisional quenching effects the fluorescence yield is also dependent
on pressure, temperature and humidity of the air.

The fluorescence detector (FD) comprises four observation sites — Los
Leones, Los Morados, Loma Amarilla, and Coihueco — located atop small
elevations on the perimeter of the SD array. Six independent telescopes, each
with field of view of 30◦ × 30◦ in azimuth and elevation, are located in each
FD site. The telescopes face towards the interior of the array so that the
combination of the six telescopes provides 180◦ coverage in azimuth. Figure
2 shows the arrangement of the telescopes inside an observation site.

Figure 3 depicts an individual FD telescope. The telescope is housed in
a clean climate-controlled building. Nitrogen fluorescence light enters through
a large UV-passing filter window and a Schmidt optics corrector ring. The
light is focused by a 10 square meter mirror onto a camera of 440 pixels with
photomultiplier light sensors. Light pulses in the pixels are digitized every 100

8

Figure 2.3: Scheme of the FD station. Positions of six FD telescopes are shown.
Picture is taken from Ref.[8].

calibration is performed several times per year. The overall absolute calibration
uncertainty is about 9% [70]. Calibration using laser shots is done from Central
Laser Facility (CLF) station located in the centre of the SD array. A nitrogen
laser with wavelength of 370 nm provides 100 mJ pulses into the atmosphere.
Scattered fluorescence light is then measured by FD cameras. This procedure is
performed during the whole measurement of FD telescopes. Before and after each
night of operation, a series of relative calibration measurements is performed. It
is used to monitor detector response between absolute calibrations.

Energy calibration of the SD array can be obtained either by simulations or
by FD energy measurement. At the Pierre Auger Observatory, the SD energy
calibration is obtained by direct FD measurement. This method does not depend
on particular hadronic interaction models used in simulations. FD measurements
provide information about energy deposited in the air. Thus the correction for
a fraction of shower energy carried away by muons and neutrinos must be per-
formed. The correction factor is obtained as an average missing energy from
simulated showers initiated by proton and iron at equal rate. For energy of
1019 eV the fraction of invisible energy is averaged to about 10% [70].

After the proper FD energy calibration the EAS SD parameter S38 is related
to the FD energy EFD as [5]

S38 = a · Eb
FD. (2.1)

Parameter S38 is the SD array signal recalculated to zenith angle θ = 38◦ by the
Constant Intensity Cut (CIC) method described in Ref.[70]. Parameters a and b
are obtained from the fit shown in Fig.2.5. a and b are determined as [5]

a = (1.51± 0.06(stat)± 0.12(syst)) · 1017 eV,

b = 1.07± 0.01(stat)± 0.04(syst).
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the spot size1 due to spherical aberration within a diameter of 15 mm, i.e. 90%
of the light from a distant point source located anywhere within the 30◦ × 30◦

FOV of a camera falls into a circle of this diameter. This corresponds to an
angular spread of 0.5◦. In comparison, the FOV of a single camera pixel is 1.5◦.
The light distribution within the spot is described by the point spread function
(PSF) shown in Fig. 5.

Figure 4: Geometrical parameters of the FD telescopes.

The schematic view of the spot size diagrams over the whole FOV is shown
in Fig. 6, where the rows correspond to viewing angles 0◦, 10◦, 15◦ and 20◦.
The columns corresponds to different displacements of the camera off the focal
plane, by changing the camera-mirror distance from −5 mm to +5 mm with
respect to the nominal separation. The central position is located at a distance
of 1 657 mm from the primary mirror. The asymmetric shape of some spots is
due to vignetting and camera shadow. This picture also shows the sensitivity
of the telescope PSF to the precision of the adjustment of the distance between
mirror and camera.

2.1. Segmented mirror

Due to the large area of the primary mirror (∼ 13 m2), the mirror
is segmented to reduce the cost and weight of the optical system. Two
segmentation configurations are used: first, a tessellation of 36 rectangular
anodized aluminum mirrors of three different sizes; and second, a structure
of 60 hexagonal glass mirrors (of four shapes and sizes) with vacuum-deposited

1The image of the point source at infinity on the focal surface of the optical system is
commonly called the “spot” in optics, but it may be better known as a “point spread function”.
The size of the spot characterizes the quality of the optical system.
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Figure 2.4: Geometrical parameters of the FD telescopes. Picture is taken from
Ref.[8].
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Fig. 6. Correlation betweenlgS38 and lgEFD for the 795 hybrid
events used in the fit. The line represents the best fit.

described in [19]. Additionally, the wavelength depen-
dent response of the fluorescence telescopes (3%), the
uncertainties on measurements of the molecular optical
depth (1%), on the measurements of the aerosol optical
depth (7%) and on multiple scattering models (1%)
are included in the overall systematic uncertainty. The
invisible energycorrection contributes 4% to the total
systematic uncertainty of 22% [20].

V. OUTLOOK

The energy calibration of the surface detector array
was obtained with measurements of the fluorescence
telescopes and a detailed study of the uncertainties
was given. Several activities are on-going to reduce the
systematic uncertainties of the energy estimate, e.g. the
longitudinal profile reconstruction method and the un-
certainty of the fluorescence yield. The spectrum derived
from data of the surface detector array is calibrated using
the method presented in this paper and compared with
a spectrum based on measured hybrid data in [21].
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Figure 2.5: SD energy calibration by the FD energy EFD. Parameter S38 is the
SD array signal recalculated to zenith angle θ = 38◦ by the Constant Intensity
Cut (CIC) method. Picture is taken from Ref.[5].
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3. Extensive Air Shower
Simulations

Basic analytical approach to an extensive air shower development caused by
cosmic ray (CR) particles is represented by the Heitler model and can be found
in Section 1.5. This is a very rough description of the showers and from these cal-
culations only qualitative results can by determined. If more precise descriptions
of the showers are necessary, one have to use more complex models incorporated
in some Monte Carlo simulation program. The most widely used tool for the
extensive air shower (EAS) modelling is the CORSIKA program described in this
chapter.

3.1 CORSIKA : A Monte Carlo Simulation Pro-

gram

CORSIKA is a program for detailed EAS simulations initiated by high energy
cosmic ray particles. The name CORSIKA stands for Cosmic Ray Simulation for
KASCADE. It was developed for simulations for the KASCADE experiment at
Karlsruhe, Germany. For reference on KASCADE, see Ref.[13].

Many particles such as protons, light nuclei up to iron, and photons may be
treated as primary CR particles up to an energy above 1020 eV. These particles
are tracked through the atmosphere until they undergo interactions with air nu-
clei or decay. The program gives type, energy, location, momentum and arrival
times for each particle at up to 10 observation levels. In extension, the program
gives longitudinal distributions of particles in EASs and optionally tracks of the
individual particles in the atmosphere.

For EAS simulations initiated by very high energy particles (E0 > 1016) the
number of simulated particles in EASs is extreme, above 1010. Computing times
become excessively large. Solution of this problem was proposed by M. Hillas in
1997, see Ref.[40]. He proposed the so called thinning algorithm. All secondary
particles with energies E below a certain fraction of the primary energy E0, the
so called thinning level εth = Eth

E0
, are subject to this procedure. All particles with

energy fractions greater than εth are followed in detail, but if the energy sum of
all j particles produced in a certain interaction falls below the thinning energy
Eth ∑

j

Ej < Eth = εthE0 (3.1)

only one particle is followed. This surviving i−th particle is selected randomly
according to its energy Ei with the probability pi

pi =
Ei∑
j Ej

. (3.2)

All other particles are discarded. In order to conserve energy, an appropriate
weight wi = 1

pi
is assigned to the surviving i−th particle. If only in part the
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Table 3.1: Energy cutoffs used in this thesis.

hadrons µ± e± γ
Energy cutoff [GeV] 0.3 0.3 0.003 0.003

energy of secondary particles falls below the thinning level, the corresponding
i−th particle survives with a probability pi given by

pi =
Ei

εthE0

(3.3)

and, in case of surviving, get the weight factor wi = 1
pi

. The latter procedure is
also applied if the energy sum of the corresponding particles exceeds the thinning
level, thus enabling more than one particle to survive. By this selection mech-
anism only a rather constant number of particles must be followed in the low
energy EAS region instead of an exponentially growing number. Explanation of
thinning can be found also in CORSIKA physics manual [36].

There is a drawback however. Only one particle (or more, depending on the
energy sum of the secondaries) of the bunch of particles produced in the interac-
tion is followed. Although secondaries with higher energies are more probable to
survive, there are still secondaries, with comparable energies, which are discarded
completely. Possible reactions caused by secondaries which are not followed in de-
tail are not taken into account in CORSIKA. Conservation of momentum requires
that not every particle will travel in the same direction. Thus the development
of the shower depends on the momentum and energy of the surviving particle
which was tracked. The accuracy of the EAS development can be consequently
decreased. A thinning level of 10−6 is considered to be the best compromise.

Other important parameters of EAS simulations are energy cuts. Particles
with energies below a certain value, the energy cutoff, are dropped from simu-
lations. This ensures that computing times remain manageable. Energy cutoffs
used in this thesis are summarized in Table 3.1.

3.1.1 Hadronic Interaction Models

Hadronic interactions are simulated within CORSIKA by several models de-
pending on interaction energy. It is described in details in Ref.[37].

If the interaction energy is high enough, the interaction is treated by one of the
models DPMJET (Dual Parton Model with JETs) [60], EPOS (Energy conserv-
ing quantum mechanical multi–scattering approach, based on Partons, Off–shell
remnants and Splitting parton ladders) [58], HDPM, neXus (NEXt generation
of Unified Scattering approach) [28], QGSJET (Quark Gluon String model with
JETs) [42], SIBYLL [31] or VENUS (Very Energetic NUclear Scattering) [71].

The high energy models reach their limit when the energy available for gen-
eration of secondary particles drops below a certain value, then the low energy
models are used. Implemented low energy hadronic interaction models in COR-
SIKA are GHEISHA (Gamma Hadron Electron Interaction SHower code) [30],
FLUKA (FLUctuating KAscade) [17] and UrQMD (Ultra–relativistic Quantum
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H. Dembinski, T. Pierog, KIT - 15/27ISVHECRI – August 2012

Cosmic Rays LHC and EASModel PerformancesHadronic Models

QGSJetII-04

Some parameters with loop diagrams included
Rapidity-threshold for particle production revised
ρ-production included (big effect on muons!)
General re-tuning

Figure 3.1: Total and elastic p–p cross section calculated with EPOS LHC (full
line), QGSJETII-04 (dotted line), EPOS 1.99 (dashed line) and QGSJETII-03
(dashed-dotted line). Points are data from [24] and the stars are the LHC mea-
surements by the TOTEM experiment [27]. Picture is taken from Ref.[57].

Molecular Dynamics) [21]. The transition energy between the high and low energy
models is 80 GeV.

Many studies comparing both high and low energy models exists. There is
no general recommendation for what model should be used. Parameters of the
models are partly determined analytically and partly fitted on accelerators data.
Predictions of different models differs as can be seen in Figs.3.2 and 3.3. An
interesting fact is that none of the models can accurately describe the muon
component measured at the Pierre Auger Observatory [62]. Currently, LHC data
has large impact on hadronic interaction models. EPOS (version EPOS LHC)
and QGSJET (version QGSJETII-04) models are updated to the LHC data, see
Ref.[57] and cross section predictions in Fig.3.1. For reference on hadronic models
comparisons see for example Refs.[66], [38], [55].

Brief description of included hadronic interaction models in CORSIKA can
be found in CORSIKA User’s Guide [37].

3.2 Simulations and Data Analysis

In this section I will present my own simulations performed using CORSIKA
program version 6990. I chose QGSJET01 as the high energy interaction model
and GHEISHA as the low energy interaction model. I used a thinning level of
5 · 10−5 to reduce computing time. Energy cutoffs are shown in Table 3.1. Local
geomagnetic field at the Pierre Auger Observatory site1) was set in CORSIKA.

1) Horizontal component to the north : 19.6 µT, vertical component downwards : -14.3 µT.
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fraction carried away by the most energetic me-
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energy.

ticity than DPMJET and SIBYLL, see Fig. 5.
Therefore EAS simulated with QGSJET develop
faster than those produced with the other models.
The second important influence on the develop-
ment process arises from the cross-sections. The
π-air production cross-sections behave similar to
those shown in Fig. 1, but with DPMJET stay-
ing well below QGSJET above 1015 eV. Therefore
EAS simulated with the DPMJET model are ex-
pected to develop late, while SIBYLL showers will
fall somewhere in between QGSJET and DPM-
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JET. This is demonstrated in Fig. 6 for proton
and Iron induced showers of 1019 eV. At the upper
margin of Fig. 6 the positions of the maxima are
indicated. They nearly coincide for Iron induced
showers, but for proton induced EAS the differ-
ence between QGSJET and DPMJET amounts
to ≈ 40 g/cm2.
The depth of shower maximum Xmax as function
of primary energy is plotted in Fig. 7. While
for Iron induced showers even at highest energies
the Xmax values coincide within < 20 g/cm2,
with a tendency of DPMJET to predict deeper
penetration, the lines of proton induced show-
ers show a clear divergence with increasing en-
ergy reaching 55 g/cm2 at 1020 eV. Especially
the QGSJET distribution flattens with increas-
ing energy. Starting at 1015 eV with 65 g/cm2

per energy decade the slope reaches 45 g/cm2 per
decade at 1020 eV. The flattening has to be at-
tributed to the lowering of the π-14N elasticity
(Fig. 5) together with an increasing π-14N cross-
section of QGSJET which exceeds that of DPM-
JET by 10% at Elab = 1017 eV. Above 1015 eV
the Xmax slopes of the other models show no sig-
nificant change for proton induced EAS.

Figure 3.2: Longitudinal development of charged particle number in the vertical
shower generated by a CR particle with initial energy E0 = 1019 eV. The ver-
tical dotted line indicates the vertical depth of the Pierre Auger Observatory in
Argentina. Picture is taken from Ref.[66].

2

based on the assumption that corresponding effects are
dominated by “soft” partonic processes. Re summation of
essential enhanced contributions corresponding to particu-
lar final states of the interaction from uncut diagrams (rep-
resenting the elastic scattering), and from various unitarity
cuts of enhanced Pomeron diagrams for all orders, yields
the final state. QGSJET II-03 is based on the obtained
solutions, explicitly treating the corresponding effects in
individual hadronic (nuclear) collisions [12], [19].

B. EPOS 1.99

EPOS [7] is a newly developed model emerging from
VENUS [15] and neXus models [9]. EPOS is a parton
model, with many binary parton-parton interactions, each
one creating a parton ladder. EPOS is a quantum me-
chanical model of multiple scattering approach based on
partons and strings. Both the process of the particle pro-
duction, and the process of cross section calculations are
consistent with the conservation of energy in EPOS. How-
ever for other models energy conservation is not considered
for cross section calculations [20]. In EPOS 1.99 reduc-
tion of the proton-nucleus cross section is done for better
correlation between the number of muons and the number
of electrons at ground based air shower measurement [21],
[22].

C. FLUKA 2011

In CORSIKA apart from seven high energy interac-
tion models there are three low energy models, namely
GHEISHA [23], UrQMD [24], and FLUKA [25]. The Fluka
hadron-nucleon interaction models are based on resonance
production and decay below a few GeV , and on the Dual
Parton model above. Two models are used also in hadron-
nucleus interactions [26], [27].
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D. Moun Number

Muons are produced mainly by decay of charged pions
and kaons in a wide energy range. Usually they are not
produced directly on the shower axis. Multiple Coulomb
scattering occurred in the atmosphere and in the shield-
ing of the detector may change the initial direction of the
muon. It is known that the reconstruction of the longi-
tudinal development of the muon component provides the
information similar to that obtained with the fluorescence
technique, but in the energy range above that accessible by
the detection of fluorescence light [28]. Thus muon com-
ponent of EAS provides a powerful key for primary mass
measurement and as well as provides information regard-
ing hadronic interactions. In some experiment like KAS-
CADE, truncated muon size is calculated by integrating
muons between 40m and 200m. Instead of total num-
ber of muons, truncated muon size is considered for EAS
study [29]. The range of muon truncation is from 140m-
360m in KASCADE Grande.

E. Depth of Shower max

The depth of shower maximum contains the information
about the mass of the primary CR initiating the shower
as well as about the properties of hadronic interactions
involved in the process of cascade evolution. The average
value Xmax depends on the primary energy E and on the
number of nucleons A of the primary as given in the Eq.1,
Xmax = α (ln E - ln A ) + β (1)
where α and β depend on the the details of hadronic

interactions so far as a fixed primary is considered. Their
values are very sensitive to changes in cross-section, mul-
tiplicity and elasticity [30]. Eq.1 can be derived from the
simple generalized Heitler model of cascade formation due
to hadronic primaries, but it is in good agreement with the
description of the Xmax evolution predicted by hadronic
models currently in use. Eq.1 can be expressed as,
Xmax = ER10 (lg E - lg A ) + Xinit (2)

Figure 3.3: Average Xmax vs. log of primary energy for proton and iron induced
showers. EPOS1.99 and QGSJETII–3 with FLUKA were used. Picture is taken
from Ref.[38].
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Table 3.2: The numbers of particles in CR showers at observation level 1400 m
a.s.l. Caused by primaries with energy of E0 = 1019 eV.

θ [◦] hadrons muons EM
0◦ 81 516 793 743 11 546 775
50◦ 4 610 471 773 128 751

CORSIKA can provide tracks of individual particles. For illustration of this
feature, tracks of the individual particles from side and top views are shown in
Figs.3.4 and 3.5, respectively. Energy of the primary particle is 1016 eV, zenith
angle θ = 0◦. Narrow hadronic component (blue), wider electromagnetic2) (red)
and muonic (green) components are shown. Tracks of the particles are traced in
the cylinder with the radius of 8 km.

Longitudinal EAS profiles can be well described by the Gaisser–Hillas function
[33]

N(X) = Nmax

(
X −X0

Xmax −X0

)Xmax−X0
λ

e
Xmax−X

λ , (3.4)

where N(X) is the number of particles in the EAS at atmospheric depth X, Xmax

is the atmospheric depth of the shower maximum, Nmax is the normalization factor
and X0 and λ are other parameters obtained by fit. Good agreements of the fits
of longitudinal profiles by Gaisser–Hillas functions are shown in Fig.3.6 for proton
and iron initiated EASs at energy of 5 · 1019 eV.

In CORSIKA, up to 10 observation levels can be set. In the simulation below,
one observation level at the altitude of the Pierre Auger Observatory3) was set.
Impact points of all particles at the observation level are shown in Figs.3.7 and 3.8
for zenith angles 0◦ and 50◦, respectively. Graphs are centred to the intersection
of the shower axis and the observation level. Energy of the primary particle is
1019 eV. Blue dots are for hadrons, red dots for EM particles and green dots
are for muons, respectively. The numbers of particles that reach the observation
level is shown in Table 3.2. For θ = 0◦, the area hit by muons is almost the
same as the area hit by EM component. The number of EM particles is 15 times
bigger than number of muons. For θ = 50◦, the area hit by muons is larger
and the number of muons is 4 times bigger. For large zenith angles, the muonic
component dominates.

In Section 1.5, dependence of Xmax distributions on the primary particle type
is described. Particularly 〈Xmax〉 and RMS(Xmax) can be used for study of chem-
ical composition. I simulated 100 events for proton, iron and oxygen at energies
1018, 5 · 1018, 1019 and 5 · 1019 eV. For each energy I determined 〈Xmax〉 and
RMS(Xmax).

Results of the simulations together with Auger hybrid data are shown in
Figs.3.9 and 3.10, respectively. These results may be interpreted as heavier nu-
clei causing registered CR showers at higher energies, while protons seem to be
responsible for data collected by the Auger detector at lower energies. Similar

2) Electromagnetic (EM) means electrons, pozitrons and gammas.
3) Altitude is 1400 m a.s.l.
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(a) Hadronic component, side view. (b) EM component, side view.

(c) Muonic component, side view. (d) All components, side view.

Figure 3.4: Tracks of the individual particles. Side views for primary CR particle
with energy of E0 = 1016 eV are shown. Tracks of the particles are traced in the
cylinder with the radius of 8 km. Simulation ends at sea level.
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(a) Hadronic component, top view. (b) EM component, top view.

(c) Muonic component, top view. (d) All components, top view.

Figure 3.5: Tracks of the individual particles. Top views for primary CR particle
with energy of E0 = 1016 eV are depicted. Tracks of the particles are traces in
the cylinder with the radius of 8 km.
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(a) Hadronic component. (b) EM component.

(c) Muonic component. (d) All components.

Figure 3.7: Impact points of shower particles that reach the observation level
at 1400 m a.s.l. for primary particle with energy of E0 = 1019 eV, zenith angle
θ = 0◦.
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(a) Hadronic component. (b) EM component.

(c) Muonic component. (d) All components.

Figure 3.8: Impact points of shower particles that reach the observation level
at 1400 m a.s.l. for primary particle with energy of E0 = 1019 eV, zenith angle
θ = 50◦.
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Xmax analyses was presented for example in Ref.[6].
Analyses of the Xmax distributions are very important for study of the mass

composition of the CR. Quantity called elongation rate given in Eq.(1.35) can
be directly measured and simulated. It is much less sensitive to the particular
hadronic interaction model then the absolute location of the points in Fig.3.9.
For more detailed discussion of the elongation rate measurement see for example
Ref.[26].

It is necessary to point up that the evidence for heavier nuclei is measured
only at the Pierre Auger Observatory. Results presented by the Telescope Array
experiment in Ref.[67] are consistent with proton composition. This can be ex-
plained for example by a point source of heavier nuclei located on the southern
hemisphere, because the Telescope Array is placed on the northern hemisphere.
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4. Extensive Air Shower
Reconstruction

This Chapter summarizes reconstruction methods of extensive air shower
(EAS) important parameters. These parameters are vectors of the showers ax-
es, EAS energies, longitudinal profiles and the atmospheric depths of the EAS
maxima.

Detectors which can be used in EAS reconstructions are fluorescence detector
(FD) and surface detector (SD).

4.1 SD Reconstruction

SD reconstruction can be used even if no FD signal is present. SD reconstruc-
tion is necessary because SD array operates all the time. FD can measure only
at moonless nights which is only about 13% of the total time. This is the main
importance of the SD reconstruction. On the other hand, the reconstructions of
the shower axes and energies by SD are less accurate than the reconstructions by
FD and there is no opportunity to measure the longitudinal EAS profiles.

SD reconstruction is based on the processing of time information from trig-
gered tanks of the surface array combined with their total signal.

From the FADC1) (Flash ADC) traces we get a time tmi which is the measured
times when signal in the i−th station exceeds a given threshold2). The total
signals in the i−th tank Smi is determined for all n global triggered tanks. A plane
fit procedure is performed. Shower front is considered to be a plane. Neglecting
differences of altitudes the signal in the i−th station is

tpl
i = T0 −

uxi + vyi
c

, (4.1)

where u = sin θ cosφ, v = sin θ sinφ, θ is a zenith angle, φ is an azimuth angle,
(xi, yi) are coordinates of the tank and T0 is a reference time. A minimization of
residual sum of squares (RSS)

ρ2
pl =

n∑

i=1

(tmi − tpl
i )2

σ2
i

(4.2)

is performed to fit T0, u and v. σi are systematic uncertainties of tmi . Iterative
method to account for differences of the tanks altitudes is performed, tmi are
replaced by tmi + δtalt

i where

δtalt
i = (zi − Zref)

cos θ

c
= (zi − Zref)

√
1− u2 − v2

c
, (4.3)

where Zref is a reference altitude3). This procedure converges rapidly for a small
altitude differences. Finally an effect of shower front curvature is accounted for.

1) Analog to digital converter of the tank signals.
2) 4 VEM (vertical equivalent muon) at the Pierre Auger Observatory.
3) At the Pierre Auger Observatory 1400 m a.s.l. for example.
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According to simulations, the shower front can be consider as spherical with a
radius of R = R0/ cos θ4). It corresponds to the signal delays in the i−th tank

δtcurv
i = − d2

i

2Rc
, (4.4)

d2
i = (xi − xc)2 + (yi − yc)2 − [u(xi − xc) + v(yi − yc)]2 . (4.5)

Here, center coordinates (xc, yc) assign an impact point of a shower core on the
ground. This center will be further determined from a lateral shape fit. In a first
step, barycenter with the weights

√
Si of the stations is chosen.

The sum of residuals

ρ2
acc =

n∑

i=1

(tmi − tfit
i )2

n− 3
(4.6)

are calculated and if ρacc < ρmax
5), all involved stations are accepted. Else one of

the stations is excluded. If an acceptable residual is found with n − 1 stations,
n − 1 stations are accepted. If the residual is not acceptable, another station
from n stations is excluded and the process repeats until an acceptable residual
is found. For each new configuration barycenter is computed. At each step of
procedure a compacity criterion is imposed if less than 6 stations are kept – a
distance of all stations to the barycenter should be less than dgrd

max on ground,
where dgrd

max is 4 km with 4 stations, 6 km with 5 stations and less than dprj
max

on projection onto the front plane for dprj
max = 2 and 3 km, respectively. If this

filtering is successful a 4–parameter fit with adjustable curvature is applied and
iterated with a new cut

ρ′2acc =
m∑

i=1

(tmi − tfit
i )2

n− 4
< ρ′2max

6) (4.7)

Principle of the adjustable curvature fit similar to the fit described above but
curvature is considered as an adjustable parameter.

In the next step, a fit of lateral distribution function (LDF) is performed. In
this procedure, the signal S in the tank is consider as a function of a distance from
the shower axis r. The LDF depends on a zenith angle θ. If one set normalized
LDF fLDF(1000m) = 1, one can write

S(r) = S1000fLDF(r). (4.8)

Traditionally, the NKG function is chosen [43]

fLDF(r) =

(
r

r1000

)β (
r + r700

r1000 + r700

)β+γ

. (4.9)

Initial estimates for β and γ are given by

β0 = 0.9 sec θ − 3.3, (4.10)

γ0 = 0. (4.11)

4) R0 is 5000 m at the Pierre Auger Observatory
5) ρmax = 300 ns at the Pierre Auger Observatory reconstruction.
6) ρ′max = 200 ns at the Pierre Auger Observatory reconstruction
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Figure 4.1: FD camera signal of event No. 200827505541 registered at Coihueco
telescope by mirror 3. Red line is a reconstructed shower–detector plane, i.e.
projection of the shower axis. Colour tracks correspond to the time information,
grey pixels are triggered pixels with bad timing. Picture is prepared in Auger
Offline EventBrowser [14].

Then a RSS fit with respect to the S1000, the core position (xc, yc) in a local
tangent plane and parameters β, γ is performed. Form of the sum of residuals is

ρ2
S =

m∑

i=1

(Si − S(ri))
2

S(ri)
+

∑

zero−signal

S(ri), (4.12)

where ri are perpendicular distances of the i−th tank to the core and the second
term in Eq.(4.12) is an additional term for the tanks with zero signal.

Energy of the shower is reconstructed as

a = 0.37− 0.51 sec θ + 0.30 sec2 θ, (4.13)

b = 1.27− 0.27 sec θ + 0.08 sec2 θ, (4.14)

E = a(S1000)b [in EeV], (4.15)

where a and b are obtained from calibration, see Section 2.4.

4.2 Monocular FD Reconstruction

If a FD signal is detected, the basic reconstruction mechanism is a monocular
time fit. The most of the fluorescent light is produced close to the shower axis.
Thus the shower axis is visible as a line of the pixels in FD camera, see Fig.4.5.
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Figure 4.2: Shower axis reconstruction. Different quantities used in reconstruc-
tion are introduced. χi are the acute angles between horizontal line in the SDP
and join of the FD telescope and points on the shower axis Pi. Triangle T is
specified by FD telescope, Pi and the shower core. In the following, ψ = π−χ0 is
the inner angle of the triangle T at the shower core vertex and χ0 is the exterior
angle at the same vertex. ti are the arrival times of the fluorescence light from Pi
to the FD camera. t0 is the reference time when the light is emitted at the closest
point of the shower axis to the FD telescope. Rp is the perpendicular distance of
the FD telescope to the shower axis. θSDP is the angle between the ground and
the SDP. Picture is taken from Ref.[46].
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The first step of monocular reconstruction is determination of a shower–
detector plane (SDP). It is given as the plane in which the shower axis and
the fluorescence detector lay. This is done by SDP fit which uses the pointing di-
rections of each phototube together with integral signal information. Phototube
time information is not used. SDP fit consists of constructing the trial planes and
comparing them with the pointing directions of the phototube by minimizing sum
of residuals between SDP and phototube pointing directions with respect to θSDP

angle of the SDP. θSDP assigns the angle between the ground and the SDP, see
Fig.4.2.

Once the shower–detector plane is determined, the time information from
phototubes is used to determine the geometry of the shower development. It is
given in Fig.4.2 and 4.3. χi is the i−th phototube pointing angle in the SDP and
ψ assigns the angle of the axis in the SDP. For determination of angle ψ, a timing
relation given in Eq.(4.19) is employed, see Fig.4.2. Assuming the fluorescence
light to be emitted by a point–like object moving at velocity c along the shower
axis, the shower propagation time τs,i from point Pi to the point at reference time
t0 on the shower axis is

τs,i =
Rp

c tan(χ0 − χi)
, (4.16)

where Rp is a perpendicular distance from the shower axis to the FD telescope
and χ0 is the angle between the horizontal line in the SDP and the shower axis,
see Fig.4.2. Assuming the fluorescence photons to propagate on the straight lines
with velocity c, the light propagation time τl,i from Pi to the FD eye is

τl,i =
Rp

c sin(χ0 − χi)
. (4.17)

If we also assume that the light is emitted immediately at the point Pi, an
expected arrival time to the FD camera is

ti = t0 − τs,i + τl,i

= t0 +
Rp

c

(
1

sin(χ0 − χi)
− 1

tan(χ0 − χi)

)

= t0 +
Rp

c
tan

(
χ0 − χi

2

)
. (4.18)

It follows that the timing relation is given by

t(θi) =
Rp

c
tan

θi
2

+ t0, (4.19)

where t0 is the time when the shower reaches the point A in the Fig.4.3 and θi =
π−ψ−χi. This derivation and a more general discussion about the fluorescence
light propagation, the time delays caused by a fluorescence deexcitation itself and
the other effects can by found in Ref.[46].

Once one derived the timing relation, a proper fit of the data to this equation
can be performed. This is done by minimizing time residuals with respect to the
Rp and the shower axis ψ angle in the SDP. When one estimate geometry of the
shower axis, one can calculate the expected arrival times of the photons to the
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Figure ����� �a	 Geometric reconstruction within the shower�detector plane� A phototube views
the shower at an angle � with respect to the axis� �b	 Ambiguity in the position of the shower
within the SDP for short tracks �highly exaggerated	� Each of the three shower tracks shown would
pass through the detector�s 
eld of view with similar �and approximately uniform	 angular velocity�

Once the SDP is determined� the �ring times of the tubes are used to determine the
orientation of the shower axis within that plane� The times used here are estimates of the
time at which the tube integral reaches ��� of its full value� This is our estimate of the
tube�centre crossing time� Figure ����a� shows the geometry within the SDP� For a given
geometry� the arrival time of light at a tube viewing the axis at an angle �i is

t�i� "
Rp

c
tan

�i
�
� # t�

where t� is the time at which the shower reaches point A on the diagram� and �i " �����i�
A �t is done for Rp and the ground angle �� Together with the SDP� these parameters fully
de�ne the event geometry�

There is a problem with these timing �ts� especially for short i�e� distant� shower
tracks� This has long been recognised� and is one reason the stereo Fly�s Eye technique was
pursued as an alternative to mono observations� With short tracks it is often the case that
the range of �i sampled is not large enough to detect signi�cant curvature in the tangent
function in the above equation� In other words� the shower appears to pass through the �eld
of view with constant angular velocity� Unfortunately� this leads to ambiguity in the �t� with
a family of possible Rp� �� values Figure ����b���

Hybrid Geometric Reconstruction

This ambiguity can be resolved by using other information� for example a SDP from another
�uorescence detector� or information from a ground array� The most promising ground

���

Figure 4.3: Monocular reconstruction (a) and its ambiguity of the axis in the
shower–detector plane (b). Each of the three shower tracks at (b) would pass
through the detector’s field of view with similar (and approximately uniform)
angular velocity. Picture is taken from Ref.[3].

FD eye. Fluorescence ρ2
1 term has a form

ρ2
1 =

Nt∑n
i=1 pei

n∑

i=1

(ti − texpected,i)
2

σ2
ti

pei, (4.20)

where ti are estimates of the pulse mid–point time, σti are the mid–point time un-
certainties for each phototube, Nt is a number of firing phototubes. All elements
are weighted by the total signal in each phototube pei.

After the time fit, one know θSDP and ψ angles, which can be easily recalcu-
lated in to the zenith angle θ and the azimuth angle φ of the shower axis. This
method is in principle sufficient for the reconstruction of the shower geometry. It
was used for the shower reconstruction at the Fly’s Eye and HiRes experiments
[64]. But in comparison with the Hybrid reconstruction or the Multiple–eye re-
construction it is much less accurate, see Sections 4.3 and 4.4. This is caused by
the fact that the timing relation given in Eq.(4.19) is fitted with respect to two
parameters Rp and ψ. If the time–angle path in the FD camera is too short, it can
be accurately fitted by a line. Thus there can be an ambiguity in determination
of the shower axis parameters. This problem is shown in Fig.4.3.

4.3 Hybrid Reconstruction

Hybrid reconstruction method is one of the key reconstruction method used at
the Pierre Auger Observatory. It is based on adding information from SD tanks
to the FD reconstruction time fit. In the beginning, it follows the reconstruction
of the Monocular FD method, see Section 4.2. The shower–detector plane fit is
performed and the timing relation written in Eq.(4.19) is adopted. Then the two
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Figure 3. Functional form that correlates the
time of arrival of the light at each pixel with the
angle between the pointing direction of that par-
ticular pixel and the horizontal line within the
shower-detector plane.

imately equidistant from the first three fluores-
cence sites) and the direction of the laser beam
are known to an accuracy better than the ex-
pected angular resolution of the fluorescence de-
tector, laser shots from the CLF can be used to
measure the accuracy of the geometrical recon-
struction. Furthermore, the laser beam is split
and part of the laser light is sent through an opti-
cal fiber to a nearby ground array station. Thus,
the axis of the laser light can be reconstructed
both in monocular mode and in the single-tank
hybrid mode. The resolution of the monocular
and hybrid reconstructions are compared in Fig. 5
for the distance between the eye and the CLF,
and in Fig. 6 for the angle of the axis. The re-
sults are very encouraging. With the monocular
reconstruction, the location of the CLF can be
determined with a resolution of ∼ 500 m. After
including the timing information of the single wa-
ter tank, the resolution improves by one order of
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Figure 4. Solutions (and 1σ regions) for the axis
fit shown in Fig. 3. The large uncertainty (and
strong correlation) of the monocular reconstruc-
tion is broken using the timing information from
the surface detectors (Hybrid). The stars mark
the solutions that minimize the χ2 for the axis
reconstruction. (Following the notation of this
paper, χ0 = 180◦ − ψ.)

magnitude with no systematic shift.
As mentioned before, the laser light from the

CLF produces simultaneous triggers in both the
surface and (three) fluorescence detectors. The
recorded event times are used to measure and
monitor the relative timing between the two de-
tectors. The time offset between the first fluo-
rescence eye and the surface detector is shown in
Fig. 7. This time offset is crucial for the accuracy
of the hybrid reconstruction, and it has been mea-
sured to better than 50 ns [6]. The contribution
to the systematic uncertainty in the core location
due to the uncertainty in the time synchroniza-
tion is 20 m.
Using the timing information from the eye’s

pixels together with the surface stations to re-
construct real air showers, a core location reso-

Figure 4.4: Time–angle path for the Monocular reconstruction (left) and Rp and
ψ determination improvement for the Hybrid reconstruction (right). Picture is
taken from Ref.[51].

parts of residuals are stated
ρ2 = ρ2

1 + ρ2
2, (4.21)

where ρ2
1 stands for the fluorescence timing term and ρ2

2 assigns the SD residuals.
Form of the ρ2

1 is the same as in Monocular FD reconstruction, see Eq.(4.20).
Following the Design Report [3], form of the ρ2

2 is

χ2
2 =

(ti − texp)2

σ2
ti

, (4.22)

where ti is a mean arrival time of the particles to the tank with the largest particle
count and

σti =
σ0i√
ni
, (4.23)

where σ0i is a dispersion in the particle arrival time and ni is a number of particles
detected in the tank. Parameter texp is computed from a position of the tank and
a curvature of the shower front estimated from simulation7).

Hybrid reconstruction is much more accurate in comparison with the Monoc-
ular FD reconstruction. It is caused by effectively larger time–angle path due
to the incorporated SD tank signals. Because of that the fit of Eq.(4.19) has no
degeneration and both Rp and ψ can be accurately obtained, see Fig.4.4.

Hybrid reconstruction time fit of the detected event is shown in Fig.4.5.
At the Pierre Auger Observatory, Hybrid reconstruction is the main recon-

struction method of the FD signal. This method is one of the biggest advantage
of the observatory. The only reconstruction method that is in principle equally
accurate is the Multiple–eye reconstruction.

7) Typical vertical curvature ( 1
R0

, see footnote 4) in Section 4.1) used at the Pierre Auger

Observatory in the reconstruction is 0.0001111 m−1
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Figure 4.5: Hybrid reconstruction time fit of event No. 200827505541 registered
at Coihueco site by mirror 3. Red line is reconstructed shower axis. Colour dots
represent points measured by FD eye, the black dot is from the SD array. Picture
is prepared in the Auger Offline EventBrowser [14].

4.4 Multiple–eye Reconstruction

Previously presented methods use information from the SD tanks and/or from
one FD telescope. Multiple–eye reconstruction mechanism is based on the fact
that if one use information from two or more different fluorescence detector eyes,
degeneration of the time fit described in Section 4.2 and illustrated in Fig.4.3 no
longer exists. One of the advantage of the Multiple–eye reconstruction is the fact
that it should be in principle equally accurate as the Hybrid reconstruction but it
does not need information from the SD array. Thus Multiple–eye reconstruction
could be an independent test of detector functionality. It could reconstruct events
in which no SD information is present. In the future, it could be also used in
projects where no SD array is possible to build, for example in the space. There is
also the project called FAST at the Pierre Auger Observatory to increase a num-
ber of the fluorescence stations with a small number of wide–angle phototubes,
data of which will be reconstructed in Multiple–eye mode.

There are two types of Multiple–eye reconstruction fits. In practice both
methods are usually performed simultaneously with appropriate weights.

4.4.1 Multiple–eye Shower–Detector Plane Fit

The idea of the multiple SDP fit is presented in Fig.4.6. An intersection
of the two or more shower–detector planes forms the shower axis. Practically
it is represented by a minimization of a sum of the individual off plane angles
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Figure 4.6: Schematic view of the Stereo shower–detector plane reconstruction.
Two SDPs intersect in the shower axis.

residuals for all pixels in all FD telescopes included in the Multiple–eye SDP
fit. The fit is performed with respect to the zenith angle θ, the azimuth angle
φ and an impact point of the shower axis. The impact point is the point where
the shower axis intersects the ground or selected horizontal plane8). In this type
of reconstruction, no time information from phototubes is needed. This is an
advantage because several time offset problems can be overcome. But it is also a
disadvantage because the measurement of the time is very accurate in comparison
to the measurement of the pointing angle. A sum of angle residuals is given by

ρ2
SDP =

Nt∑n
i=1 pei

n∑

i=1

(
π
2
−∆φi

)2

σ2
i

pei, (4.24)

where Nt is the number of firing phototubes, pei is the total signal in i−th pho-
totube, ∆φi is the angle between the normal of the shower axis projection in the
FD camera and the pointing direction of the phototube, and σi is the uncertainty
of the angle. This uncertainty is 0.35◦ at the Pierre Auger Observatory.

4.4.2 Multiple–eye Time Fit

The Multiple–eye time fit is based on the same procedure as the Monocular
time fit, see Section 4.2. The only difference is that time information from all
included eyes contribute to the total sum of time residuals

ρ2
tot =

k∑

i=1

ρ2
i , (4.25)

8) Usually in UTM (Universal Time Mercator) coordinate system with easting and northing
coordinates at a reference altitude.
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where ρ2
i belongs to i−th eye and has the form given in Eq.(4.20).

Visualization of the real event reconstructed by the Multiple–eye reconstruc-
tion is shown in Fig.4.7.

4.5 Energy and Longitudinal Profile

When a geometry of the shower is accurately determined, it is necessary to
estimate its energy and longitudinal profile. If we have information from FD
eye, these estimates are simple in principle. One can compute the distance of
the shower axis in the direction of each phototube, compute an attenuation of
the light intensity in the atmosphere along the propagation distance and then, by
knowing the total signal in each phototube, compute the shower energy deposited
in the atmosphere. This way, the longitudinal profile and the total energy of the
shower is obtained. From a geometry of the shower also an amount of scattered
and Čerenkov light that effects the signal in the phototubes can by estimated
and appropriate corrections can be applied. According to the simulations, total
amount of electromagnetic energy deposited in the atmosphere is approximately
90% of the energy of the primary particle. The rest of the energy is formed mainly
by muons and neutrinos.

Total electromagnetic shower energy can be estimated from a total integral of
the measured longitudinal profile

EEM = 2.2MeVg−1cm2

∫
Ne(X)dX, (4.26)

where Ne(X) is the number of charged particles at the atmospheric depth X. A
charged particle in the cascade deposits on average of 2.2 MeV into the atmo-
sphere in each depth interval of the width of 1 g cm−2 [47].

For accurate determination of the longitudinal profile it is necessary to know
the air density as a function of an altitude, the fluorescence yield, the concentra-
tion of aerosols and other parameters of the atmosphere. For more information
about aerosols see Ref.[48] and for the atmospheric conditions at the Pierre Auger
Observatory see Ref.[45]. Monitoring of the atmosphere is done by the system of
four lidar stations, see e.g. Ref.[19].

4.6 Auger Offline Reconstruction Software

Auger Offline is the main reconstruction and detector simulation tool at the
Pierre Auger Observatory.

The Offline framework consists of three principal parts: a collection of process-
ing modules which can be assembled and sequenced by instructions provided in
an XML file, an event data model through which modules can relay data to one
another and which accumulates all simulation and reconstruction information,
and a detector description which provides a gateway to data describing the con-
figuration and performance of the observatory as well as atmospheric conditions
as a function of time. Its schema is presented in Fig.4.8.

Data reconstructed by the Auger Offline framework are stored in a special
ROOT data files [23] called ADST (Advanced Data Summary Trees). These trees
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(a) Front view (b) Side view

(c) Top view

Figure 4.7: Multiple–eye reconstruction of event No. 201001804541. Colour
lines indicates the rays of fluorescence light with time information matching the
colours. Three different views are presented. Picture is prepared in the Auger
Offline EventBrowser [14].
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Fig. 1. General structure of the offline framework. Simulation and reconstruction
tasks are broken down into modules. Each module is able to read information from
the detector description and/or the event, process the information, and write the
results back into the event.

These components are complemented by a set of foundation classes and util-
ities for error logging, physics and mathematical manipulation, as well as a
unique package supporting abstract manipulation of geometrical objects.

Each of these aspects of the framework is described in more detail below.

3 User Modules and Run Control

Experience has shown that most tasks of interest of the Pierre Auger Col-
laboration can be factorized into sequences of self contained processing steps.
Physicists prepare such processing algorithms in so-called modules, which they
register with the framework via a macro. This modular design allows collabo-
rators to exchange code easily, compare algorithms and build up a wide variety
of applications by combining modules in various sequences.

Modules inherit a common interface which declares the methods that carry
out processing. Specifically, module authors must implement a Run method
which is called once per event, as well as Init and Finish methods to be
called at the beginning and end of a processing job. Authors invoke a macro
in the module class declaration which registers a factory function used by the
framework to instantiate the module when requested. The registry mechanism
provides a fall-back hook that handles requests for modules not known to
the registry. Dynamical loading using this fall-back mechanism is currently
under development. Modules themselves are not instrumented with a means
to place requirements on versions of other modules or on module execution
order; instead, the configuration machinery described in section 4 is used to
set such requirements.

For most applications, run-time control over module sequences is afforded
through a run controller which invokes the various processing steps within
the modules according to a set of externally provided instructions. We have
constructed a simple XML-based (3) language for specifying these sequencing

4

Figure 4.8: General structure of the Offline framework. Simulation and recon-
struction tasks are broken down into modules. Each module is able to read infor-
mation from the detector description and/or the event, process the information,
and write the results back into the event. Picture is taken from Ref.[14].

contain all necessary physical information of reconstructed measured or simulated
events. Data files can be read either by a standard C++/ROOT programs with
appropriate classes or by the EventBrowser program included in the Auger Offline
which is a graphical tool for events investigation.

For more details on the Auger Offline Framework see Ref.[14].
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5. Resolution of Reconstruction
Techniques

In this chapter, I will present results of my own calculations of SD, Hybrid and
Multiple–eye1) reconstructions. For Hybrid and Stereo reconstructions, energy,
angular and Xmax resolutions are calculated both from simulations and from
data measured at the Pierre Auger Observatory. For the SD reconstruction, only
energy and angular resolutions are calculated from simulations.

Auger experimental data are taken from Centre de Calcul de l’Institut Na-
tional de Physique Nucléaire et de Physique des Particules (CC-IN2P3) [1] in
Lyon where central data depository is placed. Experimental data are actual to
the 11th of November 2012. Hybrid reconstructions are performed by the Auger
Observer group [2] and Stereo reconstructions are performed by myself.

Simulated showers are also taken from CC-IN2P3 together with their Hybrid
reconstructions. Proton induced showers simulated in CORSIKA with high en-
ergy interaction model EPOS 2 are chosen. Stereo reconstructions of simulations
are performed by myself. Simulated events are actual to the 10th of February
2013.

I performed Stereo reconstruction with SDP fit and time fit, see Section 4.4.
Weights of the SDP and time fits are 5 and 1, respectively.

Cuts on both simulations and experimental data are done to improve quality
of the reconstructed sample. These cuts for all data are

• reconstructed zenith angle θ < 90◦,

• reconstructed FD energy E > 1018 eV,

• Xmax in the field of view of the FD camera,

• Xmax error less than 40 g cm−2,

• minimum viewing angle 20◦,

• longitudinal profile residual Gaisser–Hillas fit χ2 < 2.5,

• maximum hole in depth profile < 20%,

and for experimental data also

• bad FD period rejection,

• no bad pixels in FD camera,

• has entry in aerosols Mie database,

• vertical aerosol optical depth > 0.1,

• Lidar cloud removal – cloud coverage < 25%.

1) The Multiple–eye reconstruction is often called the Stereo reconstruction for simplicity.
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5.1 SD Reconstruction

The SD reconstruction method is described in Section 4.1. In the SD recon-
struction, it is possible to calculate shower geometry, in particular zenith angle θ
and azimuth angle φ of showers. EAS Energy E can be deduced as well. Longi-
tudinal EAS profile can not be measured. Energy and angular resolutions of the
SD reconstruction are calculated in this Section using simulated events.

5.1.1 Monte Carlo Simulations

The energy resolution of the SD reconstruction can be determined from Monte
Carlo simulations. Simulated energy Esim is subtracted from the reconstructed
energy Erec. Histograms of this difference are created. One of these histograms for
Esim = 1019 eV and θ = 26◦ is shown in Fig.5.1. RMSs of the distributions give the
absolute energy resolutions. Means of the distributions are given systematic shifts
of the reconstructed energies. If one divides the absolute energy resolution by the
energy of the primary CR particles, the relative energy resolution is calculated.
Results of the energy resolution analysis of the SD reconstruction are listed in
Table 5.1.

Also the angular resolution of the SD reconstruction can be determined from
Monte Carlo simulations. One can define the angular resolution as the radius of
the circle on the sphere, in which 68% of the events coming from the center of
the circle, are reconstructed. It can be calculated from the histogram of angular
distances of the reconstructed events from a simulated direction. An example of
the histogram for Esim = 1018.5 eV is shown in Fig.5.2. Results of the angular
resolution analysis of the SD reconstruction are summarized in Table 5.2.

Table 5.1: Energy resolution of the SD reconstruction from Monte Carlo simu-
lations. E assigns simulated energy of primary protons, θ is zenith angle, N is
the number of reconstructed events, 〈E〉 = 〈Erec − Esim〉, see Fig.5.1, is the mean
of energy distribution of reconstructed events. RSD−abs

E−sim is the absolute energy

resolution of the SD reconstruction, RSD−rel
E−sim is the relative energy resolution of

the SD reconstruction. Listed uncertainties correspond to statistical errors.

Log(E/eV) θ [◦] N 〈E〉 [EeV] RSD−abs
E−sim [EeV] RSD−rel

E−sim [%]
18.5 0 197 −0.65± 0.03 0.40± 0.02 12.5± 0.6

18 273 −0.71± 0.02 0.41± 0.02 12.8± 0.5
26 341 −0.65± 0.02 0.39± 0.02 12.5± 0.5
32 425 −0.66± 0.02 0.40± 0.01 12.6± 0.4
38 425 −0.58± 0.02 0.41± 0.01 13.1± 0.4
41 519 −0.61± 0.02 0.42± 0.01 13.4± 0.4
45 400 −0.66± 0.02 0.48± 0.02 15.3± 0.5
49 482 −0.73± 0.02 0.48± 0.02 15.3± 0.5
53 307 −0.95± 0.03 0.51± 0.02 16.1± 0.7
57 359 −1.01± 0.03 0.49± 0.02 15.4± 0.6
60 244 −0.89± 0.03 0.49± 0.02 15.6± 0.7
63 244 −0.80± 0.04 0.60± 0.03 18.8± 0.9

18.5 0–63 4216 −0.734± 0.008 0.477± 0.005 15.1± 0.2

Continued on next page
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Log(E/eV) θ [◦] N 〈E〉 [EeV] RSD−abs
E−sim [EeV] RSD−rel

E−sim [%]
19.0 0 129 −1.92± 0.08 0.96± 0.06 9.6± 0.6

18 298 −2.02± 0.06 1.03± 0.04 10.3± 0.4
26 409 −1.84± 0.05 1.07± 0.04 10.7± 0.4
32 602 −1.78± 0.04 1.02± 0.03 10.2± 0.3
38 405 −1.65± 0.06 1.11± 0.04 11.1± 0.4
41 648 −1.61± 0.04 1.07± 0.03 10.7± 0.3
45 446 −1.88± 0.06 1.29± 0.04 12.9± 0.4
49 628 −2.28± 0.05 1.22± 0.03 12.2± 0.3
53 439 −2.61± 0.06 1.25± 0.04 12.5± 0.4
57 542 −3.25± 0.05 1.20± 0.04 12.0± 0.4
60 334 −3.31± 0.07 1.32± 0.05 13.2± 0.5
63 451 −3.20± 0.06 1.19± 0.04 11.9± 0.4

19.0 0–63 5331 −2.26± 0.02 1.31± 0.01 13.1± 0.1
19.5 0 84 −5.2± 0.3 2.8± 0.2 8.9± 0.7

18 217 −5.6± 0.2 2.5± 0.1 7.9± 0.4
26 340 −5.2± 0.1 2.5± 0.1 7.8± 0.3
32 529 −4.7± 0.1 2.46± 0.08 7.8± 0.2
38 450 −4.0± 0.1 2.9± 0.1 9.1± 0.3
41 504 −4.5± 0.1 2.57± 0.08 8.1± 0.3
45 460 −4.3± 0.1 3.1± 0.1 9.8± 0.4
49 508 −5.3± 0.1 2.85± 0.09 9.0± 0.3
53 457 −6.1± 0.2 3.4± 0.1 10.7± 0.4
57 404 −6.5± 0.2 2.8± 0.1 8.7± 0.4
60 372 −7.3± 0.2 2.7± 0.2 8.5± 0.5
63 467 −7.5± 0.2 2.3± 0.1 7.4± 0.4

19.5 0–63 4792 −5.21± 0.05 2.94± 0.03 9.3± 0.1
20.0 0 20 −7± 2 8± 2 8± 2

18 96 −10.7± 0.7 6.0± 0.5 6.0± 0.5
26 275 −9.4± 0.5 6.7± 0.3 6.7± 0.3
32 316 −9.2± 0.4 6.2± 0.3 6.2± 0.3
38 242 −6.2± 0.5 7.0± 0.4 7.0± 0.4
41 379 −7.1± 0.4 6.4± 0.2 6.4± 0.2
45 357 −8.7± 0.4 7.4± 0.3 7.4± 0.3
49 471 −9.5± 0.4 7.3± 0.3 7.3± 0.3
53 238 −11.2± 0.7 7.7± 0.5 7.7± 0.5
57 658 −12.4± 0.5 6.2± 0.3 6.2± 0.3
60 403 −13.8± 0.8 6.2± 0.6 6.2± 0.6
63 396 −14.4± 0.6 4.5± 0.4 4.5± 0.4

20.0 0–63 3851 −9.2± 0.2 7.1± 0.1 7.1± 0.1
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SD rec., E = 1019.0 eV, θ = 26◦, 409 events
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Figure 5.1: Energy resolution of the SD reconstruction for θ = 26◦. Simulated
data for primary protons with energy 1019 eV are depicted.

SD rec., E = 1018.5 eV, θ = 0..63◦, 4216 events
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Figure 5.2: Angular resolution of the SD reconstruction for θ = 0..63◦. Simulated
data for primary protons with energy 1018.5 eV are depicted. Vertical line marks
the boundary below which 68% of events is found.
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Table 5.2: Angular resolution of the SD reconstruction from Monte Carlo simu-
lations. E assigns simulated energy of primary protons, θ is zenith angle, N is
the number of reconstructed events. RSD

ang−sim is the angular resolution of the SD
reconstruction. Given uncertainties correspond to statistical errors.

Log(E/eV) θ [◦] N RSD
ang−sim [◦]

18.5 0 197 1.32± 0.07
18 273 1.23± 0.05
26 341 1.24± 0.05
32 425 1.01± 0.03
38 425 1.03± 0.04
41 519 0.99± 0.03
45 400 0.94± 0.03
49 482 0.82± 0.03
53 307 0.76± 0.03
57 359 0.73± 0.03
60 244 0.78± 0.04
63 244 0.71± 0.03

18.5 0–63 4216 0.937± 0.002
19.0 0 129 1.00± 0.06

18 298 0.88± 0.04
26 409 0.81± 0.03
32 602 0.76± 0.02
38 405 0.62± 0.02
41 648 0.63± 0.02
45 446 0.58± 0.02
49 628 0.56± 0.02
53 439 0.53± 0.02
57 542 0.52± 0.02
60 334 0.50± 0.02
63 451 0.50± 0.02

19.0 0–63 5331 0.625± 0.001
19.5 0 84 0.62± 0.05

18 217 0.63± 0.03
26 340 0.55± 0.02
32 529 0.51± 0.02
38 450 0.49± 0.02
41 504 0.50± 0.02
45 460 0.50± 0.02
49 508 0.46± 0.01
53 457 0.44± 0.01
57 404 0.43± 0.02
60 372 0.41± 0.02
63 467 0.36± 0.01

19.5 0–63 4792 0.479± 0.001
20.0 0 20 0.54± 0.09

18 96 0.52± 0.04
Continued on next page
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Log(E/eV) θ [◦] N RSD

ang−sim [◦]
26 275 0.51± 0.02
32 316 0.46± 0.02
38 242 0.42± 0.02
41 379 0.41± 0.01
45 357 0.42± 0.02
49 471 0.38± 0.01
53 238 0.34± 0.02
57 658 0.334± 0.009
60 403 0.34± 0.01
63 396 0.31± 0.01

20.0 0–63 3851 0.394± 0.001

The data in Tables 5.1 and 5.2 clearly show that both relative energy and
angular resolutions go down with respect to the energy of primary particles. It
is caused by higher number of particles in the EAS and thus higher number of
hit tanks of the SD array. Number of hit tanks depends on zenith angle as well.
Because of that, the resolutions are better at higher θ. Also there is a systematic
shift of the reconstructed energy which is a part of the systematic uncertainty of
the reconstruction. For more details see Ref.[7].

The energy resolution of the SD reconstruction is poorer in comparison to
Hybrid and Stereo reconstructions. The angular resolution is poorer for energy
1018.5 eV as well. For higher energies the angular resolution is comparable to the
Stereo reconstruction resolution and even better than the Hybrid reconstruction
resolution. These results are in overall agreement with the results published in
Ref.[22].

5.2 Hybrid Reconstruction

The Hybrid reconstruction method is introduced in Section 4.3. In the Hybrid
reconstruction, it is possible to calculate shower geometry, in particular zenith
angle θ and azimuth angle φ of showers. Their energy E and longitudinal profile,
i.e. atmospheric depth Xmax, can be calculated as well. In this Section, shower
energy, Xmax and corresponding angular resolutions of the Hybrid reconstruction
are obtained both from simulations and experimental Auger data.

5.2.1 Monte Carlo Simulations

Method of the absolute and relative energy resolution determination is similar
to that one used in Section 5.1.1. Definition of the angular resolution is the same
as in Section 5.1.1 and method of its calculation is similar. Histograms used for
the determination of energy resolutions for showers with energy E = 1018.5 eV and
zenith angle θ = 32◦ and for E = 1019.5 eV, θ = 0..63◦ are depicted in Figs.5.3 and
5.5, respectively. Histogram used for the determination of the angular resolution
for E = 1019 eV is shown in Fig.5.4.

49



Hybrid rec., E = 1018.5 eV, θ = 32◦, 431 events
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Figure 5.3: Energy resolution of the Hybrid reconstruction for θ = 32◦. Simulated
data are used. Energies of primary protons are 1018.5 eV.

In the Hybrid reconstruction, the Xmax resolution can be calculated as well.
Simulated Xmax−sim is subtracted from reconstructed Xmax−rec and distributions
of these differences are created. One of such histograms for E = 1020 eV is shown
in Fig.5.6. RMSs of the distributions define the Xmax resolutions. Means of the
distributions are then given systematic shifts of the reconstructed Xmax.

Results of energy and Xmax resolution analyses of the Hybrid reconstruction
on simulated data are summarized in Tables 5.3 and 5.4, respectively. Results of
the angular resolution on simulated data are listed in Table 5.5.

Table 5.3: Energy resolution of the Hybrid reconstruction from Monte Carlo sim-
ulations. E assigns simulated energy of primary particles, θ is zenith angle, N is
the number of reconstructed events, 〈E〉 = 〈Erec − Esim〉, see Fig.5.3, is the mean
of energy distribution of reconstructed events. Rhyb−abs

E−sim is the absolute energy

resolution of the Hybrid reconstruction, Rhyb−rel
E−sim stands for the relative energy

resolution of the Hybrid reconstruction. Uncertainties correspond to statistical
errors.

Log(E/eV) θ [◦] N 〈E〉 [EeV] Rhyb−abs
E−sim [EeV] Rhyb−rel

E−sim [%]
18.5 0 199 0.12± 0.02 0.34± 0.02 10.7± 0.5

18 277 0.14± 0.02 0.31± 0.01 9.8± 0.4
26 344 0.16± 0.02 0.29± 0.01 9.0± 0.3
32 431 0.16± 0.01 0.29± 0.01 9.1± 0.3
38 437 0.17± 0.01 0.28± 0.01 9.0± 0.3
41 534 0.15± 0.01 0.252± 0.008 8.0± 0.2

Continued on next page
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Log(E/eV) θ [◦] N 〈E〉 [EeV] Rhyb−abs
E−sim [EeV] Rhyb−rel

E−sim [%]
45 418 0.16± 0.01 0.250± 0.009 7.9± 0.3
49 518 0.16± 0.01 0.243± 0.008 7.7± 0.2
53 335 0.14± 0.01 0.27± 0.01 8.4± 0.3
57 394 0.13± 0.01 0.264± 0.009 8.3± 0.3
60 260 0.11± 0.02 0.30± 0.01 9.6± 0.4
63 263 0.13± 0.02 0.28± 0.01 9.0± 0.4

18.5 0–63 4410 0.149± 0.004 0.275± 0.003 8.7± 0.1
19.0 0 137 −0.02± 0.09 1.03± 0.06 10.3± 0.6

18 333 0.31± 0.05 0.92± 0.04 9.2± 0.4
26 478 0.40± 0.05 1.03± 0.03 10.3± 0.3
32 730 0.34± 0.03 0.88± 0.02 8.8± 0.2
38 550 0.39± 0.04 0.82± 0.02 8.2± 0.2
41 915 0.36± 0.03 0.82± 0.02 8.2± 0.2
45 693 0.40± 0.03 0.73± 0.02 7.3± 0.2
49 1033 0.33± 0.02 0.63± 0.01 6.3± 0.1
53 710 0.34± 0.02 0.65± 0.02 6.5± 0.2
57 821 0.31± 0.02 0.64± 0.02 6.4± 0.2
60 469 0.26± 0.03 0.60± 0.02 6.0± 0.2
63 617 0.31± 0.02 0.62± 0.02 6.2± 0.2

19.0 0–63 7486 0.341± 0.009 0.767± 0.006 7.67± 0.06
19.5 0 104 −1.1± 0.3 3.3± 0.2 10.3± 0.7

18 269 0.5± 0.2 2.6± 0.1 8.3± 0.4
26 502 0.5± 0.1 2.96± 0.09 9.4± 0.3
32 870 0.82± 0.09 2.65± 0.06 8.4± 0.2
38 851 1.02± 0.09 2.61± 0.06 8.3± 0.2
41 946 1.28± 0.08 2.31± 0.05 7.3± 0.2
45 942 0.93± 0.07 2.01± 0.05 6.4± 0.1
49 1051 0.85± 0.06 1.82± 0.04 5.8± 0.1
53 981 0.80± 0.06 1.73± 0.04 5.5± 0.1
57 777 0.80± 0.06 1.65± 0.04 5.2± 0.1
60 703 0.78± 0.05 1.45± 0.04 4.6± 0.1
63 790 0.81± 0.05 1.48± 0.04 4.7± 0.1

19.5 0–63 8786 0.84± 0.02 2.13± 0.02 6.74± 0.05
20.0 0 22 2.3± 0.7 2.8± 0.5 2.8± 0.5

18 121 0.8± 0.5 4.9± 0.3 4.9± 0.3
26 424 1.6± 0.3 4.6± 0.2 4.6± 0.2
32 544 1.6± 0.2 4.6± 0.2 4.6± 0.2
38 507 1.4± 0.2 4.6± 0.2 4.6± 0.2
41 882 1.7± 0.2 4.3± 0.1 4.3± 0.1
45 826 1.8± 0.1 4.0± 0.1 4.0± 0.1
49 1160 2.0± 0.1 3.64± 0.08 3.64± 0.08
53 586 2.0± 0.1 3.5± 0.1 3.5± 0.1
57 1554 2.03± 0.08 3.20± 0.06 3.20± 0.06
60 861 2.0± 0.1 2.95± 0.07 2.95± 0.07
63 795 2.1± 0.1 2.81± 0.07 2.81± 0.07

Continued on next page
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Log(E/eV) θ [◦] N 〈E〉 [EeV] Rhyb−abs
E−sim [EeV] Rhyb−rel

E−sim [%]
20.0 0–63 8282 1.85± 0.05 3.78± 0.03 3.78± 0.03

Table 5.4: Xmax resolution of the Hybrid reconstruction from Monte Carlo simula-
tions. 〈Xmax〉 = 〈Xmax−rec −Xmax−sim〉, see Fig.5.6, is the mean of Xmax distribu-
tion of reconstructed events and Rhyb

Xmax−sim denotes the absolute Xmax resolution
of the Hybrid reconstruction. For more details see caption to Table 5.3.

Log(E/eV) θ [◦] N 〈Xmax〉 [g cm−2] Rhyb
Xmax−sim [g cm−2]

18.5 0 199 −4± 2 28± 1
18 277 −2± 2 26± 1
26 344 2± 1 22.9± 0.9
32 431 1.5± 1.3 27.0± 0.9
38 437 3± 1 23.1± 0.8
41 534 3± 1 22.3± 0.7
45 418 −0.4± 1 20.8± 0.7
49 518 −0.2± 0.9 20.3± 0.6
53 335 −1± 1 21.1± 0.8
57 394 −2± 1 24.1± 0.9
60 260 −0.6± 2 24± 1
63 263 0.02± 2 27± 1

18.5 0–63 4410 0.26± 0.36 23.4± 0.3
19.0 0 137 −6± 2 26± 2

18 333 −2± 1 23.4± 0.9
26 478 3± 1 25.6± 0.8
32 730 1.4± 0.9 24.1± 0.6
38 550 3± 1 23.3± 0.7
41 915 1.5± 0.8 22.8± 0.5
45 693 1.5± 0.7 19.7± 0.5
49 1033 0.09± 0.6 18.0± 0.4
53 710 0.3± 0.7 18.2± 0.5
57 821 −0.6± 0.6 16.3± 0.4
60 469 −3.6± 0.8 16.3± 0.5
63 617 −4.0± 0.7 16.4± 0.5

19.0 0–63 7486 0.2± 0.2 20.7± 0.2
19.5 0 104 −17± 3 28± 2

18 269 −4± 1 23± 1
26 502 −2± 1 23.4± 0.7
32 870 2.1± 0.8 22.1± 0.5
38 851 2.8± 0.8 24.2± 0.6
41 946 4.0± 0.7 20.4± 0.5
45 942 2.1± 0.6 19.4± 0.4
49 1051 2.0± 0.5 17.4± 0.4
53 981 −0.3± 0.6 17.6± 0.4

Continued on next page
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Log(E/eV) θ [◦] N 〈Xmax〉 [g cm−2] Rhyb
Xmax−sim [g cm−2]

57 777 −0.6± 0.6 17.8± 0.5
60 703 −2.4± 0.6 15.2± 0.4
63 790 −4.9± 0.6 15.9± 0.4

19.5 0–63 8786 0.3± 0.2 19.8± 0.2
20.0 0 22 −14± 7 31± 5

18 121 −11± 2 25± 2
26 424 −5± 1 23.2± 0.8
32 544 −3± 1 23.8± 0.7
38 507 3± 1 23.9± 0.8
41 882 2.8± 0.7 21.5± 0.5
45 826 2.4± 0.7 19.8± 0.5
49 1160 3.1± 0.5 17.2± 0.4
53 586 1.9± 0.7 16.6± 0.5
57 1554 0.4± 0.4 15.9± 0.3
60 861 −1.5± 0.5 15.7± 0.4
63 795 −3.6± 0.6 15.9± 0.4

20.0 0–63 8282 0.5± 0.2 19.4± 0.2

Table 5.5: Angular resolution of the Hybrid reconstruction from Monte Carlo
simulations. Rhyb

ang−sim is the angular resolution of the Hybrid reconstruction. For
more details see caption to Table 5.3

.

Log(E/eV) θ [◦] N Rhyb
ang−sim [◦]

18.5 0 199 0.58± 0.03
18 277 0.51± 0.02
26 344 0.61± 0.02
32 431 0.80± 0.03
38 437 0.67± 0.02
41 534 0.65± 0.02
45 418 0.60± 0.02
49 518 0.57± 0.02
53 335 0.55± 0.02
57 394 0.55± 0.02
60 260 0.56± 0.02
63 263 0.54± 0.02

18.5 0–63 4410 0.598± 0.001
19.0 0 137 0.70± 0.04

18 333 0.55± 0.02
26 478 0.85± 0.03
32 730 0.84± 0.02
38 550 0.75± 0.02
41 915 0.69± 0.02
45 693 0.65± 0.02
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Log(E/eV) θ [◦] N Rhyb
ang−sim [◦]

49 1033 0.64± 0.01
53 710 0.57± 0.02
57 821 0.55± 0.01
60 469 0.46± 0.02
63 617 0.43± 0.01

19.0 0–63 7486 0.623± 0.001
19.5 0 104 0.74± 0.05

18 269 0.57± 0.02
26 502 0.89± 0.03
32 870 0.93± 0.02
38 851 0.89± 0.02
41 946 0.75± 0.02
45 942 0.66± 0.02
49 1051 0.64± 0.01
53 981 0.63± 0.01
57 777 0.54± 0.01
60 703 0.48± 0.01
63 790 0.42± 0.01

19.5 0–63 8786 0.652± 0.001
20.0 0 22 0.42± 0.06

18 121 0.59± 0.04
26 424 0.95± 0.03
32 544 1.11± 0.03
38 507 1.03± 0.03
41 882 0.87± 0.02
45 826 0.72± 0.02
49 1160 0.64± 0.01
53 586 0.63± 0.02
57 1554 0.515± 0.009
60 861 0.48± 0.01
63 795 0.41± 0.01

20.0 0–63 8282 0.671± 0.001

Resolutions of the Hybrid reconstruction depend on precision of the time fit,
for details of the reconstruction see Section 4.3. Quality of the time fit depends
on the number of triggered pixels in FD camera, thus on the angular length of
the shower axis in FD camera. Because of that, the resolutions are better for
higher angles as can be seen in Tables 5.3, 5.4 and 5.5. Dependence on energies
of primary particles is not substantial, because it does not affect the angular
length much.

The Xmax resolution is approximately 20 g cm−2. This result agrees with
the Xmax resolution presented in Ref.[9]. Angular and energy resolutions of the
Hybrid reconstruction agree with resolutions presented in Refs.[22] and [7] as well.
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Hybrid rec., E = 1019.0 eV, θ = 0..63◦, 7486 events
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Figure 5.4: Angular resolution of the Hybrid reconstruction for θ = 0..63◦. Sim-
ulated data are adopted. Energies of primary protons are 1019.0 eV. Vertical line
marks the boundary below which 68% of events is found.

Hybrid rec., E = 1019.5 eV, θ = 0..63◦, 8786 events
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Figure 5.5: Energy resolution of the Hybrid reconstruction for θ = 0..63◦. Simu-
lated data for primary protons with energies of 1019.5 eV are depicted.
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Hybrid rec., E = 1020.0 eV, θ = 0..63◦, 8282 events
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Figure 5.6: Xmax resolution of the Hybrid reconstruction for θ = 0..63◦. Simulated
data for primary protons with energies of 1020 eV are shown.

5.2.2 Data

Energy, Xmax and angular resolutions can be determined from experimental
data. If one considers showers viewed from two or more FD stations, there exists
two or more Hybrid reconstructions of the same shower. Histograms of differ-
ences between reconstructed quantities, i.e. E, Xmax and angular distance, can
be created. From these distributions E, Xmax and angular resolutions can be
calculated.

Results of E and Xmax resolution analyses of the Hybrid reconstruction on
experimental data are shown in Figs.5.7 and 5.8, respectively. The angular reso-
lution derived from experimental data is shown in Fig.5.9.

I have obtained the energy resolution of the Hybrid reconstruction as

Rhyb
E−dat = 10.2± 0.4%. (5.1)

The value of the Xmax resolution of the Hybrid reconstruction has turned out to
be

Rhyb
Xmax−dat = 23.3± 0.9 g cm−2, (5.2)

and the angular resolution of the Hybrid reconstruction has been calculated as

Rhyb
ang−dat = 1.17± 0.05◦. (5.3)

Uncertainties correspond to statistical errors.
Experimentally obtained values of the resolutions are worse then those ob-

tained by simulations. This can be caused by contributions of atmospheric ef-
fects. Accuracy of the Hybrid reconstruction depends on the angular length of
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Figure 5.7: Relative energy resolution of the Hybrid reconstruction obtained from
experimental data.

]-2 [g cm
2

Xmax1-Xmax2
-100 -50 0 50 100

N
um

be
r 

of
 e

ve
nt

s

0

10

20

30

40

50

60

70 ]-2 0.9 [g cm±RMS : 23.3 

]-2    1 [g cm±Mean :  0.3 

 resolution, 315 events
max

Hybrid X

Figure 5.8: Xmax resolution of the Hybrid reconstruction deduced from experi-
mental data.
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Figure 5.9: Angular resolution of the Hybrid reconstruction gathered from ex-
perimental data. Vertical line marks the boundary below which 68% of events is
found.
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Figure 5.10: Angular resolution of the Hybrid reconstruction gain from exper-
imental data. Additional cut for angular length > 20◦ is added. Vertical line
marks the boundary below which 68% of events is found.
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the shower axis in FD camera. This effect is illustrated in Fig.5.10, where addi-
tional cut for angular length > 20◦ is added. The angular resolution in this case
is better.

5.3 Multiple-eye Reconstruction

The Multiple–eye reconstruction method is discussed in Section 4.4. In the
Stereo reconstruction, it is possible to calculate shower geometry, in particular its
zenith angle θ and azimuth angle φ. Shower energy E and longitudinal profile,
i.e. atmospheric depth Xmax, can be calculated as well. In this Section, energy,
Xmax and angular resolutions of the Stereo reconstruction are calculated both
from simulations and experimental Auger data.

5.3.1 Monte Carlo Simulations

Methods to deduce the absolute and relative energy resolution and the Xmax

resolution are similar to those used in Sections 5.1.1 a 5.2.1. Definition of the
angular resolution is the same as that one given in Section 5.1.1 and method
of its estimation is similar. Histogram used for the determination of the energy
resolution for E = 1019 eV is depicted in Fig.5.5. Histograms used to deduce
Xmax resolutions for E = 1018.5 eV, θ = 49◦ and for E = 1019.5 eV, θ = 0..63◦ are
depicted in Figs.5.11 and 5.13, respectively. Histogram used for the determination
of the angular resolution for E = 1020 eV is shown in Fig.5.14.

Results of the energy andXmax resolution analyses of the Stereo reconstruction
on simulated data are summarized in Tables 5.6 and 5.7, respectively. Results of
the angular resolution on simulated data are listed in Table 5.8.

Table 5.6: Energy resolution of the Multiple–eye reconstruction from Monte Car-
lo simulations. E assigns simulated energy of simulated primary protons, θ is
zenith angle, N is the number of reconstructed events, 〈E〉 = 〈Erec − Esim〉, see
Fig.5.12, is the mean of energy distribution of reconstructed events. Rste−abs

E−sim is

the absolute energy resolution of the Multiple–eye reconstruction, Rste−rel
E−sim is the

relative energy resolution of the Multiple–eye reconstruction. Uncertainties cor-
respond to statistical errors. In the case that there is not enough statistics, no
quantities are calculated.

Log(E/eV) θ [◦] N 〈E〉 [EeV] Rste−abs
E−sim [EeV] Rste−rel

E−sim [%]
18.5 0 0 – – –

18 2 – – –
26 4 – – –
32 17 0.05± 0.06 0.26± 0.04 8± 1
38 42 0.09± 0.05 0.34± 0.04 10± 1
41 49 0.11± 0.04 0.25± 0.03 8.0± 0.8
45 57 0.17± 0.04 0.28± 0.03 9.0± 0.8
49 112 0.20± 0.03 0.28± 0.02 9.0± 0.6
53 105 0.17± 0.03 0.32± 0.02 10.0± 0.7
57 125 0.20± 0.03 0.33± 0.02 10.3± 0.7

Continued on next page
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Log(E/eV) θ [◦] N 〈E〉 [EeV] Rste−abs
E−sim [EeV] Rste−rel

E−sim [%]
60 122 0.22± 0.03 0.30± 0.02 9.6± 0.6
63 136 0.26± 0.03 0.33± 0.02 10.3± 0.6

18.5 0–63 771 0.19± 0.01 0.315± 0.008 9.9± 0.3
19.0 0 38 −0.5± 0.2 1.4± 0.2 14± 2

18 115 −0.1± 0.1 1.11± 0.07 11.1± 0.7
26 197 0.22± 0.07 1.05± 0.05 10.5± 0.5
32 359 0.12± 0.05 0.91± 0.03 9.1± 0.3
38 330 0.09± 0.05 0.89± 0.03 8.9± 0.3
41 609 0.12± 0.03 0.80± 0.02 8.0± 0.2
45 512 0.07± 0.04 0.81± 0.03 8.1± 0.3
49 852 0.05± 0.02 0.69± 0.02 6.9± 0.2
53 593 0.11± 0.03 0.66± 0.02 6.6± 0.2
57 712 0.18± 0.02 0.65± 0.02 6.5± 0.2
60 417 0.24± 0.03 0.63± 0.02 6.3± 0.2
63 569 0.40± 0.03 0.69± 0.02 6.9± 0.2

19.0 0–63 5303 0.14± 0.01 0.782± 0.008 7.82± 0.08
19.5 0 76 −1.7± 0.4 3.4± 0.3 10.7± 0.9

18 177 −0.5± 0.2 2.8± 0.1 8.9± 0.5
26 378 −0.1± 0.1 2.6± 0.1 8.3± 0.3
32 664 −0.25± 0.09 2.37± 0.07 7.5± 0.2
38 662 −0.18± 0.09 2.34± 0.06 7.4± 0.2
41 769 −0.11± 0.08 2.21± 0.06 7.0± 0.2
45 784 −0.49± 0.07 1.89± 0.05 6.0± 0.2
49 840 −0.49± 0.06 1.69± 0.04 5.4± 0.1
53 789 −0.35± 0.06 1.66± 0.04 5.2± 0.1
57 690 −0.25± 0.07 1.72± 0.05 5.4± 0.1
60 616 0.22± 0.06 1.50± 0.04 4.7± 0.1
63 699 0.71± 0.05 1.38± 0.04 4.4± 0.1

19.5 0–63 7144 −0.19± 0.02 2.00± 0.02 6.34± 0.05
20.0 0 12 −0.6± 0.8 2.4± 0.6 2.4± 0.6

18 84 −1.7± 0.5 4.6± 0.4 4.6± 0.4
26 298 −1.1± 0.3 4.2± 0.2 4.2± 0.2
32 412 −1.5± 0.2 4.3± 0.2 4.3± 0.2
38 391 −2.0± 0.3 4.4± 0.2 4.4± 0.2
41 681 −2.2± 0.2 4.1± 0.1 4.1± 0.1
45 666 −2.5± 0.2 4.0± 0.1 4.0± 0.1
49 969 −2.7± 0.1 3.90± 0.09 3.90± 0.09
53 511 −2.5± 0.2 3.6± 0.1 3.6± 0.1
57 1319 −1.8± 0.1 3.58± 0.07 3.58± 0.07
60 777 −1.2± 0.1 3.34± 0.09 3.34± 0.09
63 715 0.3± 0.1 3.05± 0.08 3.05± 0.08

20.0 0–63 6835 −1.85± 0.05 3.90± 0.04 3.90± 0.04
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Stereo rec., E = 1018.5 eV, θ = 49◦, 112 events
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Figure 5.11: Xmax resolution of the Stereo reconstruction for θ = 49◦. Simulated
data for primary protons with energies of 1018.5 eV are shown.

Stereo rec., E = 1019.0 eV, θ = 0..63◦, 5303 events
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Figure 5.12: Energy resolution of the Stereo reconstruction for θ = 0..63◦. Simu-
lated events are used. Energies of primary protons are 1019 eV.
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Stereo rec., E = 1019.5 eV, θ = 0..63◦, 7144 events
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Figure 5.13: Xmax resolution of the Stereo reconstruction for θ = 0..63◦. Simu-
lated data are depicted. Energies of primary protons are 1019.5 eV.

Stereo rec., E = 1020.0 eV, θ = 0..63◦, 3192 events
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Figure 5.14: Angular resolution of the Stereo reconstruction for θ = 0..63◦. Sim-
ulated events for primary protons with energies of 1020 eV are shown. Vertical
line marks the boundary below which 68% of events is found.
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Table 5.7: Xmax resolution of the Multiple–eye reconstruction from Monte Car-
lo simulations. 〈Xmax〉 = 〈Xmax−rec −Xmax−sim〉, see Fig.5.11, is the mean of
Xmax distribution of reconstructed events. Rste

Xmax−sim denotes the absolute Xmax

resolution of the Multiple–eye reconstruction. For more details see caption to
Table 5.6.

Log(E/eV) θ [◦] N 〈Xmax〉 [g cm−2] Rste
Xmax−sim [g cm−2]

18.5 0 0 – –
18 2 – –
26 4 – –
32 17 7± 8 32± 6
38 42 16± 5 29± 3
41 49 17± 4 31± 3
45 57 24± 3 23± 2
49 112 24± 2 23± 2
53 105 25± 3 27± 2
57 125 30± 2 27± 2
60 122 30± 3 29± 2
63 136 37± 3 31± 2

18.5 0–63 771 26± 1 28.7± 0.7
19.0 0 38 7± 5 33± 4

18 115 13± 3 28± 2
26 197 20± 2 28± 1
32 359 18± 1 25.2± 0.9
38 330 21± 1 23.5± 0.9
41 609 21.3± 0.9 21.3± 0.6
45 512 21.9± 0.9 19.8± 0.6
49 852 23.5± 0.6 18.2± 0.4
53 593 26.7± 0.7 18.0± 0.5
57 712 28.4± 0.7 17.4± 0.5
60 417 30.6± 0.8 15.7± 0.5
63 569 34.8± 0.7 17.6± 0.5

19.0 0–63 5303 24.6± 0.3 20.9± 0.2
19.5 0 76 −0.03± 3 26± 2

18 177 11± 2 23± 1
26 378 15± 1 21.3± 0.8
32 664 19.0± 0.8 20.4± 0.6
38 662 19.8± 0.8 21.5± 0.6
41 769 21.9± 0.7 19.6± 0.5
45 784 21.6± 0.6 16.7± 0.4
49 840 24.7± 0.6 16.2± 0.4
53 789 23.7± 0.6 15.7± 0.4
57 690 26.7± 0.6 16.7± 0.5
60 616 31.0± 0.6 15.1± 0.4
63 699 33.2± 0.6 14.8± 0.4

19.5 0–63 7144 23.4± 0.2 18.7± 0.2
20.0 0 12 −2± 8 28± 6

Continued on next page
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Log(E/eV) θ [◦] N 〈Xmax〉 [g cm−2] Rste

Xmax−sim [g cm−2]
18 84 6± 2 23± 2
26 298 11± 1 23± 1
32 412 12± 1 21.8± 0.8
38 391 19± 1 21.0± 0.8
41 681 19.0± 0.7 17.2± 0.5
45 666 18.8± 0.8 19.8± 0.5
49 969 21.7± 0.5 15.9± 0.4
53 511 24.3± 0.7 15.7± 0.5
57 1319 25.9± 0.4 15.5± 0.3
60 777 29.1± 0.5 13.8± 0.4
63 715 32.3± 0.6 16.5± 0.4

20.0 0–63 6835 22.2± 0.2 18.6± 0.2

Table 5.8: Angular resolution of the Multiple–eye reconstruction from Monte
Carlo simulations. Rste

ang−sim is the angular resolution of the Multiple–eye recon-
struction. For more details see caption to Table 5.6.

Log(E/eV) θ [◦] N Rste
ang−sim [◦]

18.5 0 0 –
18 2 –
26 4 –
32 15 1.5± 0.3
38 34 0.9± 0.1
41 43 0.83± 0.09
45 51 0.72± 0.07
49 88 0.72± 0.05
53 87 0.55± 0.04
57 115 0.68± 0.04
60 112 0.56± 0.04
63 131 0.58± 0.04

18.5 0–63 682 0.660± 0.008
19.0 0 33 0.73± 0.09

18 91 0.71± 0.05
26 159 0.76± 0.04
32 271 0.73± 0.03
38 223 0.51± 0.02
41 398 0.58± 0.02
45 321 0.51± 0.02
49 502 0.39± 0.01
53 368 0.36± 0.01
57 470 0.38± 0.01
60 296 0.34± 0.01
63 416 0.32± 0.01

19.0 0–63 3548 0.461± 0.001

Continued on next page
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Log(E/eV) θ [◦] N Rste

ang−sim [◦]
19.5 0 64 0.56± 0.05

18 147 0.52± 0.03
26 264 0.63± 0.03
32 418 0.57± 0.02
38 364 0.53± 0.02
41 417 0.50± 0.02
45 387 0.43± 0.02
49 425 0.46± 0.02
53 394 0.36± 0.01
57 359 0.34± 0.01
60 325 0.34± 0.01
63 410 0.29± 0.01

19.5 0–63 3974 0.483± 0.001
20.0 0 11 0.37± 0.08

18 70 0.49± 0.04
26 203 0.61± 0.03
32 250 0.58± 0.03
38 195 0.49± 0.02
41 306 0.47± 0.02
45 300 0.46± 0.02
49 404 0.40± 0.01
53 208 0.39± 0.02
57 545 0.34± 0.01
60 351 0.31± 0.01
63 349 0.25± 0.01

20.0 0–63 3192 0.419± 0.001

Resolutions of the Stereo reconstruction depends on the number of pixels
included in the time and SDP fits, for details see Section 4.4. Because of that,
the dependence on zenith angle is more evident in comparison to dependence on
shower energy. It is caused by larger angular length of the shower axis in the FD
camera for larger zenith angles.

The energy resolution is comparable to the resolution obtained from the Hy-
brid reconstruction. The angular resolution for energies above 1019 eV is even
better then those received from the Hybrid reconstruction. The Xmax resolution
is comparable to the Hybrid reconstruction one as well, but there is a systematic
shift in Xmax of about 23 g cm−2. This shift depends on zenith angle and is
approximately identical for all energies. This implies that the shower geometry
determination and the algorithm used for fluorescence light propagation are not
in good agreement. Here is a field for further analyses and improvements.

5.3.2 Data

Energy, Xmax and angular resolutions can be determined from experimental
data. In the Stereo reconstruction, there exists two or more energies and Xmax’s
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Figure 5.15: Relative energy resolution of the Stereo reconstruction obtained from
experimental data.

reconstructions. Histograms of differences between reconstructed energies and
Xmax’s can be created. From such distributions the energy and Xmax resolu-
tions can be calculated. Results of the energy and Xmax resolution analyses of
the Stereo reconstruction on experimental data are shown in Figs.5.15 and 5.16,
respectively.

For the determination of the angular resolution of the Stereo reconstruction
from experimental data the method of so called triple events is used. If shower is
viewed from three or four FD stations, three or more separate Stereo reconstruc-
tions can be performed, if we exclude one or more eye. From the distribution
of angular distances between separately reconstructed triple events, the angular
resolution of the Stereo reconstruction can be calculated. The angular resolution
derived from experimental data is shown in Fig.5.17, only reconstructions from
neighbour eyes are included.

I have obtained the energy resolution of the Multiple–eye reconstruction as

Rste
E−dat = 13.1± 0.6%. (5.4)

The value of the Xmax resolution of the Multiple–eye reconstruction has been
calculated as

Rste
Xmax−dat = 24.5± 1.1 g cm−2 (5.5)

and the angular resolution of the Multiple–eye reconstruction has been estimated
as

Rste
ang−dat = 1.06± 0.04◦ (5.6)

Uncertainties correspond to statistical errors.
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Figure 5.16: Relative Xmax resolution of the Stereo reconstruction as deduced
from experimental data.
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Figure 5.17: Angular resolution of the Stereo reconstruction obtained from ex-
perimental data. Vertical line marks the boundary below which 68% of events is
found.
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Figure 5.18: Angular resolution of the Stereo reconstruction calculated from ex-
perimental data. Additional cut for angular length > 20◦ is added. Vertical line
marks the boundary below which 68% of events is found.

Resolutions obtained from experimental data are worse then the one obtained
from simulations. This can be caused by atmospheric conditions. The experimen-
tal energy and Xmax resolutions are worse in comparison to the one obtained from
the Hybrid reconstruction. This may be caused by the improper accounting for
fluorescence light propagation reconstruction in the Stereo reconstruction. Also,
the sizes of data sets play the role. Not every EASs reconstructed by the Hybrid
reconstruction can be reconstructed by the Stereo reconstruction. For the Hybrid
angular resolutions, the number of reconstructions is the same as the number of
eyes which see the shower. For the simulated Stereo angular resolutions only one
event per shower is reconstructed. The experimental Stereo angular resolution is
determined by the triple event method described above. Its experimental angular
resolution is better then the Hybrid reconstruction one. This fact corresponds to
the results of analysis on simulated events.

Accuracy of the Stereo reconstruction depends on the angular length of the
shower axis in the FD camera. This effect is illustrated in Fig.5.18, where the ad-
ditional cut for angular length > 20◦ is added. In this case, the angular resolution
is better.

Analysis presented in this thesis shows that Multiple–eye reconstruction is
a valuable reconstruction technique and has similar energy, Xmax and angular
resolutions as the Hybrid reconstruction which is mainly used at the Pierre Auger
Observatory. Moreover, there is a room to make the Stereo analysis better to
achieve more trustworthy estimates.
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Conclusions

In this thesis, the cosmic rays at very high energies were studied. Especially,
reconstruction techniques used to estimate shower parameters were studied. For
this purpose, the data collected at the Pierre Auger Observatory for almost eight
years of its operation as well as the simulated events prepared by the Auger group
were adopted.

I made use of Monte Carlo tool CORSIKA with the thinning algorithm turned
on to simulate extensive air showers. I simulated depths of shower maxima Xmax

as a function of energy. In accord with other analyses, my analysis suggests
heavier nuclei as primary particles at higher energies and proton composition at
lower energies.

Calculation of the Multiple–eye reconstruction resolutions was the main goal
of the work. At the Pierre Auger Observatory, the Surface Detector reconstruction
and the Hybrid reconstruction are currently used. Multiple–eye reconstruction
is a valuable crosscheck of an accuracy of the Hybrid reconstruction method,
because it does not use information from the surface detector.

I compared above mentioned three types of reconstruction and estimated their
reconstruction resolutions both from the experimental and simulated data.

Energy resolutions of the Hybrid and Multiple–eye reconstructions are better
than the Surface Detector reconstruction one. In case of angular resolution, it
depends on energy. The Multiple–eye method yields similar resolutions to the
Hybrid reconstruction, although a systematic shift in the reconstruction of Xmax

exists. This fact should be further analysed.
Calculated resolutions of the Surface Detector and Hybrid reconstructions

are in overall agreement with the ones officially published by the Pierre Auger
Collaboration. Energy, Xmax and angular Multiple–eye reconstruction resolutions
are the original results of this thesis.
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