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1 Introduction

This thesis contains three essays, each othwlalls into question generally
accepted empirical results through the use of nageropriate data or econometric
techniques. In doing so, | shed novel light oeadly well established results.

In the first essay | address the issue of kstoarket integration from a new
perspective. The hypothesis of stock market integraassumes that information
originating from one market should be importanbtieer markets as well. The idea that
with the relaxation of various types of economicrieas and with the developments in
information technologies, stock markets should bezointegrated as opposed to
fragmented has motivated broad empirical reseancthe transmission of information
across equity markets. Studies that focus primaaly stock market integration
investigate statistical relationships between ttiices from different markets, typically
using cointegration or Granger causality analysik daily closing time data.

| substantially extend the existing researgtpérforming cointegration and Granger
causality tests with data of different frequenciesse a unique dataset covering two
years of high frequency data on the indices froen tirkets in the U.S., London,
Frankfurt, Paris, Warsaw, Prague, and Budapests @iows me to vary the data
frequency from five minutes to one day. My aimasuncover the time structure of the
reaction of prices on one market to the informatievealed in prices on other markets.
Particularly | am interested in the speed at whinghinformation is transmitted between
the markets. My results show a rich and interespatiern of mutual reactions of the
investigated stock market indices. The results ssgghat the markets react very
quickly to the information revealed in the pricesather markets. The decisive reaction
occurs within 1 hour, while the first reaction istelcted often after only 5 minutes. This
is also in line with the findings of the researdmtt investigates the effect of
macroeconomic releases from different countriestogck markets’ returns, volatility,
and trading volumes and concludes that markets teanacroeconomic releases very
quickly, faster than within one hour. In the ligiftthese results the use of daily closing

time data in the studies of stock market integratias clearly misleading.



The other two essays focus on the curse ofraatasources, a well known result
obtained in cross-country growth regressions amibws case studies. The curse of
natural resources claims that countries with nhreisources intensive economies grow
more slowly than resource-free countries. It is exyvrobust result confirmed in
numerous studies and based on broad empirical rsédeith data from the last four
decades.

In the second essay | introduce in detailissae of the curse of natural resources as
it is presented in the existing literature. Morepudocus on its proclaimed robustness
and often stressed possibility to mitigate the ews#th prudent economic policies and
mature institutions. | study the robustness ofdiese of natural resources with respect
to variables measuring the quality of democracy aegime stability. |1 also use
smoothed least trimmed squares, a robust estimptmredure to estimate the resource
curse regressions. Overall my results confirm #yorted robustness of the curse of
natural resources. However, | find limited evidescggesting that the intensity of the
curse depends on the level of civil liberties. Thosver of the curse seems to decrease
steadily with the level of civil liberties once ammal level is achieved. Similarly as
other authors, | employ variables that measurerabtasource dependence or intensity
rather than abundance or wealth in order to estirtta effect of natural resources on
economic growth. The relationship between pure rahteesource abundance and
economic growth is investigated in the third essay.

In the third essay | challenge the prevailinterpretation of the resource curse
result. | construct variables expressing per capétairal resource wealth and focus on
the differences in results obtained with the measof natural resource dependence and
abundance. My results do not provide any statisew@ence that natural resources
themselves are associated with or even cause stowomic growth. This finding

thoroughly questions the prevailing interpretatidithe resource curse regressions.



2  Stock Market Integration and the Speed of Informaton
Transmission

Abstract:

Using a unique dataset covering two years of higquency data on the indices from

markets in the U.S., London, Frankfurt, Paris, VearsPrague, and Budapest, | perform
Cointegration and Granger causality tests with ddtalifferent frequencies (from 5

minutes to 1 day). The aim is to describe the sitnecture in which markets react to the
information revealed in prices on other marketse Tésults suggest that the speed of
information transmission is very fast. In all caffes strongest reaction occurs within 1
hour. Therefore, the use of daily data may be mistegy when analyzing the issues of

stock market integration and information transneissamong markets.



2.1 Introduction

Increasing globalization of the world econosiould obviously have an impact on
the behavior of national stock markets. The relarabf all types of economic barriers
and developments in information technologies amoray others, expected to induce
stronger stock market integration as opposed tokstoarket fragmentation. With
integrated stock markets, information originatingni one market should be important
to other markets. This assumption has motivatethtansive area of empirical research
on the transmission of information across equityk®ees.

Using a rough criterion, this research cardivéded into two areas. The first area
studies stock market integration and focuses otisstal relationships between the
indices from different markets, typically using mt@gration or Granger causality
analysis, e.g., Huang and Fok (2001), Seabra (2@igkinson (2000), Bracker et al.
(1999), Chelley-Steeley et al. (1998), Richard9@)9 Chou et al. (1994). The second
area focuses on the effect of macroeconomic redef®en different countries on
different markets. It studies the impact of theeasles on market returns, volatility, and
trading volumes. Papers from this area include,efcample, Andersen et al. (2003),
Connolly and Wang (2003), Wongswan (2003), and Emmand Fratzscher (2002).

In this paper | address the same problemaakstnarket integration as the first area
of research does, but employ high frequency dataacteristic for the second research
area. So far, cointegration and Granger causaystbetween stock market indices
were performed with daily or even lower data fraggies’ The reason for this might be
that historical high frequency data on indices fromast stock markets are not easily
available. Studies of the reaction of stock marketshacroeconomic releases employ
typically high frequency index data only from thenkets in the U.S. and London,
using FTSE 100 futures as a proxy for the spotxndéevertheless, these studies
suggest that the markets react to macroeconomgages very quickly, faster than

within one hour. Therefore, there are good reasorslieve that also the reaction of

' The term frequency is actually used incorrectlthis area of research. When | say daily frequency of
the data, | mean, in fact, a daily period. WithH@gfrequencies, like hourly or 30 minutes frequesdie
mean data collected hourly or at 30 minute intervals.
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stock markets to the information revealed in prioasother stock markets should be
very fast. The use of daily data in cointegrationl &ranger causality tests could then
be misleading.

If the reaction of prices on a market A to theormation revealed in prices on a
market B occurs faster than within one day, thenstv@uld not detect cointegration or
Granger causality with daily data. With the usalaily data, the markets would appear
informationally efficient. Informational efficiencyneans in this case that today’s
expectation of tomorrow’s return on market A, caiotial on the available information,
equals today’s return on market A. However, coiraégn and Granger causality would
imply that we could improve the expectation of tarow/’s return on market A using
the information about today’s return on market B tBe other hand, we should detect
cointegration and Granger causality among indices ftwo markets when using data
of a frequency close to the speed of informatiamgmission between the two markets.
When further increasing the data frequency, conatisgn and Granger causality should
disappear once the data are collected at intemrath lower than is the time needed for
information transmission between the two marketgh\&uch high frequency data, the
markets would appear as completely independent.

The arguments presented above suggest tlafrdgtiency should play an important
role for cointegration and Granger causality test®ong indices from different stock
markets. Therefore, | perform cointegration andn@eat causality tests with data of
different frequencies. | use a unique dataset @ogdwo years of high frequency data
on the indices from the markets in the U.S., Lond@amankfurt, Paris, Warsaw, Prague,
and Budapest. This allows me to vary the data #rqu from five minutes to one day.
My aim is to uncover the time structure of the tearcof prices on one market to the
information revealed in prices on other marketsti®aarly | am interested in the speed

at which the information is transmitted betweenrtekets’

2 |n general, even if markets react relatively glyido any specific information, analysis based orydai
data can make sense, because information is comingtioouthe day and the change in daily closing
price can be viewed as its aggregation. However, g&racausality and cointegration analysis with daily
data should not be used to decide about the presemtesence of stock market integration.

% Egert and K&enda (2005) employ an identical dataset but invasignly the highest five minute
frequency data using a wide range of econometfcluigues.
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| am aware that | cannot directly addressriiere of the information transmission.
My tests cannot distinguish if the information rele=l in the prices on one market is
transmitted directly to the prices on another madkdf the two markets react to some
other relevant information about economic fundamisnflike macroeconomic releases
could be) in a similar manner but at slightly diéfet speeds. In other words, | do not
address the question of contagion between marketsus reaction to economic

fundamentals.

2.2 Data

The data employed in this paper were provideel of charge by Bloomberg, Prague.
| use five minute interval data on the followingait market indices: S&P 500 and Dow
Jones Industrial Average (U.S.), FTSE 100 (Lond@®X 30 (Frankfurt), CAC 40
(Paris), WIG 20 (Warsaw), PX 50 (Prague), and BBXidapest). It is not possible to
obtain historical five minute interval data on thiése indices. The data are stored in the
Bloomberg database only for the previous few manifiserefore, the data were
downloaded 24 times during 24 months so that a sipan starting on June 2, 2003, at
13:30 and ending on June 6, 2005, at 23:55 WesCamtral European Daylight Time

was covered.

Table 1: Daily time periods of available data odiwdual indices.

Time period
Index From To
S&P 500 15:30 22:10
DJIA 15:30 22:00
FTSE 100 9:00 17:25
DAX 30 9:00 20:10, from Nov. 2003 only to 17:40
CAC 40 9:05 17:25
WIG 20 10:05 15:55
PX 50 9:30 15:55
BUX 9:00 16:25

Notes: Time is given in West and Central Europeaylifiat Time.

4 West and Central European Daylight Time is equabkéT+1:00 but observes a daylight saving time
period, during which it is equal to GMT+2:00.
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Table 1 shows the time periods for which théadare mostly available each trading
day for each individual index. Table 2 shows basimmary statistics on the natural
logarithms of the indices and on the associatedrltignic five minute returns (five

minute logarithmic differences).

Table 2: Statistics on logarithms of indices ane fininute logarithmic returns.

Logarithms of indices Logarithmic 5 minute returns
Index Obs. Mean Std.Dev. Min. Max. Obs. Mean Std.Dev. Min. Max.
S&P 500 40007 7.01 0.063 6.87 7.11 39499 3.40E-6 7.22E-4 -0.010 0.008
DJIA 39133 9.22 0.050 9.09 9.30 38590 3.15E-6 7.47E-4 -0.012 0.011

FTSE 100 50484 8.42 0.060 8.28 8.53 49874 -2.94E-6 5.37E-4 -0.014 0.007
DAX 30 55868 8.26 0.093 8.01 8.42 55363 3.60E-6 9.17E-4 -0.023 0.016
CAC 40 50959 8.20 0.078 8.01 8.34 50441 2.17E-6 7.33E-4 -0.008 0.010
WIG 20 35053 7.44 0.123 7.08 7.66 34546 7.80E-7 1.29E-3 -0.012 0.019
PX 50 38296 6.70 0.244 6.27 7.15 37451 1.56E-5 7.41E-4 -0.020 0.019
BUX 44295 9.36 0.243 8.95 9.84 43798 5.91E-6 1.06E-3 -0.014 0.011

2.3 Methodology

To test for Granger causality and cointegrgtib use the standard methodology
proposed by Granger (1969, 1986) and Engle and dera(1987) as described, for
example, in Enders (1995). All tests are performechatural logarithms of the indices’

time series using simple OLS estimation procedures.

2.3.1 Granger Causality and Cointegration Tests

In order to test for Granger causality amatogls market indiceg; andy;, | estimate

the equation
K K

Alny, =c+> aAlny +> BAINX +¢, 1)
i=1 i=1

and perform an F test for joint insignificance bé tcoefficientss;, i=1...K. The null
hypothesis claims that. does not Granger cause For each pair of stock market
indices, | can perform two Granger causality tesisthat | can decide whether

Granger causeg, ory; Granger causes, or both, or none.
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When testing for cointegration of a pair ajckt market indices; andy;, | have to
first determine if the logarithms of both indicee integrated of the order 1, denoted as
1(1).° It means that the levels of the series’ logarittimsst be non-stationary (contain a
unit root) and the differences must already beimtaty. To test for stationarity, |
employ the standard augmented Dickey-Fuller teddKAest). For levels | estimate

equation (2) and for differences equation (3):

K
Iny, =c+B&+ainy, +> adlny +&, )
i=1
K
Alny, =c+dIny,, +> a’Iny, +&,. (3)
i=1

| allow the levels to contain a constant term anchear time trend, whereas for the
differences | include only a constant term in tlséireated equation. Under the null
hypothesis of the presence of a unit root (noriestatity), the test statistic defined as
the t-ratio of §-1) equals zero. To test this hypothesis, | compagddht statistic to the

finite sample critical values tabulated by Cheund hai (1995).

If the logarithms of both serigsandy; are found to b&§1), then | proceed to the test
of cointegration. | estimate a simple linear relaship between the two time series
defined by equations (4) or (5):

Iny, =c+alnx +¢&, 4)
Inx, =c+alny, +&,. (5)

Then | apply the ADF test to the estimated resglaalrom each of the two equations

(4) or (5). It means that | estimate the equation
K

& =&l—1+zaiAet—i tE&,. (6)
i=1

In this case | do not even allow for a constan¢éguation (6) because is a series of

regressions’ residuals. Further, | proceed as tieh ADF test applied on levels and

® The results do not change significantly when OLS witorrection for heteroscedasticity is employed.

® It should be mentioned that a simple random walk dikeehastic time series models of a stock price
(and thus also of a stock market index) imply thatdgarithms of the stock price contain a unit road an
its differences (logarithmic returns) are stationaryisTresult is also predominantly confirmed in many
previous studies.
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differences of the logarithms of stock market iredicbut employ the finite sample
critical values tabulated by MacKinnon (1991). iettime series of the residuasis
tested as stationary, then | claim that the stoakket indices; andy; are cointegrated.
Cointegration between the indicesand y; indicates the presence of a long run
equilibrium relationship represented by the equmeti) or (5). If one index deviates
from this relationship in a periog then it tends to return back to it in the followyi
periods. As a result none of the indices shouldaddpo far from this equilibrium. This
idea is mathematically expressed with an erroremion model that can be estimated

using the following equations:

K K

Alny, =c, +9,6_, +za1iA|n Yi-i +ZﬁliA|n X &, (7
= =
K K

Alnx =c, +0,6, +ZGZiAIn Yii +Z,32iA|n X T &, (8)
= =

whereg are the estimated residuals from equations (43)orIf the indices¢ andy; are
found cointegrated, then at least one of the aoefiis 6, and d, should appear
significant in the estimated equations (7) and&a®l its sign should be such that the
deviation from the long run equilibrium in period (e.1 is used as a proxy for this
deviation) will be corrected in the following pedit

In the tests described above, sums of laggéstehces are included in the estimated
equations (1), (2), (3), (6), (7), and (8). Theged differences control for potential
serial autocorrelation in residuals. To selecthighest lagK, | use a modification of
the non-parametric method presented by Campbell Rerdon (1991), and Ng and
Perron (1995). The number of lal§ss initially set at the maximum value eight and th
statistical significance of the coefficient on thighest lag is checked using a simple t-
test. If it is insignificant at the 10 per centéévthe number of lags is reduced by one
and the procedure is repeated until statisticahiicgnce of the coefficient by the
highest lag is achieved. If lagged differences tiwo variables are included (as in
equations (1), (7), and (8), then | include the samamber of lagged differences for
both of them. Therefore is set when at least one of the coefficients enhighest lag

is significant at the 10 per cent level of sigrafice.
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2.3.2 Tests with Different Data Frequencies

The major goal of this paper is to compare résults of Granger causality and
cointegration tests for different data frequenchdamely, | perform the tests with the
stock market index data of the following frequesci® minutes, 10 minutes, 20
minutes, 30 minutes, 40 minutes, 50 minutes, 1 ,h@nd 1 day. To assure
comparability of the results with different date@duencies, | proceed in the following
way. For each pair of the tested indices | choasetone and select the available daily
observations only for this particular time. The st times are 21:50 for a pair of U.S.
indices, 15:40 for a pair of European indices, And5 for a pair consisting of one U.S.
and one European index. All the times are expregsalfest and Central European
Daylight Time. With such ‘daily’ time series, | uskfferent lags for the tests with
different frequencies. For example, when perform{Branger causality tests on 5
minute interval data | employ 5 minute lags in gauma(1), with 10 minute interval data
| employ 10 minute lags, etc. With daily frequendgta, | do not control for any
potential Monday effects and take Friday as thequing day. The times 21:50, 15:40,
and 17:15 are chosen so that enough lags on a@ldreies are available for both
indices in the pair. Simultaneously, | avoid thesohg times of any of the markets to
prevent some potential special properties of thesief time index values from
influencing the results. Nevertheless, the maximoummber of lags allowed in the
estimated equations is lower than eight as theuregies approach one hour (see Table
3 below in Results).

Depending on each individual pair of indicé®& number of observations employed
in the tests ranges between 408 and 498 for fremeemup to 1 hour, with a typical
value around 470. For the tests with daily freqyethe number of observations ranges
between 313 and 483.

14



2.4 Results

The results of all Granger causality testsptegration tests, and error correction
model estimations are given in Tables A.1 to A.Appendix A. | performed Granger
causality and cointegration tests with differemiginencies of the following twelve pairs
of stock market indices: S&P 500 and DJIA, S&P 30@ FTSE 100, S&P 500 and
DAX 30, FTSE 100 and DAX 30, FTSE 100 and CAC 46030 and CAC 40, DAX
30 and WIG 20, DAX 30 and PX 50, DAX 30 and BUX, ®&/P0O and PX 50, WIG 20
and BUX, and PX 50 and BUX.

DJIA and S&P 500 are two indices covering ktotarkets in the same country.
Therefore, Granger causality or cointegration reteships should occur only at very
high frequencies, because the transmission of nmdtion should be very fast.
Unfortunately, the two indices do not measure thdgomance of two non-intersecting
sets of stocks. In fact, the DJIA can be viewedhasubset’ of the S&P 500. All 30
DJIA index components are among the 500 stocksse/ipoices are used to compute
the value of the S&P 500 index (this held at leastughout the time span investigated
in this paper). For example, in August 2004, theigive of the 30 DJIA index
components in the S&P 500 index was around 35%s Waight can slightly change
over time due to the S&P500 index weighting scheWibile the DJIA is calculated on
a price-weighted basis, the S&P 500 componentsanaighted proportionally to the
market capitalization of the corresponding companikherefore, it is not possible to
compute that part of the S&P 500 index measurirgy rdmaining 470 stocks not
included in the DJIA, unless we know the exact raadapitalization of all the S&P
500 components at any point in time. The ‘overlapthe two indices could cause a
slight bias in the results of this paper. The [@heuld lead towards not detecting any
Granger causality, because any time series wikn@ranger cause itself. In the case of
cointegration, the bias should lead towards findingpintegration relationship because
any time series is trivially cointegrated with Ifs@as the residuals from the regressions
(4) or (5) equal zero. However, any of the two &sgshould not be too serious, because
about two thirds of the S&P 500 index is calculatsthg prices of the 470 stocks not
included in the DJIA. Nevertheless, it should bentitmed that any of the 470
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companies whose stocks are not included in the Dddiax has a much lower market
capitalization than any of the 30 companies whaseks are included in both indices.
Thus, when using DJIA and S&P 500 indices in Grarggisality and cointegration
analysis in this paper, we in fact investigatetth@smission of information revealed in
prices of large (represented by the DJIA) and irdht small U.S. companies
(represented by S&P 500).

The second and third pair investigate thetimiahips between the U.S. S&P 500
index and the two major European indices of theketarin London (FTSE 100) and
Frankfurt (DAX 30). The next three pairs includeet European indices: FTSE 100,
DAX 30, and CAC 40 of the stock market in PariseThext three pairs study the
relationships between DAX 30 and three indices froghatively small and still
emerging Eastern European markets in Warsaw (WI§ B@ague (PX 50), and
Budapest (BUX). The last three pairs include tire¢ emerging markets indices WIG
20, PX 50, and BUX.

Table 3: Maximum number of lags available in Granggusality and cointegration
tests for each pair of indices and different deggudencies.

Indices Frequency

pair 5 min 10min_ 20min 30min_ 40min 50 min  1hou 1day
DJIA and S&P 8 8 8 8 8 6 5 8
S&P and FTSE 8 8 4 2 1 1 0 8
S&P and DAX 8 8 4 2 1 1 0 8
FTSE and DAX 8 8 8 8 8 6 5 8
FTSE and CAC 8 8 8 8 8 6 5 8
DAX and CAC 8 8 8 8 8 6 5 8
DAX and WIG 8 8 8 8 7 5 4 8
DAX and PX 8 8 8 8 8 6 5 8
DAX and BUX 8 8 8 8 8 6 5 8
WIG and PX 8 8 8 8 7 5 4 8
WIG and BUX 8 8 8 8 7 5 4 8
PX and BUX 8 8 8 8 8 6 5 8

If possible, | allow for a maximum of 8 lagkthe logarithmic differences in all the
performed tests. However, the number of availabis lis lower for data frequencies
close to 1 hour. The maximum number of availablgslan Granger causality and
cointegration tests for different frequencies vatith pair of indices is given in Table 3.

The problem of a low number of available lags beesithe most serious in the case of
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the following two pairs: S&P 500 with FTSE 100 &®&lP 500 with DAX 30. Here, the
number of available lags drops to 2 for 30 minueg@iencies and to 1 for 40 and 50
minute frequencies. With hourly data the tests oaime performed at all because zero
lags are available. Therefore, the results of éséstfor these two indices’ pairs cannot
be viewed as fully comparable to the results with dther pairs.

| should be also careful when comparing tisé riesults from daily data to the results
from data of other frequencies. With daily data mlubenber of available observations is
lower than with other frequencies. Moreover, | ad control for any possible Monday

effects and regard Fridays as directly precedingdidys’

2.4.1 Granger Causality

The results of Granger causality tests arergim Table A.1 in Appendix A. They
show a rich structure of Granger causality relaiops. Table 4 summarizes these
results for each pair of indices and each dataigeqy.

First, let us consider Granger causality betwthe two U.S. stock market indices:
S&P 500 and DJIA. This pair can serve as a bendhibbacause the two indices are
from markets in the same country. In line with thaist | detect the strongest result only
with the highest 5 minute frequency where the Dididex Granger causes the S&P 500
index at the 1 per cent significance level and vieessa, S&P 500 Granger causes DJIA
but only at the 10 per cent level of significanttemeans that the two indices either
react very quickly to each other, or react to infation relevant for the U.S. stock
markets almost equally fast and in a similar mankiereover, the direction of Granger
causality goes from the DJIA index to the S&P 5@@eix. It suggests that the prices of
stocks of relatively small U.S. companies (represiby the S&P 500 index) react very
quickly to the price changes of stocks of large.d@npanies (represented by the DJIA
index). Additionally, my results also suggest t8&P 500 Granger causes DJIA with

30 minute and 40 minute frequency data but onlhatlO per cent significance level.

" If Monday dummies are included in the regressioni whily data, the results of the tests do not
change, even though the dummies are significant in cassts.
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This result is, therefore, relatively unimportanirpared to the result obtained with 5

minute frequency data.

Table 4: Results of Granger causality tests witfedint data frequencies.

Frequency
GC— 5 min 10min  20min 30min  40min 50 min 1 hour tlay

S&P—DJIA

S&P—FTSE
FTSE->S&P

DJIA—S&P I

S&P—DAX
DAX —S&P .

FTSE-DAX
DAX—-FTSE

FTSE-CAC
CAC—FTSE

DAX—CAC
CAC—DAX

DAX—-WIG
WIG—DAX

DAX—PX
PX—DAX

DAX—BUX
BUX—DAX

WIG—PX
PX—WIG

WIG—BUX
BUX—WIG .

PXBUX
BUX—PX | |

5%, andl] 1% significance level. With
hourly frequency and the pairs of the S&P 500 ingd#k the FTSE 100 and DAX 30 indices, not enough
lags are available to perform Granger causality tests.

Second, | consider Granger causality betwherS&P 500 index and the two major
European indices FTSE 100 and DAX 30. Here, weasglgghtly different pattern than
with the two U.S. indices above. S&P 500 Grangeisea FTSE 100 at the 1 per cent
significance level with 5 minute frequency data anhthe 10 per cent significance level
also with 10 minute frequency data. With the DAX iBdex the pattern of Granger
causality results is a bit richer. S&P 500 Grangauses DAX 30 at the 5 per cent
significance level with 5 and 30 minute frequeneyadand additionally with 40 minute
frequency data at the 10 per cent significancelléMee opposite Granger causality

relationship is detected only once. The DAX 30 i ranger causes S&P 500 with 10
18



minute frequency data at the 5 per cent signifiedaeel. Therefore, | conclude that the
two major European stock markets react to the mé&dion from the stock markets in
the U.S. approximately within 30 to 40 minutes raftes information is reflected in the
S&P 500 index. However, the first and strongestctiea occurs very quickly,
approximately within the first 10 minutes. The eande for an opposite reaction of the
S&P 500 index to the information revealed in thedpean indices is weak.

Third, | analyze Granger causality results aghthe three European stock market
indices, FTSE 100, DAX 30, and CAC 40. In this grauvery rich Granger causality
pattern is detected with frequencies ranging fromiute to 1 day. Numerous Granger
causality relationships in both directions and agnaii the three pairs of indices are
found with data frequencies between 20 minute ahdur. With the highest 5 minute
data frequency only two Granger causality relatigps are present: DAX 30 Granger
causes FTSE 100 at the 1 per cent significancé & CAC 40 Granger causes FTSE
100 at the 5 per cent significance level. With ylaiata frequency Granger causality
relationships are detected only at the 5 and 1@@et levels of significance. The CAC
40 index Granger causes the FTSE 100 index at flex Sent level of significance and
both directions of Granger causality are found leetwvthe DAX 30 and CAC 40
indices but only at the 10 per cent significanaelel conclude that the three European
markets react to the information revealed on timeakkets approximately within 1 hour,
with the strongest reaction occurring after 20 resuThe fastest is the reaction of the
FTSE 100 index whose first reaction to the DAX 8d £AC 40 indices seems to occur
within 5 minutes.

Fourth, | look at the results of Granger céityshetween the Frankfurt index DAX
30 and the three indices from the relatively sriaktern European stock markets in
Warsaw (WIG 20), Prague (PX 50), and Budapest (BUXihd evidence that the DAX
30 index Granger causes all the three Eastern Earoptock market indices. There is
little evidence of an opposite relationship. Witmtnute frequency data, the DAX 30
index Granger causes the WIG 20 and BUX indicgbeatl per cent significance level.
With this data frequency an opposite Granger céysadlationship is also detected
between the DAX 30 and WIG 20 indices but only a¢ t5 per cent level of
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significance. Additionally the DAX 30 index Grangeauses the WIG 20 index with 10
minutes and 30 minutes data frequency at the Sceet significance level. With 40
minute, 50 minute, and 1 hour data frequenciesDiAX 30 index Granger causes all
the three Eastern European stock market indicdgfatent levels of significance with
the strongest result for the WIG 20 index, wherar@er causality is detected at the 1
per cent significance level with all the three détaquencies. Opposite Granger
causality relationship is quite rare. WIG 20 and>X8Granger cause DAX 30 with 40
minute data frequency but only at the 10 per cegificance level and the WIG 20
index Granger causes the DAX 30 index also witlyddata frequency but again only
at the 10 per cent level of significance. As algeatentioned the WIG 20 index also
Granger causes the DAX 30 index with the highestidute data frequency at the 5
percent level of significance, while the oppositeafger causality relationship is
detected at the 1 per cent significance levelnctale that the three small markets react
to the information revealed on the market in Frank&nd not vice versa. The stock
market in Prague seems to react more slowly thamidgrkets in Warsaw and Budapest.
However, in all three cases the information is premhantly transmitted after 40
minutes to 1 hour. Thus, the speed of the reactiadghese markets is slightly slower but
comparable to that between the major European rsarkkis finding partly contradicts
the results of various studies that investigatermftional efficiency and various types
of information transmission with the emerging Eastd&european markets, e.g.,
Hanousek and Filer (2000) or Podpiera (2000 andLR0Chese studies find typically
little evidence for informational efficiency of tbe markets and are in this sense
particularly skeptical about the stock market indrre.

Finally, I consider Granger causality among thdices from the three markets in
Warsaw, Prague, and Budapest (WIG 20, PX 50, and)BWith the pair WIG 20 and
PX 50 | detect Granger causality with 5, 30, 40 utén 1 hour, and 1 day data
frequencies. However, the result with the 5 mirdagéa frequency is weak. The PX 50

index Granger causes the WIG 20 index with 5 mirda& frequency only at the 10

8 An overview on the general developments and theifapéeatures of Warsaw, Prague, and Budapest
stock markets is available for example in Egert anteiida (2005).
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percent significance level. With 30 minute and Lrhdata frequencies, the PX 50 index
Granger causes the WIG 20 index at the 1 per agmifisance level, while the opposite
Granger causality relationship is detected at therscent level of significance. With 40
minute data frequency both directions of Grangesalty appear but only at the 10 per
cent significance level. Additionally PX 50 is falino Granger cause WIG 20 with
daily data at the 5 per cent significance levelughthe Granger causality pattern
between the WIG 20 and PX 50 indices is somewhadtohh Much more interesting are
the results with the pair WIG 20 and BUX and partacly with the pair PX 50 and
BUX. The BUX index is found to predominantly Grangause the WIG 20 and PX 50
indices and not vice versa. This result is notahpng with the pair of indices PX 50
and BUX. With all the data frequencies ranging fr@th minute to 1 hour, the BUX
index Granger causes the PX 50 index at the 1 pet tevel of significance.
Additionally, the same result is found with 10 mtiewand daily data frequencies, but
only at the 10 per cent significance level. Theaspie Granger causality relationship is
detected only with 40 minute and daily data fregiesiand only at the 10 and 5 percent
levels of significance, respectively. With the pairindices WIG 20 and BUX the
dominance of the BUX index is not so obvious. Hoare\also here the BUX index
Granger causes the WIG 20 index with 10 minute, n3iute, and 1 hour data
frequencies at the 5 per cent significance levailerthe WIG 20 index Granger causes
the BUX index only with 5 minute and 1 hour datagnencies and only at the 10 per
cent level of significance. Therefore, | conclubattamong the three Eastern European
stock markets the market in Budapest is a cleatelearhe markets in Warsaw and
Prague react to it within 1 hour. Particularly sgas the reaction of the stock market in

Pragu€’

® Admittedly, this conclusion is rather daring. It midpe the case that the market in Prague react®to th
same information as the market in Budapest but wdblay, particularly as a slower reaction to changes
in the DAX index was detected with the Prague market
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2.4.2 Order of Integration

The results of the order of integration tests presented in Table A.2 in Appendix
A. Note that for different pairs of indices | usdfefent observations. Therefore, the
results for one index could differ depending on dtieer index included in the pair. In
line with the previous empirical research and with theoretical stochastic models of
stock prices, most of the indices are found td(thg at any frequency and using any
significance level in the tests. However, with soimdéices and some data frequencies
(particularly with daily data frequency), | find sgmatic deviations from this rule.
Namely, the FTSE 100, DAX 30, CAC 40, and WIG 2@ices are in some cases found
to be stationary already in levels, il@). The individual cases are listed below.

The FTSE 100 index appears tol(® with 40 minute and daily data frequencies at
the 10 per cent significance level when used iaiawith other European indices (daily
observations at 15:40). With daily frequency datae FTSE 100 is also found to be
I(0) even at the 5 per cent significance level whem us& pair with the U.S. S&P 500
index (daily observations at 17:15). The DAX 30ardwith daily data frequency is
found to bel(0) at the 5 per cent significance level when usedny pair with other
indices. The CAC 40 index is testedl@® with daily data frequency at the 10 per cent
significance level when used in a pair with othardpean indices. Finally, the WIG 20
index is found to bé&(0) with daily data frequency at the 5 per cent sigaiice level
when used in a pair with the DAX 30 index and thieeo Easter European indices.
Here, | do not have any explanation for these s&ing results other than the limitations

of the used econometric techniques rather than $ontamental pattern.

2.4.3 Cointegration

The results of cointegration tests for différgairs of indices and different data
frequencies are given in Table A.2 and the resflthe estimation of error correction
models are presented in Table A.3 in Appendix Ain@gration of two time series
represents a strong relationship. It implies thesterce of a long run equilibrium,

towards which the two time series tend to convelgalso implies that the two time
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series must share a common stochastic trend. Mergoweintegration tests are based on
the ADF test, which is known to have a low powdrisTmeans that even if the two time
series are cointegrated in reality, the ADF testqiste likely to not detect this
relationship. Therefore, it is not surprising tleaintegration is detected only rarely in
the data. Additionally, to test for cointegratidrettwo time series must bgl). Thus,
the above mentioned indices’ time series that wested as(0) can not be considered
as cointegrated with any other index, even if thsiduals from the cointegrating
equation (4) or (5) were found stationary. Regaydimis limitation, | detect
cointegration only with two pairs of stock markedices, the FTSE 100 and CAC 40
and the PX 50 and BUX. With these two pairs (patéidy with the pair PX 50 and
BUX), the pattern of detected Granger causalitgti@hships was also very rich.

For the pair FTSE 100 and CAC 40, cointegrai® detected with 30 minute, 50
minute, and 1 hour data frequencies. The errorection models suggest that the CAC
40 index reacts in all cases to the deviations flmmg run equilibrium. For the pair PX
50 and BUX cointegration is detected with data deseries ranging from 30 minutes to
1 hour. In all these cases the error correctionatsoshow reaction of both indices to
the deviations from long run equilibrium. Howevtre detected reaction of the PX 50
index is stronger confirming the dominance of tHéXBindex already revealed in the
Granger causality tests.

The rare appearance of cointegration relatigsscontrasts with the findings of
other studies that often suggested the presenceimiegration with closing times daily
data of various pairs of stock market indi®slowever, the use of closing time daily
data in cointegration tests is quite misleadingchSdata are not simultaneous as the

closing times of different markets typically differ

9E g., Huang and Fok (2001), Seabra (2001), Dickif@000), Bracker et al. (1999), Chelley-Steeley e
al. (1998), Richards (1996), or Chou et al. (1994)
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2.5 Conclusion

Using a dataset covering two years of higlqdency data, | investigate the issue of
stock market integration from a novel perspectiygerform cointegration and Granger
causality tests with data of different frequencibdy aim is to describe the time
structure in which markets react to the informatiewealed in prices on other markets.
Particularly, 1 want to detect the speed of infotiora transmission between the
different markets. | employ the indices from th&Ustock markets (S&P 500 and Dow
Jones Industrial Average), London (FTSE 100), FiamKDAX 30), Paris (CAC 40),
Warsaw (WIG 20), Prague (PX 50), and Budapest (BUXk tests are performed for
twelve different pairs of indices using data oflB, 20, 30, 40, 50 minute, 1 hour, and
daily frequencies.

Presented results suggest that the marketds veay quickly to the information
revealed in the prices on other markets. In alésdbe strongest reaction occurs within
1 hour with the first reaction detected often afiely 5 minutes. The U.S. markets seem
to be an important source of information for therkets in London and Frankfurt; they
react to it approximately within 30 to 40 minutesth the strongest reaction occurring
within the first 10 minutes. The three major Eurapenarkets in London, Frankfurt,
and Paris react to the information revealed onethrearkets within 1 hour, while the
strongest reaction is detected after 20 minutes. féktest is the reaction of the FTSE
100 index. The three small Eastern European mankétégarsaw, Prague, and Budapest
react to the information revealed on the markeEiankfurt predominantly after 40
minutes to 1 hour. The slowest seems to be thdioeaof the stock market in Prague.
The stock market in Budapest appears to be a tdader among the three Eastern
European markets. The markets in Warsaw and Pnagee to it within 1 hour, while
the reaction of the stock market in Prague is paldrly strong.

| am aware that when interpreting the resulisave neglected the differences in
institutional arrangements of each of the stockketar On the other hand, the aim of
each stock market is to have a fast, efficient, teaasparent trading system that helps to

quickly reveal undistorted stock prices. Thus, whiwvestigating information
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transmission, slight differences in institutionatamgements on the different markets

should not matter too much.

1 To get a detailed description of the trading systemsach of the markets and for each of the stocks
included in the investigated indices would be alnmmogiossible. Some of the indices might contain stocks
that are traded using different systems on the samkeimaJoreover, the U.S. indices S&P 500 and
DJIA contain stocks that are traded on different marke
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2.6 Appendix A

Table A.1: Results of Granger causality tests.

Data Inx; GC Iny, Iny; GC Inx,
frequency Obs. | K | R* [Pvalue| Obs. | K | R* [ P-value
Xt = S&P 500;y; = DJIA
5 minute 488 3 0.028 0.090 487 3 0.040 0.005
10 minute 488 8 0.055 0.517 487 8 0.058 0.468
20 minute 487 6 0.036 0.361 486 6 0.036 0.267
30 minute 488 7 0.057 0.085 486 6 0.055 0.587
40 minute 488 4 0.040 0.088 487 4 0.042 0.375
50 minute 486 3 0.021 0.302 485 3 0.023 0.276
1 hour 488 4 0.020 0.309 486 4 0.022 0.649
1 day 428 2 0.008 0.263 427 2 0.010 0.208
Xt = S&P 500;y; = FTSE 100
5 minute 474 1 0.031 0.001 473 6 0.029 0.519
10 minute 473 3 0.016 0.097 470 8 0.029 0.303
20 minute 474 1 0.005 0.114 474 1 0.001 0.663
30 minute 471 2 0.019 0.522 471 1 0.014 0.988
40 minute 470 1 0.000 0.763 471 1 0.009 0.721
50 minute 470 1 0.001 0.628 475 1 0.008 0.831
1 hour
1 day 430 1 0.009 0.549 432 1 0.013 0.739
Xt = S&P 500;y; = DAX 30
5 minute 480 1 0.023 0.013 480 1 0.009 0.406
10 minute 476 8 0.038 0.567 476 8 0.043 0.034
20 minute 480 1 0.004 0.216 480 1 0.001 0.855
30 minute 477 1 0.014 0.035 477 1 0.013 0.840
40 minute 476 1 0.006 0.099 481 1 0.009 0.521
50 minute 476 1 0.001 0.598 481 1 0.006 0.977
1 hour
1 day 332 8 0.048 0.451 323 8 0.070 0.173
X = FTSE 100;y; = DAX 30
5 minute 488 4 0.040 0.489 488 5 0.064 0.007
10 minute 488 7 0.059 0.266 488 2 0.037 0.116
20 minute 485 7 0.068 0.044 485 7 0.073 0.002
30 minute 487 8 0.079 0.002 487 8 0.061 0.107
40 minute 486 6 0.052 0.057 486 6 0.035 0.598
50 minute 487 1 0.005 0.154 486 3 0.028 0.004
1 hour 487 4 0.045 0.094 487 4 0.033 0.100
1 day 404 6 0.029 0.485 397 6 0.038 0.106
Xt = FTSE 100;y; = CAC 40
5 minute 490 4 0.051 0.233 490 5 0.057 0.028
10 minute 489 8 0.059 0.162 490 4 0.049 0.235
20 minute 488 7 0.054 0.203 488 7 0.062 0.030
30 minute 485 8 0.067 0.006 485 8 0.076 0.011
40 minute 485 6 0.049 0.016 485 6 0.047 0.128
50 minute 488 3 0.010 0.397 485 6 0.049 0.010
1 hour 486 4 0.034 0.079 486 4 0.037 0.040
1 day 455 2 0.021 0.139 447 2 0.029 0.030
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Table A.1: Continued.

Data Inx; GC Iny; Iny; GC Inx,
frequency | Obs. K | R® [P-value| Obs. | K | R?® [ P-value
X; = DAX 30; y; = CAC 40
5 minute 497 8 0.076 0.151 497 7 0.051 0.326
10 minute 498 6 0.055 0.060 498 6 0.061 0.048
20 minute 493 7 0.055 0.122 496 4 0.047 0.122
30 minute 492 8 0.055 0.045 492 8 0.069 0.013
40 minute 497 1 0.029 0.006 491 7 0.054 0.157
50 minute 494 4 0.036 0.004 494 4 0.030 0.018
1 hour 494 3 0.034 0.039 493 4 0.053 0.023
1 day 465 4 0.013 0.076 440 8 0.048 0.052
X = DAX 30; y; = WIG 20
5 minute 483 7 0.120 0.003 483 6 0.068 0.019
10 minute 482 6 0.045 0.013 482 5 0.042 0.631
20 minute 478 6 0.038 0.595 482 2 0.030 0.617
30 minute 481 2 0.024 0.014 480 8 0.046 0.545
40 minute 481 2 0.038 0.002 479 7 0.061 0.085
50 minute 481 1 0.034 0.000 485 5 0.020 0.694
1 hour 481 1 0.029 0.001 485 4 0.033 0.974
1 day 395 4 0.034 0.128 391 5 0.039 0.055
Xt = DAX 30;y; = PX 50
5 minute 465 7 0.061 0.501 465 8 0.052 0.804
10 minute 464 8 0.064 0.532 469 7 0.047 0.931
20 minute 469 6 0.068 0.593 478 2 0.031 0.616
30 minute 463 8 0.054 0.180 467 8 0.039 0.884
40 minute 454 8 0.059 0.034 458 7 0.051 0.689
50 minute 471 4 0.036 0.042 417 6 0.027 0.657
1 hour 464 5 0.070 0.004 472 4 0.044 0.299
1 day 347 8 0.047 0.530 369 7 0.023 0.485
Xt = DAX 30; y; = BUX
5 minute 481 1 0.015 0.008 481 4 0.046 0.362
10 minute 481 7 0.028 0.465 481 5 0.045 0.389
20 minute 481 1 0.026 0.368 486 2 0.026 0.646
30 minute 481 1 0.019 0.148 484 8 0.042 0.680
40 minute 478 8 0.039 0.096 486 1 0.025 0.077
50 minute 471 7 0.083 0.001 476 7 0.044 0.105
1 hour 479 4 0.044 0.020 484 4 0.045 0.250
1 day 344 8 0.054 0.198 456 1 0.004 0.609
X = WIG 20; y; = PX 50
5 minute 458 7 0.059 0.649 458 8 0.074 0.073
10 minute 455 8 0.064 0.525 461 7 0.031 0.441
20 minute 460 6 0.071 0.371 466 5 0.031 0.293
30 minute 454 8 0.064 0.047 467 3 0.036 0.007
40 minute 448 7 0.049 0.097 472 2 0.025 0.065
50 minute 456 5 0.029 0.251 468 4 0.019 0.229
1 hour 457 4 0.046 0.040 470 3 0.036 0.009
1 day 318 7 0.068 0.117 315 7 0.058 0.029
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Table A.1: Continued.

Data Inx; GC Iny; Iny; GC Inx,
frequency |[Obs. | K | R?® [ P-value|] Obs. | K | R?® [ P-value
Xt = WIG 20; y; = BUX
5 minute 474 7 0.042 0.052 474 7 0.090 0.713
10 minute 474 2 0.013 0.432 474 3 0.027 0.025
20 minute 470 8 0.044 0.428 471 5 0.021 0.887
30 minute 470 8 0.050 0.481 473 1 0.006 0.214
40 minute 470 6 0.026 0.220 472 2 0.015 0.514
50 minute 471 5 0.050 0.127 473 1 0.014 0.014
1 hour 470 4 0.043 0.053 472 1 0.015 0.034
1 day 431 1 0.001 0.522 428 1 0.005 0.480
X = PX 50;y; = BUX

5 minute 475 1 0.002 0.316 460 7 0.059 0.906
10 minute 469 2 0.016 0.179 459 8 0.081 0.061
20 minute 474 1 0.025 0.579 461 8 0.171 0.000
30 minute 464 7 0.036 0.756 456 8 0.114 0.000
40 minute 452 7 0.033 0.075 449 8 0.082 0.002
50 minute 458 5 0.025 0.891 408 6 0.085 0.000
1 hour 460 4 0.018 0.881 457 5 0.092 0.000
1 day 313 7 0.063 0.045 313 7 0.089 0.052

Notes: Obs. stand for the number of observationskafad the number of lagged differences used in the
Granger causality tests. TH& stands for that of the unrestricted equations. Tiperted P-values
indicate the F-tests’ significance levels at whick thull hypothesis of no Granger causality can be
rejected.
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Table A.2: Results of cointegration and the ordentegration tests.

ADF tests on residuals from ADF tests on levels and d&rences
Data Iny, =c+alnx, +¢& | Inx =c+alny +g |Inx AInx Iny; Alny;
Frequency | Obs.| K| P-value | Obs.| K| P-value | P-value| P-value| P-valud P-valug
Xt = S&P 500;y; = DJIA
5 minute 487| 7 0.802] 487| 7 0.941 0.982 0.000 0.841 0.000
10 minute 487 4 0.824| 487| 4 0.945 0.977 0.000 0.858 0.000
20 minute 486| 6 0.961| 486| 6 0.993 0.985 0.000 0.970 0.000
30 minute 487 4 0.865| 487| 4 0.971 0.958 0.000 0.864 0.000
40 minute 487| 5 0.836] 487| 5 0.974 0.938 0.000 0.725 0.000
50 minute 485| 3 0.978] 485| 3 0.993 0.995 0.000 0.986 0.000
1 hour 487| 0 0.998| 487/ 0 0.999 0.995 0.000 0.993 0.000
1 day 467| 0 0.784| 467/ 0 0.954 0.256 0.000 0.361 0.000
X; = S&P 500;y; = FTSE 100
5 minute 474| 3 0.999| 474| 3 0.996 0.994 0.000 0.999 0.000
10 minute 470| 6 0.980] 473| 3 0.991 0.998 0.000 0.999 0.000
20 minute 475| 0 0.896] 475/ 0 0.883 0.976 0.000 0.999 0.000
30 minute 475/ 0 0.803| 475| 0 0.787 0.755 0.000 0.951 0.000
40 minute 474/ 0 0.906| 474| 0 0.693 0.702 0.000 0.888 0.028
50 minute 4711 0 0.965| 471| 0 0.858 0.564 0.000 0.823 0.000
1 hour
1 day 317| 6 0.993] 317| 6 0.979 0.419 0.000 0.037 0.000
X = S&P 500;y; = DAX 30
5 minute 480| 4 0.990] 480| 4 0.973 0.994 0.000 0.998 0.000
10 minute 476| 7 0.944| 476| 7 0.939 0.998 0.000 0.997 0.000
20 minute 476| 3 0.954| 481| 0 0.872 0.976 0.000 1.000 0.000
30 minute 477 1 0.857| 481 0 0.743 0.755 0.000 0.992 0.000
40 minute 480| 0 0.897| 480| 0 0.684 0.702 0.000 0.977 0.000
50 minute 477/ 0 0.371] 476| 1 0.285 0.564 0.000 0.959 0.003
1 hour
1 day 384| 4 0.056| 384| 4 0.181 0.419 0.000 0.044 0.000
X = FTSE 100;y; = DAX 30
5 minute 488| 7 0.997| 488| 7 0.898 0.997 0.000 1.000 0.000
10 minute 488 1 0.989| 488| 2 0.827 0.642 0.000 1.000 0.000
20 minute 487| 4 0.937| 487| 4 0.659 0.220 0.000 0.990 0.000
30 minute 488 1 0.915] 488| 1 0.515 0.217 0.000 0.977 0.000
40 minute 488 1 0.642| 488| 1 0.363 0.096 0.000 0.977 0.000
50 minute 487| 1 0.410, 487| 1 0.156 0.225 0.000 0.996 0.000
1 hour 488| 0 0.427) 488| 0 0.281 0.906 0.000 0.998 0.000
1 day 460| 1 0.014| 460| 1 0.127 0.087 0.000 0.043 0.000
X = FTSE 100;y; = CAC 40
5 minute 490| 5 0.970] 490| 5 0.778 0.997 0.000 1.000 0.000
10 minute 490| 2 0.872] 490| 5 0.415 0.642 0.000 1.000 0.000
20 minute 489| 4 0.910| 489| 4 0.364 0.220 0.000 0.998 0.000
30 minute 489| 3 0.587| 489 3 0.075 0.217 0.000 0.972 0.000
40 minute 489| 2 0.030] 489| 2 0.005 0.096 0.000 0.941 0.000
50 minute 489| 1 0.006| 489 1 0.001 0.225 0.000 0.981 0.000
1 hour 484| 5 0.009| 484| 5 0.003 0.906 0.000 0.992 0.000
1 day 475| 0 0.069] 475| 0 0.139 0.087 0.000 0.060 0.000
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Table A.2: Continued.

ADF tests on residuals from ADF tests on levels and firences
Data Iny, =c+alnx +¢ | Inx, =c+alny, +g [Inx Alnx, Iny; Alny,
frequency | Obs.| K| P-value | Obs.|K| P-value | P-value| P-value] P-valud P-value
X = DAX 30; y; = CAC 40
5 minute 498| 5 1.000f 498| 5 1.000 1.000 0.000 1.000 0.000
10 minute 497| 8 1.000f 497| 8 1.000 1.000 0.000 1.000 0.000
20 minute 493| 8 0.995| 493| 8 0.987 0.990 0.000 0.998 0.000
30 minute 498| 0 1.000f 494\ 7 0.999 0.977 0.000 0.972 0.000
40 minute 497| 1 1.000f 491| 7 0.999 0.977 0.000 0.941 0.000
50 minute 496| 1 1.000f 498| 0 0.999 0.996 0.000 0.981 0.000
1 hour 498| 0 0.998| 494| 3 0.997 0.998 0.000 0.992 0.000
1 day 483| 1 0.254| 483| 1 0.084 0.043 0.000 0.060 0.000
Xt = DAX 30; y; = WIG 20

5 minute 483| 2 0.999| 483| 3 1.000 1.000 0.000 0.999 0.000
10 minute 482| 6 1.000| 482| 6 1.000 1.000 0.000 0.998 0.000
20 minute 481| 3 0.653| 481| 3 0.842 0.990 0.000 0.605 0.000
30 minute 481| 2 0.893| 481| 2 0.875 0.977 0.000 0.866 0.000
40 minute 482| 1 0.852| 479| 7 0.941 0.977 0.000 0.347 0.000
50 minute 481| 1 0.885| 481| 1 0.908 0.996 0.000 0.483 0.000
1 hour 480| 3 0.840| 480| 3 0.891 0.998 0.000 0.402 0.000
1 day 365| 6 0.239| 365| 6 0.346 0.043 0.000 0.033 0.000

X = DAX 30; y; = PX 50
5 minute 462| 8 0.999| 462| 8 1.000 1.000 0.000 0.999 0.000
10 minute 466| 7 0.999| 466| 7 1.000 1.000 0.000 0.997 0.000
20 minute 472| 4 0.997| 472| 4 0.999 0.990 0.000 0.974 0.002
30 minute 463| 8 0.985| 463| 8 0.986 0.977 0.000 0.855 0.000
40 minute 455 7 0.960| 455| 7 0.846 0.977 0.000 0.864 0.000
50 minute 412| 6 0.988| 412| 6 0.872 0.996 0.000 0.740 0.000
1 hour 464| 5 0.999| 479| 0 0.998 0.998 0.000 0.580 0.000
1 day 463| 0 0.175| 463| 0 0.019 0.043 0.000 0.577 0.000

Xt = DAX 30; y; = BUX
5 minute 481| 5 0.998| 481| 5 1.000 1.000 0.000 0.561 0.000
10 minute 481 7 0.989| 481| 7 0.999 1.000 0.000 0.932 0.000
20 minute 481| 3 0.822| 481| 3 0.969 0.990 0.000 0.935 0.000
30 minute 479| 8 0.791| 478| 8 0.936 0.977 0.000 0.520 0.000
40 minute 481 1 0.945| 478| 7 0.965 0.977 0.000 0.932 0.000
50 minute 480| 1 0.961| 478| 5 0.978 0.996 0.000 0.767 0.000
1 hour 479| 4 0.972| 479| 4 0.985 0.998 0.000 0.859 0.000
1 day 463| 0 0.427| 463| 0 0.046 0.043 0.000 0.692 0.000

Xt = WIG 20; v, = PX 50
5 minute 458| 7 0.998| 458| 7 0.997 0.999 0.000 0.999 0.000
10 minute 460| 6 0.992| 460| 6 0.995 0.998 0.000 0.997 0.000
20 minute 472 0 0.668| 463| 5 0.577 0.605 0.000 0.974 0.002
30 minute 470| O 0.834| 470| O 0.901 0.866 0.000 0.855 0.000
40 minute 472 0 0.468| 472| 0 0.446 0.347 0.000 0.864 0.000
50 minute 475| 0 0.399| 475| 0 0.474 0.483 0.000 0.740 0.000
1 hour 471| 0 0.512| 471| 0 0.510 0.402 0.000 0.580 0.000
1 day 449| 0 0.118| 449| 0 0.011 0.033 0.000 0.577 0.000
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Table A.2: Continued.

ADF tests on residuals from ADF tests on levels and firences
Data Iny, =c+alnx +¢ | Inx, =c+alny, +g [Inx Alnx, Iny; Alny,
frequency | Obs.| K| P-value | Obs.|K| P-value | P-value| P-value] P-valud P-value
x; = WIG 20; y; = BUX
5 minute 474\ 7 0.994| 474| 7 0.996 0.999 0.000 0.561 0.000
10 minute 474, 0 0.986| 474| 0 0.993 0.998 0.000 0.932 0.000
20 minute 471| 5 0.246| 471| 5 0.316 0.605 0.000 0.935 0.000
30 minute 471| 5 0.604| 471| 5 0.865 0.866 0.000 0.520 0.000
40 minute 472| 2 0.216| 472| 2 0.335 0.347 0.000 0.932 0.000
50 minute 474, 0 0.339| 474| 0 0.515 0.483 0.000 0.767 0.000
1 hour 473| 0 0.562| 473| 0 0.619 0.402 0.000 0.859 0.000
1 day 447| 0 0.142| 447| 0 0.007 0.033 0.000 0.692 0.000
X¢ = PX 50;y = BUX

5 minute 461| 6 0.987| 461| 6 0.989 0.999 0.000 0.561 0.000
10 minute 474\ 0 0.904| 474| 0 0.897 0.997 0.000 0.932 0.000
20 minute 465| 6 0.321| 465| 6 0.319 0.974 0.002 0.935 0.000
30 minute 456| 8 0.099| 456| 8 0.098 0.855 0.000 0.520 0.000
40 minute 462| 6 0.023| 462| 6 0.025 0.864 0.000 0.932 0.000
50 minute 457| 5 0.003| 457| 5 0.003 0.740 0.000 0.767 0.000
1 hour 459| 4 0.002| 459| 4 0.001 0.580 0.000 0.859 0.000
1 day 325| 6 0.347| 325| 6 0.333 0.577 0.000 0.692 0.000

Notes: Obs. stand for the number of observationskafad the number of lagged differences used in the
ADF tests. The reported P-values indicate the ADtsgnificance levels at which the null hypothesis

of non-stationarity can be rejected. Finite sampitécal values are from Cheung and Lai (1995) fue t
ADF tests with the levels and differences of indicegalithms and from MacKinnon (1991) for the ADF

tests with the residuals. P-values other than 0.005,0and 0.10 are computed using a logistic
interpolation. Such P-values are fine for testinghatcommon significance levels of 10%, 5%, and 1%,

but rather speculative outside this range.
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Table A.3: Results of the estimation of error coticn models.

Estimated equation

Alny, =c¢ +de, +ia1\A|n Vi +iﬂ1.A|n X & Alnx =Cl+51'%71+i%m” X +i181iA|n Vi T &
Residualsg from the equation Residualse from the equation
Data Iny, =c+alnx +¢& | Inx =c+alny +& |Iny, =c+alnx +¢& |Inx =c+alny, +¢
frequency | Obs.| K| P-value | Obs.|K| P-value | Obs.| K| P-value | Obs.|K]| P-value
Xt = S&P 500;y; = DJIA
5 minute 488| 3 0.144| 488| 3 0.360| 487| 3 0.257| 487| 3 0.529
10 minute 488| 8 0.219| 488| 8 0.516| 487| 8 0.339| 487| 8 0.685
20 minute 487| 6 0.317| 487| 6 0.442| 486| 6 0.395| 486| 6 0.469
30 minute 488| 7 0.159| 488| 7 0.307| 486| 6 0.242| 486| 6 0.396
40 minute 488| 4 0.291| 488| 4 0.602| 487| 4 0.426| 487| 4 0.730
50 minute 486| 3 0.888| 486| 3 0.629| 485| 3 0.623| 485| 3 0.449
1 hour 488| 4 0.570| 488| 4 0.349| 486| 4 0.445| 486| 4 0.286
1 day 428| 2 0.094| 428| 2 0.238| 427| 2 0.242| 427| 2 0.407
X¢ = S&P 500;y, = FTSE 100
5 minute 474| 1 0.957| 474| 1 0.846| 473| 6 0.778| 473| 6 0.862
10 minute 473| 3 0.554| 473| 3 0.351| 470/ 8 0.938| 470| 8 0.598
20 minute 475| 0 0.333] 475/ 0 0.588] 475| 0 0.051| 475| 0 0.146
30 minute 471| 2 0.413| 471 2 0.348] 475| 0 0.062| 475| 0 0.066
40 minute 474| 0 0.535| 474/ 0 0.477] 475| 0 0.115| 475| 0 0.054
50 minute 471| 0 0.176] 471/ 0 0.249| 476| 0 0.083| 476| 0 0.078
1 hour
1 day 433| 1 0.853] 433| 1 0.935{ 458]| 0 0.491| 458/ 0 0.220
Xt = S&P 500;y; = DAX 30
5 minute 480| 1 0.401| 480| 1 0.437| 481| 0 0.539| 481| 0 0.736
10 minute 476| 8 0.160| 476| 8 0.061| 476| 8 0.414| 476| 8 0.240
20 minute 481| 0 0.255| 481| 0 0.467| 481| 0 0.066| 481| 0 0.120
30 minute 477| 1 0.956| 477| 1 0.813] 481| 0 0.457| 481| 0 0.431
40 minute 480| 0 0.507| 480| 0 0.542| 485| 0 0.163| 485| 0 0.106
50 minute 477| 0 0.917| 477| 0 0.806] 482| 0 0.186] 482| 0 0.174
1 hour
1 day 332| 8 0.336] 332| 8 0.572| 323| 8 0.940| 323| 8 0.809
Xt = FTSE 100;y; = DAX 30
5 minute 488| 4 0.003| 488| 4 0.034| 488| 8 0.000] 488| 8 0.001
10 minute 488| 7 0.005| 488| 7 0.039] 488| 4 0.000| 488| 4 0.001
20 minute 485| 7 0.259| 485| 7 0.479| 485| 7 0.017| 485| 7 0.029
30 minute 487| 8 0.238| 487| 8 0.349| 487| 8 0.011| 487| 8 0.008
40 minute 486| 6 0.176| 486| 6 0.214| 486| 6 0.001| 486| 6 0.002
50 minute 486| 5 0.067| 486| 5 0.083] 486| 5 0.000| 486| 5 0.000
1 hour 487| 4 0.322| 487| 4 0.329| 487| 4 0.001| 487| 4 0.003
1 day 404| 6 0.174| 404| 6 0.350, 397| 6 0.598| 397| 6 0.454
Xt = FTSE 100;y; = CAC 40
5 minute 490| 4 0.117| 490| 4 0.328| 490| 5 0.021| 490| 5 0.024
10 minute 489| 8 0.073| 489| 8 0.346| 490| 4 0.004| 490| 4 0.007
20 minute 488| 7 0.106| 488| 7 0.319| 488| 7 0.005| 488| 7 0.007
30 minute 485| 8 0.225| 485| 8 0.480| 485| 8 0.007| 485| 8 0.005
40 minute 485| 6 0.510| 485| 6 0.759| 485| 6 0.001| 485| 6 0.001
50 minute 488| 3 0.798| 488| 3 0.962| 485| 6 0.001| 485| 6 0.001
1 hour 486| 4 0.628| 486| 4 0.493| 486| 4 0.015| 486| 4 0.020
1 day 381 8 0.254| 381| 8 0.328| 447 2 0.862| 447| 2 0.862
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Table A.3: Continued.

Estimated equation

Alny, =c +58, +iahAln Y +iﬂ1.Aln %i+t& | Alnx =cl+51efl+i%ﬂln X +iﬂnﬂln Yei T &
Residualsg from the equation Residualse from the equation
Data Iny, =c+alnx +¢& | Inx =c+alny +¢& | Iny, =c+alnx +¢ Inx, =c+alny, +¢
frequency | Obs.| K| P-value | Obs.|K| P-value | Obs.| K| P-value | Obs.|K| P-value
Xt = DAX 30; y; = CAC 40
5 minute 497| 8 0.248| 497| 8 0.083] 497| 7 0.151] 497| 7 0.046
10 minute 498| 6 0.536] 498| 6 0.206] 498| 6 0.205| 498| 6 0.080
20 minute 493| 7 0.214| 493| 7 0.441] 496| 4 0.387] 496 4 0.554
30 minute 492| 8 0.310] 492| 8 0.526] 492| 8 0.766] 492| 8 0.906
40 minute 497| 1 0.756] 497|1 0.979| 491| 7 0.896| 491|7 0.825
50 minute 494| 4 0.496| 494 4 0.319] 494| 4 0.297| 494 4 0.217
1 hour 494| 3 0.595| 494| 3 0.450] 493| 4 0.464| 493| 4 0.413
1 day 465| 4 0.933] 465| 4 0.849| 440| 8 0.910[ 440| 8 0.635
X; = DAX 30; y; = WIG 20
5 minute 483| 7 0.255| 483| 7 0.298| 483| 6 0.882] 483| 6 0.188
10 minute 482| 6 0.509| 482| 6 0.640| 482| 5 0.488| 482| 5 0.116
20 minute 478| 6 0.085| 478| 6 0.067| 482| 2 0.597| 482| 2 0.997
30 minute 481] 2 0.202| 481| 2 0.083] 480| 8 0.857| 480| 8 0.867
40 minute 481] 2 0.106| 481 2 0.093| 479| 7 0.826] 479| 7 0.681
50 minute 481 1 0.090] 481|1 0.055| 485| 5 0.750] 485|5 0.594
1 hour 481 1 0.074| 481|1 0.059| 485| 4 0.866] 485| 4 0.745
1 day 395 4 0.047] 395| 4 0.257] 391| 5 0.759] 391| 5 0.267
X; = DAX 30; y; = PX 50
5 minute 465| 7 0.569| 465| 7 0.617| 465| 8 0.578| 465| 8 0.137
10 minute 464| 8 0.874| 464| 8 0.631] 469| 7 0.704| 469| 7 0.246
20 minute 469| 6 0.051] 469| 6 0.102| 478| 2 0.544| 478| 2 0.954
30 minute 463| 8 0.131] 463| 8 0.125] 467| 8 0.238] 467| 8 0.358
40 minute 454| 8 0.237| 454| 8 0.254| 458 7 0.123] 458| 7 0.059
50 minute 471 4 0.295| 471 4 0.304] 417| 6 0.298] 417/ 6 0.056
1 hour 464| 5 0.254| 464|5 0.221| 472| 4 0.990] 472| 4 0.703
1 day 347| 8 0.086] 347| 8 0.120] 474| 0 0.038] 474| 0 0.002
X = DAX 30; y; = BUX
5 minute 481 1 0.137] 481|1 0.011] 481 4 0.282] 481 8 0.020
10 minute 481 7 0.013] 481| 7 0.000] 481| 5 0.446| 481|5 0.066
20 minute 481| 3 0.010] 481| 3 0.001| 486| 2 0.666| 485| 4 0.764
30 minute 480| 6 0.048| 480| 6 0.013] 484| 8 0.528| 484| 8 0.927
40 minute 481 1 0.108] 481|1 0.040| 486| 1 0.800] 486| 1 0.839
50 minute 478| 5 0.057| 478|5 0.014| 476| 7 0.737| 476| 7 0.969
1 hour 479| 4 0.042| 479| 4 0.010] 484| 4 0.721] 484| 4 0.586
1 day 344| 8 0.748| 344| 8 0.870] 473| 0 0.028] 473| 0 0.004
X = WIG 20; v = PX 50
5 minute 458| 7 0.295| 458| 7 0.751| 458| 8 0.748| 458| 8 0.723
10 minute 455| 8 0.495| 455| 8 0.909| 461| 7 0.634| 461| 7 0.940
20 minute 460| 6 0.166| 460/ 6 0.360] 466| 5 0.017| 466| 5 0.033
30 minute 454| 8 0.733] 454| 8 0.905| 467| 3 0.135| 467| 3 0.291
40 minute 448| 7 0.388| 448| 7 0.650] 472| 2 0.015| 472| 2 0.026
50 minute 456| 5 0.798| 456| 5 0.993| 477| 2 0.015| 477| 2 0.044
1 hour 457| 4 0.952| 457| 4 0.849| 474| 1 0.014] 474| 1 0.030
1 day 318| 7 0.029| 318| 7 0.009| 315| 7 0.069] 315| 7 0.004
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Table A.3: Continued.

Estimated equation
Alny, =c1+f51a,1+iahAln Ve +iﬂ1.Aln X t& | Alnx =cl+51efl+i%ﬂln i +iﬁnﬂln Vi t&
Residualsg from the equation Residualse from the equation
Data Iny, =c+alnx +¢& | Inx =c+alny +¢& | Iny, =c+alnx +¢ Inx, =c+alny, +¢
frequency | Obs.| K| P-value | Obs.|K| P-value | Obs.| K| P-value | Obs.|K| P-value
Xt =WIG 20; y; = BUX
5 minute 474| 7 0.837| 474\ 7 0.375| 474| 7 0.995| 474| 7 0.749
10 minute 474| 2 0.123| 474| 2 0.033| 474| 3 0.927| 474| 3 0.743
20 minute 470| 8 0.007| 470| 8 0.001| 470| 6 0.078| 470| 6 0.118
30 minute 470| 8 0.077| 470| 8 0.039| 474| 0 0.169| 474| 0 0.396
40 minute 470| 6 0.163| 470| 6 0.074| 472| 2 0.028| 472| 2 0.053
50 minute 471| 5 0.072| 471| 5 0.024| 473| 1 0.072| 473| 1 0.138
1 hour 470| 4 0.081] 470| 4 0.028| 472| 1 0.158| 472| 1 0.192
1 day 458| 0 0.468| 458| 0 0.310] 455| 0 0.025| 455| 0 0.001
X; = PX 50;y; = BUX

5 minute 477, 0 0.347] 477| 0 0.249| 460| 7 0.998| 460| 7 0.752
10 minute 469| 2 0.269| 469| 2 0.217| 459| 8 0.805| 459| 8 0.704
20 minute 474| 1 0.124| 474| 1 0.101] 461| 8 0.041| 461| 8 0.067
30 minute 473| 1 0.107| 473| 1 0.093| 456| 8 0.007| 456| 8 0.011
40 minute 452| 7 0.056| 452| 7 0.049| 450| 7 0.001| 450| 7 0.002
50 minute 458| 5 0.005| 458| 5 0.003| 466| 4 0.001| 466| 4 0.001
1 hour 460| 4 0.003| 460| 4 0.002| 457| 5 0.001| 457|5 0.001
1 day 313| 7 0.409| 313| 7 0.478| 313| 7 0.372| 331| 6 0.126

Notes: Obs. stand for the number of observationskafat the number of lagged differences used in the
error correction models. The reported P-valuesharset for the estimated coefficieht
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3 The Curse of Natural Resources and the Role of
Democracy

Abstract:

The curse of natural resources is a robust reaskd on broad empirical evidence with
data from the last four decades. It claims thainties with natural resource intensive
economies tend to grow slower than resource-freatces. Political, institutional, and
economic environments play an important role in thelanations of the curse.
Therefore, there are good reasons to believe tieatjtiality of democracy and regime
stability could interact with the curse. | test tt@bustness of the curse of natural
resources with respect to various measures of tiaditg of democracy and regime
stability. | also employ smoothed least trimmedasgs, a robust estimation procedure,
to estimate the curse. Overall, the curse of natasaurces is found to be robust when |
control for the quality of democracy and regimebasiig in growth regressions that
estimate it. It also survives the application oé temoothed least trimmed squares
procedure. The evidence presented indicates tkaintbnsity of the curse depends on
the level of civil liberties. Once a minimal leval democracy is achieved, the intensity

of the curse seems to decrease with further inesgiasthe level of civil liberties.
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3.1 Introduction

"Why do some economies grow faster than offieNo doubt this is one of the
fundamental questions of economics. Together Viidortetical efforts to explain cross-
country growth differences, this question has naiéd wide-ranging empirical
research. Particularly, since the influential worfkBarro (1991), estimation of cross-
country growth regression has experienced a boasra fesult we have a long list of
growth determinants that appear as significantanaibry variables in various growth
regressions.

In this empirical paper | focus on one of thevwgh determinants that | believe
deserves special attention: the dependence onahatsources. Numerous studies such
as those of Auty (1997 and 2001), Gylfason (2001c 2001b), Gylfason and Zoega
(2002) and Sachs and Warner (1995, 1999, and 2@4 shown that countries with
natural resources intensive economies grow momglglthan resource-free countries.
This rather counterintuitive observation, basedniyadbn data starting in the 1960s, is
commonly called the curse of natural resourcesudaresource dependence with its
negative effect on growth was even classified ba-$Martin (1997) and Doppelhofer
et al. (2000) as one of the most robust varialmesmpirical studies of economic growth
determinants. At the same time, most of the autlagree that the curse of natural
resources is, if not directly mediated, then asti@aagnified by poor economic policies.

This paper was motivated by the reported rotasst of the natural resource curse and
the proclaimed possibility to mitigate it with prertt economic policies. | will study the
robustness of the curse of natural resources frpergpective that is, to my knowledge,
novel. In cross-country growth regressions thatrede the curse, | will control for
variables measuring the quality of democracy argime stability. Further, | will
investigate if the magnitude of the curse varieslifferent groups of countries sorted
with respect to these democracy and stability nreasuFinally, | will use smoothed
least trimmed squares, a robust estimation proeeguoposed by Cizek and Visek
(2000) and Cizek (2001), to estimate the resoutreecregressions. In my analysis |
will employ two different data samples covering #neerage growth over the periods
1965-1998 with 85 countries and 1980-2000 with tbuntries and using different
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measures of natural resource dependence. With sheofi democracy and stability
measures, | assume that countries with differergl$eof democracy and stability could
have different chances to implement economic pedithat can mitigate the dangers of
slow growth induced by natural resources. Previoesearch has used different
measures of natural resource dependence and dedtfol numerous variables in the
growth regressions in order to test the robustiéshe result. However, as far as |
know, measures of the quality of democracy andmegstability were rarely used in
this context. Also the hypothesis that the cursdccbave different magnitude among
countries with democratic and authoritarian regitnas not been empirically tested. In
general, the quality of macro data used in growtjressions is very questionable. Such
data are very likely to be highly contaminated wattors. In spite of this, | am not
aware of research that would employ robust pro@sito systematically estimate the
curse.

| am aware of the many problems associateld gvibss-country growth regressions.
As shown for example by Hanousek et al. (2004),rdseilts of these regressions are
sensitive to the choice of data from which growdkes are calculated. Also, with the
lack of generally accepted growth theory, the glhovegressions typically suffer from
unclear causality links and related troubles witdsgible endogeneity of explanatory
variables. In spite of all these problems, | badiéivat the curse of natural resources with
its robustness and potential relation to the gualiteconomic policies deserves further
empirical attention. After all, the issue of crassintry growth differences is so
complex and probably even exceeds the scope ofoatos so that we can hardly
expect any general economic theory to fully expiaihis is also the reason why the
search for growth determinants through the estonmatof cross-country growth

regressions can still provide a useful insight.
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3.2 Natural Resources, Democracy, and Growth

3.2.1 The Curse of Natural Resources — Empirical Evidence
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Figure 1. Economic growth and natural resource dépece in the samples 1965-1998

and 1980-2000.

Note: Triangles represent the most resource-dependemtries, which are the Central African Republic,

Chad, Guinea-Bissau, Madagascar, Mali, Niger, Siee@ne, and Zambia in the sample 1965-1998 and
Bahrain, Brunei, the Republic of Congo, Gabon, Kitwlaberia, Saudi Arabia, and Singapore in the

sample 1980-2000.

Source: Gylfason (2001a,b) or Gylfason and Zoeg@4P@or the sample 1965-1998 and World Bank

(2003) for the sample 1980-2000.
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Figure 1 shows the relationship between ecanagrowth and natural resource
dependence. It plots the average per capita GDWtlgrover the period 1965-1998 for
85 countries as a function of the 1994 share ofirahtcapital in total capital (see
Gylfason, 2001a,b and Gylfason and Zoega, 2002)lendverage growth of per capita
GDP over the period 1980-2000 for 117 countriea &mction of the average share of
exports of primary products in GNP over the yee®80t1985 (source: World Bank,
2003). The slopes of the regression lines are H0.@8% sample 1965-1998 and -0.04 in
the sample 1980-2000. It indicates a surprisinglgng negative relationship between
growth and natural resources. If the measure otirabtresource dependence is
increased by one standard deviation, then the geegpar capita growth decreases by
almost 1.0 per cent in the first sample and by atn@o7 per cent in the second sample.
This is a serious issue with the average growthg&i36 per cent and 0.96 per cent in
the two samples respectively. If extremely resowtependent countries are excluded,
the curse becomes even strontfer.

Is the negative relationship presented in &gl just a spurious one or is the
dependence on natural resources indeed a caustof@reconomic growth? Further
empirical evidence suggests that the second is pradtably true. It was shown in
many studies that the curse of natural resourcedgves control for most relevant
variables. For example, in their 1995 paper Sactts \Warner control for initial per
capita income, trade policy variables, investmeies, inequality measures, various
monetary variables, quality and intensity of scimaplfor index measuring bureaucratic
efficiency, and in their 2001 paper also for preogrowth rate and an index
approximating the rule of law in each country. Thego use various measures of
resource dependence and experiment with differetd damples, when replicating
previous influential empirical studies on economgiowth. With all this empirical
exercise, the coefficient for the variable meagunatural resource dependence remains
significant and negative in their growth regressiofhis finding is confirmed also by
other studies. Sala-i-Martin (1997) and Doppelhefeal. (2000) ran their "millions" of

12 As will be discussed later, this might be due to a mueakity present in the statistical relationship
between growth and natural resource dependence.
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growth regressions while controlling for variousbsets of 32 potential growth
determinants and concluded that the dependenceatmah resources belongs among
the most robust of them. Thus, so far there iswkielming evidence that the curse of
natural resources is a robust finding that caneadsily explained by other variables.

The only opposing view | traced in the litewrat is presented by Davis (1995). He
argues that the natural resource curse is mainigsalt of "the unhappy economic
experience of certain minerals based economielerl®70s and early 1980s." At the
same time he claims that in his sample of 79 casitthere is no evidence for a
systematic curse over the period 1970-1991. Howawehis analysis he works only
with averages of selected development indicatorasomed from 1970 to 1991 in two
sub-samples of what he classifies as mineral andrrreineral economies. He avoids
any regression analysis and uses a methodologyati@ally differs from the approach
of the other mentioned papers. Therefore, it islharjudge to what extent he really
guestions their results. Nevertheless, the objedhiat the curse is valid only for the last
three or four decades makes sense. Most of theignedt papers work with data sets
starting in the 1960s or 1970s. Also, a widespieglef exists that many countries rich
in the present time once ignited their growth wilie aid of natural resources. Due to
the lack of reliable data it is hard to test thypdthesis empirically, but even if it were
true, it would not degrade the empirical evidermetlie curse in recent-day economies.
Moreover, Sachs and Warner (1999) present evidématein seven Latin American
countries, natural resource booms did not seneatysts for future long-term growth.
With showing this, they claim that in today's wotlee resource booms can not help to
overcome the fixed costs of industrialization as $b called big-push reasoning would
suggest.

In spite of the reported robustness of theeuthe causality question remains open.
Is the dependence on natural resources really ageewus cause for slow economic
growth or, vice versa, is it a result of slow grb@tl believe that the answer to this
guestion is not so clear and both causal links appethe empirical results. If cross-
country investment and growth differences were eddyy some unobserved exogenous

variable constant over time and if countries weriially endowed randomly with
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natural resources, then after some period slow-igigpwountries would appear resource
dependent. This possible bias is also discuss&aahs and Warner (1995). To exclude
it, they control for previous growth rates in thesgressions and find the resource curse
still significant. Nevertheless, it is probably netfficient to conclude that the
dependence on natural resources measured relatigelgny variables related to

economic activity is a purely exogenous causeltoaw growth.

3.2.2 Possible Explanations of the Curse

Sachs and Warner (2001) write: "Just as wk &cniversally accepted theory of
economic growth in general, we lack a universaltgepted theory of the curse of
natural resources." Indeed, rather than a genleealry, the existing literature offers a
list of possible explanations for the curse. Hémill mention only the most prevalent
ones. As again Sachs and Warner (2001) point cost of the explanations are based
on crowding-out logic. In this logic natural resoes crowd out an activity that has a
positive effect on growth and consequently natueaburces have a negative effect on
growth’® First, natural resource abundance can lead to ighelled rather morbidly
the "Dutch disease." The name comes from the diffes the Netherlands experienced
with the shrinking manufacturing sector in the 1878fter the boom in natural gas
production. The crowded-out growth-inducing activis represented by the tradable
manufacturing sector here. A boom in a naturalugsmsector can lead to its reduction.
The manufacturing sector can become uncompetitivedveral reasons. The export of
massive primary products can drive up the real axgh rate of the national currency;
shocks to the primary production or to world pricéshe exported primary commodity
can increase exchange rate volatility; or the baothe primary sector can attract labor
from other industries or increase the overall wegge in the economy. So far, there is
nothing wrong about such structural adjustment loé teconomy. However, if
manufacturing has a positive innovation and teabglspillover effect on the whole

economy, then its reduction can indeed lead t@addwn of growth. Moreover, once
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the resource boom ends, the "devastated" manuii@gtigector can have serious
problems to recover and adapt the in-between migstuhological innovations.

Second, natural resources can crowd out huwrapital. Gylfason (2001) shows that
natural resource dependence is associated withr lpwidic expenditures on education,
expected years of schooling and secondary schaalllment rate. He claims that
people and governments in countries with resourtansive economies can have lower
incentives to invest in human capital being blinbgdheir natural wealth.

Third, natural resources can crowd out samml institutional capital. Governments
of resource rich countries can feel secure enouig their natural resource rents to
neglect the need of growth-oriented economic pediciMore seriously, large and
concentrated natural resource rents can lead tesesking behavior. Governments can
be tempted to back up favored groups with proteabioprivileged access to the natural
resources. This behavior can seed corruption am@nisparency in political and
economic institutions. In an extreme case, it e lto fights of various interest groups
for the resource rents, sometimes resulting eveaivith wars, like in many African
countries. In this context, Auty (2001) conclud&aspost resource abundant countries
engender a political state that is factional ordptery and whose government distorts

the economy in the pursuit of rents...."

3.2.3 Focus of this Paper

When looking at the possible explanationstfer curse of natural resources, it is
apparent that most of them combine natural ressundthn bad government policies or
at least with the lack of good ones. McMahon (198ifes, "The curse is not a result of
fate or bad luck, but rather is induced by poornecoic policies in general or an
erroneous or inadequate policy response to a stwtke resource sector." Similarly,
Gylfason (2001) stresses: "It needs to be emphadizat it is not the existence of
natural resources as such that seems to be th&eprobut rather the failure of public

authorities to avert the dangers that accompangitteeof nature.”

13 Of course, the already mentioned question of caysaligain relevant here, and | am aware that some
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This relationship of the resource curse togbktical and institutional environment
and to the choice of appropriate policies togethath its remarkable empirical
robustness are the two major motifs for this papevill investigate the robustness of
the curse with respect to several variables thasome the quality of democracy and
regime stability** To do so, I will simply control for these variableshen estimating
the curse regressions. Even if the curse remamsept, it can still be the case that its
power at least varies with the quality of democraoyl regime stability. To test this
hypothesis, | will estimate the basic curse regoassfor different groups of countries
sorted with respect to the democracy and stabiigasures. Obviously, with such tests
| assume that countries with different levels ofmderacy and stability could have
different chances to employ the correct policieedssl to "avert the dangers that
accompany the gifts of nature.”

A finding that the empirical evidence for tberse is significantly stronger among
authoritarian countries than among democratic cestvould be clearly an optimistic
result. It would support the idea that democracgaed for growth, at least in the
context of the course of natural resources. Sdharattempts to identify the positive
effect of democracy on growth have given only mixesults. The relationship between
democracy and economic performance in general wasies, for example, by
Helliwell (1992) and Barro (1997, 1999). Both authdind a positive and significant
effect of economic performance on the quality ahderacy. However, the evidence for
the opposite causality is mixed. Helliwell (19923)ed not detect any direct effect of
democracy on subsequent growth and indicates anipdirect positive effect through
the positive effect of democracy on education anveéstment. Barro (1997) claims that
the effect of democracy on growth is non-linearhvan effect that is initially positive

but turns negative once a moderate level of denogdsaachieved.

of these explanations can be speculative.

4 Surprisingly, measures of the quality of democraoy gime stability were used in a very limited
way in the empirical research on the curse. To nowhkedge, only Sachs and Warner (2001) controlled
for the index measuring the rule of law in their esgions. Sala-i-Martin (1997) and Doppelhofer et al.
(2000) included the rule of law index to their s€B2 potential growth determinants as well. They also
included the indices of political rights and ciliberties later used in this paper. However, theyrditl
focus on the natural resource curse particularly,ratiter searched for robust growth determinants in
general.

45



Finally, I will use the smoothed least trimmsguares (SLTS) method to test the
robustness of the curse. SLTS is a robust estimgtiocedure proposed by Cizek and
Visek (2000) and Cizek (2001). | find the applioatof robust estimation methods to be
particularly suitable for growth regressions, whdre data are expectably very noisy
and prone to suffer from various kinds of contartiora In spite of this, | am not aware
of any previous research that would apply the tatglsust procedures to estimate the

curse of natural resources.

3.3 Smoothed Least Trimmed Squares

The SLTS estimation procedure extends robssimation methods applicable to
models with discrete and categorical explanatonabées, e.g., Hubert and Rousseeuw
(1997). It is based on the least trimmed squarésa&®r proposed by Rousseeuw
(1985), but with less drastic trimming. Insteaceg€luding the observations beyond the
trimming point completely, it assigns decreasingghts to observations ordered with
respect to their squared residuals when minimizing sum of squares of these
residuals. Formally the SLTS estimator of the doefht s in a linear regression model

Vi=X'B+a,i=1,.n,is defined as
BT = argm/;n izzl:wl iy (B),

whererp;(6), i = 1,...n, is the ordered sample of squared residuéd} = (i - x'p)? for
all possible g coefficients; ando = (w1,w2,...n) iS the vector of weights with
w1>w2> ...>wn> 0. The decreasing weights are for each observatomputed with
the function

w = 1
(R 1+ "@-0/m :

The weight parametew and the trimming parametérdetermine the shape of the
weighting function that decreasesiinThe higher is the weight parameterthe faster

the weights decline to values close to zero ifert. The weight and trimming

parametersy andt have to satisfy the conditions> 0 andtD(n/Z, n). They are
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chosen during the estimation procedure accordingntalgorithm that optimizes the
trade off between the robustness and noisinedseoSLTS estimator. For more details
on the estimation algorithm and for propertiestef SLTS estimator, see for example
Cizek (2001).

The advantage of SLTS over least trimmed spuds that it uses (even though
down-weighs) the information from the whole samfleus, it cannot happen that some
observations would be completely excluded, whiclyhnibe a serious problem in
regression models containing discrete and categjoexplanatory variables. Also the
choice of the weight parameterand the trimming parametéigives more degrees of
freedom in the search for "optimal robustness" &Ld'S estimator. Moreover, in the
context of cross-country growth regressions, wefoaiher investigate what the causes

might be for a particular country being assigndéoMaweight in a particular regression.

3.4 Data

Data used in this paper and definitions otzatiables are given in Appendix A. | use
two different data samples. Tables 1 to 4 providgidstatistics and mutual correlations
of the variables in both samples. The first sangaieers 85 countries and the period
1965-1998° The second sample includes 117 countries and me=asaverage
economic indicators over the period 1980-2800.

In the sample 1965-1998, | use the same JVasads Gylfason in his 2001 papers.
Natural resource dependence is measured with thee sbf natural capital in total
capital in 1994 rfatural capita) as estimated by the World Bank (1997). Total &dpi
comprises estimates of physical, human, and nataital. Unfortunately, 1994 is the
only year for which this estimate is available. €&tleconomic indicators include per

capita GDP growthgconomic growth the ratio of gross domestic investment to GDP

!> The core variables of the sample 1965-1998 werelkiptbvided by Thorvaldur Gylfason, who
previously used them in his research; see Gylfasonl&bPand Gylfason and Zoega (2002). The data
are also available in Gylfason and Zoega (2002). imaén original source of the data is the World
Development Indicators 2000 CD. Only the estimatesatfiral capital are taken from World Bank
(2997).

'® The core variables of the sample 1980-2000 were ctadpusing the World Development Indicators
2003 data set provided by the World Bank (2003).
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(investment ratio), and gross secondary schoolllemeat rate énrollment ratg, all

averaged over the period 1965-1998. The logarittirmital per capita incomeldg

initial income@ is computed from the purchasing power parity sigjd per capita GNP
in 1998 by dividing it with the appropriate growfrctor for the period 1965-1998 and

taking the natural logarithm.

Table 1: Statistics on variables used in the sarh@b5-1998.

Standard
Variable Mean Median Max. Min. deviation Obs.
Economic growth 1.36 1.30 7.70 -3.30 1.92 85
Enrollment rate 43.8 36.8 101.9 3.30 30.2 85
Log initial income 7.85 7.67 9.81 5.85 1.06 85
Investment ratio 20.2 20.6 317 7.36 5.27 85
Natural capital 11.8 8.21 54.2 0.00 10.8 85
Autocracy 0.31 0.28 0.83 0.00 0.28 85
Democracy 0.47 0.39 1.00 0.00 0.38 85
Civil liberties 0.56 0.52 1.00 0.08 0.28 85
Political rights 0.57 0.54 1.00 0.03 0.32 85
Regime instability 0.07 0.05 0.31 0.00 0.08 85
Table 2: Correlations of variables used in the darfip65-1998.

Economic Enrollment Log initial Natural Investment
Variable growth rate income capital ratio
Economic growth 1.00
Enrollment rate 0.39 1.00
Log initial income -0.02 0.82 1.00
Natural capital -0.53 -0.57 -0.45 1.00
Investment ratio 0.61 0.48 0.21 -0.41 1.00
Autocracy -0.32 -0.66 -0.65 0.41 -0.28
Democracy 0.31 0.76 0.73 -0.43 0.33
Civil liberties 0.29 0.81 0.81 -0.47 0.35
Political rights 0.35 0.78 0.76 -0.48 0.37
Regime instability -0.26 -0.42 -0.31 0.18 -0.38

Regime

Autocracy Democracy Civil liberties Political rights instability
Economic growth
Enrollment rate
Log initial income
Natural capital
Investment ratio
Autocracy 1.00
Democracy -0.94 1.00
Civil liberties -0.88 0.92 1.00
Political rights -0.92 0.95 0.97 1.00
Regime instability 0.33 -0.45 -0.45 -0.44 1.00
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Table 3: Statistics on variables used in the sarh8§-2000.

Standard
Variable Mean Median Max. Min. deviation Obs.
Economic growth 0.96 0.92 8.32 -7.05 2.27 117
Log initial income 7.61 7.46 10.6 5.00 154 117
Primary exports 10.9 4.15 95.1 0.08 16.8 117
Autocracy 0.30 0.23 1.00 0.00 0.29 104
Democracy 0.48 0.45 1.00 0.00 0.38 104
Civil liberties 0.56 0.55 1.00 0.02 0.28 117
Political rights 0.58 0.58 1.00 0.06 0.32 117
Regime instability 0.07 0.03 0.40 0.00 0.09 104

Table 4: Correlations of variables used in the darfip80-2000.

Variable Economic growth Log initial income  Primary exports Autocracy

Economic growth 1.00

Log initial income 0.16 1.00

Primary exports -0.33 0.19 1.00

Autocracy -0.39 -0.43 0.46 1.00

Democracy 0.37 0.63 -0.35 -0.92

Civil liberties 0.41 0.65 -0.33 -0.86

Political rights 0.46 0.60 -0.38 -0.91

Regime instability -0.52 -0.47 -0.01 0.31
Democracy Civil liberties Political rights Regime instability

Economic growth
Log initial income
Primary exports

Autocracy

Democracy 1.00

Civil liberties 0.93 1.00

Political rights 0.96 0.97 1.00

Regime instability -0.43 -0.46 -0.47 1.00

In the sample 1980-2000, natural resource digrere is measured differently. | use
the average ratio of primary products exports toPGover the years 1980-1985
(primary exporty, where primary products exports comprise oresraathls, fuel, and
agricultural raw materials exports. Further, | eoypbnly two basic economic indicators
in this sample, average per capita GDP growth dverperiod 1980-2000e¢onomic
growth) and natural logarithm of per capita GDP in 198@ {nitial incomg.

Variables measuring the quality of democray taken from two distinct sources.
The indices oflemocracyandautocracyare from the Polity IV 2001 data $étThey
correspond to the variables DEMOC and AUTOC fromdhiginal data set. These sort
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countries into eleven groups each year. The valofea@tocracyanddemocracyindices
corresponds to the lowest level of democracy andcaacy respectively. The value 10
indicates the highest level of democracy for teenocracyindex and the toughest
autocratic regime in the case of thatocracyindex. In this paper the indices are
divided by 10, which transform them to the rangémeen O and 1. In the samples
1965-1998 and 1980-2008emocracyandautocracyindices stand for averages of the
individual yearly values over the respective tineeiqds’®

The indices otivil liberties and political rights come from the Freedom House
country ratings® Freedom House ranks countries in each year intenseategories
according to these indices. The value 1 corresptmttse highest and the value 7 to the
lowest level of political rights or civil libertied=or the purposes of this paper both
indices are converted to the scale from 0 to 1,revlecorresponds to the lowest and 1
to the highest level of rights. The Freedom Houmslices are available only from the
year 1973. Therefore, in the sample 1965-1998ké tdne average over the period
1973-1998. In the second sample | can take theageesver the whole relevant period
1980-2000.

To get an idea of how countries are rated wWithdifferent measures of democracy
consider the following examples. The "best" cowstrin the sample 1980-2000 are
Australia, Austria, Canada, Denmark, NetherlandeswNZealand, Norway, Sweden,
Switzerland and United states. They receive the imax average value 1 for
democracyecivil liberties, andpolitical rightsindices and the minimum average value 0
for the autocracy index. France and Germany receive the maximum evalufor
democracyandpolitical rightsindices and the minimum value O for #watocracyindex
but only the values 0.83 and 0.84 for the indexieil liberties. Algeria receives 0.04
for thedemocracyindex, 0.64 for thautocracyindex, 0.22 for theivil liberties index,

and 0.18 for thepolitical rights index. Finally, Saudi Arabia "boasts" the follogin

" A detailed methodology used to assign these indicetessribed in Polity IV Project (2001) and
Marshall and Jaggers (2002).

'8 1n the sample 1980-2000, these indices are avaitathyefor 104 countries out of the total 117.

1% For a detailed description of the methodology useasgign each index, see Freedom House (2002).
Freedom House indices are quite popular in econoasiearch and were previously used for example by
Helliwell (1992), Barro (1999), and Easterly (2001).
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values: Odemocracyindex, 1 autocracyindex, 0.06civil liberties index, and 0.08
political rights index. Not surprisingly, Tables 2 and 4 show hoghrelations among
the four measures of the quality of democracy ithlmamples. When measured with
these correlations, the two indices that differ mhast areautocracyandcivil liberties
indices. Their correlation coefficient is -0.88the sample 1965-1998 and -0.86 in the
sample 1980-2000.

The index ofregime instabilityis a variable quite distinct from the democracy
indicators described above, and it is not strommgigrelated with them. The correlation
coefficients in absolute value ranges only betw@8&a and 0.48. | computed thegime
instability index from the variable DURABLE available in theli®/ IV 2001 data set.
The variable DURABLE gives for each country andlegear the duration of the
current regime in power. If a regime change occtiren its value drops to zero and
from that point it starts to count the durationtioé new regime. The index oégime
instability is the maximum likelihood estimator of regime ofparprobability in each
country for the corresponding periods 1965-1998 H9®8D-2000 in the two samples. It
is estimated in the framework of duration analy&isr details see Appendix A. The
distribution of the instability index is very asyratrical, because 27 countries out of 85
in the sample 1965-1998 and 43 countries out ofih@4e sample 1980-2000 have the
estimated probability of regime change equal tde highest probabilities of regime
change were estimated for Thailand, Chad, Ghanéipthes, Burundi, Pakistan, and
El Salvador in the sample 1965-1980 and for thegB8oDemocratic Republic, Haiti,
Liberia, Chad, Mexico, Sierra Leone, and Ghanahi sample 1980-2000. All these
countries have the estimated probability of regiomange higher than 0.2 in the
respective samples, with the highest value 0.3TFailand in the first and 0.40 for the
Congo Democratic Republic in the second sample.

The major difference between the samples 18®8B and 1980-2000 lies in the
different measures of natural resource dependératde 5 shows selected correlations
of corresponding economic variables between the seumples, when reduced to 82
countries contained in both of them. Correlatiotwleen the variables that measure

economic growth is 0.88. The variables measurigadithms of initial income in 1965
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and 1980 are correlated even stronger, with a icosit 0.93. The correlation among
the democracy and stability measures between thesamples is not reported in Table
5 but is comparably high. However, the correlatoefficient betweematural capital
and primary exportsis only 0.18. It will be shown later that evenlifeduce both
samples to 82 overlapping countries and estimasé basource curse regressions of
economic growthon aconstant log initial income and natural capital or primary
exports the results differ radically for the two data gd@s. Table 5 clearly suggests

that it is due to the different measures of nattgaburce dependence.

Table 5: Correlations of selected variables betwbersamples 1965-1998 and

1980-2000.
Sample 1980-2000 Sample 1965-1998
82 observations Economic growth Log initial income Natural capital
Economic growth 0.88
Log initial income 0.93
Primary exports 0.18

Note: Only 82 overlapping country observations candst in both samples.

Finally, let me consider the two measureseasiource dependence with respect to
their possible endogeneity. The 1994 share of aheapital in total capital has the
advantage of using an estimate of the total vafua country's resource endowment,
which is exogenous and independent of any econauwtigity. However, the resource
endowment is related relative to total capital, chhalready depends on the investment
history of each country. Past investment is typycpbsitively correlated with current
growth. Therefore, the share of natural capitaltatal capital can be negatively
correlated with current growth without any direetusal effect from the pure resource
abundance. Moreover, the only year for which theasure is available is 1994, which
is close to the end of the sample period 1965-1998is, the 1994 share of natural
capital in total capital also depends on investnduring the sample period, again
typically positively correlated with economic grdwduring this period. The second
problem can be partially eliminated by showing thied curse remains present even
after controlling for average investment relatieeGDP in the period 1965-1998. The

average ratio of primary products exports to GDBrdke years 1980-1985 is probably
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an even more problematic measure. It has only dhardage of being measured in the
beginning of the sample period 1980-2000. On theerohand, the use of primary
exports relative to GDP is a clear disadvantageumse both primary exports and GDP
are related to endogenous economic activity. Assalt the ratio will again depend on
the history of investment into different sectorstleé economy. Moreover, the average
ratio of primary products exports to GDP can beeexgd to be noisier than the 1994
share of natural capital in total capital. The ageris taken only over five years. During
these years primary exports could have encounteestbus types of fluctuations
unrelated to the actual resource wealth or evetha@aeal resource dependence of the
country. Thus, | would conclude that the 1994 sludineatural capital in total capital is
probably a better variable to be used to estimia¢e efffect of natural resources on
economic growth. Nevertheless, both measures ygléadicate endogenous resource

dependence rather than exogenous resource abundance

3.5 Empirical Results
3.5.1 Robustness of the Curse

First, | investigate if the curse of naturasources remains present in growth
regressions, when controlling for democracy indieesl for the index ofregime
instability and when using the robust SLTS estimation proeedur

Table 6 reports the OLS estimates of the cumséhe sample 1965-1998. For
comparison purposes | reestimate two regressioeadf presented in Gylfason (2001).
First, | regress the average per capita econonawtirover the period 1965-1998 on
the 1994 share of natural capital in total capi@darithm of initial income, average
gross domestic investment ratio over the relevamiod, and the average secondary
school enroliment rate over the same period. Sedastimate the same regression just
with the enrollment rateexcluded. Additionally, | also include the basagression of
economic growtlon natural capitalandlog initial income and the simplest regression

of economic growtlon natural capitalonly. The coefficient estimates in the first two
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equations are very close to those reported in Ggifa(2001f° The coefficient for
natural capitalis significant and negative in all the four estiethequations. It remains
almost unchanged, when four different measureh@fquality of democracy and the
index of regime instabilityare included. These results are in line with teported
empirical robustness of the curse of natural resesurThe four different indices of the
guality of democracy appear significant in mosttlod estimated equations, with the
expected sign supporting the idea that democradygeowth are correlated. Of course,
without any possibility to decide what is the cdigadirection of the relationship in
this case. The index oégime instabilityhas the expected negative sign in all equations.
However, it is significant only in the regressidrat includes jushatural capitaland
log initial income which is quite surprising.

Table 7 contains the results of the robustSE$timation of the same four equations
with the same sample 1965-1998. Again the coefficfer natural capital remains
negative and significant. However, in three outtleé four equations it decreases
slightly in absolute value (the difference is ntatistically significant). The coefficient
estimates byinvestment ratioand enrollment rate remain completely unchanged
compared to OLS. The estimated coefficientlégy initial incomeremains negative but
decreases significantly in absolute value compai@dOLS and even becomes
insignificant in two out of the three equations wehé is included. Thus, unlike the
curse of natural resources, the convergence nssuidtt found to be robust here. In fact,
also Gylfason (2001) mentions that there is no sigrabsolute convergence in his
sample as the logarithm of initial income is unetated with growth (the correlation
coefficient is only -0.02; see Table 2). Similaranfges in the value of estimated
coefficients between OLS and SLTS were found al$®mwSLTS were applied to
estimate the equations with the four indices of demaicy and theegime instability
index included. Therefore, | do not report thessults here. Important is that also in

this case the coefficient foiatural capitalremains significant and negative.

2 A small difference is present due to the fact thglfaSon estimated the equations in a seemingly
unrelated regressions system.
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Table 6: OLS estimates of the natural resourceecwith the sample 1965-1998.
Dependent variable ssconomic growth

OLS method; Obs. 85

Natural Log initial Investment Enroliment
Constant capital income ratio rate X R2
10.1(5.79) -0.07(4.60) -1.54(7.05) 0.10(3.43) 0.05(5.36) 0.67
®3.51(2.45) -0.08(5.30) -0.60(3.97) 0.18(5.92) 0.55
7.29(4.77) -0.12(6.74) -0.58(3.20) 0.36
2.47(9.29) -0.09(5.63) 0.28
X = Autocracy
12.5(7.01) -0.06(4.66) -1.73(8.13) 0.10(3.57) 0.04(4.89) -1.98(3.43) 0.71
7.59(4.55) -0.08(5.26) -0.99(5.83) 0.16(5.84) -2.56(3.99) 0.63
11.8(6.61) -0.11(6.52) -1.05(5.20) -3.07(4.07) 0.47
2.62(8.87) -0.09(4.66) °-0.82(1.16) 0.29
X = Democracy
11.5(6.69) -0.07(4.85) -1.74(8.03) 0.10(3.42) 0.04(4.40) 1.56(3.15) 0.71
7.14(4.59) -0.08(5.49) -1.14(6.11) 0.14(5.37) 2.24(4.28) 0.63
11.2(7.13) -0.11(6.68) -1.27(5.95) 2.88(4.88) 0.50
2.12(4.88) -0.09(4.64) “0.54(1.03) 0.29
X = Civil liberties
11.9(6.92) -0.06(4.85) -1.88(8.27) 0.09(3.33) 0.04(4.33) 2.72(3.46) 0.71
7.78(4.91) -0.08(5.45) -1.34(6.38) 0.14(5.18) 3.79(4.60) 0.65
11.9(7.56) -0.10(6.58) -1.54(6.49) 4.91(5.38) 0.53
2.16(3.73) -0.09(4.68) “0.44(0.60) 0.28
X = Political rights
11.8(7.06) -0.06(4.67) -1.85(8.52) 0.09(3.20) 0.04(4.60) 2.38(3.86) 0.72
7.26(4.82) -0.08(5.22) -1.23(6.46) 0.14(5.12) 3.11(4.69) 0.65
11.2(7.51) -0.10(6.25) -1.40(6.51) 4.04(5.52) 0.53
X = Regime instability
10.4 (5.76) -0.07(4.63) -1.55(7.04) 0.10(3.18) 0.05(5.09) *1.52(0.81) 0.67
4.69(2.90) -0.09(5.47) -0.68(4.28) 0.16(5.07) ©-3.20(1.52) 0.56
9.08(5.79) -0.12(6.96) -0.74(4.13) -6.91(3.07) 0.42
2.69(9.21) -0.09(5.26) >.4,06(1.73) 0.30

Notes: Absolute values of t-statistics are in paresith All the estimated coefficients are significant a

the 1% significance level. Exceptiossignificant at 5% significant at 10% insignificant at 10%.

Table 7: SLTS estimates of the natural resourceecwith the sample 1965-1998.

Dependent variable sconomic growth

SLTS method; Obs. 85

Natural Log initial Investment Enroliment
Constant capital income ratio rate Trimming Weight
7.79(5.50) -0.04(3.88) -1.28(24.0) 0.10(4.37) 0.05(6.19) 44 10.5
©0.31(0.22) -0.06(4.55) “0.16(1.19) 0.18(7.21) 52 10.5
€1.69(0.70) -0.09(3.49) 0.07(0.25) 43 50.0
2.35(5.92) -0.10(3.24) 43 50.0

Notes: Absolute values of t-statistics are in paresith All the estimated coefficients are significant a

the 1% significance level. Exceptiodssignificant at 5%" significant at 10% insignificant at 10%.
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In Table 8, | present the result of OLS and Slestimates in the sample 1980-2000.
| focus only on the basic regression of the avepgecapita economic growth over the
period 1980-2000 on the average ratio of primamydpcts exports to GDP over the
years 1980-1985 and on the logarithm of initialoime. | also include the simplest
regression oéconomic growtlon primary exports The coefficient foprimary exports
is again significant and negative in the two estedaequations. Its absolute value is
lower than in the case of the sample 1965-1998. é¥ew this does not mean that the
power of the curse would be lower here. First, we a different measure of resource
dependence in the two samples. The sample varianite natural capital share in the
sample 1965-1998 is lower than the sample variafgerimary exports ratio in the
sample 1980-2000. Second, the sample averageooiomic growtlis higher in the first
sample than in the second. Thus, in both samplesca@ase of the respective measure
of resource dependence by one standard deviatiads |éo a similar decrease in
economic growthelative to its sample mean. Similarly as in taemple 1965-1998, the
coefficient forprimary exportssurvives the application of SLTS. It remains diigaint
and negative; only it decreases significantly irsaibste value in the equation that
contains theog initial income Similarly as in the sample 1965-1998, there ftigeli
evidence for convergence here. The coefficient lfmg initial income is either
insignificant in the regressions or if significatiten even slightly positive, rather than
negative (the simple correlation coefficient betéag initial incomeand economic
growthis 0.16). Also in line with results in the samii@65-1998, the coefficients for
the indices measuring the quality of democracyragime instabilityhave the expected
signs and are significant in all the estimated &qoa.

Nevertheless, the remaining results here adically different from those in the
sample 1965-1998. The coefficient fprimary exportsloses significance when |
control for the four different measures of demogrquality in the regressions. It either
becomes completely insignificant or at least mdves 1 per cent to 10 or 5 per cent
significance levels. It survives only the controt fegime instability Therefore, unlike
the sample 1965-1998, the conclusion here is tileturse of natural resources is not

robust when controlling for the quality of demograan the basic curse regressions.
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However, | would not assign a particularly high on@ance to this result. First, the
overall significance of the regressions here ishmower than of those with the sample
1965-1998. Second, as | have already suggesteaeimprevious section, the average
ratio of primary products exports to GDP over tlearng 1980-1985 is probably a worse
measure of natural resource dependence than thest@®e of natural capital in total
capital. Moreover, if SLTS are applied to the etret that control also for the
democracy measures and tlegime instabilityindex (the results are not reported in the
table), then the coefficient f@rimary exportsregains its significance in most cases.
This could be limited evidence for the noisinessl @ontamination of the primary

exports ratio used as a measure of natural resoeqendence.

Table 8: OLS and SLTS estimates of the naturaluresocurse with the sample
1980-2000. Dependent variablesisonomic growth

OLS method
Primary Log initial
Constant exports income X Obs. R2
©-1.08(1.10) -0.05(4.31) 0.35(2.69) 117 0.16
1.48(6.25) -0.04(3.76) 117 0.11
X = Autocracy
0.79(0.60) -0.02(1.23) “0.12(0.77) -2.22(2.30) 104 0.17
1.77(6.02) °-0.01(1.00) -2.64(3.37) 104 0.16
X = Democracy
€-0.06(0.05) ©-0.02(1.39) 0.04(0.20) 1.75(2.06) 104 0.16
“0.15(0.38) “0.02(1.51) 1.87(3.29) 104 0.16
X = Civil liberties
€0.01(0.01) P.0.03(1.91) ©-0.05(0.26) 2.99(2.67) 117 0.21
°-0.23(0.46) %0.03(2.50) 2.76(3.85) 117 0.21
X = Political rights
€0.21(0.20) ©-0.02(1.36) -0.11(0.60) 3.18(3.36) 117 0.24
-0.33(0.71) 40.02(2.08) 2.76(4.35) 117 0.24
X = Regime instability
2.28(2.12) -0.04(3.14)  “0.02 (0.16) -13.0(5.60) 104 0.33
2.11(8.10) -0.04(3.23) -12.8(6.32) 104 0.33
SLTS method Obs. Trimming Weight
-2.38(4.21) -0.02(2.87) 0.43(5.69) 117 59 13.1
1.44(5.78) -0.05(4.79) 117 59 8.39

Notes: Absolute values of t-statistics are in paresith All the estimated coefficients are significant a
the 1% significance level. Exceptiodssignificant at 5%" significant at 10% insignificant at 10%.
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Table 9: OLS and SLTS estimates of the naturaluesocurse with the samples

1965-1998 and 1980-2000 for 82 overlapping couokiservations.

Dependent variable ssconomic growth

OLS method; Obs. 82

Natural capital Log initial
Constant  (Primary exports) income X R2
Sample 6.18(4.06) -0.11(6.49)  2-0.45(2.53) 0.35
1965-1998 2.37(9.43) -0.09(5.80) 0.30
Sample €-0.82(0.79) €-0.03(0.98) %0.28(2.08) 0.06
1980-2000 1.26(4.39) °-0.03(0.97) 0.01
X = Autocracy
Sample 10.3(5.45) -0.10(6.36) -0.89(4.18) -2.61(3.35) 0.43
1965-1998 2.49(8.80) -0.08(4.93) -0.63(0.92) 0.30
Sample ©1.24(0.78) ©-0.02(0.66) °0.06(0.33) P-2.07(1.72) 0.10
1980-2000 1.75(5.30) °-0.02(0.62) -2.34(2.71) 0.10
X = Civil liberties
Sample 10.7(6.31) -0.10(6.42) -1.34(5.28)  4.30(4.51) 0.48
1965-1998 2.09(3.82) -0.09(4.87) 0.39(0.57) 0.30
Sample °0.54(0.41) ©.0.02(0.68)  °0.12(0.46) "2.76(1.69) 0.10
1980-2000 °-0.00(0.01) °-0.02(0.76) 2.11(2.67) 0.09
X = Regime instability
Sample 7.54(4.87) -0.11(6.67) -0.58(3.25) -6.16(2.72) 0.41
1965-1998 2.58(9.45) -0.09(5.52) ®.4.25(1.84) 0.32
Sample 1.65(1.43) °-0.03(1.28) 0.04(0.26) -11.4(3.86) 0.21
1980-2000 1.94(6.50) °-0.03(1.29) -11.7(4.49) 0.21
SLTS method; Obs. 82 Trimming Weight
Sample 1.34(0.54) -0.09(3.24) €0.11(0.38) 42 50.0
1965-1998 2.39(5.44) -0.10(2.94) 42 50.0
Sample -3.04(5.61) €-0.00(0.26) 0.49(6.84) 42 20.5
1980-2000 1.17(3.61) ©-0.03(1.17) 62 13.1

Notes: Absolute values of t-statistics are in paresith All the estimated coefficients are significant a

the 1% significance level. Exceptiofisignificant at 5% significant at 10%¢ insignificant at 10%.

As shown in Table 9 the differences betweenrésults with the samples 1965-1998
and 1980-2000 can be fully attributed to the déférmeasures of natural resource
dependence. There is little evidence that the mdiffees could be due to the different

sizes of both samples. Table 9 shows OLS and Sl&sblts of the basic curse

regressions in both samples when reduced to 82lapy@ng country observations

(included in both samples). The results with thduoed sample 1965-1998 remain

almost unchanged from those when all 85 obsenatiwa used (compare to Tables 6

and 7) and the curse of natural resources remagmsfisant in all the estimated

equations. However, it is insignificant in all etjoas with the reduced sample

1980-2000. As | have shown in Table 5, bettonomic growtlandlog initial income
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are highly correlated between the two samples étation coefficients are 0.88 and
0.93) but the correlation coefficient between theural capital share and primary
exports ratio is only 0.18. Thus, the only causesiech dramatic differences between
the estimates in the two samples can lie only i different measures of natural
resource dependence.

Finally, let us consider if there is some fdagty in the way the SLTS procedure
assigns the weights to different observations. Nloé in most cases the choice of the
trimming parameter is very close to its lower boumd. It means that in most cases a
maximum trimming is needed in order to achieverdguired robustness of the SLTS
estimator. This can support the idea that the detahighly noisy and contaminated.
Such conclusion is really not surprising in the teah of growth regressions. In Table
10, | report basic statistics of variables employedhe sample 1965-1998 for two
groups of countries — those that were assignedieights and those that were assigned
high weights with the SLTS procedure. The firstugrawomprises only those countries
that were assigned weights below the trimming peunien estimating both basic
regressions, okconomic growthon natural capital and log initial income and of
economic growthon natural capital only. Obviously, the opposite rule was used to
select the countries into the second group. Tablshbws the same information for the
sample 1980-2000.

In the sample 1965-1998, the only variablé #ignificantly differs between the two
groups isinvestment ratioThe highest weighted countries seem to haverafisantly
lower ratio of investment to GDP than least weightountries (at 5% level of
significance). It might have the following, rathepeculative, explanation. The
dependence on natural resources is measured &99Heatio of natural capital to total
capital. It is measured relatively close to the efhthe studied period. Investment over
the studied period increases the total capital, thatefore contaminates the measure of
resource dependence with endogeneity. This contdiom would be higher by
countries that invested more over the studied pemhich could be the reason why
they were assigned lower weights with the robust Siprocedure. Consider also the

possible resulting bias present in the results thighsample 1965-1998. When using the
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1994 natural capital share, countries that investede over the period 1965-1998
would seem to be less dependent on natural resotine® they actually were at the
beginning of the investigated period. At the sanmee} investment is positively
correlated with growth in general and also in gasple. Thus, countries that invested
more and grew more rapidly over the period 196581@@uld appear less resource
dependent than they should. This would clearly nigghe power of the curse. This
might also be the reason why the estimated coefiisifornatural capitaldecreased in
most equations when using SLTS, which assignedv@ights to the high investing

countries’ observations.

Table 10: Statistics on variables used in the sarh§65-1998 divided into two sub-
samples that were assigned low and high weightsté SLTS procedure respectively.

Sample 1965-1998 Standard z-statistic for
Variable Mean Median Max. Min.  deviation difference in means
42 Observations with low weights in the SLTS procedure

Economic growth 1.65 1.25 7.70 -3.30 2.42 °1.37
Enrollment rate 40.3 34.0 93.8 6.42 23.8 ©-1.07
Log initial income 7.68 7.62 9.81 5.85 0.94 ©-1.50
Investment ratio 21.4 21.2 30.8 7.36 5.71 41.96
Natural capital 10.7 7.73 44.2 0.76 9.47 °-0.96
Autocracy 0.34 0.32 0.83 0.00 0.27 ‘0.95
Democracy 0.42 0.36 1.00 0.00 0.35 ©-1.31
Civil liberties 0.51 0.46 1.00 0.08 0.24 ©-1.58
Political rights 0.52 0.48 1.00 0.08 0.29 ©-1.45
Regime instability 0.07 0.04 0.31 0.00 0.08 ‘0.31
43 Observations with high weights in the SLTS procedu

Economic growth 1.08 1.40 2.60 -2.50 1.23

Enrollment rate 47.2 40.2 101.9 3.30 354

Log initial income 8.02 8.06 9.76 6.03 1.14

Investment ratio 19.1 19.8 31.7 7.47 4.60

Natural capital 12.9 9.94 54.2 0.00 11.9

Autocracy 0.28 0.23 0.81 0.00 0.28

Democracy 0.53 0.58 1.00 0.00 0.40

Civil liberties 0.61 0.58 1.00 0.12 0.31

Political rights 0.62 0.65 1.00 0.03 0.34

Regime instability 0.07 0.06 0.29 0.00 0.07

Notes: The division of the sample 1965-1998 intotthe subsamples is based on weights assigned with
the SLTS procedure when regressgmpnomic growtton aconstant log initial income and natural
capital andeconomic growtlon aconstantandnatural capitalonly. The group of observations with low
weights contains only those observations that were askigneweights when estimating both equations.
The group of observations with high weights containly those observations that were assigned high
weights when estimating both equations. Low weightsharse below the trimming point weight.

The z-statistics show a significant difference of nseanthe two sub-samples at the 1% significance
level. Exceptions? significant at 5% significant at 10% insignificant at 10%.
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Table 11: Statistics on variables used in the sarh®80-2000 divided into two sub-
samples that were assigned low and high weightstvé SLTS procedure respectively.

Sample 1980-2000 Standard z-statistic for
Variable Mean Median Max. Min. deviation difference in means
44 Observations with low weights in the SLTS procedure

Economic growth 1.19 2.57 8.32 -7.05 3.47 0.26
Log initial income 7.32 7.44 10.5 5.12 1.28 -3.27
Primary exports 10.4 3.93 60.3 0.08 14.4 0.38
Autocracy 0.39 0.40 1.00 0.00 0.30 3.65
Democracy 0.35 0.24 1.00 0.00 0.34 -4.19
Civil liberties 0.49 0.44 0.98 0.06 0.26 -3.33
Political rights 0.51 0.50 1.00 0.08 0.30 -3.09
Regime instability 0.08 0.06 0.40 0.00 0.10 ®2.07
45 Observations with high weights in the SLTS procedu

Economic growth 1.05 1.01 2.38 -1.07 0.80

Log initial income 8.25 8.34 10.3 5.75 141

Primary exports 9.34 5.14 42.6 0.11 11.1

Autocracy 0.17 0.00 0.89 0.00 0.25

Democracy 0.67 0.87 1.00 0.00 0.38

Civil liberties 0.68 0.71 1.00 0.02 0.27

Political rights 0.71 0.77 1.00 0.06 0.30

Regime instability 0.04 0.00 0.23 0.00 0.07

Notes: The division of the sample 1980-2000 intotthe subsamples is based on weights assigned with
the SLTS procedure when regressgmpnomic growtton aconstant log initial income and primary
exportsandeconomic growtlon aconstantandprimary exportsonly. The group of observations with
low weights contains only those observations that vemsigned low weights when estimating both
equations. The group of observations with high weiglistains only those observations that were
assigned high weights when estimating both equations.vieights are those below the trimming point
weight.

The z-statistics show a significant difference of nseanthe two sub-samples at the 1% significance
level. Exceptions? significant at 5% significant at 10% insignificant at 10%.

In the sample 1980-2000, the higher weightedntries have significantly higher
levels oflog initial incomeand quality of democracy when measured with all ftsur
different indices (at the 1% significance levelheV also seem to be more stable (at the
5% significance level). A speculative reason fds tban be that the macroeconomic
indicators provided by these countries are morabld and less noisy than those

provided by unstable and authoritarian regimes.
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3.5.2 The Curse in Different Groups of Countries

Here | attempt to test the hypothesis thatpiveer of the curse of natural resources
differs between democratic and authoritarian and/éen stable and unstable countries.
| employ only the sample 1965-1998, because heretidence for the curse is much
more robust. | sort the countries into differertgys according to selected measures of
the quality of democracy and with respect to theéein of regime instability Within
these groups | estimate the basic curse regressibesonomic growthon natural
capital andlog initial income To save space, | use only two out of the four aaarcy
measures, thautocracy index and thecivil liberties index?* With respect to the
correlation between the four democracy measuresgttwo differ the most (see Table
2). | will also include the results for the indefxregime instability

Figure 2 plots the estimated coefficients fiatural capital in different groups of
countries as a function of the average value ofahygropriate index in each group. In
the case of theivil liberties andautocracyindices, countries were sorted with respect
to the quartiles of these variables. In case re§ime instability due to the
unsymmetrical distribution of this index it is nmbssible to sort the countries into four
guartiles. Instead, the countries are sorted ihteet groups only. The first group
includes countries withegime instability(probability of regime change) equal to zero.
The remaining countries wittegime instabilitygreater than zero were sorted around
their median value.

The plots in Figure 2 suggest that the resoarose coefficient as a function of the
autocracyindex is almost constant, but shows signs of ehaps in the case alvil
liberties and regime instabilityindices. Chow tests are significant in all threses.
However, they test for a structural change in bB# tegression coefficients, which
include those of theonstant natural capital] andlog initial income The coefficient of
my interest is only that afatural capital Its differences are significant only in the case
of the index ofcivil liberties. Here, this coefficient is significantly differefat 5 per

cent) between the first and second quartile anddxat the second and fourth quartile.

2L The results with the indices of democracy and jealitrights would be very close to those with the
index of civil liberties.
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Figure 2: The resource curse estimated coefficeenta function of democracy and

stability measures. Sample 1965-1998.

Notes: On the horizontal axis | plot the estimateefficient of natural capital in the regression of
economic growtton aconstant natural capital andlog initial income Coefficients insignificant at the
10% significance level are plotted with a dash. Ener bars indicate estimated standard errors. The
groups contain 21, 23, 20, and 21 country obsamafiwhen sorting with respect to the indexciefl
liberties 25, 18, 21, and 21 country observations, when gpwtith respect to thautocracyindex, and

27, 29, and 29 country observations, when sorting reispect tsegime instability
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This gives some support for the claim that the e€wf natural resources is not very
dramatic in the group of countries with the highkstel of civil liberties, then it
becomes more severe as the indexciofl liberties decreases but it again weakens
among the group of countries with the lowest l@faivil liberties.

The U-shape of the resource curse coeffigiotted as a function dfivil liberties
andregime instabilityindices in Figure 2 leads me to consider possible-linearities
in the curse regressions. Table 12 reports thdtsestithe basic curse regression of
economic growthon natural capital and log initial income when controlling for
possible non-linear effects. Namely, | includkgtural capitalsquaredautocracyindex
squared,democracyindex squared andegime instabilityindex squared. Further, |
control for the interaction betweamatural capital and the indices of the quality of
democracy andegime instabilityby including a variable defined as natural capital
times the respective index. Of course, | also @bntor the linear effects in the
regressions. The results give little support fon4finearity in thecivil liberties and
autocracy indices. Only in the case okgime instabilityis some non-linear effect
present as the coefficient for its squares is St even at the 1 per cent level of
significance. The interaction non-linear terms aup@significant. They become
partially significant (at the 10 per cent level)yowhen the linear effect of the quality of
democracy is excluded in the caseaafocracyandcivil liberties indices. However, the
results indicate non-linearity inatural capital as its squares are significant in all
regressions at least at the 10 per cent level drehwontrolling forregime instability
and the index o€ivil liberties even at the 5 per cent level of significance. 8esithis,
there is little evidence for any missed non-lingain the relationship between growth,
natural capital dependence, and democracy.

As | have already pointed out when commentingthe introductory Figure 1, the
non-linearity in the resource curse in the sam@@511998 could be due to the eight
most resource dependent countries. These are Cédiitrean Rep., Chad, Guinea-
Bissau, Madagascar, Mali, Niger, Sierra Leone, Zathbia. For all these countries
their 1994 share of natural capital in total cdpgayreater than 28% with Niger slightly
exceeding 54%. Table 13 reports the same resuliabke 12 but with the eight most
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resource dependent countries excluded. After thigisément the non-linearity in
natural capitd clearly disappears. The only other important @ffe that the coefficient
for the interaction term betweematural capital and autocracy civil liberties, and

regime instabilityindices becomes significant when not controlling the linear effect

of these indices.

Table 12: OLS estimates of non-linear effects whign sample 1965-1998.
Dependent variable sconomic growth

OLS method; Obs. 85

Natural Log initial
Constant capital income X Y Y= R2
7.29(4.77)  -0.12(6.74)  -0.56(3.20) 0.36
8.69(5.14) -0.21(4.02)  -0.68(3.66) °0.002(1.83) Nat. cap.2  0.38

X = Autocracy

13.4(7.05) -0.20(4.27) -1.17(5.69) -3.11(4.22) °0.002(2.13) Nat. cap.2 0.49

12.2(6.81) -0.11(6.47) -1.07(5.34) -6.08(2.90)  ©4.27(1.54) X2 0.48
12.7(6.76)  -0.16(3.98)  -1.11(5.42) -4.24(3.87)  ©0.11(1.47)  Nat.cap/X 0.49
8.03(5.15) ©-0.06(1.86) -0.69(3.67) ®.0.10(1.84) Nat.cap/X 0.38

X = Civil liberties

13.7(8.14) -0.21(4.70) -1.69(7.12)  5.05(5.70) °0.002(2.52) Nat. cap.2 0.56

13.0(7.34) -0.11(6.74) -1.57(6.62) °1.49(0.54)  °2.90(1.31) X2 0.54
12.0(7.69) *0.06(2.29) -1.61(6.75) 6.05(5.31) °0.11(1.64) Nat.cap/X 0.54
8.26(5.14) -0.15(5.88) -0.72(3.67) °0.11(1.74)  Nat. cap/X 0.38

X = Regime instability

10.6(6.21) -0.21(4.32) -0.86(4.65) -7.08(3.21) 90.002(2.05) Nat. cap.2 0.45

9.75(6.40) -0.11(6.77) -0.79(4.55) -22.1(3.78)  61.8(2.80) X2 0.48
957(5.96) -0.14(5.41) -0.77(4.28) -10.7(3.01) ©0.28(1.29) Nat. cap/X 0.44
7.55(4.93) -0.10(4.30)  -0.61(3.39) °0.21(1.40)  Nat. cap/X 0.37

Notes: Absolute values of t-statistics are in paresith All the estimated coefficients are significant a
the 1% significance level. Exceptidtsignificant at 5% significant at 10%¢ insignificant at 10%.

Finally, there is another problem related be tight most resource dependent
countries. In Figure 3, | plot the index a¥il liberties against the natural capital share
in the sample 1965-1998.1t shows a relatively homogeneous distributiomafural
capital for different levels of the index (at least whelnlagine the countries to be
sorted according to its four quartiles) exceptth# eight most resource dependent

countries have a very low level oivil liberties. Therefore, when | sort the countries

22 To save space only the indexai¥il libertiesis chosen as an example; the distribution would g ve
similar if the indices opolitical rights, democracyorautocracywere selected.
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according to the quartiles of this index, all thesgemely resource dependent countries
fall in the first quartile. The non-linearity inatural capital can then bias down the
coefficient estimate fonatural capitd in this quartile. Therefore, | exclude the eight
extremely resource dependent countries from thepkaand reestimate the basic curse
regressions for the different groups of countriegesl with respect to the indices of
civil liberties, autocrag, andregime instability

Figure 4 is plotted similarly as Figure 3, tplgy the estimated coefficients for
natural capitalin the different groups of countries as a funcibrthe average value of
the appropriate democracy or instability indexaclegroup. The countries are sorted in
the same way as in the previous case; only thet egtnemely resource dependent

countries are ex-ante excluded from the sample.

Table 13: OLS estimates of non-linear effects fiersample 1965-1998 with the eight
most resource-dependent countries excluded.
Dependent variable sconomic growth

OLS method; Obs. 77

Natural Log initial
Constant capital income X Y Y= R2
8.29(4.84) -0.16(4.57) -0.66(3.40) 0.24
8.57(4.64) "0.21(1.74)  -0.67(3.40) 0.002(0.43) Nat. cap.2  0.24

X = Autocracy

13.4(6.51) *0.23(2.06) -1.17(5.39) -3.14(4.05) ©0.003(0.70)  Nat.cap.? 0.38

13.5(6.91) -0.16(4.91) -1.18(5.55)  -6.32(2.93)  °4.56(1.59) X2 0.40
13.1(6.59) -0.16(3.68) -1.15(5.34)  -3.50(2.77) 0.04(0.39)  Nat.cap/X 0.38
10.3(5.76) %0.10(2.52)  -0.91(4.42) -0.18(2.80)  Nat. cap/X 0.31

X = Civil liberties

13.8(7.61) P0.19(1.91) -1.72(6.88)  5.22(5.60) <0.002(0.39)  Nat.cap.? 0.47

14.4(7.60) -0.16(5.37) -1.74(6.98) ©2.4(0.85)  ©2.34(1.03) X2 0.48
13.7(7.59) -0.17(2.74) -1.72(6.87)  5.09(4.05) °0.01(0.16)  Nat.cap/X 0.47
12.2(6.29) -0.31(5.79) -1.14(5.04) 0.27(3.52)  Nat.cap/X 0.35

X = Regime instability

10.6(5.74) -0.17(1.51) -0.87(4.46) -7.96(3.27) °0.000(0.01) Nat. cap.2 0.34

11.1(6.51) -0.17(5.14) -0.90(4.83)  -22.0(3.58)  %59.6(2.47) X2 0.39
10.6(5.99) -0.17(4.25) -0.87(4.48) "-7.88(1.80) °-0.01(0.02) Nat.cap/X 0.34
9.71(5.63) -0.13(3.81) -0.82(4.20) -0.64(2.73)  Nat. cap/X 0.31

Notes: Absolute values of t-statistics are in paresith All the estimated coefficients are significant a
the 1% significance level. Exceptiodssignificant at 5%" significant at 10% insignificant at 10%.
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Figure 3: Natural resource dependence and the infiekvil liberties in the sample
1965-1998.

Note: Triangles represent the most resource-dependemtries, which are the Central African Republic,
Chad, Guinea-Bissau, Madagascar, Mali, Niger, Sleztme, and Zambia

Figure 4 suggests again U-shapes of the gdidttections, however, this time in the
case oftivil liberties andautocracyindices. The resource curse coefficient as a fonct
of regime instabilityincreases slightly in absolute valueragime instabilityincreases.
However, the increase is not statistically sigaifit The estimated coefficients are in
general more noisy than those reported in Figurdt 25 not surprising, as fewer
observations are used. Nevertheless, the Chowrtgstsn significant in all three cases.
The differences in the plotted coefficient fatural capitalare again significant only in
the case of the index aivil liberties. This time there are significant differences irs th
coefficient between the first and second quartlelQ per cent), between the third and
fourth quartile (at 10 per cent), and between #eosd and fourth quartile (at 5 per
cent). Interestingly, the power of the course seendecrease steadily from the second
to the fourth quartile. It is an optimistic resthliit suggests that once a minimal level of
civil libertiesis achieved, the curse of natural resources bezaveaker as the level of

civil libertiesincreases.
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Figure 4: The resource curse estimated coefficeenta function of democracy and
stability measures. Sample 1965-1998 with the eigbdt resource-dependent countries

Notes: On the horizontal axis | plot the estimateefficient of natural capital in the regression of
economic growtton aconstant natural capital andlog initial income Coefficients insignificant at the
10% significance level are plotted with a dash. Em®r bars indicate estimated standard errors. The
groups contain 19, 20, 19, and 19 country obsamafiwhen sorting with respect to the indexciefl
liberties 25, 14, 19, and 19 country observations, when gpwtith respect to thautocracyindex, and

27, 25, and 25 country observations, when sorting w@spect taegime instability
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3.6 Conclusion

In two different data samples | employ variossasures of the quality of democracy
and a measure of regime instability and test tHmistmess of the curse of natural
resources with respect to these variables. | aksurae that democratic versus
authoritarian and stable versus unstable countadd have different chances to
employ the policies needed to mitigate the cursest this hypothesis by estimating the
curse regressions in different groups of counthes differ in the indices of the quality
of democracy and in the index of regime instahiligmnally, | use smoothed least
trimmed squares (SLTS) to test the robustnesseofuinse of natural resources.

The curse of natural resources is found toobeist when estimated with the SLTS
procedure. The curse remains present also whemtrotofor the democracy and
instability measures in the first data sample,ibbecomes insignificant in the second
sample. However, this difference can be causedhiyunreliability of the natural
resource dependence measure used in the secontksa@mgitionally, | find limited
evidence suggesting that the intensity of the cdeggends on the level of civil liberties.
The power of the curse seems to decrease steaithiythe level of civil liberties once a
minimal level is achieved.

To conclude, it must be noted that the evideioc the curse of natural resources in
cross-country growth regressions is obtained wineneffect of natural resources is
estimated with the use of measures that approximateral resource dependence or
intensity rather than abundance. A question remawnitgat would be the effect of
exogenous natural resource wealth on economic bfowhis issue certainly deserves

special attention in future research.
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3.7 Appendix A — Data and Definitions

Sample 1965-1998

EconomicEnrollment Log initial InvestmenNatural Civil Political Regime
Country growth rate  income ratio capital Autocracy Democracyliberties  rights Instability
Argentina 0.400 56.103 9.238 22.810 6.697 0.376 0.409 0.622 0.641 0.095
Australia 1.700 85.758 9.433  23.727 11.889 0.000 1.000 1.000 1.000 0.000
Austria 2.600 92.031 9.202 23.788 2.642 0.000 1.000 1.000 1.000 0.000
Bangladesh 1400 17.714 6.790 20.000 14.060 0.348 0.244 0.468 0.519 0.222
Belgium 2.300 96.871 9.320 19.545 0.003 0.000 1.000 0.987 1.000 0.000
Benin 0.100 12.000 6.720 15.176 7.678 0.506 0.152 0.282 0.231 0.147
Botswana 7.700 25.688 6.217 26.853 6.302 0.000 0.870 0.705 0.853 0.030
Brazil 2.200 33.097 8.055 20.690 7.894 0.424 0.385 0.583 0.654 0.088
Burkina Faso 0.900 3.448 6.468 21.000 16.911 0.542 0.036 0.397 0.276 0.134
Burundi 0.900 3.300 6.034 11.500 19.858 0.669 0.003 0.115 0.032 0.265
Cameroon 1.300 17.467 6.814 21.458 21.077 0.712 0.021 0.263 0.141 0.026
Canada 1.800 86.900 9.446  21.545 11.069 0.000 1.000 1.000 1.000 0.000
Central African Rep. -1.200 9.556 7.400 10.409 30.160 0.571 0.106 0.212 0.167 0.084
Chad -0.600 4.923 6.936 7.471 37.133 0.685 0.012 0.141 0.096 0.288
Chile 1.900 54.806 8.428 19.000 9.782 0.303 0.382 0.526 0.391 0.074
China 6.800 44.500 5.852 30.619 7.229 0.741 0.000 0.083 0.077 0.000
Colombia 2.000 39.516 8.023 18.971 7.183 0.000 0.774 0.628 0.776 0.000
Congo Rep. 1.400 50.065 6.282 31.720 14.466 0.639 0.091 0.244 0.173 0.087
Costa Rica 1.200 40.242 8.274 20.618 8.205 0.000 1.000 0.968 1.000 0.000
Cote D'lvoire -0.800 16.424 7.568 17.324 18.009 0.832 0.000 0.333 0.186 0.000
Denmark 1.900 101.419 9.459 22.939 3.753 0.000 1.000 1.000 1.000 0.000
Dominican Rep. 2.300 35.333 7.625 20.794 12.407 0.145 0.430 0.718 0.776 0.118
Ecuador 1.800 43.448 7.419 19.235 17.011 0.150 0.582 0.654 0.628 0.105
Egypt 3.500 52.455 6.919 20.765 4.550 0.553 0.026 0.346 0.288 0.000
El Salvador -0.400 24.419 8.428 15.500 2.846 0.166 0.445 0.564 0.641 0.206
Finland 2.400 101.938 9.152 23.970 6.602 0.000 1.000 0.891 0.904 0.000
France 2.100 86.031 9.277 21.758 2.735 0.012 0.815 0.846 1.000 0.013
Gambia 0.400 13.097 7.132 19.500 11.844 0.088 0.656 0.647 0.660 0.059
Ghana -0.800 31.333 7.724 11.875 7.221 0.500 0.117 0.359 0.250 0.281
Greece 2.400 80.125 8.764 25.394 3.657 0.167 0.703 0.756 0.859 0.064
Guatemala 0.700 16.379 7.923 14.324 3.309 0.252 0.291 0.462 0.538 0.123
Guinea-Bissau -0.100 6.417 6.384 29.150 44.204 0.592 0.083 0.229 0.243 0.120
Haiti -0.800 13.300 7.494 10.875 6.683 0.716 0.131 0.224 0.141 0.170
Honduras 0.600 22.083 7.560 19.765 9.940 0.091 0.353 0.667 0.571 0.070
India 2.700 33.969 6.751 18.559 19.788 0.000 0.835 0.615 0.782 0.000
Indonesia 4700 31.469 6.270 25.500 12.378 0.685 0.000 0.288 0.250 0.000
Ireland 3.000 89.875 8.822 21.030 8.117 0.000 1.000 0.962 1.000 0.000
Italy 2.500 72.313 9.107 21.606 1.320 0.000 1.000 0.891 0.974 0.000
Jamaica -0.400 58.296 8.247 24.853 6.776 0.000 0.982 0.731 0.865 0.000
Japan 3.500 92.387 8.933  30.818 0.758 0.000 1.000 0.955 0.936 0.000
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Jordan
Kenya
Korea
Madagaskar
Malawi
Malaysia
Mali
Mauritania
Mauritius
Mexico
Morocco
Mosambique
Namibia
Nepal
Netherlands
New Zeland
Nicaragua
Niger
Norway
Pakistan
Panama
Papua New Guinea
Paraguay
Peru
Philippines
Portugal
Rwanda
Senegal
Sierra Leone
South Africa
Spain

Sri Lanca
Sweden
Switzerland
Thailand
Togo
Trinidad and Tobago
Tunisia
Turkey
United Kingdom
United States
Uruguay
Venezuela
Zambia
Zimbabwe

-0.400
1.300
6.600
-1.800

0.500
4.100

-0.100

-0.100
3.800
1.500
1.800

0.500

0.700

1.100
1.900
0.700
-3.300

-2.500

3.000
2.700
0.700

0.500

2.300

-0.300
0.900
3.200
0.000
-0.400
-1.600
0.100
2.300
3.000

1.400
1.200
5.000
-0.600
2.600
2.700

2.100

1.900
1.600
1.200

-0.800

-2.000
0.500

47.970
17.097
71.625
14.833

5.871
47.939

7.121

9.226
44813
43.032
25.875

5.000
51.667
21.500
99.375
86.515
33.515

4.094
93.813
15.630
54.903
10.903
26.469
52.750
61.667
59.000

4.519
12.333
13.154
62.231
84.000
57.032
90.906
85.387
29.182
19.813
62.333
34.121
36.750
87.656
90.600
66.742
32.871
17.133
25.697

8.001
6.445
7.385
7.207
6.147
7.623
6.545
7.346
7.786
8.425
7.478
6.442
8.341
6.713
9.392
9.455
8.655
7.427
9.198
6.531
8.272
7.534
7.619
8.437
7.927
8.547
6.477
7.300
6.630
8.991
8.927
7.012
9.437
9.805
7.007
7.408
8.036
7.671
8.108
9.298
9.759
8.659
8.914
7.186
7.655

29.391 1.589
17.382 9.439
29.353 1.750
10.500 41.871
17.385 11.782
28.412 8.618
17.500 41.041
20.357 21.570
21.824 1.245
19.588 5.885
20.441 4.075
12.737 12.681
19.053 10.071
17.500 17.698
21.848 1.524
22.242 18.473
19.971 13.878
11.421 54.241
26.697 10.016
16.265 5.552
19.579 6.473
23.382 19.324
20.765 11.539
20.971 7.784
21.647 6.174
27.000 2.313
12.647 21.708
12.441 16.785

7.357 28.009
22.206 5.043
23.000 2.857
22.103 7.421
19.939 5.608
25.182 0.868
28.706 6.486
17.316 15.184
21.265 9.487
26.147 7.908
18.613 5.019
17.970 1.859
18.273 4.112
14.441 11.645
21.941 18.929
17.828 37.770
17.029 8.483

0.791
0.591
0.364
0.391
0.765
0.094
0.552
0.676
0.000
0.376
0.812
0.588
0.000
0.529
0.000
0.000
0.434
0.606
0.000
0.253
0.415
0.000
0.579
0.281
0.376
0.253
0.661
0.450
0.566
0.247
0.226
0.047
0.000
0.000
0.203
0.619
0.000
0.721
0.103
0.000
0.000
0.278
0.012
0.574
0.393

0.050
0.053
0.321
0.233
0.103
0.535
0.142
0.000
0.955
0.138
0.000
0.125
0.600
0.185
1.000
1.000
0.213
0.097
1.000
0.433
0.294
1.000
0.168
0.388
0.400
0.700
0.024
0.124
0.081
0.731
0.665
0.662
1.000
1.000
0.394
0.019
0.850
0.018
0.738
1.000
1.000
0.575
0.859
0.185
0.332

0.308
0.308
0.449
0.378
0.179
0.462
0.276
0.160
0.788
0.551
0.385
0.159
0.685
0.462
1.000
1.000
0.436
0.231
1.000
0.365
0.468
0.732
0.410
0.519
0.500
0.814
0.205
0.494
0.301
0.365
0.744
0.519
1.000
1.000
0.532
0.224
0.872
0.353
0.481
0.949
1.000
0.583
0.776
0.372
0.346

0.301
0.250
0.558
0.423
0.212
0.590
0.212
0.090
0.853
0.545
0.429
0.196
0.796
0.519
1.000
1.000
0.397
0.122
1.000
0.410
0.359
0.826
0.410
0.500
0.538
0.859
0.103
0.462
0.237
0.468
0.840
0.692
0.994
1.000
0.545
0.083
0.936
0.224
0.660
1.000
1.000
0.609
0.910
0.391
0.346

0.023
0.054
0.085
0.080
0.059
0.042
0.055
0.000
0.032
0.155
0.029
0.083
0.111
0.053
0.000
0.000
0.128
0.084
0.000
0.227
0.038
0.042
0.050
0.150
0.243
0.066
0.085
0.027
0.162
0.069
0.097
0.000
0.000
0.000
0.306
0.084
0.000
0.024
0.109
0.000
0.000
0.099
0.041
0.088
0.043
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Definitions:

Economic growth The average growth of per capita GDP over théodet965-
1998; unit: percent; source: World Bank (2000).

Enroliment rate The average secondary school enroliment ratesgyrover the
period 1965-1998; unit: percent; source: World B&000).

Log initial income Natural logarithm of 1965 per capita GNP compuiean the
1998 purchasing power parity adjusted per capitaPGby dividing with
(1+Economic Growth/106§ and by taking natural logarithm; unit; index; sceir
World Bank (2000).

Investment ratioThe average gross domestic investment as pegenfaGDP over
the period 1965-1998; unit: percent; source: WBidahk (2000).

Natural capital Share of natural capital in total capital (naktudfauman, and
physical capital) in 1994; unit: percent; sourceorlty Bank (1997).

Autocracy Average of the Polity IV variable AUTOC over tiperiod 1965-1998
(for each country only the years with availableadatre used) rescaled to the range
between 0 and 1; 1 indicates the highest and Qothest level of autocracy; unit:
index; source Polity IV Project (2001).

Democracy Average of the Polity IV variable DEMOC over theriod 1965-1998
(for each country only the years with availableadaere used) rescaled to the range
between 0 and 1; 1 indicates the highest and (othest level of democracy; unit:
index; source Polity IV Project (2001).

Civil liberties: Average of the Freedom House index of civil liies over the period
1973-1998 (for each country only the years withilabée data were used) rescaled
to the range between 0 and 1; 1 indicates the kigired O the lowest level of civil
liberties; unit: index; source Freedom House (2002)

Political rights Average of the Freedom House index of politigghts over the
period 1973-1998 (for each country only the yeaith &vailable data were used)
rescaled to the range between 0 and 1; 1 indithéskighest and O the lowest level
of political rights; unit: index; source Freedomuse (2002).

Regime instability maximum likelihood estimator of regime change badaility
over the period 1965-1998 computed with the usethaf Polity IV variable
DURABLE that gives for each year and each courtigyduration of actual regime
in power; maximizes the likelihood function ¥'£x", wheret denotes the total
duration of all regimes that were in power over pleeiod 1965-1998 and denotes
the number of regime changes over this period; umiex; source Polity IV Project
(2001).
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Sample 1980-2000

Economic Log initial ~ Primary  Political Civil Regime
Country growth income  exports rights  liberties Democracy Autocracy instability
Algeria -0.226 7.427 27.283 0.183 0.222 0.043 0.643 0.113
Antigua and Barbuda 4.099 8.308 3.725 0.684 0.684
Argentina 0.081 8.960 1.127 0.714 0.675 0.638 0.119 0.027
Australia 1.935 9.683 5.912 1.000 1.000 1.000 0.000 0.000
Austria 1.983  10.009 2.584 1.000 1.000 1.000 0.000 0.000
Bahrain 0.139 9.288 95.073 0.206 0.294 0.000 0.962 0.000
Bangladesh 2558  5.417 0.811 0.595 0.468 0.286 0.290 0.083
Barbados 1.169 8.818 0.112 1.000 0.984
Belgium 1.900 9.966 8.936 1.000 0.968 1.000 0.000 0.000
Belize 2.166 7.619 4.618 0.991 0.947
Benin 0.670 5.893 1.332 0.365 0.381 0.300 0.350 0.077
Bolivia -0.317 6.924 26.192 0.770 0.627 0.800 0.067 0.095
Brazil 0.417 8.356 1.827 0.722 0.643 0.643 0.129 0.026
Brunei -2.801  10.290  89.036 0.103 0.286
Burkina Faso 1.486 5.197 2.147 0.230 0.373 0.000 0.581 0.048
Cameroon -0.351 6.585 9.528 0.127 0.206 0.043 0.667 0.019
Canada 1.658 9.713 8.303 1.000 1.000 1.000 0.000 0.000
Central African Rep. -1.036  6.033 3.604 0.270 0.310 0.229 0.424 0.114
Chad 1.069 5.171 8.448 0.103 0.183 0.033 0.487 0.381
Chile 3.502 7.888 12.646 0.500 0.595 0.471 0.257 0.076
China 8.321 5.116 3.004 0.079 0.103 0.000 0.700 0.000
Colombia 1.013 7.532 1.367 0.738 0.579 0.790 0.000 0.000
Comoros -0.686 6.214 0.745 0.373 0.413 0.210 0.380 0.180
Congo Dem. Rep. 5431 5.634 9.570 0.087 0.127 0.000 0.883 0.404
Congo Rep. 0.152  6.643 42.605 0.159 0.286 0.150 0.585 0.116
Costa Rica 1.195 8.038 0.929 1.000 0.944 1.000 0.000 0.000
Cote D'lvoire -1.719 6.952 9.020 0.190 0.373 0.025 0.745 0.072
Cyprus 4.067 8.757 2.638 0.968 0.897 1.000 0.000 0.000
Denmark 1.730 10.215 2.893 1.000 1.000 1.000 0.000 0.000
Dominica 3.624 7.429 0.425 0.873 0.921
Dominican Rep. 2207 7.191 0.325 0.841 0.683 0.638 0.000 0.045
Ecuador -0.409 7.344 12.664 0.825 0.730 0.862 0.000 0.048
Egypt 2.577 6.595 9.861 0.294 0.317 0.043 0.471 0.020
El Salvador 0.491 7.375 3.131 0.627 0.548 0.659 0.000 0.238
Fiji 0.799 7.746 0.640 0.571 0.683 0.620 0.095 0.118
Finland 2.223 9.933 5.862 0.937 0.921 1.000 0.000 0.000
France 1.715 9.972 1.748 1.000 0.833 0.871 0.000 0.000
Gabon -0.810 8.547 55.481 0.270 0.341 0.000 0.650 0.065
Gambia -0.080 5.931 1.307 0.540 0.556 0.490 0.190 0.025
Germany 1.694 10.059 1.951 1.000 0.841 1.000 0.000 0.000
Ghana 0.239 5.976 7.469 0.349 0.405 0.132 0.400 0.238
Greece 1.043 9.278 2.216 0.952 0.778 0.943 0.000 0.000
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Grenada
Guatemala
Guinea-Bissau
Guyana
Haiti
Honduras
Hungary
India
Indonesia
Iran

Ireland
Israel

Italy
Jamaica
Japan
Jordan
Kenya
Korea
Kuwait
Liberia
Madagascar
Malawi
Malaysia
Mali

Malta
Mauritania
Mauritius
Mexico
Morocco
Mozambique
Nepal
Netherlands
New Zeland
Nicaragua
Niger
Nigeria
Norway
Oman
Pakistan
Panama
Papua New Guinea
Paraguay
Peru
Philippines
Portugal
Rwanda

4.081
-0.112
0.903
0.669
-2.479
-0.158
1.239
3.571
3.570
0.922
4.853
1.953
1.805
0.477
2.321
-0.569
-0.134
6.271
-0.609
-7.054
-1.661
0.249
3.750
-0.187
4.047
0.096
4.366
0.744
1.040
0.887
2.495
1.972
1.273
-2.340
-2.424
-1.066
2.405
2.639
2.446
0.965
0.428
-0.497
-0.459
-0.092
2.874
-1.400

7.445
7.376
5.166
6.707
6.409
6.598
8.343
5.429
6.221
7.230
9.296
9.358
9.588
7.578
10.250
7.504
5.821
8.271
9.661
6.716
5.839
5.078
7.739
5.722
8.447
6.185
7.465
8.096
7.016
5.076
4.997
9.958
9.542
6.507
5.788
5.750
10.069
8.163
5.762
7.904
6.773
7.538
7.851
7.067
8.899
5.772

0.460
2.462
2.072
23.232
0.398
3.048
4.965
0.849
21.080
13.377
2.288
1.531
1.476
6.501
0.280
5.201
5.539
1.086
48.308
47.382
1.197
0.364
28.392
5.977
0.469
22.437
0.080
9.779
5.955
1.096
0.354
13.813
6.630
4.142
9.581
33.864
19.034
21.590
1.810
1.211
18.860
2.733
10.962
3.026
2.588
0.994
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0.738
0.524
0.302
0.532
0.175
0.730
0.587
0.770
0.230
0.222
1.000
0.889
0.992
0.833
0.976
0.365
0.214
0.651
0.310
0.206
0.500
0.325
0.524
0.325
0.937
0.063
0.897
0.579
0.429
0.270
0.651
1.000
1.000
0.444
0.151
0.310
1.000
0.167
0.381
0.508
0.833
0.437
0.603
0.627
0.976
0.119

0.706
0.405
0.254
0.571
0.254
0.667
0.603
0.619
0.294
0.159
0.984
0.786
0.889
0.730
0.929
0.365
0.278
0.556
0.389
0.246
0.373
0.230
0.405
0.381
0.833
0.175
0.794
0.532
0.381
0.214
0.508
1.000
1.000
0.452
0.262
0.413
1.000
0.175
0.365
0.579
0.706
0.484
0.556
0.579
0.905
0.175

0.400
0.137
0.257
0.239
0.589
0.560
0.829
0.076
0.084
1.000
0.910
1.000
0.962
1.000
0.100
0.038
0.470
0.000
0.086
0.370
0.233
0.471
0.295

0.000
0.990
0.276
0.000
0.200
0.367
1.000
1.000
0.420
0.200
0.200
1.000
0.000
0.410
0.490
1.000
0.338
0.545
0.560
0.990
0.000

0.200
0.526
0.400
0.506
0.000
0.300
0.000
0.633
0.495
0.000
0.000
0.000
0.000
0.000
0.648
0.576
0.240
0.810
0.543
0.330
0.595
0.100
0.385

0.652
0.000
0.210
0.743
0.481
0.224
0.000
0.000
0.135
0.475
0.455
0.000
0.952
0.281
0.267
0.000
0.357
0.095
0.210
0.000
0.655

0.121
0.179
0.095
0.345
0.143
0.106
0.000
0.024
0.190
0.000
0.000
0.000
0.000
0.000
0.015
0.031
0.073
0.115
0.339
0.083
0.071
0.000
0.066

0.000
0.000
0.229
0.000
0.038
0.052
0.000
0.000
0.190
0.161
0.143
0.000
0.000
0.131
0.023
0.000
0.061
0.190
0.201
0.000
0.115



Samoa

Saudi Arabia
Senegal

Seychelles

Sierra Leone
Singapore

South Africa

Spain

Sri Lanka

St. Kitts and Nevis
St. Lucia

St. Vincent and the Grenadines
Sudan

Suriname

Sweden

Switzerland

Syrian Arab Rep.
Thailand

Togo

Trinidad and Tobago
Tunisia

Turkey

United Arab Emirates
United Kingdom
United States
Uruguay

Venezuela

Zambia

Zimbabwe

0.482
-2.652
0.495
1.486
-4.017
4.867
-0.693
2.381
3.480
4.840
3.271
3.776
1.619
0.001
1.640
0.806
0.493
4.750
-1.825
0.719
2.066
2.407
-4.453
2.272
2.103
0.800
-0.945
-1.953
0.080

7.133
9.355
6.313
8.493
5.850
9.306
8.438
9.293
6.120
7.846
7.638
7.187
5.426
6.892
10.027
10.593
6.578
7.018
6.145
8.437
7.403
7.579
10.541
9.560
9.952
8.557
8.292
6.370
6.414

0.304
60.264
6.890
13.609
4.283
49.831
4.146
1.554
6.153
0.126
0.306
0.617
2.915
33.941
4.928
1.238
10.403
3.176
14.329
35.913
12.362
1.418
34.761
5.139
0.827
3.279
22.696
25.496
5.192

0.675
0.079
0.540
0.333
0.278
0.437
0.508
0.976
0.643
0.980
0.960
0.889
0.167
0.429
1.000
1.000
0.111
0.667
0.127
0.976
0.238
0.595
0.238
1.000
1.000
0.746
0.889
0.405
0.389

0.754
0.056
0.516
0.341
0.294
0.357
0.421
0.849
0.468
0.912
0.817
0.889
0.135
0.508
1.000
1.000
0.024
0.563
0.238
0.889
0.357
0.421
0.333
0.921
1.000
0.706
0.738
0.389
0.349

0.000
0.229

0.029
0.200
0.774
0.990
0.600

0.120

1.000
1.000
0.000
0.562
0.042
0.900
0.038
0.724
0.000
1.000
1.000
0.743
0.848
0.214
0.143

1.000
0.290

0.659
0.400
0.179
0.000
0.086

0.610

0.000
0.000
0.890
0.062
0.532
0.000
0.567
0.138
0.800
0.000
0.000
0.167
0.000
0.519
0.448

0.000
0.045

0.223
0.000
0.103
0.000
0.000

0.116

0.000
0.000
0.000
0.092
0.114
0.000
0.014
0.095
0.000
0.000
0.000
0.024
0.000
0.078
0.051
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Definitions:

Economic growth The average growth of per capita GDP over théodet980-
2000; unit: percent; source: World Bank (2003).

Primary exports The average ratio of primary products export$P over the
years 1980-1985 (Primary products exports compuigs and metals, fuel, and
agricultural raw materials exports.); unit: per¢esaurce: World Bank (2003).

Log initial income Natural logarithm of 1980 per capita GDP in can$t1l995 U.S.
dollars; unit: index; source: World Bank (2003).

Autocracy Average of the Polity IV variable AUTOC over tiperiod 1980-2000
(for each country only the years with availableadaere used) rescaled to the range
between 0 and 1; 1 indicates the highest and Qothest level of autocracy; unit:
index; source Polity IV Project (2001).

Democracy Average of the Polity IV variable DEMOC over theriod 1980-2000
(for each country only the years with availableadatre used) rescaled to the range
between 0 and 1; 1 indicates the highest and (othest level of democracy; unit:
index; source Polity IV Project (2001).

Civil liberties. Average of the Freedom House index of civil It over the period
1980-2000 (for each country only the years withilabée data were used) rescaled
to the range between 0 and 1; 1 indicates the biglred O the lowest level of civil
liberties; unit: index; source Freedom House (2002)

Political rights. Average of the Freedom House index of politiagghts over the
period 1980-2000 (for each country only the yeaith &vailable data were used)
rescaled to the range between 0 and 1; 1 indithéskighest and O the lowest level
of political rights; unit: index; source Freedomude (2002).

Regime instability maximum likelihood estimator of regime change badaility
over the period 1980-2000 computed with the usethaf Polity IV variable
DURABLE that gives for each year and each courtigyduration of actual regime
in power; maximizes the likelihood function X", wheret denotes the total
duration of all regimes that were in power over peeiod 1980-2000 ana denotes
the number of regime changes over this period; umiex; source Polity IV Project
(2001).
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4  Natural Resources: Are They Really a Curse?

Abstract:

The curse of natural resources detected in numerss-country growth regressions is
guestioned. Although natural resource dependen@sssciated with slow economic
growth, there is no evidence that natural resoabtendance per se is negatively related
to growth. Thus, the supposed link between resodependence and growth arises not
from the numerator of the dependence measuregdseurces themselves) but rather,
because of the inherent relationship between slowwip and a small non-resource

sector caused by other undetermined characterddtite economy.
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4.1 Introduction

Economists have long believed that naturadueses (NR) constitute a fundamental
requirement for economic development, but recentlyhas become conventional
wisdom that NR are also a curse to development. diwerse departure points provide
empirical evidence: one relies on case studies, (Egb, 1998); the other uses cross-
country growth regressions (e.g., Sachs and Warbh@95b, 1997, and 2001, or
Gylfason, 2001a, 2001b, and Gylfason and Zoega?)20@uestion the causality nature
of the curse relationship arguing that the linkwesn high NR dependence and slow
economic growth results from increases in measdepeéndence caused by a small non-
resource sector in slow growing economies.

Figure 1 shows the relationship between ecangnowth and NR dependence as it
is presented in the literature. It plots the averpgr capita GDP growth over the period
1965-1998 for 85 countries as a function of the4l8Bare of natural capital in total
capital (as used by Gylfason, 2001a,b and GylfaswhZoega, 2002) and the average
growth of per capita GDP over the period 1970-188086 countries as a function of
the share of exports of primary products in GNR970 (as used by Sachs and Warner,
1997 and also Sachs and Warner, 1995a and 200hjthncases a surprisingly strong
negative relationship between growth and NR depereles apparent. If the measure of
NR dependence is increased by one standard devidtie average per capita growth
decreases by 1.0 per cent in the first sample gnalrbost 0.85 per cent in the second
sample. This is a serious issue, with growth avetad.36 per cent and 1.21 per cent,
respectively in the two samples.

The existing literature offers several possiskplanations for the curse rather than a
general theory® Sachs and Warner (2001) point out that most ofettianations are

based on a logic where NR crowd out a growth-intlgi@ctivity such as the tradable

% The issue of cross-country growth differences is so tmmihat we can hardly expect any general
economic theory to fully explain it. This is alscetheason why cross-country growth regressions can
provide useful insights, in spite of the problems, egnsitivity to sample coverage, time period,
specification, and the data sources used to commhehand side variables and growth rates. Also,
without a generally accepted growth theory, theminaregressions typically suffer from unclear caugalit
links and related troubles with possible endogenditgxplanatory variables. Finally, the data are often
very noisy and unreliable.
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manufacturing sector and physical capital ("Dutcisedse™), human capital, or
institutional capital. Most plausible explanatiosiso stress the role of institutions. In
order to inhibit economic growth, NR must be conalirwith bad government policies

or at least with the lack of good ones.
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Figure 1: Economic growth and NR dependence inNb&ral Capital Sample and

Primary Exports Sample.

Note: Triangles represent the most NR dependenttdesnwhich are the Central African Republic,
Chad, Guinea-Bissau, Madagascar, Mali, Niger, Siee@k, and Zambia in the Natural Capital Sample
and the Ivory Coast, Gambia, Mauritania, Mauritiusakidg, and Zambia in the Primary Exports Sample.
Source: Gylfason (2001a,b) or Gylfason and Zoe@8Zpfor the Natural Capital Sample and Sachs and
Warner (1997) for the Primary Exports Sample.
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When estimating resource curse cross-coumbwil regressions, most authors use
variables that measure NR dependence or interaitgr than abundance or wealth. By
replicating the regressions with the data sampéesi wriginally by Sachs and Warner
and by Gylfason and Gylfason with Zoega, | confitme robustness of the negative
association between growth and NR dependence. Haweehallenge the prevailing
interpretation of this result. When | substitute papita NR wealth, the results change
substantially. In order to address the oft-stressésl of institutions, | also control for
four different indices of the quality of democracy.

The results presented here do not provide engence that NR themselves are
associated with slow economic growth. Apparentlye resource curse regressions
capture a different statistical relationship betwelbe structure of the economy and
economic growth: the relatively small size of thensresource sector leads to a high
measure of NR dependence, and is associated witheslonomic growth.

Therefore, a question of causality and paldity of a subtle “developmental bias”
mentioned by Sachs and Warner (1995b, 1997, and)20€comes relevant. Is the
small size of the non-resource sector measured RydBpendence a cause of slow
growth, or is it only a result of slow growth? Ither words, permanently slow-growing
countries would, after a while, appear as NR deeendcountries compared to
permanently fast-growing countries. NR dependeneasured at any time within the
period studied would then be statistically assedatith subsequent slow economic

growth.

4.2 Data

Data used in this paper, detailed definitiohsll variables, and basic statistics and
correlations are in Appendix A. The first data s&nwhich | will henceforth refer to as
the Natural Capital Sample, includes 85 countried aontains average economic

indicators and indicators of the quality of demagraver the period 1965-1988The

24 The core variables of the Natural Capital samplesvkimdly provided by Thorvaldur Gylfason, who
previously used them in his research; see Gylfasonlg@bPand Gylfason and Zoega (2002). The data
are also available in Gylfason and Zoega (2002). ifiaén original source of the data is the World
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second sample, henceforth the Primary Exports Sangolvers 86 countries and the
period 1970-1996°

The core variables of the Natural Capital Sanmpclude the average annual growth
of real per capita GDP over the period 1965-1%®fomic growth the indicator of
NR dependence measured by the share of naturaakimpiotal capital (natural, human,
and physical capital) in 199A4dtural capital sharg natural logarithm of 1965 per
capita GNP og initial incomg, the average gross domestic investment as pageoff
GDP over the period 1965-1998B1{estment ratiy and the average secondary school
enrollment rate computed over the same pemoddliment ratég.

The core variables of the Primary Exports Sarmzlude the average annual growth
of real GDP divided by the economically active pagion over the period 1970-1990
(economic growth the indicator of NR dependence measured bytiheesof exports of
primary products in GNP in 197@rimary exports shaje natural logarithm of real
GDP divided by the economically active population1970 [(og initial incomsg, the
fraction of years during the period 1970-1990 inchithe country is rated as an open
economy as defined in Sachs and Warner (1935®nnhess and the natural logarithm
of the ratio of real gross domestic investmentdal IGDP, averaged over the period
1970-19891pg investment ratip

Additionally, I construct the measures of NlBuadance in both samples. These are
defined as the per capita exports of primary prtgluc 1970 primary exports per
capita) in the Primary Exports Sample and as per cagitaevof natural capital in 1994
(natural capital per capitpin the Natural Capital Sample. These variablesdascribed

in the following section.

Development Indicators 2000 CD. Only the estimatesqaifiral capital are taken from World Bank
(1997).

% The core variables of the Primary Exports Sampleaien from the dataset used in Sachs and Warner
(1997). The data are available at http://www.cidvbed.edu/. Sachs and Warner also used them with
minor modifications in their subsequent papers (1995a280d). The main original source of the data
are Penn World Tables, mark 5.6. Oplymary exports sharandlog initial incomeare computed with

the use of the World Bank World Data 1995 CD. Witime variables and for some particular country
observations, Sachs and Warner use additional dateceso and eventually also different years of
measurement than those given in the basic definitiomsaFdetailed description and definitions of all
variables see Appendix A of this paper and the degmmipff variables in Sachs and Warner (1997).
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Both samples are further extended by measofethe quality of democracy
(autocracy, democracy, civil libertiesind political rights) taken from two distinct
sources. The indices afitocracyanddemocracyare from the Polity IV 2001 data $ét.
These indices correspond to the variables AUTOCEBERMOC in the original data set.
They sort countries into eleven groups for eaclr.y€ae 0 value corresponds to the
lowest level of autocracy and democracy, respdgtivEhe value 10 indicates the
toughest autocratic regime for thatocracyindex, and the highest level of democracy
for the democracyindex. In this paper the indices are divided by WBich transform
them into a range between 0 and 1. In both samgéspcracyandautocracyindices
stand for averages of the individual yearly valoeer the respective time periods.
Some yearly observations are missing for a few t@s in which case only the
available observations are used.

The indices otivil liberties and political rights come from the Freedom House
country ratings’ Every year Freedom House ranks countries intorseaiegories with
“one” corresponding to the highest and “seven’hie lowest level of civil liberties or
political rights. For the purposes of this pap@&thtindices are converted to a scale from
0 to 1, where 0 corresponds to the lowest andthediighest level. Since the Freedom
House indices are only available starting in 19@8the Natural Capital Sample, which
runs from 1965 to 1998, | take for each country dkierage of available observations
from 1973 to 1998. In the Primary Exports Sampleictv runs from 1970 to 1990, | use
the average of available observations over theger®73-1990.

Not surprisingly, the four measures of theligwiaf democracy are highly correlated
in both samples. The two indices that differ thestrereautocrag andcivil liberties,
but their correlation coefficient is still very ig-0.88 in the Natural Capital Sample

and -0.90 in the Primary Exports Sample.)

% A detailed methodology used to assign these indicetessribed in Polity IV Project (2001) and
Marshall and Jaggers (2002).
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Table 1: Correlations of selected variables betwberNatural Capital Sample and
Primary Exports Sample.

74 observations Sample 1965-1998
Sample 1970-1990 Economic Nat. capital Nat. Capital Log initial
growth share p. cap. income
Economic growth 0.88
Primary exports share 0.38 -0.01
Primary exports p. cap. -0.19 0.59
Log initial income 0.93

Note: Only 74 overlapping country observations cands in both samples.

With both samples, | employ the same set ohttes as Gylfason, and Sachs and
Warner, except for excluding Hong Kong from thenkary Exports Sample, because
measures of the quality of democracy are not availarhis exclusion changes the
results only negligibly. In additionprimary exports per capitaare missing from
Primary Exports Sample for Germany, Iran, and Taiwihen comparing the results of
different regressions in the Primary Exports Sangplacross the two samples, various
country observations can be missing. Therefortydys refer also to results using only
identical country observations. This issue is inor given that numerous cross-
country growth regressions have been found to beitbee to sample coverage (e.g.,
Levine and Renelt, 1992). Surprisingly, many resieanrs who study the curse of natural
resources neglect this issue and compare regressisults that employ samples of
notably different coverage (e.g. Sachs and Wad$#97).

In addition to the sample coverage, resultsros-country growth regressions can
be sensitive to time period, specification, and da¢a source used to compute both
right-hand-side variables and growth rates (seegkample, Hanousek et al., 2004).
Thus, many potentially important differences ekistween the two samples employed
here. Nevertheless, the major difference between Natural Capital and Primary
Exports Samples seems to rest in the use of differeasures of NR dependence and
abundance. Table 1 shows correlations of seleaeesponding economic variables
between the two samples when reduced to 74 ovénigmountries. The lowest are the

correlations betweematural capital per capitandprimary exports per capitavhich is

2" For a detailed description of the methodology usedssign each index, see Freedom House (2002).
Freedom House indices are quite popular in empigcanomic research and were previously used, for
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only 0.59, and betweematural capital shareandprimary exports sharewhich is only
0.38. In spite of this, the nature of all majorulés presented below is almost the same,

independent of which sample is used.

4.3 Measures of NR Dependence and Abundance

When studying the resource curse most aithase the share of primary product
exports or mineral production in either GNP or lt@=ports in order to measure the
effect of NR. Typically, this variable is computéa the initial year of the period over
which growth rates are computed. To my knowledgdfaSon (2001a,b) and Gylfason
and Zoega (2002) are the only researchers whohesshiare of natural capital in total
capital. This measure is taken from a World BarfO{) study that attempts to estimate
the value of natural capital for 92 countries. Madue of natural capital comprises the
value of pastureland, cropland, timber resources;timber forest resources, protected
areas, and subsoil assets. Since 1994 is the ady for which this estimate is
available, it is impossible to employ the sharenafural capital in total capital in the
sample’s initial year, 1965.

Both measures, indicate NR dependence rali@r abundance, because they are
expressed as ratios of NR abundance to the totébrpence of the economy. To
investigate if natural resources are really assediaith slow growth, | focus on truely
exogenous NR abundance, in each of the two sampiesresulting pairs of variables
estimating NR dependence versus abundanceaiteal capital shareversusnatural
capital per capitain the Natural Capital Sample amimary exports shareversus
primary exports per capitan the Primary Exports Sample.

Natural capital per capitas taken directly from World Bank (1997) and inbds the
per capita value of pastureland, cropland, timbesources, non-timber forest resources,
and subsoil assets in 1994. The estimated valypeadécted areas is excluded, because

protected areas in part represent an achievemeatgwaioped industrial countries and,

example, by Helliwell (1992), Barro (1999), or Ealsté2001).
B E g., Sachs and Warner, 1995b, 1997, and 2001lukhegt al. (2002), or Papyrakis and Gerlagh
(2004).
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as such, do not approximate exogenous natural hveaibperly?® To make the
coefficient estimates directly comparable to eanverk, natural capital per capitas
further multiplied by an appropriate constant sat tthe sample maximum ofatural
capital per capitaequals the sample maximumradtural capital share

Primary exports per capitare computed by multiplying primary exports shiaye
the 1970 per capita GNP measured in constant 1995ddllars as reported by the
World Bank (2000¥° Primary exports per capitare also multiplied by a constant such

that the maxima gbrimary exports per capitandprimary exports sharare equal.

4.4 Empirical Results

4.4.1 NR Dependence and Economic Growth

First, | replicate earlier work by using NRpeéadence in cross-country growth
regressions. | also investigate whether the estisnat resource effects remain negative
and significant when controlling for the four dermey indicators.

Table 2 reports the OLS estimates of the curshe Natural Capital Sample. For
comparison purposes, | reestimate two regressioesepted in Gylfason (2001),
regressingeconomic growthon natural capital sharelog initial income investment
ratio, and enrollment rate and the same regression excluding ¢émeollment rate
Additionally, I also include regression eEonomic growtton natural capital shareand
log initial incomeand the simplest regression efonomic growtlon natural capital
sharealone. The coefficient estimates in the first ®guations are very close to those
reported in Gylfason (200%).The coefficient fomatural capital shareis significant
and negative in all four estimated equations. mhams almost unchanged when four

different measures of the quality of democracy inoduded. These results are in line

2 The results presented in this paper do not change wie value of protected areas is included. The
results also remain nearly the same if only the peita&alue of subsoil assets is taken into account.

%0 In some cases Sachs and Warner use years other tharol&3ipute the variable namedmary
exports sharehere. | follow these exceptions and use the sames yiear GNP per capita when
transformingprimary exports sharé primary exports per capita

3L A negligible difference is present due to the faeit Gylfason estimated the equations in a seemingly
unrelated regressions system.

87



with the reported robustness of the curse of natesmurces. The four different indices
of the quality of democracy appear significant instinof the estimated equations, with
the expected sign supporting the idea that dempcaad growth are correlated. Of

course, it is not possible to decide the directbrrausality of the relationship in this

case.

Table 2: OLS estimates of the natural resourceecianrsthe Natural Capital Sample
using the share of natural capital in total caghialmeasure of NR dependence.

Dependent variable sconomic growth

OLS method; Obs. 85

Natural Log initial Investment Enroliment
Constant capital share income ratio rate X R2
10.1(5.79) -0.07(4.60) -1.54(7.05) 0.10(3.43) 0.05(5.36) 0.67
®3.51(2.45) -0.08(5.30) -0.60(3.97) 0.18(5.92) 0.55
7.29(4.77) -0.12(6.74) -0.58(3.20) 0.36
2.47(9.29) -0.09(5.63) 0.28
X = Autocracy
12.5(7.01) -0.06(4.66) -1.73(8.13) 0.10(3.57) 0.04(4.89) -1.98(3.43) 0.71
7.59(4.55) -0.08(5.26) -0.99(5.83) 0.16(5.84) -2.56(3.99) 0.63
11.8(6.61) -0.11(6.52) -1.05(5.20) -3.07(4.07) 0.47
2.62(8.87) -0.09(4.66) °-0.82(1.16) 0.29
X = Democracy
11.5(6.69) -0.07(4.85) -1.74(8.03) 0.10(3.42) 0.04(4.40) 1.56(3.15) 0.71
7.14(4.59) -0.08(5.49) -1.14(6.11) 0.14(5.37) 2.24(4.28) 0.63
11.2(7.13) -0.11(6.68) -1.27(5.95) 2.88(4.88) 0.50
2.12(4.88) -0.09(4.64) 0.54(1.03) 0.29
X = Civil liberties
11.9(6.92) -0.06(4.85) -1.88(8.27) 0.09(3.33) 0.04(4.33) 2.72(3.46) 0.71
7.78(4.91) -0.08(5.45) -1.34(6.38) 0.14(5.18) 3.79(4.60) 0.65
11.9(7.56) -0.10(6.58) -1.54(6.49) 4.91(5.38) 0.53
2.16(3.73) -0.09(4.68) 0.44(0.60) 0.28
X = Political rights
11.8(7.06) -0.06(4.67) -1.85(8.52) 0.09(3.20) 0.04(4.60) 2.38(3.86) 0.72
7.26(4.82) -0.08(5.22) -1.23(6.46) 0.14(5.12) 3.11(4.69) 0.65
11.2(7.51) -0.10(6.25) -1.40(6.51) 4.04(5.52) 0.53
1.93(3.54) -0.08(4.39) “0.72(1.13) 0.29

Notes: Absolute values of t-statistics are in paresith All the estimated coefficients are significant a

the 1% significance level. Exceptiodssignificant at 5%" significant at 10% insignificant at 10%.
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Table 3: OLS estimates of the natural resourceeciarsthe Primary Exports Sample
using the share of exports of primary products MPGs the measure of NR
dependence. Dependent variablegenomic growth

OLS method; Obs. 86

Primary Log initial Log investment
Constant exports share income Openness ratio X R2
8.94(7.05) -0.07(5.55) -1.34(7.89) 2.34(6.90) 1.26(5.79) 0.68
8.78(5.85) -0.07(4.48) -0.95(5.16) 2.99(7.89) 0.55
3.35(1.91) -0.09(4.63) °©0.13(0.64) 0.21
2.24(8.01)  -0.09(4.67) 0.21

X = Autocracy

8.93(551) -0.07(5.51) -1.33(6.78)  2.34(6.67) 1.26(5.75) °0.005(0.01) 0.68

8.43(4.41) -0.07(4.44) -0.92(4.24)  3.01(7.70) °0.17(0.29)  0.55
5.31(2.17) -0.09(4.62) °-0.33(1.24) ©0.84(1.15) 0.22
2.31(7.22)  -0.09(4.45) °.0.25(0.45) 0.21

X = Democracy

9.03(5.74) -0.07(5.48) -1.35(6.40)  2.33(6.53) 1.25(5.75)  °0.04(0.10)  0.68

9.06(4.87) -0.07(4.45) -0.99(4.15)  2.95(7.36) °0.14(0.26)  0.55
6.76(2.88)  -0.09(4.85) *0.60(2.03) 1.35(2.12)  0.25
2.04(5.65)  -0.08(4.41) °0.38(0.89)  0.21

X = Civil liberties

9.17(5.97) -0.07(551) -1.37(6.21)  2.31(6.39) 1.26(5.77) ‘0.18(0.27)  0.68

8.74(4.82) -0.07(4.43) -0.94(3.82)  2.99(7.41) ©0.03(0.03)  0.55
6.36(2.77)  -0.09(4.77) "-0.61(1.94) P1.84(1.98) 0.25
1.97(4.22)  -0.08(4.39) °0.44(0.73)  0.21

X = Political rights

9.63(6.15) -0.07(5.57) -1.44(6.55)  2.27(6.45) 1.25(5.75) °0.44(0.76) 0.68

9.61(5.20) -0.07(4.51) -1.08(4.32)  2.90(7.33) °0.53(0.77)  0.55
6.99(3.00) -0.09(4.77) *0.69(2.21) 1.93(2.31) 0.26
1.93(4.34)  -0.08(4.33) °0.48(0.91)  0.21

Notes: Absolute values of t-statistics are in paresith All the estimated coefficients are significant a
the 1% significance level. Exceptiodssignificant at 5%" significant at 10% insignificant at 10%.

In Table 3, | present the results of the Olssineates for the Primary Exports
Sample, replicating the three basic regressio@aths and Warner (1995a and 1997). |
also include the simplest regressiorecbnomic growtton primary exports shareThe
coefficient estimates in the first three equatiaresvery close to those reported in Sachs
and Warner (1995a and 1997)The robustness of the resource curse result im aga
confirmed. The coefficient foprimary exports sharés significant and negative in all
four estimated equations and it survives, with amipor changes, the inclusion of the

four different measures of the quality of democratige coefficient estimates for the

%2 A negligible difference is present due to the fhetttunlike Sachs and Warner, | exclude Hong Kong
from the sample.
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indices of the quality of democracy have the exgeedaigns, supporting the idea that
democracy is associated with economic growth. H@amneunlike the results in the
Natural Capital Sample, treutocracyindex is insignificant in all four equations, wil
the indices oflemocracycivil liberties, andpolitical rights are significant only at the 5
per cent or 10 per cent level and only in the regjos ofeconomic growtlon primary
exports shareandlog initial income These differences can be partly explained by the
inclusion of a measure of openness in the PrimamgyoEs SampleOpennessan be

also interpreted as a measure of the institutiengironment.

4.4.2 NR Abundance and Economic Growth

To see the effect of pure NR wealth on growthstimate regressions identical to
those in the previous section, but replaetural capital sharein the Natural Capital
Sample withnatural capital per capita and primary exports shareén the Primary
Exports Sample witlprimary exports per capitalhat is, measures of NR dependence
are replaced by measures of NR abundance. Simptelaiions suggest that we can
expect radically different resultblatural capital per capitawith natural capital share
and primary exports per capitavith primary exports sharere almost uncorrelated.
(The correlation coefficients are only 0.12 and30t@spectively.) Also, in contrast to
the strong negative correlation étural capital shareandprimary exports shargvith
economic growthvery low positive correlations are detected betweconomic growth
and natural capital per capitaor primary exports per capita(Both correlation
coefficients are only 0.05.)

Regression results using the Natural Capitahi@e are reported in Table 4, results
for the Primary Exports Sample in Tablé®5The coefficient fomatural capital per
capita and primary exports per capitas close to zero and insignificant in all the
estimated equations. To further confirm this resulteduce both samples to the 74
overlapping country-observations and estimate ¢l basic equations in each sample

by using different measures of NR dependence anddamce. The results presented in
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Tables 6 and 7 are clear. Whitatural capital shareand primary exports sharare
significantly negatively related to growth in afjietionsnatural capital per capitand
primary exports per capitare insignificant, with coefficient values closezero in all

equations in both samples.

Table 4: OLS estimates of the natural resourceecianrsthe Natural Capital Sample
usingnatural capital per capitas the measure of NR abundance.
Dependent variable ssconomic growth

OLS method; Obs. 85

Natural  Log initial  Investment Enroliment

Constant capital p. cap. income ratio rate X R2
8.10(4.19)  %0.00(0.06) -1.50(5.97) 0.13(3.89) 0.06(5.98) 0.58
©-1.10(0.78) €0.01(0.25) °0.30(1.64) 0.23(7.24) 0.40
€1.99(1.17) €0.02(0.62) °0.10(0.43) 0.00
1.27(4.39) °0.01(0.47) 0.00
X = Autocracy
10.67(5.40) “0.01(0.35) -1.69(6.93) 0.12(4.01) 0.05(5.45) -2.17(3.33) 0.63
®3.90(2.17)  “*0.00(0.11) -0.75(3.73) 0.21(7.01) -2.96(3.99) 0.50
8.20(3.86) €0.00(0.21) -0.72(2.86) -3.92(4.25) 0.19
2.24(5.32)  °-0.02(0.70) -2.39(3.05) 0.10
X = Democracy
9.35(4.90) °0.01(0.38) -1.69(6.73) 0.12(3.88) 0.05(5.03) 1.58(2.78) 0.62
®3,00(1.83)  °0.00(0.24) -0.87(3.99) 0.20(6.54) 2.48(4.03) 0.50
7.22(3.90)  °0.00(0.01) -0.96(3.58) 3.55(4.85) 0.23
%0.68(2.06)  °-0.02(0.88) 1.81(3.09) 0.11
X = Civil liberties
9.78(5.13)  *0.01(0.61) -1.83(7.04) 0.12(3.80) 0.05(4.95) 2.87(3.17) 0.63
®3.80(2.27)  %0.01(0.54) -1.10(4.52) 0.19(6.30) 4.32(4.42) 0.51
8.22(4.44)  °0.01(0.38) -1.31(4.44) 6.19(5.48) 0.28
‘0.21(0.47)  “-0.02(0.98) 2.43(2.94) 0.10
X = Political rights
9.97(5.37) %0.01(0.42) -1.83(7.35) 0.11(3.63) 0.05(5.13) 2.62(3.77) 0.65
°3.67(2.30)  “-0.00(0.23) -1.03(4.63) 0.19(6.12) 3.63(4.74) 0.53
7.89(4.54)  °0.00(0.03) -1.21(4.53) 5.17(5.94) 0.31
“0.20(0.49)  °-0.02(1.05) 2.41(3.49) 0.13

Notes: Absolute values of t-statistics are in paresith All the estimated coefficients are significant a
the 1% significance level. Exceptiofisignificant at 5% significant at 10%¢ insignificant at 10%.

% The sample 1970-1990 is reduced to 83 observatiomsibecthe data on Primary exports per capita are
missing for Germany, Iran, and Taiwan.
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Table 5: OLS estimates of the natural resourceecianrsthe Primary Exports Sample
using exports of primary products per capita asiieasure of NR abundance.
Dependent variable ssconomic growth

OLS method; Obs. 83

Primary Log initial Log investment
Constant exports p. cap. income Openness ratio X R?
5.27(3.16)  °0.02(1.18) -0.97(4.27) 2.53(6.33) 1.20(4.82) 0.55
5.27(2.80) “0.02(1.00) *0.62(2.53) 3.13(7.31) 0.41
©0.59(0.27)  “0.00(0.16)  “0.22(0.79) 0.01
1.13(5.00) “0.01(0.48) 0.00

X = Autocracy

%515(2.52) ©0.02(1.16) -0.96(3.76)  2.54(6.18) 1.20(4.78) °0.06(0.10)  0.55

4.96(2.15) ©0.02(0.96) %0.59(2.13)  3.15(7.16) °0.16(0.24)  0.41
°1.23(0.43) ©0.01(0.25)  0.03(0.10) °0.82(0.98)  0.02
1.53(3.90)  °0.00(0.23) °0.86(1.26)  0.02

X = Democracy

5.07(2.65) °-0.02(1.11) -0.94(3.61) 2.55(6.15) 1.20(4.79) %0.12(0.21) 0.55

%5.40(2.49) ©0.02(0.99) %0.63(2.21)  3.12(6.94) 0.07(0.12)  0.41
©2.07(0.77)  °0.01(0.54) °0.16(0.46) b1.28(1.71) 0.05
0.84(3.12)  *0.02(0.76) b1.06(1.84)  0.04

X = Civil liberties

514(2.71) ©0.02(1.12) -0.95(3.44) 2.54(6.08) 1.20(4.78) °0.12(0.15) 0.55

%5.03(2.34) ©0.02(0.92) "0.57(1.92)  3.17(7.04) ©0.22(0.25) 0.41
°1.58(0.60) °-0.01(0.48) °-0.14(0.38) °1.58(1.44)  0.04
°0.58(1.42)  °-0.01(0.63) °1.30(1.60)  0.03

X = Political rights

5.81(2.97) ©0.02(1.23) -1.06(3.80)  2.48(6.02) 1.19(4.76)  °0.38(0.54) 0.55

6.09(2.76) °0.02(1.07) *0.75(2.45)  3.05(6.87) °0.57(0.72)  0.41
©2.72(1.00) ©0.01(0.44) ©0.30(0.81) 21.94(2.01) 0.06
°0.54(1.50)  °-0.02(0.81) *1.40(2.01) 0.05

Notes: Absolute values of t-statistics are in paresith All the estimated coefficients are significant a
the 1% significance level. Exceptiodssignificant at 5%" significant at 10% insignificant at 10%.

In short, while NR dependence, measured eithendiyral capital shareor primary
exports shargis clearly associated with slower economic grqwth relationship exists
between economic growth and NR abundance per sethethmeasured bgatural
capital per capitaor by primary exports per capitaThe insignificant coefficient for
natural capital per capitdbecomes positive and significant at the 1 per e if both
natural capital shareand natural capital per capitaare included in all the estimated
equations in the Natural Capital Sample (A resézaly noted by Gylfason and Zoega,
2002). At the same time, the estimated coefficidotsother variables remain almost
untouched by this specification change and theluesaremain very close to those

reported in Table 2, except for the coefficientriatural capital sharewhich increases

92



even more in absolute val&€Thus, for a given level of NR dependence, an ameen
NR abundance is associated with an increase inoaticngrowth. Surprisingly, this
result was not detected in the Primary Exports 3ampboth primary exports share
andprimary exports per capitare included in all the estimated equations, ttenated
coefficients for all variables remain almost thensaas those reported in Table 3 and the

coefficient forprimary exports per capita still insignificant and close to zero.

Table 6: OLS estimates of the natural resourceeciarsthe Natural Capital Sample
using several measures of NR dependence/abundance.
Dependent variable sconomic growth

OLS method; Obs. 74

Log initial Investment Enroliment
Constant X income ratio rate R2
X = Natural capital share
9.96(5.37) -0.07(4.17) -1.47(6.66) %0.08(2.47) 0.05(5.34) 0.65
®3,11(1.97) -0.09(4.27) -0.53(3.37) 0.17(4.87) 0.51
6.92(4.39) -0.13(6.10) -0.52(2.85) 0.34
2.50(9.01) -0.10(5.14) 0.27
X = Natural capital per capita
7.12(3.66) “0.00(0.00) -1.35(5.40) 0.12(3.46) 0.05(5.38) 0.57
©-1.10(0.77) “0.01(0.49) ©-0.29(1.61) 0.23(6.56) 0.38
€1.77(1.03) “0.01(0.57) ©-0.06(0.27) 0.00
1.31(4.63) €0.01(0.51) 0.00
X = Primary exports share
6.75(3.71) -0.05(2.97) -1.19(5.00) 0.13(3.82) 0.04(4.29) 0.62
0.63(0.50) -0.07(4.33) 4.0.33(2.30) 0.21(6.50) 0.51
®3.55(2.38) -0.09(4.44) €-0.14(0.76) 0.22
2.44(8.14) -0.09(4.39) 0.21
X = Primary exports per capita
6.67(3.45) €-0.02(1.37) -1.28(5.18) 0.12(3.28) 0.06(5.63) 0.58
€-0.97(0.59) “0.01(0.39) -0.31(1.45) 0.23(6.55) 0.38
€2.14(1.07) “0.01(0.61) ©-0.11(0.40) 0.01
1.34(5.30) “0.01(0.47) 0.00

Notes: Only those country observations are usedvfuch all the three measures of natural-resource
abundance are available. As a result, 74 out ofata 86 observations are employed. Absolute values of
t-statistics are in parenthesis. All the estimated azeffts are significant at the 1% significance level.
Exceptions? significant at 5% significant at 10%° insignificant at 10%.

% To save space the results are not reported here.
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Table 7: OLS estimates of the natural resourceeciarsthe Primary Exports Sample

using several measures of NR dependence/abundance.

Dependent variable ssconomic growth

OLS method; Obs. 74

Log initial Log investment
Constant X income Openness ratio R2

X = Primary exports share

8.77(6.88) -0.06(5.09) -1.29(7.62) 2.36(6.60) 1.13(5.10) 0.68

8.88(5.98) -0.06(3.94) -0.98(5.33) 2.99(7.64) 0.56

®3.06(1.78) -0.08(4.07) -0.12(0.62) 0.19

2.01(7.17) -0.08(4.06) 0.19
X = Primary exports per capita

6.71(3.99) 0.01(0.73) -1.11(4.93) 2.77(6.75) 1.02(3.97) 0.56

7.12(3.86) -0.01(0.47) -0.86(3.62) 3.30(7.74) 0.46

0.75(0.33) “0.01(0.25) 0.04(0.14) 0.00

1.06(4.54) “0.01(0.46) 0.00
X = Natural capital share

9.25(6.14) -0.05(3.04) -1.27(6.78) 2.52(6.44) 0.77(3.04) 0.61

10.0(6.36) -0.07(3.95) -1.11(5.84) 2.83(7.05) 0.56

5.59(2.98) -0.10(4.80) ®.0.41(1.93) 0.25

2.00(7.51) -0.08(4.33) 0.21
X = Natural capital per capita

7.83(4.79) 0.01(0.68) -1.26(5.68) 2.79(6.73) 0.99(3.84) 0.56

8.37(4.70) €0.02(1.01) -1.04(4.44) 3.34(7.84) 0.47

0.31(0.16) €-0.00(0.10) 0.10(0.40) 0.00

1.10(4.19) “0.00(0.13) 0.00

Notes: Only those country observations are usedvfuch all the three measures of natural-resource
abundance are available. As a result, 74 out ofatad 86 observations are employed. Absolute values of
t-statistics are in parenthesis. All the estimated azeffts are significant at the 1% significance level.
Exceptions? significant at 5% significant at 10%° insignificant at 10%.

To summarize, | have so far shown that in ¢hess-country growth regressions,
natural resources themselves do not prove to beeattto economic growth. Only NR
dependence is associated with slow growth. Addilignthe correlation between the
measures of NR abundance and dependence is veriy Ibath data samples. It is the
structure of the economy, namely the relatively lbsiae of the non-resource sector,
that results in increased NR dependence and isiagsd with slow economic growth.
Therefore, it seems that cross-country growth egoms were previously
misinterpreted when used as evidence for the cofrs&tural resources. Instead, NR
dependence, indeed, serves as a proxy for a modarfuental structural problem that

causes slow economic growth.
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4.4.3 The Link between NR Effects and Institutional Degghent

Many authors, including Auty, Gelb, Gylfasamd Sachs and Warner, stress the role
of policies and institutions in the curse of natuesources. Robinson, et al. (2002) and
Mehlum, et al. (2002) develop models combining tmal incentives with NR
endowments to generate the curse result. Mehlum slvews statistical evidence of the
interaction between institutions and NR dependeimgte cross-country growth
regressions. As seen above, when we include vaden®cracy indicators to measure
the effect of the institutional environment, thegatve relationship between NR
dependence and economic growth remains unchangefiirthier address the supposed
interaction between institutions and NR dependehsert the countries in each sample
into quartiles using the democracy indicators, astimate the basic regressions of
economic growthon the log initial income and the appropriate measure of NR
dependence.

In Figure 2, | plot the index dfivil liberties againstnatural capital sharein the
Natural Capital Sample, and agaimstmary exports sha in the Primary Exports
Sample® It shows a relatively homogeneous distributiomafural capital dependence
in both samples for different levels @il liberties, with one exception. All eight of the
most NR dependent countries in the Natural Cafigahple and four out of the six most
NR dependent countries in the Primary Exports Sarhplve a very low level of civil
liberties. Therefore, when | sort the countriesoading to quartiles, almost all the
extremely NR dependent countries fall in the fgstrtile. This might bias down the
coefficient estimate for NR dependence in this tjgarmparticularly if non-linearity in
the relationship between economic growth and NReddence is present. Indeed, when
regressingeconomic growtlon log initial income natural capital share andnatural
capital sharesquared in the Natural Capital Sample, the coefficfornatural capital
share squared is significant at the 10 per cent levelc®the eight extremely NR
dependent countries are excluded from the samgie, coefficient becomes

insignificant. With the Primary Exports Sample, tbeefficient for primary exports

% To save space only the index of civil libertieslimsen as an example; the distribution would be very
similar if the indices of political rights, democraoy,autocracy were selected.
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share squared is insignificant. Once the six extremely Népendent countries are
excluded, however, the t-statistic drops from 1t880.18. This result indicates the
presence of a non-linearity that disappears whemtbst NR dependent countries are
excluded. In further analysis, therefore, | alsgpky reduced samples with the eight
(for the Natural Capital Sample) and six (for thérRary Exports Sample) extremely

NR dependent countries excluded.
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Figure 2: NR dependence and the index of civilrties in the Natural Capital Sample

and Primary Exports Sample.

Note: Triangles represent the most NR dependenttdesnwhich are the Central African Republic,
Chad, Guinea-Bissau, Madagascar, Mali, Niger, Siee@k, and Zambia in the Natural Capital Sample
and the Ivory Coast, Gambia, Mauritania, Mauritiusakidg, and Zambia in the Primary Exports Sample.
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Figures 3 and 4 plot the estimated coeffigdior natural capital share(Natural
Capital Sample) angrimary exports shargPrimary Exports Sample) in groups of
countries sorted with respect to tieil liberties andautocracyindices® The estimated

coefficients are plotted as a function of the ageraalue of the appropriate index in

each group.
Sample 1965-1998; 85 observations Sample 1965-1998; 77 observations
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Figure 3: The resource curse estimated coeffi@srd function of democracy measures
in the Natural Capital Sample. The graphs on tftesleow results for the full sample;
on the right, results for a reduced sample withdight most NR dependent countries

excluded.

Notes: On the horizontal axis | plot the estimatedfficient ofnatural capital sharen the regression of
economic growtlon aconstant natural capital shareandlog initial income The error bars stand for
estimated standard errors. Coefficients that are niifgignt at the 10 per cent level are plotted vath
dash. The four groups contain 21 (19), 23 (20),18),(and 21 (19) country observations, when sorting
with respect to the index afvil liberties and 25 (25), 18 (14), 21 (19), and 21 (19) counbgervations,
when sorting with respect to tlaeitocracy indexThe figures in parentheses give the number of cpuntr
observations when the reduced sample excluding g¢fint miost NR dependent countries is employed.

% The results with the indices of democracy and jealitrights would be very close to those with the
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Figure 4: The resource curse estimated coeffi@srd function of democracy measures
in the Primary Exports Sample. The graphs on tfieskow results for the full sample;
on the right, results for a reduced sample with dbemost NR dependent countries

excluded.

Notes: On the horizontal axis | plot the estimateefficient ofprimary exports sharé the regression of
economic growtton aconstant primary exports shareandlog initial income The error bars stand for
estimated standard errors. Coefficients that are niifgignt at the 10 per cent level are plotted vath
dash. The four groups contain 21 (22), 22 (18),29,(and 21 (20) country observations, when sorting
with respect to the index afvil liberties and 28 (26), 15 (14), 23 (20), and 20 (20) counbgervations,
when sorting with respect to tlaeitocracy indexThe figures in parentheses give the number of cpuntr
observations when the reduced sample excluding xtre@st NR dependent countries is employed.

The largest differences in the value of estdaoefficients for NR dependence are
detected for countries sorted by quartiles on tigex ofcivil liberties for the Natural
Capital Sample and into the quartiles of theocracyindex for the Primary Exports
Sample. These are also the only cases where sothe afifferences in the values of
estimated coefficients are statistically significawith the Natural Capital Sample,
statistically significant differences are detecteetween the first and second and
between the second and fourth quartile at the T@etr level. When the eight most NR

index of civil liberties.
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dependent countries are excluded, statisticallgisognt differences at the 10 per cent
level are present between the first and seconditpuand between the third and fourth
quartile, and at the 1 per cent level between #worsd and third quartile. With the
Primary Exports Sample, statistically significarffetences are detected between the
first and second quartile and between the secoddf@mrth quartile at the 1 percent
level, and between the first and third quartil¢hat 10 per cent level. When the six most
NR dependent countries are excluded, statisticgitipificant differences are present
between the first and second, second and fourth tlaird and fourth quartile at the 5
per cent level, and between the first and thirdgjeaat the 10 per cent.

Figures 3 and 4 show a prevailing U-shapd&efcbefficient for NR dependence as a
function of thecivil liberties index with the Natural Capital Sample, and of the
autocracy indexwith the Primary Exports Sample. The U-shape besommore
pronounced once the most NR dependent countriegxaleded from both samples.
The functions’ U-shape suggests that further ptessibn-linearity in the resource curse
regressions should be tested. To explore this sktested for possible non-linear
effects in the basic resource curse regressiors@fomic growtlonlog initial income
and the appropriate measure of NR dependence.fi8pygj | included the indices of
civil liberties andautocracysquared and the interaction term of the appropnegasure
of NR dependence with the indices @til liberties and autocracy defined as NR
dependence times the respective index. | also atedrfor the linear effects of both
indices in the regressions. The results providettdd support for non-linearity. With
the Natural Capital, the interaction terms are ificant at the 10 per cent level and with
the eight most NR dependent countries excluded) av¢he 1 per cent level, although
only if the linear effects of the indices daivil liberties and autocracy are not
considered. The significance of the interactiormteris in line with the observed
functions’ U-shapes. With the Primary Exports Sampbnly theautocracy index
squareds significant at the 1 per cent level with thel,fsind significant at the 5 per
cent level with the six most NR dependent counteleduded. Admittedly, this result is
somehow confusing, and it is not clear how it iatexl to the observed U-shapes of the

functions in Figure 4.
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Gylfason (2001) states, "It needs to be enmipbdsthat it is not the existence of
natural resources as such that seems to be théeprobut rather the failure of public
authorities to avert the dangers that accompany gifts of nature." Indeed, the
prevailing interpretation suggests that healthyitinsons and wise economic policies
can mitigate the dangers of NR wealth. In this papewever, | present evidence that it
is not natural resources per se, but neglect ofnthreresource sector that is the real
cause for slow growth. Poor institutions seem tdah@eunderlying cause of both slow

growth and the resulting high degree of NR depeoelen

Sample 1965-1998; 77 observations Sample 1970-1990; 80 observations
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Figure 5: Correlation betweamatural capital shareand natural capital per capitan
the Natural Capital Sample and betw@eimary exports sharandprimary exports per
capitain the Primary Exports Sample plotted as a fumctibdemocracy measures. The
graphs show results for reduced samples of 77 @db3ervations, where the eight
most NR dependent countries are excluded from #tersl Capital Sample and the six
most NR dependent countries are excluded from timealPy Exports Sample.
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In Figure 5, | plot the correlation between N&endence and abundance measures
for the two samples as a function @il liberties and autocracyindices. Reduced
samples with the most NR dependent countries egdliude used, and the correlation
coefficient is computed for the same country growss the coefficient for NR
dependence in Figures 3 and 4. Let us focus ordbes where statistically significant
differences were detected between the values oédlimated coefficients. Remember
that these are the cases where the countries desl suith respect to theivil liberties
index in the Natural Capital Sample and with resgecthe autocracyindex in the
Primary Exports Sample. Indeed, the differencethéncorrelation coefficients are also
the greatest here. Moreover, the correlation betwvibe measures of NR dependence
and abundance is low where the estimated coeffiti@rNR dependence was large, and
vice-versa. In the remaining cases, the differemtéise correlation coefficients are not
that distinct. Nevertheless, the overall pattemmaims: for groups of countries with a
stronger resource curse result, the correlatiowds the measures of NR dependence
and abundance tends to be lower and vice-versa.

The results in Figure 5 suggest that the dgpat NR dependence to measure the
neglect of the non-resource sector can differ ffedint subsets of countries and that it
is not NR dependence, but neglect of the non-resosector that is the real cause of
slow growth. If the correlation between NR abundaaod dependence is high for a
given subset of countries, then NR dependencegdsliadriven by real resource wealth
and cannot serve as a good measure of non-ressects® neglect. Therefore, the curse
of natural resources estimated in this subset ohtes is not very strong. Conversely,
the resource curse result is much stronger in tlsodxsets of countries where the
correlation between NR dependence and abundancews In such cases NR
dependence does not vary with real NR wealth amneseas a good measure of non-
resource sector neglect.

The argument presented above can also paglaia the prevailing U-shape of the
coefficient for NR dependence plotted as a functbthecivil liberties andautocracy
indices in Figures 3 and 4. It is quite likely thle variation in economic institutions

and policies and consequently in the neglect ohthreresource sector are much higher
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among countries that are moving toward democraay #imong fully democratic or

authoritarian countries. In other words, the imagyn mapping from the level of

democracy to the quality of economic institutionsd gpolicies has the shape of a
sigmoid. Additionally, if NR wealth is distributednore or less randomly and

homogeneously, then variation in the neglect of tlo@-resource sector relative to
variation in the NR wealth would be much highethe second and third quartiles than
in the first and fourth quartiles, when the cowgrare sorted with respect to the civil
liberties and autocracy indices. Thus, the capamitilR dependence to measure non-
resource sector neglect should be much highererséitond and third quartiles, which
would result in the observed U-shape of the resouwarse coefficient plotted as a

function of civil liberties and autocracy indices.

45 Conclusion

The results of cross-country growth regressioresented here provide no statistical
evidence that natural resources themselves areiatsb with slow economic growth.
Previous cross-country growth regressions re-estidnavere misinterpreted when used
as evidence for the curse of natural resourcessellmegressions clearly capture a
different statistical relationship between the cine of the economy and economic
growth. Countries with small non-resource sectodsitet both a high degree of NR
dependence and slow growth. Misinterpreting theviptes results has led researchers
and policy makers to focus overly on the resoumetcs. In fact, the link between
measured resource dependence and growth is aacadiising from factors that cause
slow growth and underdeveloped economies in gen€rat focus should be these
factors that appear to be independent of resouncedance, but may be linked to

institutional quality.
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4.6 Appendix A — Data and Definitions

Natural Capital Sample

Natural  Natural

Economi capital capitalLog inititial Investmer Enrollmen Civil  Political
Country growtt share p. cap income ratio rate Autocrac'Democrac liberties rights
Argentina 0.40( 6.691 12.85¢ 9.23¢ 22.81( 56.103 0.37¢ 0.40¢ 0.622 0.641
Australia 1.70C 11.88¢ 44.41¢ 9.43: 23.721 85.758 0.00( 1.00¢ 1.000 1.00¢
Austria 2.60( 2.64: 7.89¢ 9.202 23.78¢ 92.031 0.00( 1.00¢ 1.000 1.00(
Bangladesh 1.40(C 14.06( 4.08i 6.79( 20.00( 17.714 0.34¢ 0.24¢ 0.468 0.51¢
Belgium 2.30( 0.00: 2.241 9.32( 19.54¢ 96.871 0.00( 1.00¢ 0.987 1.00(
Benin 0.10¢ 7.67¢ 2.38¢ 6.72( 15.17¢ 12.000 0.50¢ 0.152 0.282 0.231
Botswana 7.70( 6.30z 6.76¢ 6.217 26.85: 25.688 0.00( 0.87( 0.705 0.85:
Brazil 2.20( 7.89¢ 9.05¢ 8.05¢ 20.69( 33.097 0.42¢ 0.38¢ 0.583 0.65¢
Burkina Faso 0.90( 16.91: 3.04¢ 6.46¢ 21.00( 3.44¢ 0.54: 0.03¢ 0.397 0.27¢
Burundi 0.90( 19.85¢ 2.54¢ 6.03¢ 11.50( 3.30¢ 0.66¢ 0.00: 0.115 0.03:
Cameroon 1.30¢ 21.07: 8.60¢ 6.81¢ 21.45¢ 17.467 0.71: 0.021 0.263 0.141
Canada 1.80( 11.06¢ 39.23° 9.44¢ 21.54¢ 86.900 0.00( 1.00¢ 1.000 1.00(
Central
African
Republic 1.20( 30.16( 7.34¢4 7.40( 10.40¢ 9.55¢ 0.571 0.10¢ 0.212 0.167
Chad 0.60( 37.13: 7.15¢ 6.93¢ 7.471 4.92: 0.68¢ 0.01z 0.141 0.09¢
Chile 1.90(C 9.78: 17.57¢ 8.42¢ 19.00( 54.806 0.30: 0.382 0.526 0.391
China 6.80( 7.22¢ 3.501 5.85: 30.61¢ 44.500 0.741 0.00(C 0.083 0.071
Colombia 2.00( 7.18¢ 7.68i 8.02: 18.97: 39.516 0.00( 0.77¢ 0.628 0.77¢
Congo 1.40( 14.46¢ 5.82¢ 6.28: 31.72( 50.065 0.63¢ 0.091 0.244 0.17:
Costa Rica 1.20¢ 8.20¢ 9.82: 8.27¢ 20.61¢ 40.242 0.00( 1.00¢ 0.968 1.00(
Ivory Coast 0.80( 18.00¢ 4.98¢ 7.56¢ 17.32¢4 16.424 0.83: 0.00( 0.333 0.18¢
Denmark 1.90( 3.75: 12.05: 9.45¢ 22.93¢ 101.419 0.00( 1.00¢ 1.000 1.00(
Dominican
Republic 2.30C 12.40° 10.67¢ 7.62¢ 20.79¢ 35.333 0.14¢ 0.43( 0.718 0.77¢
Ecuador 1.80( 17.01: 11.49° 7.41¢ 19.23¢ 43.448 0.15(C 0.58: 0.654 0.62¢
Egypt 3.50( 4.55( 3.01¢ 6.91¢ 20.76¢ 52.455 0.55: 0.02¢ 0.346 0.28¢
El Salvador 0.40( 2.84¢ 1.51¢ 8.42¢ 15.50( 24.419 0.16¢ 0.44¢ 0.564 0.641
Finland 2.40( 6.60:2 17.81: 9.152 23.97( 101.938 0.00( 1.00¢ 0.891 0.90¢
France 2.10¢ 2.73¢ 9.78:¢ 9.271 21.75¢ 86.031 0.01: 0.81¢ 0.846 1.00(
Gambia 0.40( 11.84¢ 2.72¢ 7.13: 19.50( 13.097 0.08¢ 0.65¢€ 0.647 0.66(
Ghana 0.80( 7.221 2.51¢ 7.72¢ 11.87¢ 31.333 0.50( 0.113% 0.359 0.25(
Greece 2.40( 3.651 6.79( 8.76¢ 25.39¢ 80.125 0.167 0.70: 0.756 0.85¢
Guatemala 0.70C 3.30¢ 2.07( 7.92: 14.32¢ 16.379 0.25: 0.291 0.462 0.53¢
gizg]:t? -0.10¢ 44.20: 10.50¢ 6.38¢ 29.15( 6.417 0.59: 0.08: 0.229 0.24:
Haiti -0.80( 6.68: 1.10¢ 7.49¢ 10.87¢ 13.300 0.71¢ 0.131 0.224 0.141
Honduras 0.60( 9.94( 4.15% 7.56( 19.76& 22.083 0.091 0.35: 0.667 0.571
India 2.70( 19.78¢ 5.01( 6.751 18.55¢ 33.969 0.00( 0.83¢ 0.615 0.78:
Indonesia 4.70( 12.37¢ 9.73( 6.27( 25.50( 31.469 0.68¢ 0.00( 0.288 0.25(
Ireland 3.00¢ 8.117 23.28¢ 8.82: 21.03( 89.875 0.00( 1.00¢ 0.962 1.00(
Italy 2.50( 1.32( 4.17¢ 9.107 21.60¢ 72.313 0.00( 1.00¢ 0.891 0.97¢
Jamaica 0.40( 6.77¢ 4.061 8.241 24.85: 58.296 0.00( 0.982 0.731 0.86¢
Japan 3.50( 0.75¢ 2.38¢ 8.93: 30.81¢ 92.387 0.00( 1.00¢ 0.955 0.93¢
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Jordan
Kenya
Korea
Madagascar
Malawi
Malaysia
Mali
Mauritania
Mauritius
Mexico
Morocco
Mozambique
Namibia
Nepal
Netherlands
New Zealand
Nicaragua
Niger
Norway
Pakistan

Panama
Papua New
Guinea

Paraguay
Peru
Philippines
Portugal
Rwanda
Senegal
Sierra Leone
South Africa
Spain

Sri Lanka
Sweden
Switzerland
Thailand

Togo
Trinidad anc
Tobago

Tunisia
Turkey

United
Kingdom

United States
Uruguay
Venezuela
Zambia
Zimbabwe

0.40(
1.30C
6.60(
1-.80(
0.50(¢
4.10¢
-0.10¢
0.10¢
3.80(
1.50(C
1.80(
0.50(¢
0.70¢
1.10C
1.90(
0.70¢
3.30(
-2.50(
3.00(¢
2.70C
0.70¢

0.50(¢
2.30(
0.30(
0.90(¢
3.20(
0.00(¢
0.40(
-1.60(
0.10¢
2.30C
3.00¢
1.40(C
1.20C
5.00¢
0.60(

2.60(
2.70C
2.10¢

1.90C
1.60(
1.20C
0.80(
2.00(
0.50(¢

1.58¢
9.43¢
1.75C
41.87:
11.78:
8.61¢
41.04:
21.57(
1.24%
5.88¢
4.07¢
12.68:
10.07:
17.69¢
1.52¢
18.47:
13.87¢
54.24:
10.01¢
5.552
6.47:¢

19.32¢
11.53¢
7.78¢
6.17¢
231
21.70¢
16.78¢
28.00¢
5.04:
2.857
7.421
5.60¢
0.86¢
6.48¢
15.18¢

9.487
7.90¢
5.01¢

1.85¢
4.117
11.64¢
18.92¢
37.77(
8.48:¢

1.21%
2.12¢
3.36:
8.557
1.10¢
14.47
6.28¢
6.65¢
1.622
8.59¢
2.901
1.49(
8.96¢
3.54%
5.15¢
54.24:
4.74¢
15.87«
33.10¢
2.345
7.212

9.84¢
9.08¢
6.03¢
3.56(
5.07¢
1.371
6.711]
4.00¢
5.43:
7.05¢
4.25¢
16.20«
3.20¢
8.72¢
3.29¢

15.83¢
8.38¢
5.14:

5.577
19.90¢
19.51¢
25.77¢

7.19¢

2.95¢

8.001
6.44¢
7.38¢
7.207
6.147
7.62%
6.54¢
7.34¢
7.78¢
8.42¢
7.47¢
644z
8.34]
6.71:
9.39:
9.45¢
8.65¢
7.425
9.198
6.531
8.27:

7.53¢
7.61¢
8.431
7.923
8.%47
6.47
7.30(
6.63(
8.991
8.927
7.01Z
9.437
9.80¢
7.007
7.40¢

8.03¢
7.671
8.10¢

9.29¢
9.75¢
8.65¢
8.914
7.18¢
7.65¢

29.39:
17.38:
29.35:
10.50(
17.38¢
28.41:
17.50(
20.357
21.82¢
19.58¢
20.44:
12.73%
19.05:¢
17.50(
21.84¢
22.24:
19.97:
11.42:
26.697
16.26¢
19.57¢

23.38:
20.76¢
20.97:
21.647
27.00(
12.64%
12.44:

7.351
22.20¢
23.00(
22.10¢
19.93¢
25.18:
28.70¢
17.31¢

21.26¢
26.147
18.61¢

17.97(
18.27:
14.44:
21.94:
17.82¢
17.02¢

47.970
17.097
71.625
14.833
5.871
47.939
7.121
9.22¢
44.813
43.032
25.875
5.00(¢
51.667
21.500
99.375
86.515
33.515
4.09¢
93.813
15.630
54.903

10.903
26.469
52.750
61.667
59.000
4.51¢
12.333
13.154
62.231
84.000
57.032
90.906
85.387
29.182
19.813

62.333
34.121
36.750

87.656
90.600
66.742
32.871
17.133
25.697

0.79
0.591
0.36¢
0.391]
0.76¢
0.09¢
0.55:2
0.67¢
0.00(
0.37¢
0.812
0.58¢
0.00(
0.52¢
0.00(
0.00(
0.43¢
0.60¢
0.00(
0.25¢
0.41¢

0.00(
0.57¢
0.281
0.37¢
0.25¢
0.661
0.45(
0.56¢
0.247
0.22¢
0.047
0.00(
0.00(
0.20:
0.61¢

0.00(
0.721
0.10¢

0.00(
0.00(
0.27¢
0.01Z
0.57¢
0.39¢

0.05(
0.05:
0.321
0.23:
0.10¢
0.53¢
0.14:
0.00(¢
0.95¢
0.13¢
0.00(¢
0.12¢
0.60(
0.18¢
1.00¢
1.00¢
0.21:
0.097
1.00¢
0.43:
0.29¢

1.00¢
0.16¢
0.38¢
0.40(¢
0.70(C
0.02¢
0.12¢
0.081
0.731
0.66¢
0.662
1.00¢
1.00¢
0.39¢
0.01¢

0.85(
0.01¢
0.73¢

1.00¢
1.00¢
0.57¢
0.85¢
0.18¢
0.332

0.308
0.308
0.449
0.378
0.179
0.462
0.276
0.16C
0.788
0.551
0.385
0.159
0.685
0.462
1.000
1.000
0.436
0.231
1.000
0.365
0.468

0.72
0.410
0.519
0.500
0.814
0.205
0.494
0.301
0.365
0.744
0.519
1.000
1.000
0.532
0.224

0.872
0.353
0.481

0.949
1.000
0.583
0.776
0.372
0.346

0.301
0.25(
0.55¢
0.42:¢
0.212
0.59(
0.212
0.09(
0.85¢
0.54¢
0.42¢
0.19¢
0.79¢
0.51¢

1.00
1.00¢
0.397
0.122
1.00(¢
0.41(
0.35¢

0.82¢
0.41(
0.50(
0.53¢
0.85¢
0.10¢
0.46:

0237
0.46¢
0.84(
0.69:
0.99¢
1.00¢
0.54¢
0.08:

0.93¢
0.22¢
0.66(

1.00¢
1.00(¢
0.60¢
0.91(
0.391
0.34¢
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Definitions:
« Economic growth The average annual growth of real per capita GDEr the

period 1965-1998; unit: percent; source: World B&0300).
Note: Data are available in Gylfason and Zoega Z200

* Natural capital shareThe share of natural capital in total capitalt@nal, human,
and physical capital) in 1994; the value of natuapbital comprises the value of
pastureland, cropland, timber resources, non-tinfoeest resources, protected

areas, and subsoil assets; unit: percent; souroddvBank (1997).
Note: Data are available in Gylfason and Zoega Z200

* Natural capital per capitaThe per capita value of pastureland, croplarmdpdr
resources, non-timber forest resources, and suassdts in 1994 multiplied by an
appropriate constant so that the sample maximurMaitiral capital per capita
equals the sample maximumMétural capital shargunit: 1994 U.S. dollars (times
758.5); source: World Bank (1997).

* Log initial income Natural logarithm of 1965 per capita GNP compuiedn the
1998 purchasing power parity adjusted per capitaPGby dividing with
(1+Economic growtH 00y and by taking the natural logarithm; unit: indemurce:

World Bank (2000).
Note: Data are available in Gylfason and Zoega 2200

* Investment ratio The average gross domestic investment as a pgageenf GDP

over the period 1965-1998; unit: percent; sourcerld/Bank (2000).
Note: Data are available in Gylfason and Zoega Z200

* Enrollment rate The average secondary school enrollment ratesg¢yrover the

period 1965-1998; unit: percent; source: World B&000).
Note: Data are available in Gylfason and Zoega Z200

» Autocracy Average of the Polity IV variable AUTOC over tiperiod 1965-1998
(for each country only the years with availableadaere used) rescaled to the range
0 to 1; 1 indicates the highest and 0 the lowesllef autocracy; unit: index; source
Polity IV Project (2001).

» Democracy Average of the Polity IV variable DEMOC over theriod 1965-1998
(for each country only the years with availableadatre used) rescaled to the range
0 to 1; 1 indicates the highest and O the lowestll®f democracy; unit: index;
source Polity IV Project (2001).

» Civil liberties. Average of the Freedom House index of civil liies over the period
1973-1998 (for each country only the years withilabée data were used) rescaled
to the range 0 to 1; 1 indicates the highest atliedowest level of civil liberties;
unit: index; source Freedom House (2002).

» Political rights Average of the Freedom House index of politigghts over the
period 1973-1998 (for each country only the yeaith &vailable data were used)
rescaled to the range 0 to 1; 1 indicates the Biggnred O the lowest level of political
rights; unit: index; source Freedom House (2002).
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Table A.1: Statistics on variables used in the KdtGapital Sample.

Standard
Variable Mean Median Max. Min. deviation Obs.
Economic growth 1.36 1.30 7.70 -3.30 1.92 85
Nat. capital share 11.8 8.21 54.2 0.00 10.8 85
Nat. capital p. cap. 8.82 6.29 54.2 111 9.35 85
Log initial income 7.85 7.67 9.81 5.85 1.06 85
Invest. ratio 20.2 20.6 31.7 7.36 5.27 85
Enrollment rate 43.8 36.8 101.9 3.30 30.2 85
Autocracy 0.31 0.28 0.83 0.00 0.28 85
Democracy 0.47 0.39 1.00 0.00 0.38 85
Civil liberties 0.56 0.52 1.00 0.08 0.28 85
Political rights 0.57 0.54 1.00 0.03 0.32 85

Table A.2: Correlations of variables used in théuxi Capital Sample.

Economic Nat. capital Nat. capital Log initial Invest.
Variable growth share p. cap. income ratio
Economic growth 1.00
Nat. capital share -0.53 1.00
Nat. capital p. cap. 0.05 0.12 1.00
Log initial income -0.02 -0.45 0.47 1.00
Invest. ratio 0.61 -0.41 0.16 0.21 1.00
Enrollment rate 0.39 -0.57 0.43 0.82 0.48
Autocracy -0.32 0.41 -0.32 -0.65 -0.28
Democracy 0.31 -0.43 0.43 0.73 0.33
Civil liberties 0.29 -0.47 0.48 0.81 0.35
Political rights 0.35 -0.48 0.43 0.76 0.37
Enrollment Civil Political
rate Autocracy Democracy liberties rights
Economic growth
Nat. capital share
Nat. capital p. cap.
Log initial income
Invest. ratio
Enrollment rate 1.00
Autocracy -0.66 1.00
Democracy 0.76 -0.94 1.00
Civil liberties 0.81 -0.88 0.92 1.00
Political rights 0.78 -0.92 0.95 0.97 1.00
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Primary Exports Sample

Primary  Primary Log

Economi export: exports Log initial investmer Civil  Political
Country growtt share p.cap. incom¢ Opennes ratio Autocrac'Democrac liberties rights
Algeria 1.47¢ 19.23° 5.20¢ 8.25¢ 0.00( 3.301 0.84: 0.01( 0.185 0.167
Argentina 0.68¢ 5.26: 7.61¢ 9.08¢ 0.00( 2.82¢ 0.41¢ 0.381 0.602 0.531
Australia 1.15Z 9.98: 28.23: 9.74¢ 1.00¢ 3.312 0.00¢ 1.00( 1.000 1.00(
Austria 2.161 3.891 13.19¢ 9.411 1.00¢ 3.25¢ 0.00¢ 1.00( 1.000 1.00(
Bangladesh 0.141 0.97¢ 0.04: 7.823 0.00( 1.13¢ 0.49¢ 0.09¢ 0.444 0.411
Belgium 2.01¢ 10.77¢ 37.38¢ 9.48¢ 1.00¢ 3.10¢ 0.00¢ 1.00( 1.000 1.00(
Benin 0.80: 8.38t 0.64¢ 7.677 0.03¢ 1.49¢ 0.66( 0.01( 0.093 0.00(
Bolivia -0.00¢ 18.45. 3.29¢ 8.031 0.731 2.73( 0.36: 0.371 0.556 0.50(
Brazil 1.99: 5.487 3.01: 8.40¢ 0.00( 2.981 0.471 0.31¢ 0.593 0.59:
Burkina
Faso 1.72: 4.34¢ 0.181 6.54¢ 0.00( 2.251] 0.53¢ 0.06( 0.380 0.26¢
Burundi 2.79¢ 10.07¢ 0.34¢€ 6.42¢ 0.00( 1.817 0.70C 0.00( 0.130 0.01¢
Cameroon 2.55¢ 18.14¢ 1.911 7.28¢ 0.00( 2.36( 0.78¢ 0.00( 0.250 0.157
Canada 2.18¢ 9.58¢ 25.41( 9.70: 1.00¢ 3.18¢ 0.00¢ 1.00( 1.000 1.00(
Central
African
Republic -1.112 8.82¢ 0.86¢ 7.19¢ 0.00( 1.67( 0.70( 0.00( 0.130 0.02¢
Chile 0.26: 14.87¢ 7.64( 8.77:¢ 0.571 2.901 0.49( 0.171 0.389 0.19¢
China 2.25:; 1.95( 0.07(C 7.12¢ 0.00( 3.01¢ 0.72¢ 0.00( 0.120 0.111
Colombia 1.43: 9.417 2.81¢ 8.32¢ 0.192 2.751 0.00¢ 0.781 0.685 0.82¢
Congo 1.73% 7.63( 0.88( 8.02¢ 0.00( 2.22¢ 0.751 0.00( 0.139 0.07¢
Costa Rica 0.131 19.34¢ 7.79¢ 8.65: 0.15¢ 2.84¢ 0.00¢ 1.00( 1.000 1.00(
Ivory Coast -1.28¢ 29.32: 5.62¢ 8.07: 0.00(C 2.30¢ 0.89( 0.00( 0.296 0.19¢
Cyprus 3.60¢ 14.40¢ 11.32( 8.761 1.00¢ 3.283 0.00¢ 0.94: 0.704 0.83:
Denmark 1.58¢ 9.85¢ 45.42¢ 9.61¢ 1.00¢ 3.19¢ 0.00¢ 1.00( 1.000 1.00(
Dominican
Republic 0.851 13.45¢ 2.50¢ 8.03¢ 0.00( 2.87i 0.15Z 0.41( 0.741 0.81f
Ecuador 1.63¢ 10.56: 1.98( 8.16¢ 0.731 3.13: 0.20¢ 0.53: 0.648 0.54¢
Egypt 222¢ 7.32( 0.701 7.66¢ 0.00( 1.63¢ 0.57¢ 0.00¢ 0.398 0.31f
El Salvador -0.12¢ 15.67¢ 5.44: 8.18( 0.03¢ 2.10: 0.20¢ 0.36: 0.537 0.62(
Finland 2.661 7.01¢ 22.09¢ 9.41: 1.00¢ 3.521 0.00¢ 1.00( 0.843 0.861
France 1.77¢ 2.99¢ 10.63: 9.59¢ 1.00¢ 3.28¢ 0.00¢ 0.82¢ 0.852 1.00(
Gambia 0.61¢ 36.12¢ 2.51( 7.17:¢ 0.192 1.80( 0.00¢ 0.751 0.713 0.75¢
Germany 1.67¢ 2.181 9.60: 1.00¢ 3.24i 0.00¢ 1.00( 0.898 1.00(
Ghana 0.72i 21.09: 2.167 7.62¢ 0.192 1.62( 0.57¢ 0.11¢ 0.324 0.18¢
Greece 2.13¢ 4.081 5.907 8.79¢ 1.00¢ 3.201 0.14( 0.69( 0.769 0.79¢
Guatemala 0.23¢ 11.39¢ 2.88¢ 8.28: 0.077 2.21¢ 0.34¢ 0.18( 0.491 0.51¢
Honduras 0.36: 23.19¢ 2.82¢ 7.80¢ 0.00( 2.59¢ 0.10¢ 0.31¢ 0.667 0.491
India 1.987 1.64¢ 0.077 7.26¢ 0.00( 2.65: 0.00¢ 0.81¢ 0.657 0.83:
Indonesia 4.5B 11.23¢ 0.721 7.17¢ 0.76¢ 3.071 0.70C 0.00( 0.296 0.33:
Iran -1.90¢ 11.94¢ 9.15¢ 0.00( 3.02: 0.80¢ 0.00( 0.204 0.25¢
Ireland 2.72¢ 15.43( 24.48 9.071 0.962 3.25¢ 0.00¢ 1.00( 0.963 1.00(
Israel 2.21¢ 3.98¢ 7.24¢ 9.207 0.19:2 3.19¢ 0.00¢ 0.90( 0.778 0.8323
Italy 2.18¢ 2.081 4.851 9.37( 1.00¢ 3.25¢ 0.00¢ 1.00( 0.907 0.96:
Jamaica 1.35( 13.68: 5.20( 8.62¢ 0.38¢ 2.93i 0.00¢ 1.00( 0.731 0.88(
Japan 3.31¢ 0.64( 2.75:¢ 9.26¢ 1.00¢ 3.53i 0.00¢ 1.00( 1.000 0.92¢
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Jordan
Kenya
Korea
Madagascar
Malawi

Mali
Mauritania
Mauritius
Mexico
Morocco

Netherlands
New
Zealand

Nicaragua
Nigeria
Norway
Pakistan
Paraguay
Peru
Philippines
Portugal
Rwanda

Senegal
Sierra
Leone

Singapore
South
Africa

Spain

Sri Lanka
Sudan
Sweden
Switzerland
Syria
Taiwan
Thailand

Togo
Trinidad
and Tobago

Tunisia
Turkey

Uganda
United
Kingdom
United
States

Uruguay
Venezuela
Zambia
Zimbabwe

2.93¢
2.241
5.70¢
-2.37:
0.87:
1.41¢
0.31¢
3.38¢
1.06:
1.58¢
1.24¢

0.51¢
3.09¢
1.29¢
2.92¢

1.3
1.58(
1.62¢
0.681
3.751
0.86¢
0.24¢

2.08¢
5.77(

-0.231
2.11¢
1.92¢
0.32:
1.661
0.99¢
2.40¢
5.771
3.14¢
0.47:

-0.00¢
2.75¢
2.08¢
0.80:

1.98¢

1.342
0.59¢
1.841
2.18¢
0.01¢

8.97¢
18.08:
2.24:
11.87:
20.73(
8.38:
41.09¢
29.48¢
2.41%
11.00(
15.12°

17.74¢
19.39(
13.82:
10.31°

2.93%

9.70¢
15.28t
12.59¢

4.781
11.36¢
13.52:

9.05¢
2.61¢

17.20(
2.98¢
14.80-
15.52¢
5.03%
2.46
8.07¢
2.22¢
8.55¢
19.07:

8.30¢
10.30:
3.79¢
26.55:

2.63:2

1.26:
9.10(¢
23.69¢
54.31:
16.60°

3.53¢
0.84¢
1.04¢
0.987
0.60¢
0.44¢
4.35:
7.66:
1.49¢
2.00¢
54.31:

47.35¢
3.281
0.69¢
34.54:
0.16¢
2.17¢
8.03:
2.25(
5.07:
0.62¢
1.792

0.597
3.50¢

14.61¢
5.21¢
1.08¢
0.75¢
20.58:
19.45(
1.05¢

1.40¢
1.551

3.54¢
2.13¢
1.367
1.31%

6.751

4.95¢
7.60¢
21.24¢
7.261
2.301

7.93%
7.111
8.03]
7.66%
6.76(
6.67
7.38%
8.40¢
8.99(
7.93(
9.59¢

9.66:
8.47:
7.32%
9.45¢
7.61¢
7.93(
8.55¢
7.90%
8.581
7.15¢
7.667

7.86%
8.55¢

8.68:
9.15(
7.73¢
7.34:
9.70%
9.89¢
8.49¢
8.24¢
8.00¢
7.067

9.45(
7.96
8.30¢
7.15%

9.51

9.94¢
8.78:
9.62(
7.68:%
7.71%

1.00¢
0.11¢
0.84¢
0.00(¢
0.00(¢
0.077
0.00(¢
1.00(¢
0.15¢
0.231
1.00(¢

0.15¢
0.00(¢
0.15¢
1.00C
0.00(¢
0.03¢
0.11¢
0.077
1.00¢
0.00(¢
0.00(¢

0.00(¢
1.00¢

0.00(¢
1.00(¢
0.231
0.00(¢
1.00(¢
1.00¢
0.03¢
1.00¢
1.00¢
0.00(¢

0.00(¢
0.03¢
0.03¢
0.077

1.00(¢

1.00(¢
0.00(¢
0.03¢
0.00(¢
0.00(¢

2.821
2.67¢
3.29¢
0.33¢
2.42¢
1772
2.83¢
2.34(
2.83¢
2.415
3.14¢

3.16¢
2.501
2,712
3.481
2.25¢
2.74:
2.861
2.80¢
3.13¢
1.54¢
1.63(

0.311
3.58¢

2.92(
3.221]
2.391]
1.87¢
3.10¢
3.362
2.72¢
3.19¢
2.86¢
2.91C

2.57¢
2.67i
3.11¢
0.92¢

2.897

3.12¢
2.66:
3.09¢
2,771
2.69¢

0.910
0.68¢
0.54(
0.54:
0.90(¢
0.70¢
0.70¢
0.00(¢
0.43¢
0.83:
0.00(¢

0.00(¢
0.521
0.70¢
0.00(¢
0.37¢
0.73¢
0.29¢
0.59(
0.18¢
0.68¢
0.44¢

0.64:
0.40(¢

0.29¢
0.19¢
0.03¢
0.60¢
0.00(¢
0.00(¢
0.90(
0.64¢
0.20¢
0.70¢

0.00(¢
0.79(
0.13¢
0.54:

0.00(¢

0.00(¢
0.46¢
0.00(¢
0.84:
0.31(

0.01(
0.00(¢
0.14¢
0.03:¢
0.00¢
0.00¢
0.00¢
0.94:
0.081
0.00¢
1.00¢

1.00¢
0.06:
0.00¢
1.00¢
0.311
0.02¢
0.411
0.20(
0.75¢
0.01¢
0.12¢

0.01¢
0.20(

0.70¢
0.70¢
0.67¢
0.12¢
1.00¢
1.00¢
0.00(¢
0.03¢
0.28¢
0.00(¢

0.83¢
0.00(¢
0.671
0.10¢

1.00¢

1.00¢
0.337
0.90(
0.02¢
0.46¢

0.222
0.361
0.306
0.324
0.074
0.130
0.167
0.769
0.556
0.398
1.000

1.000
0.380
0.491
1.000
0.370
0.296
0.546
0.454
0.741
0.213
0.491

0.333
0.343

0.241
0.676
0.593
0.241
1.000
1.000
0.056
0.389
0.537
0.185

0.852
0.352
0.509
0.231

1.000

1.000
0.472
0.824
0.306
0.324

0.21¢
0.27¢
0.43¢
0.29¢
0.10:
0.01¢
0.10:
0.80¢
0.55¢
0.47:
1.00(¢

1.00(¢
0.31¢
0.35:2
1.00(¢
0.34:
0.34¢
0.53%
0.45¢
0.79¢
0.111
0.44¢

0.29¢
0.41%

0.38¢
0.76¢
0.75¢
0.26¢
0.991]
1.00(¢
0.19¢
0.30¢
0.50¢
0.05¢

0.907
0.231]
0.694
0.20¢

1.00(¢

1.00(¢
0.46:¢
0.96:¢
0.31¢
0.361

110



Definitions:

Economic growth The average annual growth of real GDP divided thg
economically active population over the period 1:9800; unit: percent; source:
Penn World Tables, mark 5.6.

Note: Data are available at http://www.cid.harvadd/. A more detailed description of the data and
some exceptions from the basic definition can be faun8achs and Warner (1997), where this
variable is called GEA7090.

Primary exports shareThe share of exports of primary products in GRPL970;
primary products exports are exports of fuels aod-fuel primary products; both
numerator and denominator are measured in nomirfal dbllars; local currency
GNP is converted to dollars using a smoothed exghaate; unit: percent; source:

World Bank (1995).
Note: Data are available at http://www.cid.harvadd/. A more detailed description of the data and
some exceptions from the basic definition can be faun8achs and Warner (1997), where this
variable is called SXP.

Primary exports per capitaExports of primary products per capita in 1970;
computed by multiplyingPrimary exports sharevith GNP per capita in 1970
measured in constant 1995 U.S. dollars and by phyiig the result with an
appropriate constant so that the sample maximurRriohary exports per capita
equals the sample maximum Bfimary exports shareunit: 1995 U.S. dollars

(times 46.4); source: World Bank (2000) for the @@¥NP per capita.

Note: In some cases a different year than 1970 is cHos¢ne GNP per capita. The exceptions are
in accord with the exceptions from the basic ddbnitof Primary exports shar@s described in
Sachs and Warner (1997).

Log initial income Natural logarithm of real GDP divided by the egomcally
active population in 1970; unit: index; source: P&orld Tables, mark 5.6 for the

real GDP and World Bank (1995) for the economicatifive population.

Note: Data are available at http://www.cid.harvadd/. A more detailed description of the data and
some exceptions from the basic definition can be faun8achs and Warner (1997), where this
variable is called LGDPEA70.

OpennessThe fraction of years during the period 1970-189@hich the country is

rated as an open economy; unit: index; source:sSaicti Warner (1995b).
Note: Data are available at http://www.cid.harvaddy. In Sachs and Warner (1997), this variable is
called SOPEN.

Log Investment ratio Natural logarithm of the ratio of real gross detie
investment (public plus private) to real GDP, agedhover the period 1970-1989;

unit: index; source: Penn World Tables, mark 5.6.
Note: Data are available at http://www.cid.harvaddy. In Sachs and Warner (1997), this variable is
called LINV7089.

Autocracy Average of the Polity IV variable AUTOC over tiperiod 1970-1990
(for each country only the years with availableadaere used) rescaled to the range
0 to 1; 1 indicates the highest and 0 the loweadllef autocracy; unit: index; source
Polity IV Project (2001).

Democracy Average of the Polity IV variable DEMOC over theriod 1970-1990
(for each country only the years with availableadatre used) rescaled to the range
0 to 1; 1 indicates the highest and O the lowegtll®f democracy; unit: index;
source Polity IV Project (2001).
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» Civil liberties: Average of the Freedom House index of civil lties over the period
1973-1990 (for each country only the years withilabée data were used) rescaled
to the range 0 to 1; 1 indicates the highest atliedowest level of civil liberties;
unit: index; source Freedom House (2002).

» Political rights. Average of the Freedom House index of politigghts over the
period 1973-1990 (for each country only the yeaith wvailable data were used)
rescaled to the range 0 to 1; 1 indicates the Biggnad O the lowest level of political
rights; unit: index; source Freedom House (2002).

Table A.3: Statistics on variables used in the BrinExports Sample.

Standard
Variable Mean Median Max. Min. deviation Obs.
Economic growth 1.21 1.43 5.77 -3.09 1.77 86
Primary exports share 11.9 10.2 54.3 0.64 9.23 86
Primary exports p. cap. 7.54 2.88 54.3 0.04 11.3 83
Log initial income 8.32 8.25 9.95 6.43 0.91 86
Openness 0.38 0.12 1.00 0.00 0.44 86
Log invest. ratio 2.66 2.84 3.58 0.31 0.68 86
Autocracy 0.36 0.37 0.91 0.00 0.32 86
Democracy 0.43 0.32 1.00 0.00 0.41 86
Civil liberties 0.54 0.50 1.00 0.06 0.30 86
Political rights 0.55 0.50 1.00 0.00 0.33 86

Table A.4: Correlations of variables used in thien@ry Exports Sample.

Economic  Prim. exports Prim. exports  Log initial

Variable growth share p. cap. income  Openness

Economic growth 1.00

Primary exports share -0.45 1.00

Primary exports p. cap. 0.05 0.03 1.00

Log initial income 0.08 -0.30 0.66 1.00

Openness 0.57 -0.33 0.47 0.61 1.00

Log invest. ratio 0.48 -0.20 0.42 0.60 0.57

Autocracy -0.14 0.21 -0.51 -0.68 -0.54

Democracy 0.17 -0.19 0.62 0.76 0.62

Civil liberties 0.17 -0.22 0.63 0.79 0.63

Political rights 0.19 -0.23 0.60 0.80 0.62
Log invest. Civil Political

ratio Autocracy Democracy liberties rights

Economic growth
Prim. exports share
Prim. exports p. cap.
Log initial income

Openness

Log invest. ratio 1.00

Autocracy -0.42 1.00

Democracy 0.53 -0.94 1.00

Civil liberties 0.51 -0.90 0.92 1.00

Political rights 0.54 -0.92 0.94 0.97 1.00
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