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Anotace

Tato rigorézni prace pojedndva o vztahu mezi obegm@covni parti, jednotlivymi
druhy pracovni pa#ti a obecnym inteligefmim faktoremg a “Sirokymi” kognitivnimi
schopnostmi, dale se zabyva otazkou vztahu pracpantti a tranzitivni inference.
Teoretickacast se zabyva popisemeéranych konstrukt, jejich vyvojem, zfsoby jejich
méteni a studiemi zabyvajicimi se Zjanim vztahu mezi nimi. Praktickatasti je
vyzkum zangieny na owieni vztahu mezi obecnou pracovni gima obecnym
inteligertnim faktorem, na zjighi vztahu mezi jednotlivymi druhy pracovni p&ma
“Sirokymi” kognitivnimi schopnostmi, a dale pak rgisténi vztahu mezi vizuo-
prostorovou pracovni pafti (SymmSpan) a tranzitivni inferenci. V praktickasti je
rovnéz owiovana otazka tykajici se pouzivani strategidstniky i jejich testovani

automatickou verzi giteni pracovni pasti, které by mohly mit vliv na korday vysledek.

Kli ¢ovéa slova:Pracovni par’, obecny inteligetni faktorg, Siroké kognitivni schopnosti,

pouzivani strategii, SymmsSpan, tranzitivni infeeenc

This thesis deals with the relationship betweenRkigr Memory, Working Memory Span
tasks and general factg and Broad cognitive abilities. In addition the telaship
between Working Memory and Transitive Inferencmiestigated.

Measured constructs are introduced in the theaidepart, with their evolution, various
methods of their measurement and studies invesiggaélhe relation between them. The
empirical part of the research has been condudaiedetify the relationship between
Working Memory and general intelligence factgr It has been done to reveal the
relationship between Working Memory Span tasks Brmhd cognitive abilities as well.
The relationship between visuo-spatial Working Meyrend Transitive Inference has also
been researched. The question concerning the nduef the use of strategy while
performing the automatic version of Working Mem@&pan tasks has been investigated as

well.

Key words: Working Memory, general intelligence factgr broad cognitive abilities,
strategy use, SymmSpan, Transitive Inference
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1. Introduction

The scope of this thesis is the investigation cfiical relation, between
general intelligence factay, broad cognitive abilities, general Working Memory
(WM) and WM span tasks. Many studies have alreaglgnbconducted in this
field. Although the researchers differ in opiniomer about the basic view of
WM, they have achieved similar results — that aomdi the significant relation

between WM and some of the cognitive abilities.

This topic was primarily chosen to explore the aibscfeatures concerning
the relationship between few of the componentseoiegal factog (broad cognitive
abilities) and their relation to WM components (W8pan tasks). As mentioned
above many studies have already been conductedndoout more about the
relationship between cognitive functions and WMt bat many of them involved
complex investigation which would provide multiptests of a wide range of
cognitive ability factors (e.g. reasoning, spatiaérbal, numerical, processing
speediness), multiple tests of WM in each of thHeedent content domains (verbal,
numerical, visio-spatial). So, the newest testirgasurements of WM and cognitive
abilities were used in this study to make anotheser approach to the problem and
see whether the results of the previous studiessfog on the relationship between
general WM and general factgrwould be supported by this research and also to

find out more about the relation between Broadt#sland WM Span tasks.

It was interesting, using test designed to measwe only the general
intelligence factorg but also broad cognitive abilities of which thesuks were
compared with the results of WM testing in verlmalmerical and the visuo-spatial

domain.

Another aim of this thesis was to find out more w@bthe relationship
between automated WM Span tasks and Transitivednée tasks. In some of the
previous studies Transitive Inference tasks, basedtheir construction, were

concluded to be the same as WM measurement. Tleusténtion was to test the

10



relationship between Transitive Inference tasksaurtdmated WM tasks in order to
find out more about how strong the relationshipween these two different

construct is.

Contribution of this thesis | see in the possipibf usage of found results in
following research or in the possible improvemetagnitive abilities using WM

training.

The assumption is that different types of WM arsoamted with different
broad cognitive abilities. Finding which WM Sparskecorrelate with what broad
cognitive abilities could help the possible futdevelopment of WM training tasks.
It would be possible to train only specific types WM depending on which

cognitive abilities are in deficit.

WM span tasks should be always composed of prowpsmrt and to-be-
remembered items (TBR) which vary. Depending on db8cit cognitive ability,
these features could be modified to contribute tsoimprovement as much as

possible.

Another aim of this thesis was to find out more whdifferences in strategy
used while performing on automated WM-Tasks for gshely. The reason for this
investigation was the author's personal experiemgth strategy use while
performing WM span tasks. These strategies have taléed helping strategies and
the author wanted to find more about how they mflce the performance on the
automated WM Test in case the participants use .tHfe&ome researchers have
investigated the strategy use in older WM-testiagsions and a positive correlation
between strategy use and the WM score has beemrredf Therefore, the author
decided to find out whether the results of the r@WEM-testing version are also
positively influenced by the strategy use. In cafsa positive correlation, the results

of this investigation could help improving the got@nce of WM Span tasks.

In the first part of this thesis the term WM wille bexplained by
distinguishing it from another term — Short Termrivey (STM). Studies focused

on the investigation of the relationship betweeMSind higher cognitive functions
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will be briefly introduced as well as the reasors/\TM and its relation to WM is

not the scope of this thesis. Later, some of thetrmdluential WM studies would

be explained that starts from those which assedsspecific components of the
WM (or at least some of its sub-components). Thablem of the differences in

viewpoints concerning the understanding of the t&vivi because of the various
studies that have already been conducted would laésanentioned. Different

methods of measuring the WM will be described a wih the reasons to choose
them. The term “Transitive Inference” as well asnsoexamples of its measuring
will be introduced later, in more detail. The bafatures of Transitive Inference
will be described and mentioned, along with sompartant studies concerning the
relationship between Transitive Inference tasks\a&fivil

Next, some of the researchers investigated theedetgr which variation in
strategy use predicts individual differences in Wddan performance will be
mentioned.

Then the important studies focused on the relatipnbetween WM and
higher cognitive functions will be introduced foretter understanding what
principles were used in previous studies; whatrtaen was and what results were
achieved.

Finally, this Thesis will present some of the modtuential theories of
intelligence. The intention being to explain on wbasis the intelligence LPS-
neu Test was chosen for this study. It appearslitaligence research because
of its subjective nature has a long history with ¢lear end. This test was
compiled using some hypothesises of which | agreiti, enabling access to a
large amount of information. It is important to dese what led me to such a
choice.

In the second part | shall introduce my own worka®ved on the basis
of the results obtained in the previous studiesm&sationed above, my focus was
not only the confirmation of the relation betweenMWand the general

intelligence factord) to support findings of most of the previous workat also
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the relation between WM and some of the abilitiesnf the area of so-called
broad abilities which are increasingly becoming iateresting area in WM

research. | found also interesting to get to knowrdte about the relationship
between WM and relational reasoning. The resutimmfthe conducted analysis
will be also presented in the second part. | siatuss next, in more details, the
methods chosen for the measurement of all of thestoacts as well as the

reasons for this choice and the whole procedugamiing needed data.
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2. Working Memory (WM)

2.1. Introduction of the term WM

There are many approaches to the study of WM usirange of empirical

and theoretical techniques

In the beginning, | would like to start with Badegls way of understanding
the nature of human memory in general. He saykeBm evolutionary perspective
and speculate on what memory functions might prageful to an organism
evolving in a complex and varied, but neverthelssctured, world. Let us assume
that an organism has been given a number of sem$@nmynels — vision, hearing,
touch and smell. Information from these variousnectes should, in principle, be
related; objects such as trees can be seen anukthuand indeed heard as the wind
rustles through their leaves. Appreciating this anehating some representation of
an object is likely to require memory, at leastaofemporary form, a short-term or
WM that will allow the organism to pull togetherfanmation from a number of
sources and integrate it into a coherent view efgtrrounding Word,” (Baddeley,
2004, p. 14)

He describes how important memory is for our evaylde, and even shows
the special role of WM as a necessary mechanismmhammables us to understand
each situation as a unit in all its various aspdexsictly this fact (the ability to pull
information together to get a corresponding viewwairld) may attribute WM a
special role in explaining the roots of intelligendBut first, it is necessary to
explain what is meant by the term WM, and for fisposesome of the accepted
theories of WM, especially those which emphasize tonceptual distinction

between WM and Short-term Memory, will be used.

Short-Term Memory (STM) is another construct wh&bme researchers
were expecting, would correlate with intelligen¢eg. Engle et al., 1999; Conway

et al., 2002) It is typically used to refer to €mt specialised for the temporary
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storage of information without any explicit conamt processing requirement (e.g.
Colom et al., 2005).

2.2. Distinction between WM and STM

STM and WM are both central constructs in modeaoties of memory and
cognition and many researchers have suggestedhibse¢ constructs are separate
and have different relation to higher cognitivelitibs.

A good example of distinction between WM and STMuldobe the study of
Unsworth and Engle (2007), who showed the diffeesnbetween these two
constructs by differing in the methods of their sw@&ment in psychometric
batteries of intelligence — “in short-term memaoy $§imple) span tasks, participants
are given a list of TBR items including lettersgith, words, or shapes and are then
asked to recall the list in the correct serial ordemediately after presentation of
the last item. For example, in the letter span,taskticipants who receive the list
‘R, S, L, Q, T" must correctly recall the lettens their correct serial order. Any
deviation (e.g., recalling “S” as the first lettés)counted as an error. Additionally,
list length is typically varied such that partiaips are required to sometimes recall
short lists (e.g., two items) and other times ddoalger lists (e.g., seven items). In
WM span tasks, such as the simple span ones, ipartts recall a set of items in
their correct serial order. The tasks differ inttlmmmplex span requires the
participants to engage in some processing actiuinelated to the memory task.
The processing component can include reading sesdgensolving arithmetic
problems, or assessing the symmetry of visual ¢hj€or instance, in the operation
span task, participants solve math problems whjed to remember unrelated
items,” (Unswoth and Engle, 2007, p.1038).
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They give the following as an example of a trial:
IS (8/2)-1=17R
IS (6*1) + 2 = 87L
IS (10*2) - 5 = 157S
IS (12/6) + 4 = 10?Q
IS (2*3) - 3=3?T

It can be concluded that these authors understiMi&s a memory capacity
measured by short-term memory tasks, tasks regustiorage of some number of
items. And WM is described as a capacity measuyetddks requiring a storage of
a number of items and focusing the attention owisglarithmetic problems at the
same time. The method mentioned above became otie ghost important tools
for researchers in their quest for investigating WM

Another example is description in Baddeleys work ereh he also
distinguishes WM from STM. He says that “the tershort-term memory” is
typically used to refer to systems specialised foe temporary storage of
information within particular informational domains term “WM” is used to
describe a more complex system responsible for thatlprocessing and storage of
information during cognitive tasks,” (Baddeley, P0@. 78).

Conway et al. based on the theories of other rekees views the STM as “a
simple storage buffer, the capacity of which isedeined by practiced skills and
strategies, such as rehearsal and chunking.” Wiointrast “is more complex in
that it consists of a storage component as welarasattention component. The
function of WM is to maintain memory representasian the face of concurrent
processing, distraction, and/or attention shif€dnway et al., 2002, p.164).

Engle et al. (1999) pointed out that WM and STM separate but highly
related constructs (r = .62). A similar concluswas also reached by Conway et al.

(2002). They found high correlation between th@sedonstructs (r = .82)
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2.3. WM, STM and their relation to higher cognitfuactions

Studies investigated the relationship between STiMl a were not
convincing. Although some of the researches haypated the idea of possible

realtion of STM and intelligence (Mukunda, 1992gny others have not.

Already Daneman and Carpenter in 1980 found out shmple span (task
measure STM) was uncorrelated with reading commsbge. In contrast, complex
span (task measure WM) was strongly correlated we#aing comprehension. Also

many other researchers have supported this cooitenti

Conway et al. (2002), Engle et al. (1999) foundt Mév is a slightly
better predictor of g than STM. Colom et al. (20@5)d Ackerman (2005)
asserted that only WM not STM predict individudfeliences in intelligence

Possible reason
The traditional measures of short-term memory cdépaich as simple digit

span, fail to reveal a strong relationship with swgas of comprehension.

Baddeley and Hitch (1974) claimed in their artidieat the lack of
relationship between STM capacity and complex dogmiis due to the fact that
STM is a passive storage buffer that is not invdlvie the processing of

information.

Another research point out that there can be faliffdrences in the brain

activity depending on number of stored informations

Rypma et al. (1997) exmined whether prefrontal sraee activated when
only maintenance is required in a delayed-respauté task, without the overt
requirement to manipulate the stored informatidmeyffound out that small amount
of to-be-maintained items ( 3 ) required engageméfontal areas (areas engaged
while performing on STM tasks), increasing the antoaf information ( >6 ),
without any overt manipulation requirement resultedecruitmaent of additional

prefrontal areas (areas engaged while working on &#8ks).This results support
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Unsworth and Engle’s theory (2007) of primary (Rifil secondary memory (SM).
They suggested that “performance on simple and mppan tasks can be
interpreted in terms of dual-component frameworkt tikombines an active
maintenance component (PM) with a controlled cyseddent search and retrieval
process of information that cannot be maintained)(Sitems are initially

maintained in PM but are displaced to SM by othepming items or by distracting
information. Items that have been displaced musebeved via controlled search
of SM at recall. Iltems that have not been displdtech PM are simply unloaded
during recall,” (Unsworth, Engle, 2007, p.106G)we understand PM as a STM
and SM as a WM their conclusion could explain wynstimes STM correlate
with WM results. It can be assumed that simple stzmks concerning bigger

amount of items measure more likely WM then STM.

Unsworth and Engle (2006) reported that complexh gperformance was a
moderate predictor (r = .45) of fluid intelligenoghile simple span performance
was not (r = .12). However, at higher memory lo&els items), both simple and
complex span performance weegually good predictors, with the correlation
between simple spaand fluid intelligence rising to .45. These ressliggested that
simple span tasks measure STM only if they conedrout 3 items. More items
engaged probably brain areas responsible for WMs €an be the reason, why
some of the researchers who were using simple witArhigher memory loads to

measure STM found significant correlation betweg@v&nd g.

From that reason the aim of this thesis was ndini out more about
STM and its relation to intelligence, while only Waéems to be predictor of the

higher cognitive functions.

2.4. WM and its development

The term ,WM* was first formally introduced moreaih fifty years ago by
Miller, Pribram and Galanter (1960). Miller et augessted that behavior is

governed by concepts serving the function of gaal$ plans, on the basis of which
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the behaviour is judged and modified until a gsataached. WM was expected to
be used to maintain the plans in an effective saatk make comparisons between
plans and actions (see Cowan, WM capacity, 200b& fErm was addopted by
Baddeley and Hitch (1974) who were examining a ettbg performance on list
learning, retrieval, and comprehension tasks urwerditions of high and low
interference. Their description of WM is probabljyosest to the current
comprehension of WM as it's found in different sagd today, which states:
“individual differences in WMC reflect underlyingiférences in the ability to
control attention in order to maintain task or goglevant information in a highly
accessible or active state in situations whereethsr substantial internal and

external distraction and interference,” (Unswo009, p.389).

Conway gave a more concrete definition of WM. Heripreted it as “ ability
to keep important information in mind while compeeking, thinking, or doing
something ... this ability changes dramatically rovke life span and varies

considerably from person to person at a given gg&hway et al., 2007, p.3).

WM became a topic of interest, especially becadsts @resumed role of a

mediator while performing cognitive tasks.

According to Lovett: “almost any cognitive taskjoeres engaging of WM to
maintain and retrieve information during processing.ovett, Reder, Lebiere in
Miyake and Shah, 1999, p.135).

“We need WM in language comprehension, to retarheggarts of a spoken

message until they can be integrated with the [zess’; in arithmetic , to retain

partial results until the rest of the answer carcéleulated; in reasoning, to retain

the premises while working with them; and in motteo types of cognitive tasks.

! as en example from my point of view can serve B&gds sentence with two endings: He strode across
the court and protested vigorously that his oppbnas infringing the rules by using (an illegaltyung
tennis racquet) (inadmissible evidence). It ispmgsible to tell until the last phrase whetherdbert is a

tennis court or a court of law (Baddeley, 2004).
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Moreover, we need WM not only to hold new informatthat has been given to us,
but also to integrate it with old information,” @bwan, 2005, p.36).

Shah and Miyake criticised in their work (1999)atththe term WMis
understood in quite different senses by differeshmunities of researchers even
within the discipline of cognitive psychology itGeln the next ten years a certain
coincidence was found and the understanding of Vébalne uniform — it relies on
“the temporary maintenance of any given informatichyle performing some kind

of concurrent processing,” (Colom et al. 2005, p&)0

2.5. WM Models and Theories

Great progress has been made in WM research dilnengast 25 years and a
large number of different models of WM were proghssach emphasising different
aspects of the construct. Miyake and Shah focueetheir work on a detailed
comparison of current WM models and theories byaiooig information from
leading WM theorists. The two then investigated akhWWM models existed and

what were their substantial features.

The WM models and theories are:
1. The multiple-Component Model (Baddeley, Hitch)
2. An Embedded-Processes Model of WM (Cowan)
3. WM and Controlled Attention Model (Engle, Kad@holski)

Some other models not mentioned by Myiake and 3tetll also be discussed
because of their important role in the developmeinthe term WM and their

influence on some of the following theories.
4.  Three-Storage-Systeme (Atkinson, Shiffrin)

5. Capacity model (Just and Carpenter)
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The biggest part will be devoted to The Multiplergmnent Model of Baddeley.
This model became very famous especially for itsnglexity and detailed
elaboration.

2.5.1. The multiple-Component Model

Baddeley and Hitch proposed WM model (1974) cossist three

components — phonological loop, visuo-spatial dkgad, central executive (Fig.1)

A
Y
‘X’\
/
A

Visuospatial [ Central i Phonological
sketchpad | executive | loop

-y . > e
- - . - -

Fig.1  Three component diagram from Baddeley (2003)

Baddeley and Hitch (2000) later decided to refoatailtheir theory. The
multi-component model of WM has been expanded &unitith the addition of a
new component - the “episodic buffer’. The restmezt model looks like this
(Fig.2) - there are two domain-specific short-tememory systems: the
phonological loop, which is responsible for therage of verbal information, and
the visuospatial sketchpad, which is responsible ttoe maintenance of
visuospatial information. These are governed bycetral executive, which is
likened to a mechanism of attentional control. Tioeirth component, the
episodic buffer, is responsible for integrating ommhation from the
subcomponents of WM and long-term memory — i.as itapable of storing

integrated episodes.
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Fig.2  Component revision diagram from Baddeley (203)

Baddeley interprets the structure of phonologicabpl (Fig.3) as a
“phonological store, which can hold memory tracasd few seconds before they
fade, and an articulatory rehearsal process thahasogous to subvocal speech.
Memory traces can be refreshed by being retrievedra-articulated. The span
of this immediate memory is limited because aréitioh takes place in a real
time — as the number of items rehearsed incredasesches a point at which the
first item will have faded before it can be rehedts (Baddeley, 2003, p.830).
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Fig.3 Phonological loop from Baddeley (2093

The visuospatial sketchpad was seen by Baddelaycapacity limited store,
limited to about three or four objects. Baddeleywatoded that the visual world
usually persists over time, and itself provide®atiouing memory record, allowing
for detailed visual retention.

He describes the central executive as the mostrimnuobut least understood
component of WM which was in the original modelterl as a general processing
capacity, responsible for elaboration of all themptex issues. Later Baddeley
decided to devide control between two processesrasult of adoption of Norman
and Shallice model from 1986 of attentional contResult was distinction between

automatic, habitual control and attentional, suigery control.

As the fourth component was proposed the episoditeth Baddeley

assumed this to be a limited capacity store thatidbitogether information to
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form integrated episodes, i.e. it's a storage sydteat is capable of integrating
information from a variety of sources (Baddeleyp@0Baddeley, 2003).

The whole model is based on the interaction of dorapecific storage with
the domain-general central executive. WM is undetas a non-unitary system,
which on the other hand can not function correitlgjome of its components are
missing (Baddeley, Logie in Myiake, Shah, 1999).

2.5.2. An Embedded-Processes Model of WM

Cowan’s view of WMconsiders also diverse relevant mechanism. Herstzohels
any processing mechanisms contributing to the el@siutcome, which is the
temporary availability of information, to particiggain the WM system. To this
model contribute three components — activationfdlas of attention and
awareness, long-term memory. He understands langfteemory and STM to be
different states of the same representations. lteng-memory is activated either
through perceptual input or through the spreaccb¥ation from other
representations, while the focus of attention hthdsrepresentation that is the
object of the next cognitive operation. He supptivésidea that capacity limited
focus of attention is the central limit in the wiordx system. The focus of attention
is the set of highly activated long-term represeoma that are currently needed for

ongoing processing. (Cowan in Myiake, Shah, 1999)

2.5.3. WM and Controlled Attention Model

In 1999, Engle, Kane and Tuholski proposed in ti@mnous work that
differences in measurement of WM capacity primargflect differences in

capability for controlled processing.

“We think of ,WM* as a system consisting of 1) as& in the form of
long-term memory traces active above treshold, ratgsses for achieving and

maintaining that activation, and 3) controlled atiten. However, when we refer
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to ,WM capacity“, we mean the capacity of just oslement of the system:
Controlled attention. We do not mean the entire \W)tem, but rather the
capabilities of the limited-capacity attention macism which Baddeley and
Hitch (1974) called the central executive. Thusassume that ,WM capacity” is
not really about storage or memory per set, butiatiee capacity for controlled,
sustained attention in the face of interferencedmstraction...it’s adomain-
general limited attentional capacity which facsat performing controlled
processing by focusing on task-relevant informatiothe face of interfering or
distracting stimuli: (Engle et al. in Miyake and Shah, 1999, p.104) WM
performance is according to them influenced noy doyl the individual ability,
but also by the the conte@onway et al., 2005).

Unsworth and Engle (2007) proposed later that sleont memory and WM
employ the same basic subcomponent processeshdéytdiffer in the extent to
which these processes operate. This framework ibescprimary memory as a
place where the incoming items are represented ssedndary memory as an
another place where the items continue after beisglaced by other incoming
items and from where they must be retrieved by rofietl search and retrieval
processes. Iltems are first maintained in primarynorg but then displaced to
secondary memory by other incoming items or disitngcinformation. So the
primary memory is employed only by short-term meyrtasks. Secondary memory
is not only used by complex span tasks, but alsehoyt-term memory tasks when

the list of items is too long and the earlier itesns displaced from primary tasks.

2.5.4. Three-Storage-Systeme

Atkinson and Shiffrin (1999) proposed Three-Storage-System for the
human memory. This model has come to be known as‘rttodal model of
memory”. The framework organises memory along twmethsions — the
structural features of the memory system and therabprocesses. Structural

features include the different memory stores -sgnsegister, short-term store,
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and long-term store. Control processes refer toojperations that are used to
operate and control memory, such as rehearsahgposilection of cues for long-
term retrieval, retrieval strategies during memagarch, and decision rules
(Shiffrin, in Chizuko, 1999).

According to this model the incoming informationriaes first in the
sensory register, where the sensory informationoitected (Baddelay, 2004),
and then continues to the short-term storage. Saort storage has the function
of WM and receives information from sensory registed also from the long-
term store (Baeriswyl, 1989).

The retrieved information coming from the sensanyut is combined with
other information retrieved from long-term store.onibination of all this

information must be stored during coding (ShifinnChizuko, 1999).

. . ; Rehearsal
Environment: Attention Short-term | — » | Long-term
Input Sensory memory — memory
— " memory Retrieval
l Rehearsal
Recall tiip

Fig.4  Multi Store Model of Memory - Atkinson a Shiffrin, 1968 (in McLeod, 2007)

2.5.5. Capacity model

Just and Carpenter's proposed capacity model suggested that the most
fundamental reason for the differences in WM ampagple can be explained by
the capacity of WM. Which means, that individualghwelatively limited WM
capacity would perform worse on WM tasks than imdlials with a larger capacity.
They understand capacity as the ability to retaicedain amount of information
with regard to the domain in question. This limi&@/1 capacity is shared between

two major functions — storage and processing. Basethe obtained results they

26



concluded that both processing and maintenancetifunsc are important for a

prediction of the outcome (Just, Carpenter, 1992).

2.6. Processing or Storage?

“A fundamental characteristic of WM is that it hadimited capacity, which
constrains cognitive performance, such that indiald with greater capacity
tipically perform better than individuals with lesscapacity on a range of cognitive
tasks,” (Conway et al, 2007, p.12).

The WM constructs distinguishe storage and proogssiperations. The issue
concerns how the function of maintaining conteniM relates to the function of
processing that content (deriving new informatioonf it, comparing information,
reaching conclusions, and so on).

Engle with his colleagues proposed in their wotka} differences in measurement
of WM capacity primarily reflect differences in aplity for controlled processing.
They started to investigate this controlled atamicomponent and established its
validity and reliability (Engle et al., 1999).

They also turned their attention to the questiométher people who do well on
complex span tasks do well because they maintaire mdormation in active
memory or because they are better at constantlyngamformation from inactive
memory back into active memory,” (Engle, 2010, p.They concluded that
although the stores are important components of V&Mgcial role belongs to

controlled attention (Engle, 2010).

However, most theories agree the importance of both limited attentional

capacity, supplemented by storage systems (Miyahkah, 1999).

Just and Carpenter concluded that both capacity @odessing are
important components of WM and deficit in any ok tfeatures affects the

performancdJust, Carpenter, 1992).
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It can be assumed that all the WM theories empbdsike importance of
processing and store components of WM. Studiescabmdind out more about the
importance of these components - which one of tle® the main role while
performing WM tasks were not convincing. It seerhattthe achievement on
complex span tasks is not moderated only by ortbetomponents, but they both

are necessary.

2.7. Domain Specifity

Another important aspect represents the domainfggeBaddeley (2003)
proposed WM system with two domain-specific storag&uctures: a
phonological loop that is specialized for maintaghiverbal informations and a
visuospatial sketchpad that is specialized for ta@ing visual and spatial
informations. He showed that there is distinctietmieen verbal and visuospatial
storage.

Evidence for domain specificity in WM capacity hesme from studies
which suggested that WM span tasks measure dorpatife capacities and have
limited value in predicting different domain ab@és - verbal span tasks have
limited value in predicting spatial ability and siphspan task have limited value in
predicting verbal ability (Daneman and Tardif (1R8Vorrell and Park (1993) Shah
and Miyake (1996) supported these findings and éddat domain of the storage
items (words vs. arrows), rather than the procgsisdms, most strongly influenced
the correlations with verbal and spatial abilityaseres. Other studies (e.g. Kane et
al., 2004; Engle, Kane, Tuholski, 1999) emphasitet shared variance among
measures of WM span and complex cognition reflpatsarily the contribution of
domain-general attention control, rather than domsgecific storage or rehearsal.

Myiake et al. (2001) focused their study on thertdationship between
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simple storage-oriented span measures and compleggsing plus storage span
measures. The aim of their study was to deteatxbent to which conclusions from
the verbal domain can be generalized to the vipadial domain. They concluded
that if visuo-spatial domain is used, both STM &l tasks are similarly
correlated with executive functioning. This is aany to sudies where verbal

domain was used and only WM was correlated to éxeeifunctioning.

Some evidence of domain general processes cameafionk of Hill et al. (2010).
Theys suggested that “resource distribution en@yadtduring search in one
domain can alter subsequent search in another ddmeaause of cognitive
parameters in the shared search architecture d@vatlheen tuned to perform
appropriate switching between exploration and dtgtion in the first environment.
Once they have adapted to a particular environrhetrtecture (e.g., clustered or
diffuse resources), these parameters tend to éxdafyie inertia, such that their
values will take time to adapt to the circumstarmfesny new search environment.
If a second task is given relatively soon afterfiist task, the first task’s search

parameter values will thus automatically affect¢beond task,” (Hill et al., 2010).

In this study both verbal and spatial span taskié g used to control

possible account of domain specific storage systems

2.8. The Central Executive

Central executive is understood in Baddeley’'s m@@d6D3) as the most
important component of WM based on two processastematic habitual control,
and attentional supervisory control.

He understands it as a capacity to coordinate pegice on two separate tasks, the
capacity to switch retrieval strategies as in randgneration, the capacity to attend

selectively to one stimulus and inhibit the dismi@teffect of others comprises the

29



third line of research, and the fourth involves ¢apacity to hold and manipulate
information in long- term memory, as in measurewofking memory span.
(Baddeley, 1996)

As mentioned by Hofmann et al. (2004) “Even thotlg#re is no generally
agreed upon definition of the central executivdadte, most researchers regard it as
a broad system (or collection of subsystems) thatdvolved in order to allow the
flexible, controlled processing of information tmetservice of one’s goals.”

More involved was the central executive as inveséid by Myiake et al.
(2000). Their aim was to develop an empirical bésis theory how executive
functions are organized and what roles they plagpmplex cognition. They
focused on three executive functions: shifting eital sets, monitoring and
updating of working memory representations andaiioins of propotent
responses. They focused on these three executicédas and examined the extent
of unity or diversity of these three executive fuoies Their results indicated that
the three executive functions contribute differalhtito performance on the more
complex executive tests. Shifting seemed to caumigito WCST (Wisconsin Card
Sorting Test) performance, Inhibition to TOH (Tover Hanoi) performance,
Inhibition and Updating to RNG (Random Number Gatien) performance, and
Updating to operation span performance.

Another author who claims central executive doesxist is Parkin (1998).
He criticizes studies where central executive issaered as a unitary system and,
based on a neuropsychological examination, he adedl central executive to be
associated with different neural substrates ancktbee represented by a higher
number of different functions.

In 2010 Hill et al. claimed there is a unitary, dmgeneral, central
executive. Their results supported the idea allmugéenerality of underlying
control processes and their relation to searchgsses . “This can be modelled as
search over goal hierarchies brings together tiaeage for a shared neural

ancestry involving spatial foraging and our curremderstanding of a central
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executive process that handles goal-maintenanizesiks involving self-regulation,”
(Hill et al., 2010)

Marklund et al. (2007) investigated in their stuldg extent to which
executive functions might be shared across theragpdomains of working
memory. They concluded that both unity and divgrare present among executive

control processes.

Also Collette et al. (2005) suggested that cemixalcutive shows signs of unity as
well as diversity. In their study they concluded tight intraparietal sulcus to play a role
in selective attention to relevant stimuli and upgression of irrelevant information. They
also concluded the left superior parietal regiobdanvolved in modal
switching/integration processes. They also fourad tine lateral prefrontal cortex plays an
important role in the monitoring and temporal oligation of cognitive processes, which

are necessary to carry out ongoing tasks.

Right intraparietal sulcus (BA 40)

Fig.5 Brain activation observed in the conjunctioranalysis between eight executive tasks (Collette,
F., et al. 2005)

Similar conclusions were also reached by Stusspdexhnder in their study
(2000). According to them distinct processes diaed to different regions of the
frontal lobes. “When functions of the frontal Isb&re tested with complex tasks,

this brain region appears functionally homogentuseasing the complexity of a
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task may demand multiple processes in differemitéddobe regions,” (Stuss and
Alexander, 2000)

2.9. The measurement of WM

Now the measurement of WM shall be discuss€dneman and
Carpenter's (1980) work is of prime importance ireasuring WM. They
suggested that simplgpan does not correlate with reading ability beeaiis
primarily measures the STM. They showed, that usimgple span tasks for
measuring WM is inappropriate, because it doesrespect the description of
WM.

In 1980, Daneman and Carpenter suggesteditid@tidual differences in
reading comprehension may reflect differences in \édgacity, specifically in the
trade-off between its processing and storage fansti Theydeveloped a test in
which subjects were required tead aloud a series of sentences and then recalled
the final word of each sentend®M span was defined as the maximum number of
sentences for which this task could be performedepty. They found a high
correlation between WM span and reading compreben§o they developed a
reading-span test designed to measure WM capagittafping processing and

storage functions.

The description of this test was found in an agticbm 2005. The original
version of reading span looked like this: subjewtse required to read aloud, at
their own pace, sentences presented on index oahdle, remembering the last
word of each sentence for later recall. After aesepf sentences, the subject
recalled the TBR words in the order in which theydbeen presented. There
were 15 items, 3 each consisting of two, threer, five, and six sentences that
were 13-16 words in length, and they were presemedscending order. A
subject’s reading span was the level at which hghercould correctly recall the

information (Conway et al., 2005).
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After this test several WM span tasks which follsimilar principles (the
requirement that the “to be-remembered” items oetihe same time with some

form of distracting activity) have been developed.

In addition, all these tasks requserial recall of the items. The variation
we can find only in the nature of the distractiagkt and in the type of the TBR
items Unsworth et al. (2005) mentioned these works in ciwhidifferent
distractors were used - reading sentences (reapag; Daneman, Carpenter,
1980), solving math problems (operation span; Turkagle, 1989), counting
circles in different colors (counting span; Caserl&nd, Goldberg, 1982), and
judging whether or not letters are mirror imaggsaf{sl span; Shah, Miyake,
1996) - differencesin the TBR items include digits, letters, wordsapés, and
spatial locations, all of which must be rememberadthe correct order
(Unsworth et al., 2005).

Unsworth et al (2005) concluded “Thus, althoughréhe€an be large
differences in the types of materials used to as®¥é4 span, performance on these
tasks have been shown to share a good deal of cormar@nce and to be reliable
indicators of a broader WM construct,” (Unsworthakt 2005, p.498).

In 1989 Turner and Engle developed the Ospan tasichwrequires
participants to solve a series of math operationgevirying to remember a set of
unrelated wordsTheir task, the operation span task, requiresghbjects solve
mathematical operations while trying to rememberdsoLater Engle et al.
(1992) developed the version of the operation dpak currently used in our
laboratories. “The primary difference from eark@rsions is the manipulation of
presentation order, rather than presenting reasiyag and operation span items
in ascending order (items with fewer elements)finghich permitted the subjects
to anticipate the number of words that they wowddalsked to remember on any
given trial,” (Engle et aJ 1992 p.975).

In 2005, Unsworth et al. presented amomated version of operation span

task (OSpan). It was a computer version of theimaigpaper-pen Ospan.
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This new measuring instrument had a few advant&ges.of all it was mouse
driven, scored itself, and required little intertien on the part of the experimenter
- participants were allowed to complete the taslependently of the experimenter
compared with the previous vision where examinertbhabe present to preses a key
to move on to the next operation. Further improvaseonsisted of chase of TBR
items. In this new version letters were used irstdavords to suppress possible
strategy use (as will be mentioned latter somearebers concluded that individual
differences in strategy use — interactive imagersgemtence generation — do
account for signifficant variance on span perforaggnin 2010 another two
automated complex-span tasks were validated — RapduSymmSpan. (Braodway,
Engle, 2010). These three computer versions weze sthis study and will be

described in detail in the empirical part, chapieterials.

Baddeley (2003), who proposed that WM system witlo tdomain-
specific storage structures: a phonological lo@t ih specialized for maintaining
verbal informatic and a visuospatial sketchpad ihapecialized for maintaining
visual and spatial informatic, showed that therdissinction between verbal and
visuospatial storage.

By the domain-specific view, span tasks consisbhgerbal versus spatial
materials may differ for predicting complex verliatsus spatial abilities.

This presumption was also supported by many stu@eseman, Tardif, 1987;
Morrell, Park, 1993, etc.) which reported that vdas span tasks using verbal and
numerical materials correlated significantly witbrlal ability measures, a spatial
span task did not and only spatial span predicbgelco assembly performance from
diagrammatic, visuospatial instructions.

From that reason not only OSpan and RSpan butSsistnSpan were used in this

study.
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3. WM and higher cognitive functions

3.1. Conducted studies

Many studies have investigated the various possidd of the relationship
between WM and higher cognitive functions.

Andrade concluded that “the WM has an importarg a8 a set of processes which
play an essential role in complex cognition. Unteerding how we temporarily
store and process information is fundamental tcetstednding almost all aspects of
cognition,” (Andrade, 2001, p.3).

Many studies in this area have investigated thewarpossibilitties of the
relationship between WM and higher cognitive fumes. During the past decade
much attention halseen paid to the role of WM in the establishmenntdlligence.
Some of the most influential studies investigatimg relationship between WM and
higher cognitive functions from the past years wiiv be introduced.

As mentioned above in 1980, Daneman and Carpentggested that
individual differences in reading comprehension meffect differences in WM
capacity, specifically in the trade-off betweengtecessing and storage functions.

Kyllonen and Christal (1990) found structural caséints of .80 through .88
between WM and reasoning ability.

Buhner et al. (2006) suggested that WM remaingdraficant predictor of
reasoning after controlling for crystallized inignce. WM and sustained attention

together accounted in this study for about 83%eafoning variance.

The goal of the Shamosh et al. (2011) researchioviaentify candidate
neural mechanisms that account for the relatiowden intelligence and delay
discounting, focusing especially on mechanismslhireadin WM. They showed that
delay discounting is negatively related to intelhge, and also found that it is
negatively related to WMn their study they also detected WM to be strgngl
related tog ( r = .60).

In the investigation by O’Connor et al. (2003) wittgard to children, they
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found a strong relationship between working menarg cognitive functioningfy(
=.83).

Research on children’s working memory capacityiemigelationship to fluid
intelligence was also conducted by DeJong etnal.as-Smaal (1995). These
researchers concluded WM capacity to be strongietaied with fluid intelligence
performance (r = .66) Both WM capacity and fluiteiligence were also found to
be significantly correlated with school achievemgnt .72) (r = .82).

Meta-analysis conducted by Ackerman, Beier, andlé8¢2005) indicated
average correlation .36 between measures of g aMdi®¥ts. They claimed that
WM capacity shares less than 25% of its variancé general intelligenceg].
Oberauer et al. (2005) made reanalysis of thisysand showed thaj and WMC
are highly correlated. Also Colom et al. (2005) iagad similar results - WM
system largely drives the relationship between Wi g, r = .89. Also another
researcher supported this finding — e.g. ConwaypeKeEngle (2003) r = .59,
Colom, et al. (2005) r = .89. Evidence about sigarit relationship between WM
capacity and standard measures of fluid intelligepmovided also Fukuda et al.
(2010) r = .66

Conway et al. (2002) concluded, that between géfieid intelligence and
each of the following constructs exist significaalationships: short-term memory
capacity, WM capacity (WMC), and processing spédédxty add, that based on the
results WMC is a good predictor of general fluidelhgence in young adults.
Colom and Martinéz found in 2009 that WM and preaes speed are related to
intelligence. They measured concurrently WM, preces speed and processing
efficiency along with fluid, crystallized and sgtiintelligence. Their findings
showed that WM and processing efficiency prediaidfl but not crystallized and
spatial intelligence.

Mogle et al. (2008) investigated the relationshippag Working Memory,
Secondary Memory, and Fluid Intelligence. They ustdnd PM and SM in the
terms of Unswort and Engle (2008) as described@abov

The main aim of their study was to compare the SM\WM capacity to account
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for variability in fluid intelligence. Their presystation was “If WMC predicts
unique variance in fluid intelligence after we aacbfor SM, this would suggest
that maintenance of information in the face ofrdistion underlies the relationship
among these constructs. If, instead, SM prediatd fhtelligence after we account
for WMC, then encoding and retrieval processes bealkely to drive the
relationship,” Mogle et al. (2008).

Their results showed, that SM was a significantjater of fluid intelligence
after controlling for WM capacity, but WMC was ranger significantly associated
with fluid intelligence after controling for SM. €y concluded, that SM processes
like search and retrieval rather than maintenamfagf@rmation in the face of
distraction, are the base for the relationshiguial fintelligence.

Results obtained in this study were not surprigiivgn the fact that Raven’s
progressive Matrices test was used as a fluidligegice measure. This test requires
the participant to remember as many details ohth&ix and also of each of the
presented segments as possible so that he can thpe and find out which one
fits best. To solve such problems SM is essentegired.

Also Shelton et al (2010) concluded “when tryinglezide which pattern
segment will best complete a matrix design (e.gveR’s Progressive Matrices;
Raven, Raven, & Court, 1998) it is necessary tataa separate reces of the
design to determine how they fit together. As thsigins increase with complexity,
it becomes more difficult to hold these items ia imited space of primary
memory, leading to some of the items being displac® secondary memory.
Ultimately, pertinent items must be retrieved freecondary memory to determine
which option will best solve these complex problén(iShelton et al., 2010)
Shelton et al.(2010) replicated and extended tirfgs of Mogle et al. in their
study. To test fluid intelligence they used noydRaven’s Progressive Matrices
but also Block Design subtest and Matrix Reasongchsler, 1997). They
demonstrated that working memory has its speclalimthe prediction of fluid

intelligence, above and beyond secondary memory.
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3.2. Possible base for the relation

Some of the newest studies are trying to find tbesible base for this
relation. Barrouillet et al. (2008) probed, if tifluence of WM capacity on high-
level cognition is mediated by complexity or resmidependent elementary
processes. Their results suggtwsit the influence of WM capacity on high-level
cognition is mediated by the impact of a basic galReurpose resource that affects
each step of cognition. Halford et al. (2007) camné with a new hypothesis, that
WM and reasoning share the related capacity limilsey explained that the
relationship between these two constructs is dtreSthem maintaing the common
bindings between elements.

Baddeley and Logie (1999) suggested that WM playsruzial role for
complex cognitive activities such as language cemgnsion, mental arithmetic,
and reasoning, because all these cognitive aedvitequire processing of the
information, their retention in the storage systeand controlled attention enabled
by central executive which includes the coordinaid the subsidiary systems, the
control of encoding and retrieval strategies, dn tsupports the problem solving.

Bailey et al. (2008) suggested, that individualednces which can be found
in the performances of a WM and on other cognitagks are a result of strategy
use. They concluded that relationship between th&seconstructs can be found,
only if the same strategy (like imagery and sergayeneration) is afforded by both
tasks. Unsworth et al. (2009) examined the relatibetween WM capacity,
attention control (components of WM), and genetaldf intelligence. And he
suggested that attention control is an importampmnent of the WM and general
fluid intelligence relation. Fukuda et al. (201Q)ggested that the relationship
between WM capacity and standard measures of ifluelligence is mediated by
the number of representations that can be simutastg maintained in WM.

The causes underlying the correlation between wgrikiemory and fluid
intelligence was also investigated by Colom e{2006). They focused in their

research on the role of the executive componemwooking memory. They reported
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that the shared variance between executive funogiceend working memory do not
account for the relationship between intelligence
and working memory.

In contrast, De Jong and Das-Smaal (1995) suggéstechportant role of
the central executive that especially contribubethé relationship with intelligence.

Schweizer et al. concluded that both working menaony attention are both
important predictors that showed to be neither tmetated nor appropriate for
replacing each other.

Later Colom et al. (2008) investigated why workingmory and the general
intelligence factor g are highly related construckbey suggested that short term
memory is the single predictor of working memohe(executive factor was not a
significant predictor of working memory once itsrstge component was removed,
also mental speed did not predict working memonavae) and the simple short
term storage largely accounts for the relationbleipveen working memory and
intelligence.

Garlick and Sejnowski (2006) argued that “the ondithat working memory
capacity and executive function are explanatiorfuad intelligence are plausible.
After all, the solution of fluid intelligence tasksdoubtedly involves the use of
working memory. Similarly, executive functions e result of an evolutionary
recent brain area, so equating the operation sfitain area with fluid intelligence,
again a capacity that is most evident in humansidvagain seem plausible. It is
also logical to identify fluid function with the @irontal cortex, an area that is
notable for playing a control function and not maydirect connections with
sensory input.” In some studies, low correlatiors\i@und between intelligence and
WM tasks. Garlick and Sejnowski (2006) reasonetlttiia low correlation is due
to dissimilarities in the construction of WM andahigence tasks. This suggests
that some researchers, when arguing for a workiegpony capacity explanation of
intelligence, could strengthen the relationshippyntoy making working memory
tasks involve the manipulation and transformatibmfiormation, elements that are

commonly involved in fluid intelligence tasks.
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As mentioned above, Kyllonen and Christal (199@jnid structural
coefficients of .80 through .88 between WM and oa&zg ability. Their reasoning
tests used arithmetic reasoning, mathematics krigeleAB grammatical
reasoning, verbal analogies etc. WM tasks weregxample, ABCD grammatical
reasoning, ABC numerical assignment, and digit spary explained that these
tests of working-memory capacity were chosen bexaubjects simultaneously
engaged in component processing operations (soaritignetic problems and
solving grammatical reasoning problems, respedgtj\aatd storing outcomes of
those processes. But similar requirements areeslsentials for solving fluid
intelligence tasks.

Also Lohman in his theory summed up in 2001 thatrésason for more often
appearing studies which find correlations betweeM \&@nd reasoning is the
interpretation of WM. He concluded, that if WM isteérpreted as system of a
storage component and a separate executive (onssqy attentional system) that
attends selectively to one stimulus while inhilgtinanother, coordinates
performance in tasks, and switches strategies @aysl theory) it is more likely to
find a relationship between this construct andorexg). Because reasoning requires
that one simultaneously remember and transfornrnmégion.

Lohman’s theory seems to be supported by the braigine studies.

These studies using brain imaging methods PET sl have suggested a critical
role for prefrontal cortex in WM (Salmon et al., 989 Rypma et al., 1999; Clayton
E. Curtis and Mark D’Esposito 2003, Klingberg etz002).
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Frontal lobe Parietal lobe

Fig.6  Colored regions of the brain that are activeed by a working memory (Klingberg 2002)

Grey et al. (2003) in their study tested whetheregal fluid intelligence (Gf)
is mediated by brain regions that support atteatigexecutive) control, including
subregions of prefrontal cortex. Their results shawat standard measure of Gf
engage these areas of prefrontal cortex. Which smélaat same brain areas are

engaged while performing both WM and intelligenasks.

4. Transitive Inference

Transitive Inference is a form of relational reasgn Relational reasoning
represents tasks where the right answer dependsnhobn the correct reasoning,
but also on the ability to maintain information Vehprocessing such tasks.

These tasks involve the number of relations andntimaber of objects, or events,
being manipulated in order to find the right sauati A relation is understood as a
mental representation of the relationship betwdgeaaots or events.

“The term relational reasoning usually refers ® pinocessing of information
about the the relation between objects, with tine @i generating new information
that is not explicitly available. It’s required whsolving spatial problems such as:

» the fork is to the left of the plate;
» the glass is to the left of the fork;

« which relation holds between the glass and theplat
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(Ruff, C.C. et al., 2003).

This example is called the transitive inference bfgm, requiring the
reasoner to generate a new proposition based oninfleemation presented.
Transitive Inference is one of the forms of relatibreasoning. An alternative type
of task called the propositional reasoning probleaguires only the information
presented in order to answer the problem. For el@anipere is either a circle or a
triangle. Therefore, there is no triangle. (Morns@2001)

According to some of the researchers, Transitiferémce tasks can even be
understood as a measurement of WM.

For example Fales, C.L. et al., 2003, used in thieidy both traditional WM
tasks (n-back) and Transitive Inference tasksnd But more about the nature of
the deficits in WM with people having Klinefelteyrelrome. The authors concluded
that there are no differences in the performandechever task is used to test the
working memory. Deterioration was observed in tiadal WM tasks and also in
verbal Transitive Inference tasks. The authorselelthat the lower performance on
the Transitive Inference task relates to a verlmakimg memory deficit.

The Transitive Inference test was conducted asvi@ll- participants were
given index cards that were each printed with #du@e of a person. They were
asked to order the people named on the card aogpralithe instructions specifying
their relation. In two-relation problems the infation was presented in the form of
binary relations (e.g., “Jim is taller than Bob'ddiBob is taller than Tom”), always
one proposition less than the number of cards givetihree-relation problems,
participants get two relations in a row in whichaemmon names are used: “Jim is
taller than Bob,” “Tom is taller than Mike,” and tB is taller than Tom.” The
ordering of the propositions could present a grofupames, as a one-, two-, or
three-relation problem. (Fales et al., 2003)

Kyllonen and Christal (1990) used WM measuremeskddased on a
similar principle - ABCD Grammatical Reasoning s task subjects are required
to process three successively presented sentdratesonstrained the order of the

four letters A, B, C, and D. “A typical item was(een 1) "A precedes B"; (screen
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2) "D is not preceded by C"; (screen 3) "Set Irexpded by Set 2"; (screen 4)
"Which order is correct? 1-ABCD; 2-ABDC; 3-BACD;BADC; 5-CDAB; 6-
CDBA; 7-DCAB; 8-DCBA." In these items, Set 1 alwagderred to the letters A
and B; Set 2 always referred to the letters C and Bnd B were always
contiguous; C and D were always contiguous (e.GAB would not be possible).
The test allowed unlimited per-screen study tims,snibjects could not move
backwards to review screens.”

The relationship between WM and relational reaspisrsupported in the
findings of Krawczyk et al. (2008), who proved sfgrant differences in the
reasoning performance of patients with frontal-aarifrontotemporal lobar
degeneration, and patients with temporal-variamd fzealthy controls. ,,..frontal-
variant FTLD patients performed less accurately tieemporal-variant FTLD
patients, who in turn performed worse than heatthytrols, when semantic and
perceptual distractors were present among the ardwees. When the distractor
answer choices were eliminated, frontal-varianigoés showed relatively greater
improvement in performance.... Frontal-variant paseshowed performance
deficits on all tasks relative to the other subgraups, especially when distracted.”
(Krawczyk et al. (2008).

In the study of Waltz et al. (1999), patients watlefrontal damages exhibited
deficit in the intergration of relations in bothdigtive and inductive reasoning
tasks.

They concluded that the neurological base integmadi relations is similar

to the WM functions located in the prefrontal areathe brain.

The question is twofold - why do transitive infecentasks seem to be
strongly correlated to WM and why, in some of thedgs, are they used as WM
measurement?

WM is understood as construct consisting of storagel attention
components.

To engage both of the components WM span tasks|dhalways be
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composed of TBR items, which occur at the same timigh some form of
distracting activity.

Tasks constructed to satisfy such demands diffpeaaslly in the way in
which TBR items are used. TBR items can either & @f the processing activity

or indepedent of this part.

Examples:

« TBR items are separated from the processing agtivit
As an example can serve Automated WM Span taskmnfaied WM Span tasks
are based on the idea that the processing paeas\ycseparated from the memory
part. Unsworth and Engle (2007) claimed that comppan requires the
participants to engage in some processing actiuinelated to the memory task.
The processing component can include reading sesgensolving arithmetic
problems, or assessing the symmetry of visual tdjec

 TBR items are part of the processing activity
Visuo-spatial N-back tasks are also considered @aditional WM measurement.
These tasks require the participant to view letpgesented on a computer screen,
one at a time, and to compare the current lettéhéammediately preceding letter.
If the two letters are the same, the participantksithem as “yes” , when different,
he marks them as “no”.
At the second level the participant compares thieeati letter with the second letter
back, and so must store two letters at time. Attthed level, the participant is

required to compare the current letter with thieelahree positions back.
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Fig.7 lllustration of N-back task (Fales 2003)

Similarly, Transitive Inference tasks are such saskere both the number of
relations and the number of items are manipulaieglation is understood as the
mental representation of the relationships betvadgects or events.

In contrast to Automated WM Span tasks, TransitinBerence requires
manipulation of the TBR items (relations and olgecr events) also in the
processing part. (e.g. False et al., 2003; Coloat, &005)

In Transitive Inference tasks, the right answeremes not only on the
correct reasoning, but also on the ability to neminformation while processing
such tasks. Especially transitive inference taskbich require the ability to
integrate two relations that share an element.t@\at al.1999)

The cognitive capacity for Transitive Inferenceersfto the ability to make
relational links between individual memory tradeattshare common elements
(Libben and Titone, 2008).

Lohman (2011) distinguishes between four componehteasoning — WM,
assembly processes, control processes and leaténgays, that WM is required,
because reasoning is based on simultaneously reemsmgband transforming
information. Also necessary is a plan of attackiclwhs understand as a systematic
plan for solving problems. Control processes ingothie ability to monitor the

effects of one’s cognitions and actions. Learnirggams that one can learn rules on
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easy items that will later be needed on harderstem

Also this description shows that Transitive Inferemasks require the storage
of information as well as its processing. The pssagg part depends on the ability
to form and manipulate mental representations tHtioms between objects and
events. The storage component is represented bwltiiey to keep objects and
relations in memory unchanged. Due to this face amght consider Transitive
Inference tasks to be a measurement of WM.

In Transitive Inference tasks, TBR items are used part of the processing
activity. The same rule is followed in another WMeasurement, as mentioned
above- N-back. AlthougiN-back has become a standard WM measurement in
cognitive neuroscience, studies examining its cansvalidity have highlighted the
shortcomings of this test.

Kane et al. reported thBkback and WM span (OSpan) correlated weakly,
suggesting they do not reflect primarily a singd@struct; moreover, both
accounted for independent variance in Gf. (Kara.€2007)

It would be interesting to find out more about tetionship between
Transitive Inference tasks and WM span. From #@son the correlation between
automated Span task and Transitive Inference taaksalso conducted.

Ruff et al. reported in their study that relatiorasoning is based on visuo-
spatial mental models, which means that peopletdmive reasoning problems by
language-based representations (formal rules) @aethe visual representations of
the situation. Their conclusion was supported lgyrésults of functional magentic
resonance paging which showed the relational reagaasks engaged occipital
cortex. (Ruff, C.C. et al., 2003).

,Our visual systems are adept at computing spat#htions—such as
abovd), larger-than)—and many of these relations are transitive: dfeot A is
above object B and B is above C, then A will bevab€. Importantly, the visual
machinery that computes these relations from tiiernmation in a visual image
must have this knowledge built into it implicithi.he reason is that images are

qguintessentially analog: If, in some image, A i®adB and B is above C, then A
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will necessarily be above C, so the same machithetycomputes A above B and B
above C (from their locations in the image) alss tiee information necessary to
compute A above C. To the machinery that compypesiad relations from visual
images, the "inference"” that A is above C is notirdarence at all, but rather a
simple observation.” (Hummel, 2001)
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5. WM-Tasks and strategy use

Some of the recent studies investigated the siradéfgrdance hypothesis -
the influnce of variation in strategy use on indival differences in span
performance as well as on span—cognition relatipss{Bailey, Dunlosky, Kane,
2008; Dunlosky, Kane, 2007).

Bailey, Dunlosky, and Kane (2008) used OSpan tals&rev/the participants
saw a mathematical operation and a TBR word (examipl capt. WM
measurement) and RSpan where the participants sther ea logical or a
nonsensical sentence and an unrelated word. Thied nbat because the to-be-
remembered stimuli for these span tasks were iddali words, participants
afforded several associative strategies, such lasarsal, imagery, and sentence
generation. After performed span tasks participamiécated which strategy they
had used to remember the words.

This strategy mediation hypotheses was based onexpectation, that
.performance is higher when individuals report gsimormatively effective
strategies (e.g., interactive imagery or senteraeetion) than when they report
using less effective ones (e.g., reading),” (Bailgynlosky, Kane, 2008, p. 1383).

These studies concluded that individual differentoesstrategy use do
account for significant variance on span perfornearichat is, span performance
was higher when individuals reported using intevactimagery or sentence
generation. On the other hand they also conludeat, dlthough strategy use can
influence span performance, effective strategy dmes not appear to account for
span — cognition relationships (Dunlosky, Kane, Z20Bailey, Dunlosky, Kane,
2008).

In their work, Unsworth and Engle (2005) as merdgmabove used letters in
their OSpan and RSpan because previous researctupgsested that some of the
shared variance between span tasks that use wodda aneasure of higher order

cognition, such as reading comprehension, is duetd knowledge.
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But it seems that the results when letters are gsedalso be affected by
another well known technique. On the internet,rapge example could be found:
~When you took music classes in school do you reb@nthe lines on the music
staff, the treble clef, E, G, B, D, and F? If ydeacher ever told you to think of the
sentence “Every Good Boy Does Fine”, then you migithember them. Your
teacher was following that basic memory rule, pbiypavithout realising it. He or
she was helping you to remember new (and abstirEormation, the letters E, G,
B, D, and F, by associating them to something ybbeady knew, or at least
understood the simple sentence “Every Good Boy Deee”. The presented
memory rule is: "You can remember any new piecafafrmation if it is associated
to something you already know or remembel)sifg Association Techniques for
Better Memory2006).
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6. Intelligence

Although this thesis does not aim to describe itaitlehe origin of
intelligence, it acts as an introduction for bettederstanding for what reason the
intelligence test LPS-neu was chosen for this stWdy can say that this test is a
reflection of the recent consensus among differgetvs of intelligence. Many
researchers found this consensus reasonable daadiea®loped on this basis have

many advantages because it considers more aspects.

The definitions of intelligence and their relatiomthe development of the
current view of it shall now be presented, afterchtshall follow an introduction to
the development of intelligence theory. The procedwf development of
Kreuzpointners'LPS-neu and the introduction of tR& itself is summed up in the
conclusion.

It is possible to find many different definition$ iatelligence. Vetta project
(2010) collected some of the definitions of intgdince given in encyclopedias that
have been either contributed by an individual pel@fist or quote an earlier
definition given by a psychologist. Some are mowoxuked in conceiving
intelligence as a general ability - for exampletéliigence is a general factor that
runs through all types of performance.” A. Jensémy system ...that generates
adaptive behaviour to meet goals in a range ofrenmients can be said to be
intelligent.” (D. Fogel, 1995) “Intelligence is thability to use optimally limited
resources — including time — to achieve goals.”KRzweil, 2000), or “Intelligence
Is the ability to process information properly incamplex environment” (H.
Nakashima, 1999), “...the essential, domain-independskills necessary for
acquiring a wide range of domain-specific knowledgethe ability to learn
anything. Achieving this with “artificial generahtelligence’ (AGI) requires a
highly adaptive, general-purpose system that catonamously acquire an
extremely wide range of specific knowledge andIskdnd can improve its own

cognitive ability through self-directed leasingl. {/oss, 2005).
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Another definitions emphasises the non-uniformity iotelligence -
“Intelligence is not a single, unitary ability, buather a composite of several
functions. The term denotes that combination ofiteds required for survival and
advancement within a particular culture.” A. Anastal992), “...the term
intelligence designates a complexly interrelateskaslage of functions, no one of

which is completely or accurately known in man .Yélkes, Yerkes, 1929).

Said definitions are an expression of a long hisébrdevelopment which
is marked by a dispute between one set of propenehio believe that all
intelligence comes from one general factor, knownga and another set who

believe there are other types of intelligences.

6.1. Throughout the history of intelligence and@sting

One of the first persons, who understood intellageas a general ability,
largely inherited, and explainable by the speedmental processes, was Sir
Francis Galton (1869). More influential work wasddoy Binet. He developed a
test which became one of the first scales for tleasaurement of intelligence in
1905 and was revised in 1908 and 1911 (Eysenclg)199

After this, many theories and models of intelligeneere developed.
The most influential are:
« Spearman’s model for general intelligence factbedgg"
» Thurstons Primary abilities
* Horn-Cattel’s Gf-Gc theory

e Carrol’s Three stratum theory
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6.2. Spearman’s model for ,g"

Spearman understandg®,as a unit represented by a set of separate
components in a form oparticular abilities. He used a factor analysis and
investigated the intercorrelations of various measwf individual differences
(Wolman, 1985).

6.3. Thurston’s Primary abilities

One of the first persons to test Spearman’s theas/ Thurston. He used
56 tests of various intellectual abilities and daded that Spearman’s
conclusion was wrong. He claimed, that correlatitmsd by Spearman, which
he (Spearman) understood as a demonstration ofptasence of general
cognitive ability, were in fact measurement of elifnt so-called ,primary
abilitities”). Thurston through factor analysis idiéied primary abilities of
verbal comprehension (V), word fluency (W), numifecility (N), spatial
thinking (S), associative memory (M), perceptuagéesp (P), general reasoning

(R), indusctive reasoning (1), and deductive reasp(D) (Indiana.edu., 2007)

6.4. Horn-Cattel’s Gf-Gc theory

It is also possible to find a strong disagreemeitt 8pearman’g in all of
Horn’s contributions (in Wolman, Handbook of inigedince, 1985, in Kyllonen,
Roberts, Stankov, Extending intelligence, 2008).afgues that there is more than

one general type of intelligence.

Horn represents his knowledge about the abilitieBuwmnan intelligence in
Gf-Gc theory. He found more general organisatiepresented by nine major kinds
of cognitive capacities: Acculturation knowledgecjGFluency of retrieval from

long-term storage (GIm), Fluid reasoning (Gf), SHerm apprehension and
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retrieval (SAR), Processing speed (Gs), Visual e@semg (Gv), Auditory
processing (Ga), Correct decision speed (CDS), fdaaive knowledge (Cq).

He talks about 60-70 distinct common factors, fobggrevious researches,
operating at primary level and other nine commartdis operating at a second-
order level. One set of primary level indicatore &belled fluid reasoning and is
symbolised Gf. Another set of primary-level indmat is labelled crystallised

knowledge and is symbolised Gc.

Horn was inspired in his work by Cattel’s theoryflofid and crystallised
intelligence from 1941. Cattel summerised in higdgt that the cognitive abilities

do not represent one unit construct but ratherragpantelligences.

Abilities of reasoning that are required to attainderstanding of novel
relationships and acquire concepts indicate onen fof intelligence, which he
calledfluid (gf).

Abilities of maintaining and accessing concepts] amasoning with these
concepts , indicate a second form of intelligeriabeled by Cattel asrystallised
(go) (Horn in Woodcock, 1998).

6.5. Carroll’s Three stratum theory

Carroll accepted Spearman’s general factor in loidkk\vand he emphasised,
that Spearman was not interested onlygitut also in specific factors (these
specific factors were called group factors). Basadreanalysis of comprehensive

data, he came to his own theory.

Carroll’'s model of intelligence is called Threeatim theory. This theory
became very popular and influenced many followiegearches as according to
McGrew , The major strength of Carroll's meta-factmalysis is that, for the first
time ever, an empirically-based taxonomy of humagndive ability elements was

presented in a single organised framework. The raaterials reviewed and
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analysed by Carroll drew on decades of research Hwerse array of dedicated
researchers,” (McGrew, 2009, p. 2).

Carroll’'s model is hierarchical and displays cagaitabilities according to
level of generality.

Stratum | includes 69 narrow abilities that are subsumedhlystratum Il
(broad abilities) which includes the abilities ofuid intelligence, Crystallised
Intelligence, General Memory and Learning, Broadsudi Perception, Broad
Auditory Perception, Broad Retrieval Ability, Broadognitive Speediness, and
Reaction Time/Decision Speed. And thgatum Il — the broadest level is general

intelligence factog.

In his work, Carroll shows the similarities andfeiences between his model
and other intelligence models. Some of these dasmns will be mentioned in this
thesis, because they clearly show the main ideadl of the previously mentioned

theories and even approach the particular strafu@aooll’s theory.

As mentioned above, Carroll agree with Spearmamuitaibe existence of one
general factor and the stratum Il is essentidily same as Spearman’s faajor
Similarly stratum | is essentially equal to Speanhs group factors. Spearman was
one of the inspirations for Carroll's famous workrh 1993. As other sources usher
the Thurston’s Primary abilities model. AccordirmgGarroll, this model was the
basis for his Three-stratum theomhurston‘s model was one-stratum model and
Carroll assumed this stratum as similar to thetwtnal in his model — represented

by broad abllities.

Another inspiration for Carroll’'s work was also thtorn-Cattel Gf-Gc
model. Horn, as mentioned above, has extended tinle o¥ Cattel by identifying 9
to 10 broad Gf-Gc abilities.

Carroll concludes this Gf-Gc model as the closppt@imation to his three-
stratum model of human cognitive abilities thatfetd abilities as a function of
breath (Carroll, 1993).

The most obvious difference between the two modelthe presence of
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higher order factog in Carrol’s model and it is absence in Horn’s mditieiGrew,
20009).

As described earlier, Horn was a sworn enemy afid Carrol reacted on his
arguments saying: ,, It is true, as Horn (1988) moout, that the third stratum factor
computed (by the Schmid-Leihman technique) in a&mgigtudy can be somewnhat
different from one computed in another study, ternature depends in part on the
types of variables and factors present or emplésisdghe battery as a whole.
Nevertheless, if a battery contains an adequatersity of variables the third-
stratum factor that is computed can be ragardexhasstimator of a true latent-trait
g; the accuracy of estimation depends in part onthdrethe battery contains
variables selected to represent second-straturarfakhown to have high loadings
ong. In principle, it should be possible to drive sEon a third-stratum factor that
weigh the scores on the original variables to mtevoptimal estimation of,”
(Carroll, 1993, p.639).

The existence of a single higher order generabfaghas been the focus of
much debate. To conclude, Carroll is one of thoke agree that the shared factors
among the broad abilities are represented well gy general factor. Horn and
others focused on broad abilities and consideyeals a conglomerate of more

specific cognitive abilities.

6.6. C-H-C theory

The recent results from understanding of intellggestructure were summed
up in C-H-C theory. Thigheory integrates the Cattel-Horn Gf-Gc theory rfHo
Noll 1977) and Carroll’s three stratum theory (6kril993). ,During the past
decade the Cattell-Horn Gf—Gc and Carroll Threat8in models have emerged as
the consensus psychometric-based models for uadéisg the structure of human
intelligence. Although the two models differ in aimber of ways, the strong
correspondence between the two models has resulted increased use of a broad

umbrella term for a synthesis of the two modelstiglaHorn—Carroll theory of
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cognitive abilities—CHC theory),” (Mcgrew, 2009).

Stratum Il . Carroll and Cattell-Horn Broad Ability Correspondence
(general) o A, Garroll Three-Stratum Mode (vemcally aligned ovals represent similar broad domains)

é @ mm 80+ Stratum | (narrow) abilities have been
identified under the Stratum |l broad abilities. They

are not listed here due to space limitations
(see Table 1)

Stratum Il (broad) B. Cattell-Horn Extended Gf-Gc Model

COEOOE®®®@®
!

C. Cattell-Horn-Carroll (CHC) Integrated Model

domains

OO@OOEOOO@@O®WOO@®O®

(Missing g-to-broad ability arrows acknowledges that Carroll and Cattell-Horn disagreed on the validity of the general factor)

@ D. Tentatively identified Stratum Il (broad)

CHC Broad (Stratum |I ility Domains
Gf Fluid reasoning Gkn General (domain-specific) knowledge
Ge Comprehension-knowledge Gh Tactile abilities
Gsm Short-term memory Gk Kinesthetic abilities
Gv Visual processing Go Olfactory abilities
Ga Auditory processing Gp Psychaomotor abilities
GIr Long-term storage and retrieval Gps Psychomotor speed
Gs Cognitive processing speed
Gt Decision and reaction speed (see Table 1 for definitions)

Grw Reading and writing
Gg Quantitative knowledge

Fig.8  Diagram of synthesis of the two models frotlcGrew ( 2009)

CHC theory describes a hierarchical model of cogmiabilities that vary
according to level of generality: narrow abilitigStratum 1), broad abilities
(Stratum 11), and according to a few, general iigehce ¢; Stratum IIl) as well.
Narrow abilities include approximately 70 highly esmlised abilities. Broad
abilities include Fluid Reasoning, Crystallisedeliigence, Short-Term Memory,
Visual Processing, Auditory Processing, Long-Teretrieval, Processing Speed,
Reading and Writing Ability, Quantitative Knowledgend Reaction Time/Decision
Speed.
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Summary

Development of intelligence theory has a quite Idngfory evolving in
my opinion in accordance with well-known triad -hésis — antithesis—

synthesis".

Thesis is represented in this case by a single anfactor explaining the
positive correlations among different intelligentests — general intelligence
factor g. Antithesis is seen as the negation of the existeof this general
intelligence factor and proposal of a several ddgtfactors. | see the synthesis in
the unification of both theories in one theory esmnting broad cognitive
abilities and general factor as a unit. There canfdund a huge amount of
intelligence tests aimed at identifying either dpeneral intelligence factor or
broad abilities. To follow principles of the syntig test designed to measure not

only the general intelligence factobgt also broad abilities was used.

The newest intelligence structure research findiegaverged on the
widely accepted view that intellectual abilitiesnclae structured hierarchically.
Generall factor g is postulated on the highest ll@feaggregation, which is
differentiated into more specifc mental abilities at least one level below.
Oberauer et al. (2000) suggested that also cordeMM can be understood as
one general cognitive ressource with differentiedosid level. General factor g
and WM base on these conclusions were understodlisnstudy as a higher
order latent variables. Broad cognitive abilitiesl &VM tasks as the second level

more specific variables.

6.7. LPS-neu

Kreuzpointner (2010) based his research on puldimatdealing with the
revision of the Leistungspriufsystem (LPS, developgdHorn in 1962; 1983).
These results together with results of other sgjdaich published complete data

on LPS, were introduced by him in his work whereexglained that the results
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suggest the possibility of the reduction of the bamof subtests of LPS in order to
gain more efficient diagnostic-instrument maybe revath a higher informative
value. Kreuzpointner suggested and subsequentbbletied a new efficiency
testing system through conducting a new factoryaiglof eight studies (from 17
random samples) containing the intercorrelationrimatf the subtestby using the
same methods and criteria.

This new compilation follows three principles: pFagtion of the basic ideas
of the LPS, increasing economy and practicatigw orientation of the basis of the
structure-theory.

The original LPS contains 15 subtests, whereaséwe version has only 11
as a result of analysis of the studies focused amtof analysis of LPS. As an
adequate base of the LPS, Kreuzpointner considéredCarroll’s three stratum
model (Kreuzpointner, 2010).

In his work, Kreuzpointner used the Carroll’s thstatum model as a base
for possible comparison of abilities measured kg shbtests of LPS and similar

looking abilities in Carrol’s ordering.

Subtest 1: Allgemeinwissen
Kristaline Intelligenz <
Subtest 2: Anagramme

Subtest 3: Figurenfolgen
Fluide Intelligenz Subtest 4: Zahlenfolgen
Subtest 5: Buchstabenfolgen
. . ! Subtest 6: Mentale Rotation
Allgemeine Intelligenz]
g-Faktor \ Visuelle Wahrnehmung Subtest 7: Flachenzahl
Subtest 8: Linienmuster

Subtest 9: 8. Zeichen
Verarbeitungsgeschwindigkeit <
Subtest 10: Zeilenvergleich
Kognitive Schnelligkeit — Subtest 11: Addieren

Fig.9 Intelligence structure diagram from Kreuzpointner, 2010
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Kreuzpointner emphasised that by the developmetiteopaper-pen version,
the principles of Horn’s LPS has been given theresl importance. Especially an
elaboration of the items directly in the test ahd guadrilateral conception of the
testarch have been maintained which enable pri@m@IN A3 (this fact is quite
important, because the original version was smalted was criticised rather for
testing visual-skills than cognitive achievemerithe items were digitalised and
printed on a white paper so that they could beebeticognised. The instructions
and the item-examples were added on the firstcdee test-arch other than on the
beginning of the item-column (Kreuzpointner, 201Qomparing with the new
version, both of these facts (enlargement of st as well as highlighted printing
and the order on the sheet) increase the objgctthe new LPS.
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7. Empirical Part

7.1. The research problem

The main aim of this Thesis is to investigate #latronship between general
intelligence factog and WM, as well as relationship between some efathilities
from the area of Broad abilities and their relationlVM-Span tasks. Attention was
also focused on the methods used to measure WNnaigd version of a WM
capacity tasks developed by Unsworth et al. 2088)the various ways it has been
elaborated by respondents depending on the usadjfedent strategies. According
to some of the previous studies, the usage ofrdiftestrategies when answering
WM tasks was found to be an important factor cbnting to varied results on WM
tasks. Usage of these strategies was found to tpebgiinfluence the results
obtained by respondents who used them. The temategly“ implies a procedure
which helps to better remember the “to-be-rementtiertems. The question is
whether the strategy use might also influence tegdined in the new version of
WM measurement, which will be used in this studyother aim of this work was
to find out how does the performance on WM task®idi depending on in which
way the TBR are used. The intention was also to ttes relationship between
Transitive Inference tasks and automated WM tasksder to find out more about

how strong the relationship between these two mffeconstruct is.
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7.2. The research questions

Hypothesis
Ha, — there is a relationship between WM and genatalligence factog.

Ho: — there is no relationship between WM and gerigtalligence factog.

Ha> — there may be relationship between Broad alslaied WM span tasks

Ho,— there is no relationship between Broad abilidied WM span tasks

H a3— there is a relationship between Transitive keriee tasks and automated WM

span (SymmSpan)

H o, — there is no relationship between Transitive kefee tasks and automated

WM span (SymmSpan)

Research question

Is there a difference in participants” scores doraated WM tasks if they use some

kind of helping strategy?

Controlled variables:

* Influence of current well-being on obtained resuit8VM and LPS Tests
* Influence of attitude towards LPS Test on LPS Testilts

* Influence of education on obtained results in Titarss Inference tasks and

SymmSpan
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7.3. Operationalisation

In this study these constructs will be measuredereral intelligence
factorg, so-called Broad abilities, general WM, WM spaskig the current well-
being, the questionnaire acceptance.

Another investigated construct is the strategy tbam be helpful in
information storage.

G-factor is comprehended as a general cognitivétyabil
* The value ofg-factor is understood as a total score measured by the new
version of LPS-Test. (see chaphdaterials)
» Broad abilities are presented by the score on the some of sonwfispe
single subtests of the new version of LPS-Tese ¢bapteMaterials)
Crystallized Intelligence, Fluid intelligence, Vaisation, Broad Cognitive
Speediness.
» Crystallized Intelligence is represented by the score on LPS subtests 1
(Lexical knowledge) and 2 (Anagrams)

* Fluid Intelligence is represented by the score on LPS subtests 3n(For

series), 4 (Number series) and 5 (Letter series)

* Visualisation is represented by the score on LPS subtests 6 téMen
rotation), 7 (Number of flats) and 8 (Lines pat)ern

« Broad Cognitive Speedness represented by the scores on LPS subtests 9
(Signing), 10 ( Lines comparison), 11 (Adding)

WM capacity is represented by the total score on ¥fdn tasks - Ospan, Rspan,
SymmSpan (Engle, 2005)
« Ospan (operation span task) score in a task requiring the participants to
solve a series of math operations while tryingeimember a set of unrelated
letters.

* Rspan(reading span tasks) — score in a task requihagarticipants to read
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a sentence and determine whether it made sens# while at the same time

trying to remember a set of unrelated letters.

SymmSpan (symmetry span tasks) — score in a tasks requitimg
participants to keep track of the positions of eflll cells displayed
sequentially in a grid and as the next step, trymgudge whether or not
displays composed of filled cells in a grid possdssymmetry about the

vertical axis

“To-be-remembered” (TBR) items are items used in WM-Tasks. They can
either be letters or various positions of filledi€eisplayed sequentially in a
grid which the respondents are required to remen®ethey can also be

names of a people or objects used in the Tranditieeence tasks tasks.

Helping strategy - this term implies the usage of any mental preaesich
enables the participants to better retain the TBfn$ while performing
WM-tasks which are different from simple ‘repetiiof letters’ in the mind.
The participants were asked to describe the syatduch helped them to
remember letters or keep track of the position§illed cells. As a strategy
by Ospan and RSpan, these letters were used insvard then sentences
were made with these words in order to remembepithgented letters.
Another stratergy by SymmSpan is one where cekscaunted from the
sites, and then remembering the directions in witkeh filled cells were

presented — any process which made storage elaareptire refreshing.

Transitive Inference is understand as a total time (in seconds) neéaled

answer correctly five Transitive Inference tasks.

Current well-being is understood as a total score on the "Fragebagen

aktuellen Wohlbefinden” (Well-being questionnairgee chaptevaterials)

Attitute towards LPS Test represent the score on Akzeptanzfragebogen

(Acceptance questionnaire). (see chaptaterials)
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Moderator variables

As a possible moderator variable which needellet@ontroled, the things
considered were current well-being state beforéopgng WM and LPS Tests and
attitude towards LPS Test.

7.4. Participants

7.4.1. Sample 1)

A total of 54 participants, 19 men and 35 womenewvgerman students

between 20 and 51 (median 23) years who were meadiable either through
university advertisements or randomly through retgiéor participation.

Participants gathered through university advertegmwere psychology
students at the University of Regensburg who hagl dpportunity to gain
experience with a broad range of psychologicalaeteand furnishes faculty and
graduate students in the psychology department patkicipants for their research
projects. These participants received either coarsdits or another compensation
for their participation. Participation was entir@lyluntary.

Participants gathered through random participatezuests were students of
different subjects at University of Regensburg &@thhochschule. Participation
was also voluntary and recompensed.

Because both WM-Tasks and LPS-new were quite tiemeashding,
participants had to come twice. This fact was thase of the sample reduction
from the original 54 to 51 participants (16 men,\8&men). 51 participants took

part in both tests.

7.4.2. Sample 2)

A total of 60 participants between 21 and 60 (rmedBO) were made

available randomly via a request for participaiiteey were either Czech graduates,

or Czech High School graduates, 31 men and 29 wofeantheir participation
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they were reimbursed with a small amount of mofiéwey performed both tests on

the same day.

7.5. Procedure and Materials

The WM tasks (OSpan, Rspan, SymmSpan) were aderedto 54 adult
students, the LPS-Test was administered to 51 steddmong them, 3 participants
refused to continue after performing WM-tasks. Ehesethods were chosen as
valid and reliable instruments for the measurenoéréstablished constructs. Both
the methods were quite time-demanding, WM-tasksiired approximately 70
minutes and the LPS-Test 60 minutes, together th&llparticipants performed first
on the WM-tasks and after an interval of a few days the LPS-Test. One
participant did both of the tests in a one dayfgraring first on WM-tasks and then
on the LPS-Test, without any considerable intervabth of the tests were
administred and interpreted by me.

WM-tasks were presented as a computer versiorpdheipants were asked
either to come to the university laboratory or totke tests at their homes under the
control of an examiner (me). Two of the 54 partéits did the WM-tasks at their
homes in a quiet room without any disturbance. Réshe participants performed
these tasks in a university laboratory where tlo@aputers were provided so that a
maximum of three participants could work on thé&sasimultaneously. Participants
were asked to follow the instructions presentedtlten computer screen and to
inform the examiner as soon as they finish onehefresented sections (OSpan,
RSpan) in order to continue with the following oAdter finishing the last section
(SymmSpan) the total score has been calculatedvdget single sections of the
WM-tasks, no interval has been taken. The respdadevere immediately
familiarised with the following section and askedcbntinue. After finishing all the
sections the participants were also asked tdhilFeelings questionnaire.

LPS-Test was presented as pen and paper versiothandstructions were

read out by an examiner (me). The respondents aise asked to come to the
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laboratory or do the tests under my control atrtheimes. Total of 48 participants
did the test in the laboratory and 3 at their homeganquillity.

LPS-Test was originally a German version, thustranslation was required.
This test contains 11 subtests and on each téstaslimited. First, the participants
were familiarised with the general requests of tesd, the examples of each subtest
on the first page has also been introduced. THem,instructions together with
examples of each subtest were presented. Aftexdating each of the instructions,
participants were asked whether they understoochatr and started with the
presented subtest. Performance on each subtestmeasimited. Participants were
asked to stop after the given time and to go bacth¢ instructions page. Again,
instructions for the following subtest were presentand there was no pause
between the subtests. In case participants madstake they could correct it.

They worked from top to bottom without skipping aofythe task. If they
didn’t know the right answer, they guessed. Tagaime slowly more and more
difficult. Each subtest was time-limited and thenmer of tasks was established so
that it was very difficult to get to the end of thabtest. In case participant managed
to get to the end, he/she started to control leedhswers from the beginning. After

finishing the last subtest respondents were askedttdown their pens.

7.5.1. Questionnairs

1) Before performing the WM-tasks, participants eveasked to fill up an
anonymous personal questionnaire which contained their VP&Cod
(identification code), gender, age, field of edimat year-class, graduation
marks. After finishing all the WM-tasks, particigarnwere asked whether
they used any kind of helping strategy for beteanembrance of the given
to-be-remembered items in each section. In cagedidathey wrote it down

in the questionnaire.

2) Another questionnaire presented was Well-beingstionnairdfragebogen
zum aktuellen Wohlbefinden (Stadler, 2010). Pa#ots were asked to

66



assess their current Well-being before performinghbon WM and LPS
tasks. They marked on bipolar analog scales (witkialues) how they felt.
Eight bipolar scales were presented, each includivay polar well-being
statements. Participants made a sign on a scadercto one of the poles
depending on how they felt. These scales weddmbekimmertheit
(carelessness), Frische (freshness), Gelassenbaitnness), Vertrauen
(Trust), Behaglichkeit (komfort), Aufmerksamkeittténtion), Entspannung
(repase), Interesse (interest). For example whew fhlt very tired they
made the sign closer to the TIRED pole, on therolfasd when they felt
fresh they made the sign close to FRESH pole ety Tere given this

guestionnaire before performing the WM-tasks.

3) After finishing the LPS-Test, participants wergiven Acceptance

questionnaire/Akzeptanzfragebogen (Kersting, 200B)is questionnaire
contained 18 questions focused on evaluating jost Well the participant
had understood the instructions for LPS, and haihbr attitude to the LPS-
Test was.
This version of LPS was new, so this questionnaias used to make sure
that participants understand correctly each suldest that their attitude
towards this new version was good, so the resolida’t be influenced by
this fact.

Also three kinds of questionnaires mentioned alwee used — Personal
guestionnaire, Well-being questionnaire, Acceptangeiestionnaire. All

guestionnaires were in German, so no need forlatms was required.
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7.5.2. WM-Tasks

All the participants completed three automated dewmippan measures:
operation span (OSpan), reading span (RSpan),\anohatry span (SymmSpan)
presented by Unsworth et al. (2005).

Three distinct WM measurements were used, to refiéfierent contant
domain — Ospan, RSpan (letter contant domain) amn&pan (visuospatial
contant domain). OSpan and RSpan differ in the ggsiag part — in OSpan

focused on counting in RSpan on reading comprebensi

OSpan

Now the automated version of Ospan will be intraatlity more details.
The new automated (computerized) version of Osmardcbe run independently
without intervention of the investigator. Partiant® read the instructions on the
computer screen and needed only to click the mbugen, to run the test and to

mark the right solutions.

In the new version made by Unsworth et al. (200% tasks were
designed to force WM storage in the face of praogssn order to engage
executive attention processes. Each processingllssnwas presented until the
participant responded or the deadline was reaamedjory item (presented for
250 ms in OSPAN and RSPAN and for 650 ms in SSP#BNYwed; after each

memory item came new processing stimulus or a mgtest.

The practise section of this task was broken dawvim three sections and
Unsworth et al. describe it as: , The first practeetion was simple letter span. A
letter appeared on the screen, and the participsets required to recall the
letters in the same order in which they were priegskrAt recall, the participants
was a 4 x 3 matrix of letters (F,H,J,K,L,N,P,Q,”,S3nd Y). Letters were used
because previous research has suggested that sbritee shared variance

between span tasks that use words and a meashighef order cognition, such
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as reading comprehension, is due to word knowlddge, Engle, Nations, &
Cantor, 1990). Recall consisted of clicking the Inext to the appropriate letters
(no verbal response was required) in the correderorThe recall phase was
untimed. After recall, the computer provided feezkbabout the number of letters
correctly recalled in the current set. Next, thetipgants practiced the math
section of the task. They first saw a math openaffe.g., (1*2) 1 ?). The
participants were instructed to solve the operati®muickly as possible and then
click the mouse to advance to the next screenh@méxt screen a digit (e.g., 3)
has been shown and the participants were requaedidk either a “true” or
“false” box, depending on their answer. After eageration, the participants
were given accuracy feedback. The math practiogeedeio familiarise them with
the math portion of the task as well as to caleutadw long it would take each
person to solve the math operations. Thus, the praittice attempted to account
for individual differences in the time requireddolve math operations. After the
math practice, the program calculated each indalidunean time required to
solve the equations. The time required (plusSDpwas then used as a time limit
for the math portion of the experimental session fiwat individual. The
participants completed 15 math operations in thecqce session. In the final
practice session, the participants performed bbth letter recall and math
portions together, just as they would do in the bdack of trials (see Figure 1).
As in the Turner and Engle Ospan, the particip&éirds saw the math operation,
and after they clicked the mouse button indicatimgt they had solved it, they
saw the letter to be recalled. If the participantsk more time to solve the math
operations than their average time plus 2% the program automatically moved
on and counted that trial as an error. This setogutevent the participants from
rehearsing the letters when they should be soltlregoperations. The 25D
limit was based on extensive piloting.

Participants completed three practice trials eatlset size 2. After the
participants completed all the practice sessidmes,program progressed to the real

trials, which consisted of three sets of eachiget svith set sizes ranging from 3 to
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7, which took it to a total of 75 letters and mptbblems each. Note that the order
of set sizes was random for each participant. i3es sanging from 3 to 7 were used
because pilot studies showed that these set sipesiqed the best distribution of
scores (i.e., neither on ceiling nor on floor). A® wanted to only use those
participants who were attempting to solve bothriath operations and remember
the letters, we imposed an 85% accuracy criteranafl participants. Therefore,

they were encouraged to keep their math accuraayatiove 85% at all times.

During recall, a percentage in red was presentdtieanupper right-hand
corner of the screen, indicating the percentagecaifrectly solved math
operations. At the conclusion of the task, the paogreported five scores to the
experimenterOspan score, total number correct, math errors,esperrors &
accuracy errors The first, Ospan score, used our traditional kbeoscoring
method. This was the sum of all perfectly recalbets. So, for example, if an
individual correctly recalled 3 letters in a setesof 3, 4 letters in a set size of 4,
and 3 letters in a set size of 5, his or her Oszame would be 7 (3 4 0). The
second score, “total number correct,” was the totathber of letters recalled in
the correct position. Three types of errors wepored: “Math errors” were the
total number of task errors, which was then bro#tewn into “speed errors,” in
which the participant ran out of time in attemptit@ solve a given math
operation, and “accuracy errors,” in which the iggrant solved the math
operation incorrectly. The task took approximat@-25 min to complete,”
(Unsworth, 2005, p.500-501).

Rspan

In Rspan, the participants were required to reatiesees while trying to
remember a set of unrelated letters. The wholegs®avas similar to automated
OSpan. In this experiment participants tried to roere letters they saw on the

screen while they also read sentences.
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First they had practice to get them familiar witbwhthe experiment
works. They began by practicing the letter parttlod experiment. For this
practice set, letters appeared on the screen cmdirae. Participants were asked
to try to remember each letter in the order presknifter 2-3 letters have been
shown, they saw a screen listing 12 possible ktiEney were required to select
each letter in the order presented. Next, theytizeat doing the sentence reading
part of the experiment. A sentence appeared osdieen, like this: "I like to run
in the park." As soon as they saw the sentencg,stheuld read it and determine,
if it made sense or not. An example of a sentelnaedoes not make sense would
be: "l like to run in the sky." On the next scrabry saw "This sentence makes
sense". If the sentence on the previous screen wamke, they clicked on the
TRUE box with the mouse. If the sentence did nokensense, they clicked on
the FALSE box. After they clicked on one of the bsxthe computer will tell

them if they made the right choice.

Next, they practiced doing both parts of the expent at the same time.
15 sentence problems were presented. Participagits given one sentence to
read and once they made their decision about thiersee, a letter appeared on
the screen. They were asked to remember the Igttére previous section where
they only read the sentences, the computer compgh&daverage time to read
the sentences. If they took longer than their ayeréime, the computer
automatically moved them onto the next letter potis skipping the True or
False part and counted that problem as a sentanoe After the letter went
away, another sentence appeared, and then anettezr At the end of each set of
letters and sentences, a recall screen appearditigzants were not told if their
answer regarding the sentence was correct. Afterrgicall screen, they were
given feedback about their performance regardintp boe number of letters

recalled and the percent correct on the senterutegmns.

During the feedback, they saw a number in red @ ttp right of the

screen. This indicates their percent correct fa $entence problems for the
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entire experiment. Only data where the participgas at least 85% accurate on
the sentences were used in for other purposes.rddietrials looked like the
practice trials completed before. First they geseatence to read, then a letter to
remember. When they saw the recall screen, thegteel the letters in the order
presented. Total of 81 sentences problems weremtess$ in this section (Engle,
2005)

SymmSpan

Last section was SymmSpan. Automated Symmetry &skn Participants
were required to keep track of the positions dédilcells displayed sequentially
in a grid with and next judging whether or not disys composed of filled cells
in a grid possessed symmetry about the vertical &ixithe final practice session,
the participants performed both the positions bédicells and judging whether
the figure is symmetry or not together. They belgapracticing the "square" part
of the experiment. In this practice set, squargseaped on the screen one at a
time. Participants were required to remember wkarh square was, in the order
it was presented in. After 2-5 squares had beewrshthey saw a grid of the 16
possible places the squares could had been. Partisiwere asked to select each
square in the order presented. They used the mmuselect the appropriate
boxes. The squares they select turned red. When hbhee selected all the
squares in the correct order, they hit the EXIT ladxhe bottom right of the
screen. In case they made a mistake, they coulthesELEAR box to start over.
They could also click the BLANK box to mark the spar the missing square, if

they forgot one of the squares.

Next, they practiced doing the symmetry part of éxperiment. A picture
appeared on the screen, and they had to decidey#s symmetrical. A picture
wass symmetrical if it could be folded in half veatly and the picture on the left
lined up with the picture on the right. Next, th@wacticed doing both parts of the

experiment at the same time. They were given ortkeo§ymmetry problems and
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once they made their decision about the pictusgjuare appeared on the screen.
Participants were required to remember the posiabrihe square. After the
square went away, another symmetry picture appearatithen another square.
Total of 15 symmetry problems were presented. & ghevious section where
they only decided about the picture symmetry, tbenmuter computed their
average time to solve the problems. If it took thiemger than their previous
average time, the computer automatically moved tbato the square part, thus
skipping the YES or NO part and counted that probées an error. At the end of
each set of pictures and squares, a recall scpgeraeed. They used the mouse to
select the squares they have seen. They were hbtfttheir answer to the
symmetry picture wass correct. After the squaraltescreen, they were given
feedback about their performance regarding botmtimaber of squares recalled

and the percent correct on the symmetry problems.

During the feedback, they see a number in rechentop right of the
screen. This indicates their percent correct fa& siymmetry pictures for the
entire experiment. They have to to keep this adtled 85%. Only date at least
85% accurate on the symmetry pictures are usetlamext part of the study.
After finishing practice phase they work on thel teals. The real trials look just
like the practice trials they just completed anchsisted of 48 Symmetry
problems (Engle, 2005).
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Fig.10 [lllustration of OSpan and SymmSpan task (Bah, D.M., et al. 2009)

7.5.3. LPS-neu

LPS-neu is a German test revised by Kreuzpointi@euzpointner,
2010). It has been chosen as it is the newest, lecnapd from my point of view,
the most suitable method for the measurement afalled Broad abilities and
general intelligence fact@. As mentioned above, Kreuzpointner, who reworked
Horn’s LPS test from 1983, used the Carroll’s tistestum model in his work as
base for the comparison of abilities measured leysihbtests of LPS-neu and
similar looking abilities in Carrol’'s Stratum IIn ICarroll’'s model, factog

(General intelligence) which influenced every cogei achievement is placed on

74



the highest level. The next level, Stratum Il imds eight factors (Broad

abilities):

As the aim of this study is to discover more alibatrelationship between
WM and general intelligence factgrand also the relationship between single
WM-Span Tasks and Broad cognitive abilities, LP8-ma&s the optimal choice
because this method measured both of these cotsstruc

Four ofCarroll’s Stratum Il Broad abilities are measured by LPS-neu are:
» Crystallized Intelligence
e Fluid intelligence
» Broad Visual Perception

* Broad Cognitive Speediness

LPS-Neuincludes 11 subtests, these are:
1) Allgemeinwissen (General knowledge)
2) Anagramme (Anagrams)

3) Figurenfolgen (Form series)

4) Zahlenfolgen (Number series)

5) Buchstabenfolgen (Letter series)

6) Mentale rotation

7) Flachenzahl (Number of flats)

8) Linienmuster (Line pattern)

9) 8. Zeichen (Marking)

10) Zeilenvergleich (Lines comparison)

11) Addieren (Adding)
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The subtests 1 (General knowledge) and 2 (Anagramghe LPS are
focused on measuring the general education basetieohinguistic competence.
Based on Carrol's definition of Stratum Il, Kreuggoer included these two
subtests in Crystallized Intelligence section. @e grounds of Carrol’s other
definitions, Subtests 3 (Form series), 4 (Numbeiesg and 5 (Letter series)
ebgaged reasoning and were classified under Huedlipence. Subtests 6 (Mental
rotation), 7 (Number of flats) and 8 (Line pattemgre classified under the factor
Visualisation. From the remaining three subtestgS#yning) and 10 ( Lines
comparison) were subsumed under Processing Spestdr fand Subtest 11

(Adding) found it is place under the factor Broaol@itive Speediness.

1) Subtest number 1 was designed to measure aajjémnemwledge. The idea of
this subtest was that participants with higher gainknowledge would be
more likely to recognize the presented word andtiflethe wrong letter in
it. Total of sixty words were presented in a colunmthe given words there
was always one letter changed. Participants wekeda® identify this letter
and mark it with a cross. For example in the woldADE, A was the
wrong letter, because KREIDE (chalk) should betemitwith an E, so A had

to be marked. Participants had three minutes tqtetanthis task.

Fig.11 Example of LPS subtest 1

@

Markieren Sie den falschen Buchstaben.

KRXI1DE

Um eine falsche Auswahl aufzuheben, zeich-
nen Sie einen Kreis darum und kreuzen Sie
stattdessen ihre alternative Lésung an.

TEEL ®R
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Also subtest 2 was based on the presumption thétipants with higher
general knowledge are more likely to identify wallewn words, this time
presented with intermittent structure and mixetelst

The task in this subtest was to find the firstdewf the word and mark it
with a cross. For example from letters G-Z-W-E-Rh€ word ZWERG (dwarf)
could be generated, therefore Z had to be markéd avicross. Participants had

three minutes for forty tasks.

Fig.12 Example of LPS subtest 2

(2)

Markieren Sie den Anfangsbuchstaben.

G XW e R

2. Beispiel:

CKERX

Subtest 3 and also subtest 4 and 5 were designateasure reasoning in
terms of the Thurston’s primary mental abilitiedl &f the subtests required
participants to find a rule which underlay the sysatic.

In subtest 3 thirty series of 8 symbols were pressewhose order and form
underlay some rules. Participants had to find this and cross the symbol which
misfitted. For example in series |+|+|+|| is thie fa]|+, from that reason the last |
misfits and must be marked with a cross.

Participants could work for three minutes.
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Fig.13 Example of LPS subtest 3

®

Markieren Sie die Form, die nicht in die
Reihe passt.

OO OO XXOOO

Es passt immer nur eine Form nicht in
die Reihe!

| = | =+ I = | 2K

In subtest 4 there were forty series made of nimalbrers whose order also underlay
arule.
For example 4 55454545, the rule is 4 5 ddbthe second 2 must be marked

with a cross.

Fig.14 Example of LPS subtest 4

@

Markieren Sie die Zahl, die nicht in die
Reihe passt,

2 2222 %2212

Es passt immer nur eine Zahl nicht in
die Reihe!

4 X5 4 4 5 4 4 5

Similar in subtest 5 it was presented letters ocoaple of letters and
participants had to mark with a cross not fittingms. They were given both in

subtest 4 and subtest 5 five minutes.
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Fig.15 Example of LPS subtest 5

(®)

Markieren Sie den Buchstaben bzw.
das Buchstabenpaar, das nicht in die
Reihe passt.

a bababaXa

Es passt immer nur ein Buchstabe bzw,
ein Buchstabenpaar nicht in die Reihe!

aabh b aaaa b aaaa b

Subtests 6, 7 and 8 were based on the ThurstoateSactor.

In subtest 6 it was shown 40 series, each seriesisted of five repetitions
of thesame symbdhumbers or letters). Each symbol was rotated atdlo@ center.
One of the symbols was always mirror-inverted. iBi@dnts were tasked to
recognize this mirror-inverted symbol and mark ithwa cross. To find this mirror-
inverted symbol mental rotation and comparison meeled.

For this test participants were given two minutes.

Fig.16 Example of LPS subtest 6

O,

Markieren Sie das Zeichen, das spiegel-
verkehrt abgebildet ist,

N7TNX T

2, Beispiel:

PX P AOP
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In subtest 7 the task was to calculate the numbeudaces of presented
geometric solids and cross the right answer nexth& solid. Also not visible
surfaces had to be counted in.

Participants had to use visualization and rotatmrbe able to count all of the

surfaces.

For example, the rectangular solid / rectanglednasurfaces, so number six
had to be marked. Solids were organized in tworoaki Participants were asked to
start with one column and after they finished amndi to the next one. This task

lasted three minutes and participants counted cesfaf twenty geometric solids.

Fig.17 Example of LPS subtest 7

@

Wie viele Flachen hat der abgebildete Kdrper?

234
A
8 910

2. Beispiel:

~

—
i 33

o

Subtest 8 contained forty line patterns and lasiem minutes. Participants
were required to decide which one of presenteddhegpes fitted in the line pattern.
Shape but also position had to fit. Stroke in soohethe fitting patterns was
irrelevant. Only one of the shapes fitted corre@llgapes couldn’t be rotated. This
task didn’t require any mental rotation.

Also there were here shapes organized in two cadusiil participants followed the

same rule as in previous subtests.
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Fig.18 Example of LPS subtest 8

Welche Form passt in das Linienmuster?
L] pf]
AR,

Zwischenlinien sind unerheblich!

M X
£

Subtests 9, 10 and 11 were focused on Cognitiee&p

In subtest 9 the task was to mark every eightfih@y had to go through the
row step by step, count nulls and mark every eigim#. When all eight nulls were
marked then participants were to go back to thenbégy and start to count 1 —
every eighth 1 had to be marked, and then agamyi8, 4, 5, 6, 7, 8, and 9.

If participants started to work first in column @idamarked numbers, it would be
very difficult for them to compare column 9 withlemn 10 in the following

subtest.

Fig.19 Example of LPS subtest 9

®

Markieren Sie jede achte 0.
ACHTUNG: nur in Spalte 9

AQ00BOO
00LOME
0S000R
00FOBT

Wenn Sie am Ende der Spalte angelangt sind,
beginnen Sie, jede achte 1 zu zahlen, dann
jede achte 2, jeder achte 3 usw.
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In subtest 10 participants had to first peruse mwubtest 9 then in subtest
10 and mark the wrong symbol/s, after that theyiccowork on the following row.

More than one symbol could be marked but someefdivs could be without.

Fig.20 Example of LPS subtest 10

Markieren Sie die Zeichen in Spalte 10,
die nicht mit den Zeichen in Spalte 9
iibereinstimmen.

AOOBOGO/AOXBOO

Es gibt auch Zeilen, die vollstandig
identisch sind, und Zeilen, die sich in
mehr als einem Zeichen unterscheiden!

00LOMDOD|OOLOXO

Subtest 11 assesses the ability to concentiratiis subtest were presented
eighty rows each of ten numbers. The task was tmtcoumbers of each row. The result
was a two-digit number and participants were askeghark a single-digit number of the
result. For example 2+4+2+6+2+4+2+6+2+5 = 35, bad to be marked.

Fig.21 Example of LPS subtest 11

(D)

Addieren Sie die zehn Zahlen und markieren
Sie die Einerziffer der Losung.

242624262%

Die Einerziffer der Summe ist unter den
zehn Zahlen immer nur einmal aufgefiihrt!

8263426426
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Because the research took place in Germany théisBngersion of WM
tasks had to be translated to German. The traosldtas been done by me and

native German speakers and controlled by the sigoerof this thesis.

7.5.4. Strategy use

One of the research questions was whether thecipamits used any kind of
helping strategy except for refreshing of the "e&rbmembered"” items (repeating
them over in mind). This question was formulatetéradnalysis of the pilot study. It
was discovered in this study that although the ameters wanted to avoid
intervening variables in the form of word knowledgehich they suggested to be
the reason for the shared variance between spks ttzst use words and a measure
of higher order cognition, such as reading comprsio®m (e.g. Engle, Nations,
Cantor, 1990), and used letters instead, the paatits were not only refreshing
these letters while performing on the WM tasks lwate also integrating these
letters in words which helped them in recalling ntheThis strategy is called
Association technique which was also used by soangcpants while performing
on Rspan tasks. Different kinds of strategies wiewend while performing on
SymmSpan tasks, wherein some participants wergusbtrefreshing the track of
the positions of filled cells.

Based on this finding the participants were askbdut the ways which
helped them to remember the "to-be remembered'siagter they performed all the
WM tasks. Total of 26 participants mentioned ussogne kind of helping strategy.
These strategies were often mentioned by Ospan Rsphn: making words
(especially names or often used subjects) fronpthsented letters, or even making
sentences with these words. Helping strategies wetreised often by SymmSpan.
Participants who did use strategy mentioned cognboh cells from the sites,

additional remembering of direction — in which wis presented filled cell
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7.5.5. Automated WM Span task and Transitive Infeestasks

The intention was to find out, whether there iRtronship between WM
and Transitive Inference tasks. To find out moreutlthe correlation between these
two constructs, standardized automated WM Spamnvaskused.

To find out whether the performance in these twibedintly constructed
types of tasks would differ, or not, depending be tvay the TBR items are used
(separate from the processing part in automated Bfdn tasks or involved in
processing part in Transitive Inference), partioigawill be tested both by an
automated WM span task and by Transitive Infereasks.

As a representation of relational reasoning taslassitive inference tasks
were used (as mentioned above - type of deduati@soning, in which the truth of
the premise ensures the truth of the conclusioni &ales et al.(2003) study as a
WM measurement.

Based on the presumption that people solve reaggmioblems by visual
representations of the situation, the same dontenld be also kept in automated
WM tasks. For that reason only Automated visuotap®fM Span task SymmSpan

(Fig. 22) was used.

Fig.22 IIIus’g[?tlon of S mmSpa:n taslf_gKane, M.J.2004)
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For the needs of the following research SymmSpash fare Transitive
Inference problems were used. These Transitiverdntee tasks were similar to
those used in Fales et al. (2003) study.

The SymmSpan and Transitive Inference tasks wemgrgstred to 60 adult
university or High School graduates.

All the participants performed first on the Symma8Spand continued
immediately afterwards on the Transitive Infereniests. Both of the tests were
administred and interpreted by me.

The participants were asked either to come toibinarly or to do the tests in
their homes under the control of an examiner () of the participants did the
tests in the library. The remainder of the partcits performed these tasks in their
homes in a quiet room without any disturbance.

Before performing the SymmSpan, participants weskea to fill up an
anonymouspersonal guestionnaire which contained their VPeC@dentification
code), gender, age and education.

Participants were asked to follow the SymmSpatruosons presented on
the computer screen and to inform the examineoas as they finished, in order to
continue with the Transitive Inference tasks. Therfgrmance on Transitive
Inference tasks was timed. The presumption wasttigaslowest participant would
take the most amount of time needed to solve @h@problems.

The presumption was that participants who were etdwn remembering
TBR items and not accurate in processing them, dvaldo take more time. It was
also presumed that time gained in the transitifereamce tasks would negatively
correlate with the score obtained in SymmSpan.

SymmSpan

SymmSpan has been already described in the preWligask description.
No changes were made in the test performance. Bedae research took place in
the Czech Republic, the English version of the S§gpam had to be translated into

Czech. The translation was undertaken by me. Syram®@rformance required
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approximately 20 minutes.

Transitive Inference

Five Transitive Inference problems were createchbyaccording to the basic
requirements for their design. It was deemed ap@tEpto create Transitive
Inference tasks for this study as there is no saaddransitive Inference task
available. These tasks contained either objediseonames of people and the
relations between them. Participants were asksdrtahe items based on their
relationships. As they read the information theegkpenter (me) started a timer.
Tasks were sorted from the easier to the morecdiffiThe first three tasks required
serial processing . The last two problems weredasehigher-order interactions
(i.e., those with more than two independent vaesg)pto create higher processing
loads. (Halford, 2007) The assumptation was thabuld be easier for participants
with greater WM to remember.

Participants were asked to solve the problem migntaid to write the
answer as soon as they had discovered it. Theiveassvere checked immediately,
and if wrong, the participants were asked to sdhagain. They were allowed to a
make maximum of two mistakes per task.

In the first task, objects and their relations wased as TBR items. Well-
known objects were used as they are easy to imagmtk therefore easy to
remember.

In the second, third, fourth and fifth tasks, naroépeople were used. To
avoid facilitating remembering by connecting commgomsed Czech names with
friends faces (thereby make it easier to imaginé smember), unusual Czech
names or foreign names were used.

The first three tasks were presented in the fortwotrelation problems and
were made up of three items.

The fourth and fifth tasks were three-relation peats, including four items,
and therefore the most demanding. Tasks were cabstl of a maximum of four

TBR items and four relations. Four is the numberedditions most people are able
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to remember and process without any major diffiealt

1) Skin je napravo od postele a lampa je napravo dishsk
(“Cupboard is to the right of the bed” and “lampte the right of the
cupboard”)

2) Marvin je &tSi nez Zina a Darek jeti nez Marvin

(“Marvin is taller than Zina” and “Darek is tallédnan Marvin”)

3) Amar sedi vedle Alexe a Alex nesedi vedle Tiny

(“Amar sits next to Alex” and “Alex doesn’t sit riebo Tina”)

4) Judita sedi sénem vlevo od Felixe, Artur sedi snem vpravo od Judity,
Judita sedi stmem vpravo od René, Artur nesedi na kraji.
(“Judita sits to the right of Felix”, “Artur sit®tthe right of Judita”,
“Judita sits to the right of René”, “Artur doesait at the edge”)

5) Mlada bydli ssrem nahoru od Selmy, Karen bydli édpatra od Selmy,
Dona bydli pod Karen.
(“Mlada lives on a floor above that of Selma’s” diten lives two floors from

Selma”, “Dona lives on a floor beneath that of Kagg)

Based on the results of the pilot study, in whiesks with a different number
of items were used, it showed that the maximum annofiitems and relations that
most people can solve, is four. Most respondeintleopilot study found that tasks
having five or more items could not be solved withanaking notes. Five
Transitive Inference tasks were chosen becauskeofact that, after the fifth task,
there was already a difference of twelve minutesha performing time between
participants, and also most of the people begdeeidtired, something which could

negatively influence the performance.
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Also of interest, the correlation between WM andtigp fluid intelligence
(reasoning) subtest 3 (LPS) from the previous mebeavas compared to the
correlation between WM and transitive inferencarfrthe research that followed.
Transitive Inference tasks as well as spatial flmtlligence subtest 3 are both
reasoning tests. The difference lies in the rubesblving them.

Subtest 3 requires participants to find a rule Wwhiaderlies the systematic and put
a cross against the symbol which misfits. To mdmk misfitting symbol with a
cross, the participant must first find the rightngol. To find such symbol, he needs
only the information presented - only accurate pssing is required to solve such a
problem - there is no need for manipulation of TBRernatively, in the presented
Transitive Inference tasks not only the processofgitems, but also the
remembering of them, is required. To find out wheetlprocessing is the main
component which drives the relation between WM &fd correlations between
these two components will be compared with thodevdeen WM and Transitive
Inference tasks. The presumption is that if onlpcpssing is the important
component influencing the results obtained in Whk& both tests should have

similar relation to WM Span tasks.

Subtest focused on visouspatial reasoning in LPSsubtest 3

Fig.23 Example of LPS subtest 3

®

Markieren Sie die Form, die nicht in die
Reihe passt.

OO OO XXOOO

Es passt immer nur eine Form nicht in
die Reihe!

| = | =+ I = | 2K
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7.6. Results

To reject or accept null hypothesis several stasistests were performed.
51 participants took part both in LPS and WM teSise WM tasks ( OSpan,
Rspan, SymmSpan) were administered to 54 adulestadOnly data where the
participant was at least 85% accurate on the psouggart of the WM span
tasks were used for other purposes. 52 participaete successful in OSpan, 49
in SymmSpan and 47 in RSpan.

Descriptive statistics can be found in Table 1.

Table 1:Descriptive statistics

G 51 0 285,12 37,12
Gf 51 0 64,18 7,73
Gc 51 0 64,84 17,35
Gv 51 0 87,59 14,57
Gs 51 0 68,51 11,37
WM 43 11 102,65 38,48
OSpan 52 2 43,81 18,209
RSpan 47 7 36,47 9,023
SymmSpan 49 5 20,96 18,593

Before proceeding with the statistical analyses,tlz¢ measures were
converted to z-scores to compute composites for cihestructs of interest.
Firstly, the correlation between g and WM was coteguThe results suggested
that the relation between WM and g is significant301) (p < .05). Regression

analysis can be seen in Graph 1.
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Graph 1: Regression analysis of the relationship Ieeen WM and g
WM and g

R? Linear = 0,153

6,00

3,007

Zg 0,007

-3,007]

-6,007 (]

-8,00 -6,00 -4,00 -2,00 0,00 2,00 4,00

Based on the results, HO is rejected and accdpied there is a relation
between WM and general Intelligence.

Next, correlation analyses was conducted to testhiypothesis about the
association between WM Span tasks and Broad ahiliti

This analyses suggested that all correlations stviB¥oad abilities and WM
Span tasks were possitive. Rspan and Ospan wdresigoificantly related to Gc
(p< .05). SymmSpan and Ospan were both related {p & .05), SymmSpan was
related to Gs (p< .05). No significant correlatwas found between Gv and WM
span tasks. All the correlations can be found inld2.
Given these results, | amclined to reject thaull hypothesis and accept H2 — there

is a relationship between Broad abilities and WNusfasks

To see the relation more generally the correlabetween general WM
and broad abilities was also conducted. Significaatrelation was found
between WM and two of the Broad abilities Gc (ps),@f (p< .05).
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Table 2: Correlation btween general WM and generafactor g, and correlations between 4 Broad
abilities and 3 WM Span tasks

z WM 391* .365* .328* 213 225
z Ospan .338* 318~ .314* 163 185
Zz Rspan 221 .300* .180 .063 .088
z SymmSpan .366* A77 .320* 249 322*

*, Correlation is significant at the .05 level @ted).

Based on the results | rejected HO and accept thére is a relation between

WM and general intelligence.

The research question was, whether participantsfescon a WM test

would differ if the helping strategy is used?

The results show, that use of a helping stratefjyances performance on
WM Span tasks. Participants who didn’t use any fofrhelping strategy scored
significantly higher on both OSpan and RSpan, lotitom SymmSpan (Table 6).
No significant correlation was found between stgteuse and SymmsSpan

performance

The descriptive statistics can be found in Tablké &nd 5.

Table 3: Descriptive statistics of strategy use i@span task

No_Strategie 34 50,18 15,103
Strategie 17 30,35 17,281
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Table 4: Descriptive statistics of strategy use iRSpan task

RSpan N Mean Std.Dev.

No_Strategie
26 41,85 17,456

Strategie
20 30,55 18,312

Table 5: Descriptive statistics of strategy use iBymmSpan task

SymmSpan N Mean Std.Dev. ‘
No_Strategie

43 20,98 9,127
Strategie

5 22,40 9,154

Table 6: Results of the conducted T-Test

Strategy vs. No_Strategy use

WM span task T Df P
OSpan 4,211 49 <.0001**
RSpan 2,130 44 <.039*
SymmSpan -,330 46 <.743

*, Correlation is significant at the 0.05 leveltgled).

**_Correlation is significant at the 0.01 leveH@iled).
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One of the controlled variables was the currenttaiestate.
The question was whether current mental state ragg An effect on the WM and
LPS test results.

As can be seen in Table 7 the results suggestht@aierformance on WM

Span tasks was not influenced by the current metdte.

Table 7: Correlation between WM span tasks and cugnt mental state

OSpan .014 .189 -.159 .207 .092 .073 .007 .214
RSpan -075 .187 -.044 .099 .023 -.030.036  .225
SymmSpan .139 -.110 -.138 -043 -050 .143 -.240.085

Performance on LPS Test seems to be uninfluengexifoent mental state
Performance on GC and Gs weakly correlated withsiben Gc score also

correlated weakly with Trust. The results can hentbin Table 8.

Table 8: Correlations between Broad cognitive abities and current mental state

Gf -152 -090 .108 -.037 -233  .036 -.143  .059
Gec -294 170  .159 179 231 -281 .155 144

Gv -188 .180  .248 126 -151  -.095 .071 .038
Gs .070 .003 -.155 .063 169 133  -275  -.061

*, Correlation is significant at the 0.05 level (2-tailed).
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These results suggest that both test results wearally unburdened by the
current mental state of participants.

An acceptance guestionnaire was used to find arembout the level of
interest of the participants. This questionnaire Wecused, among other things, on
participants’ attitudes towards the LPS-Test.

Results shown in Table 9 suggest that the perflocmavas not influenced by
the participants’ attitudes towards LPS-Test. Thsitive responses significantly
outnumbered the negative on@fie descriptive statistics can be found in Table 9

and the results of the T-Test can be seen in THhle

Table 9: Descriptive statistics of obtained respa@es in acceptance questionnaire

Negative
50 23,509 4,504
Responses
Positive
50 32,254 4,840
Responses
Table 10: Results of the conducted T-Test
T Df P
Acceptance
guestionnaire 37,26 50 <.0001**

**_Correlation is significant at the 0.01 level (2-tailed).
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SymmSpan and five Transitive Inference tasks weneiristered to 65 adult
University or High School gradautes. Only data wetibe participants were at least
85% accurate on the processing part of the Symm®pam used for other
purposes. From the initial number of 65 respondivsparticipants failed to keep
85% and these data were discarded.

Descriptive statistics can be found in Table 11.

Table 11: Descriptive statistics (Reasoning and SynSpan)

Reasoning 65 99 853 462,75 187,891
SymmSpan 60 96 127 113,35 8,640

Before proceeding with the statistical analysesthbmeasures were
converted to z-scores.

To test the relation between transitive infererasik$ and SymmSpan, the
correlation analysis was computed (Table 12). Bsalts suggested that these two
tests are significantly related. The performationslransitive Inference tasks and
SymmSpan were moderately correlated €.513) (p <.01) with SymmSpan
providing some evidence of convergent validity. Biiage correlation was due to
the transitive inference score obtained in secoflle.more time participants
needed for the tasks, the worse the performancéhandorse the score expected in
SymmSpan.

Table 12: Correlation between SymmSpan and Transitie Inference

SymmSpan -.513**

*, Correlation is significant at the 0.05 level (2-tailed).
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Graph 2: Regression analysis of the relationship Ieen SymmSpan and Transtive Inference

SymmSpan and Transitive inference tasks

R2 Linear = 0,263
2,00000

1,00000

0,00000-

-1,00000

Zscore(SymmSpan)

-2,00000 @

-3,00000

| | | | | |
-2,00000 -1,00000 0,00000 1,00000 2,00000 3,00000

Zscore(Reasoning)

The scater plot shows that 26 percents of Symm$palad be explained by
Transitive inference.

The correlation did not approach unity, but waghér than the intercorrelations
between SymmSpan and Broad cognitive abilities gotadl in the previous

reasearch (Table 13)

Table 13: SymmSpan, Transitive Inference and Broadognitive abilities

z SymmSpan .366* A77 320 249  .322* 513**

**_Correlation is significant at the 0.01 level (2-tailed).

*, Correlation is significant at the 0.05 level (2-tailed).
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Based on the results, | rejected HO and acceptethéte is a relationship between

Transitive Inference tasks and automated WM spami&Span) providing some

evidence of convergent validity.

Next, the t-test for independent samples was attedu The descriptive

statistics can be seen in Table 14 The resulteetonducted T-test shows there is

a significant difference between participants basedheir education. Participants

with High School education (1) scored significarttigher in Transitive Inference

tasks than those with University education (2).epubecause they took much more

time.

As can be seen in Table 15 High School graduateed also significantly

lower on SymmSpan tasks.

Table 14: Descriptive statistics (Transitive Inferace)

Reasoning 1 28 506,11
2 30 378,87

Table 15: Descriptive statistics (SymmSpan)

SymmSpan 1 28 110,79
2 30 116,83

Table 16: Results of the conducted T-Test (SymmSpgan

SymmSpan T Df
-3,029 56

97

187,891
152,161

8,085
7,115

P
<,004**



Table 17: Results of the conducted T-Test (Transite Inference)

Transitive inference T Df P
2,869 56 <,006**

The correlation between WM and spatial fluid ingghce subtest 3 from LPS from
the previous research was compared with the ctioeldetween WM and Transitive

Inference from the research that followed.

The correlations were both moderately strong @ald), but the relationship

between SymmSpan and transitive tasks was stronger.

Table 18: Correlation between SymmSpan, LPS — S3 diransitive Inference tasks

SymmSpan
Transitive ,513**
inference tasks
LPS - S3 339

**Correlation is significant at the 0.01 level (2-tailed).

*Correlation is significant at the 0.05 level (2-tailed).

7.7. Discussion

7.7.1. Sample:

Sample 1) This study involved a randomly selected group ofg@&fman university
students with a median of age 23. The results hemretore generalizable to
that population.

Common criterion for inclusion in this study wasrgaetion of neither LPS-
neu nor an automated version of WM span tasks. BEiey did not come into
contact with each other before performing WM tasksthe possibility of the use of

this strategy in WMSpan tasks would not be known
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Based on the selection, participants could be diigto two groups. One
group was composed of students whose participati@as voluntary and our main
aim was to find out more about their test res#ltsother group was composed of
psychology students at the University of Regenslgathered through university
advertisements, their primary goal was to gain @eur credits.
Differences between these two groups were not clbed; but it is possible that
obtained results may have been influenced by thivaimn of the participants in
each groups.

Although both WM-Tasks and LPS-new were quite tcoasuming, the reduction
of the sample for personal reasons was only 3guaaits which should not have
had greater influence. Additional reduction of thigtained data depended on the
requirements of the WM tasks and there was nottangrevent them. These losses
were caused by WM processing sections in whichpdréicipants were required to
keep at least 85% accuracy criterion. Data of @gadants who did not manage to
keep this level were eliminated. It was not posstiol know in advance how much

data would be lost, because success in processuid ot be controlled.

Sample 2) In the following research - there were two diffdregroups of
respondents — University graduates and High Sclgoatiuates. A total of 60
participants with median age 30, took part in teisearch. The results are therefore
generalized within this demographic. None of thatip@ants had previous
experience with SymmSpan. Because transitive interéasks are often used in fun
tests or games, the participants might have hacd sperience with them. In this

research, however, they were not allowed to usesnot

All the participants took part voluntarily and undde same conditions so the

results would not have been influenced by any uatdvwnotivation.

Since both tests were performed one after the otimethe same day, there was no

sample reduction.

Only date reduction was caused by SymmSpan pragessiction, in which five of
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the participants didn’t manage to keep the 85%racgicriterion and therefore had
to be eliminated. As in the previous research, shisple reduction was not able to
be controlled.

7.7.2. Procedure

Procedure 1) Testing was conducted in a quiet environment anel shme
conditions of administration were followed throughoAs possibly intervening
variables, current mental state and attitude tow&®8 neu were controlled. Tension
and Trust, two of the variables reflecting currstate of mind, seemed to have a
weak negative influence on performing Gc in LPShalg influence of tension on
LPS performance was only weak, it was possiblevtmdait by arranging another
appointment. But since | evaluated this questicenainly after participants
performed the LPS test i did not receive this infation on time.

LPS-neu was a new version of the performance aedt for that reason,
attitude toward this test was assessed. In moeeleldtinvestigation it did not show

that attitude (trust included) could be affected.B\5 performance.

Procedure 2) SymmSpan and Transitive Infernce testing also Vol the same
conditions throughout. Both of the tests were alsoducted in a quiet environment
and followed the same conditions throughout.

Because none of the tests demanded too much tynenSpan about 15 min,
Transitive Inference tasks, 2 — 15 min. dependimghe participant’s speediness)
all the participants performed the tests on theesday. For that reason it was not
necessary to control intervening variables sudhagparticipants” current mental
states, because the same mental conditions wemneddo be present when
performing both tests.

Transitive Inference tasks were presented as gewntersion, in Times New
Roman, font size 13. To be certain that all theigaants would be able to read it,

they were asked to read a sample sentence inthe feat size. None present
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complained about the presented font size.

7.7.3. Methods

Methods 1) Because the research took place in Germany, allests had to be in
German. For that reason, the original WM span taskisten in English, had to be
translated. The research continued in the Czechulitiepand therefore the
SymmSpan once again had to be translated.

The answer to the research question whether thera difference in
participants” scores on automated WM tasks if theg some form of helping
strategy was surprising. Although previous reseasaggested that there is a
possitive correlation between strategy use and VéSults in earlier versions,
statistical analysis of data gained in this workwéd the opposite. This means that
participants who didn’t use any kind of helpingtgy scored significantly higher
on both OSpan and RSpan.

Strategy use had no influence on SymmSpan perfarenddut this could be
due to a small number of strategy use in perform&ygnmSpan (only six
perticipants used strategy when they were perfgndgmmSpan). However, this
finding indicates that participants who tried td their memory and used a form of
the helping strategy (normatively effective stragsy (e.g., interactive imagery or
sentence generation) had worse outcomes than ipartis who didn't. A
possible explanation may lie in the differenceha tise of to-be-remembered items.
In earlier versions, words were used as to-be-rdmeesd items and it was found
that performance on these tasks was moderatedratiegs use and the shared
variance between span tasks that use words anésuneeof higher order cognition
was due to word knowledge (Bailey et al. 2008)cémtrast, in the new version
in order to avoid the possible influence of mengidrstrategies, letters were used
instead. Participants who wanted to aid their mgnaord decided (of their own
volition) to use strategy in the form of senteneaegration had first to make words

from presented letters and only subsequently gemnéna sentence. This procedure
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required much more time which could resulted irtipgrants not using the strategy
optimally (WM-tasks were timed) and consequentli\gorse results.

Another possible explanation may Irethe characteristics of the sample. Studying
at university requires frequent involvement of wogk memory. Thus take
advantage of this capacity may lead to better teslén, if helping strategy is use.
It would be interesting to see, how the results lvdne affected by population that
does not use working memory much.

Another thing which could possibly have influencsatained results was the fact
that a few randomly asked respondents said, tlest lave used a stragy LPS
subtest 11 focused on cognitive speediness measnteifhe task was to count
numbers in each row. The result was a two-digit Ibeimand participants were
asked to mark a single-digit number. For exampléhd task is 6+5+8+5+4 = 24, 4
has to be marked. Some of the participants wouldkvemly with single-digit
numbers (they would be counting 6+5=1, 1+8+5=4ictvhs less demanding than
counting with two-digit numbers (6+5=11, 11+8+5=24)his strategy helped
participants to work faster. This could cause imlials whose mental processing is
slower, to get a higher score than participant$ \giticker mental processing who

did not use a helping strategy. The use of thatesyy could have influenced Gs.

Methods 2)In the following research, because there was sadece for domain
specificity in WM capacity (WM span tasks measuoendin-specific capacities and
have limited value in predicting different domaihildies (Daneman and Tardif,
1987) and previous research showed that solvingsitige inference tasks required
visuo-spatial abilities to keep the same domaindd@mms, only SymmSpan was
used as a visuo-spatial WM measure.

This research continued in the Czech Republic.tir@rreason translation of
SymmSpan in Czech was also required. Because ihare clear evidence from
previous research that there is a correlation batwstrategy use and SymmsSpan

results, participants were not prohibited from gsin
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Transitive inference tasks were created by mezec@. All five tasks were
presented as statements about the relationshipgedetelements with gradually
increasing difficulty, according to Fales et al0@2). A maximum of four relations
was presented. Because participants could not tekes and had to find the
solution mentally, the pilot study showed that iasvpossible to remember a
maximum of four items. Although only five problem&re presented, participants
differed widely in the speed of their solutionsdaheir scores varied from 2 to 16
minutes.

Five problems was the maximum number reached befmst participants
started to feel tired, while a higher number aflppems would certainly influence

detrimentally, their performance.

7.7.4. Findings (found correlations):

Findings 1) Significant correlation was found between WM an@ =.39, p < .05).
Although this correlation was significant it was chuless than was found in
previous studies where g and WM were viewed asdsijmisomorphic constructs
(e.g. Oberauer, 2005, Conway Y, A.R.A., Kane, MEhgle, R.W., 2003; Colom,
R., Shih, P., 2004; Colom, R. et al., 2005) orrarg relationship between both
constructs was revealed (Buehner, M., Krumm, Sglér, M., Pluecken, T., 2006).
More detailed focus showed that there is a sigaficorrelation between WM and
Fluid Intelligence and WM and Crystallized inte#igce. Correlation between WM
and Fluid intelligence corresponds with findingsposévious studies Unsworth et
al.(2005), Colom et al(2005), Conway et al. (2002RY, A.F., Hale, S.(1996),
Kane, M.J. et al. (2004), but here the correlatiaas lower. Mildly signifficant
correlation found between WM and Crystallized lieince does not correspond
with findings of Colom and Martinéz, (2009) who sugessted that WM an
processing efficiency predict fluid, but not Cryktad intelligence. No evidence

about the relationship between WM and Broad vigesteption was found which
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does not correspond with the results obtained aihean study conducted by Buhner
M., Kroner S., Ziegler M. (2008) who suggested thatand working memory were
highly related.Also no relation was found between WM and Processipeed,
whereas Conway et al.2002 suggested these twdblesiwere correlated.

Another reason may be the fact, that although thesie been recent
consensus among the researchers in the view eétimeWM, various tests are used
for its measurement. Complex span requires thaticpmnts engage in some
processing activity unrelated to the memory taskis-is quite a big demand which
enables usage of large amount of methods.

Also methods used in mentioned studies were baselifferent priciples.
Some WM span tasks concerned work with TBR itemgrotessing part. (ABCD
and Alphabet and Mental Counters tasks task us€dliom et al., 2005).

In another mentioned study, storage was assessbd aontext of processing
component of the WM model by dual tasks when Besteral TBR were presented
followed by several processing tasks (Bluhner e28D6)

Different TBR-items, different processing tasks addferent ways of
combining them were used in the previous studies.

| have not found any iregularity in the measuremefta g or its
subcomponents in this or other mentioned studiesyériations in the naming of
these variables may also lead to distinct conchssidAs mentioned by Yuan: ,
Different terms for fluid intelligence were usedergthangeably, such as “nonverbal
intelligence”, “reasoning ability”, “g”, *“general uld intelligence”, and
“intelligence.” (Yuan, K. et al., 2006)

Upon closer examination of the relationships betwd#éV Span tasks and
Broad cognitive abilities it seems thetplanation of found correlation relate only to
the processing portion of WM tasks which are (unlikBR) different in RSpan
(determination of sense of sentences) and OSpanngof math operations).

Significant correlation found between OSpan and Gicyould support the
idea that, math problem solving probably reflectsia of Gf and Gc* (Snow, R.E.,
Yalow, E. in Sternberg, R.J., Handbook of intellige, 1982, st. 535) and similarly
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correlation found between RSpan and Gc correspaontis the expectation that
reading comprehension requires crystallized irgefice.

In all of the automated WM span tasks the compoggian by computing the
average time taken by the participants when praogdbe first part. If they took
longer than this average in the next part, the agerpautomatically moved them to
the next letter/block part, thus skipping the Tand-alse part, counting the problem
as a sentence error.

However, switching between processing and rememdpemight be more
demanding, thus participants who were not so googrocessing could therefore
have even bigger problems when having to decidewisi the right solution, while
at the same time trying to remember the TBR.

. A possible explanation could be that participanith greater Gf and Gc
would have less problems while performing processgiortions with math problem
solving and can better focus their attention onemimering of TBR.

Similarly participants with greater Gc would havesd problems while
performing processing sections with sentences anttlmetter focus their attention
on remembering of TBR.

Also correlation found between SymmSpan and Gfc@dd have the same
base. In SymmSpan processing portions, participavdse required to judge
whether or not displays composed of filled cellsiigrid possessed symmetry about
the vertical axis. It was necessary to be fast (@sgjompare all details of both
halves, or find some another way to compare inaaiee way (Gf).

This would mean that the shared variance between Bfdn tasks and
Broad cognitive abilities might be only due to samguirements in WM processing

portion and broad cognitive constructs.

Findings 2) In the following research, correlation analysisswanducted in order
to find out more about the relation between WM Sgaaik and Transitive Inference

tasks. Significant correlation was found betweeas¢htwo tasks, but the correlation
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was not high enough to conclude that these two uneasents actually measure the

same construct.

Results obtained in the correlation analysis didsaiggest unity of SymmSpan and
Transitive Inference tasks. Nevertheless, thesdaagsks were moderately correlated
and appear to have a lot in common. It seems iuasitive inference probably
requires more than a fluid processing componerdgdas a lower relation between
SymmSpan and Gf in previous research. Remembelsogsaems to play an
important role in the relationship between WM amdnEitive Inference tasks. But
there is still a difference between WM and tramsilinference tasks — this would
support the idea that the main reason for the deyenl difference between these
two tasks lies in the fact that participants woikhWBR items at the same time as
processing them in Transitive Inference tasks, @ed&in SymmSpan these two

processes are divided.

The reason why different strong correlations betwiagd intelligence test /
Transitive Inference tasks and WM Span tasks waurad, could be due to the
differences in the number of participants (49 & pinevious research and 60 in the
research that followed), and the fact that twoedléht samples were used might also

have influenced the results.
1.1. Conclusion:

A resolution for the question of how and how muehegral WM, WM Span tasks
and general intelligence factor g and broad cogmbilities relate, seems to be

complicated.

Although both correlate significantly, the relatismonly mild. It seemed that
application of WM in Speed testing of cognitiveldigis in more detailed view was
relatively limited, and the relation between th&ge constructs could be explained

by the ability to process a specific type of infatrn.
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But the results obtained in the research thatvialb showed that remembering also
plays an important role while performing WM taskgranspired that transitive
inference requires probably more than a processangponent based on the lower
relation between SymmSpan and Gf as found in puswviesearch. The difference
between WM and Transitive Inference tasks suppbetsdea that the main reason
for the discovered difference between these twksthss in the fact that
participants work with TBR items at the same timg@eocessing them in Transitive

Inference tasks, whereas in SymmSpan these twegses are divided.

The response to the research question regardaig@yruse was surprising. It
turned out that strategy use does not have a p@sitintribution to WM span task
performance. Given that participants who used teas¢egies achieved worse
results than those who did not, further researchded solely on this issue would

certainly be beneficial.

For further investigation of the relationship be&nwa&VM and cognitive functions, it
would also be interesting to find out more aboetplbssible application of WM in
power testing of more complicated problem-solviagks. To solve these tasks WM
capacity could be necessary and its improvementdrmei most beneficial for their

performance.

107



8. Appendix:

LPS- neu

Fragebogen zum Aktuellen Wohlbefinden (Well-beingsfionnaire)
Akzeptanzfragebogen (Acceptance questionnaire)

Transitive Inference tasks

108



9. References

ACKERMAN, P.L.; BEIER, M.E,; BOYLE, M.O. Working Maory and
Intelligence: The Same or Different ConstructsycRslogical Bulletin. 2005.
available on WWW:
<http://psychology.rutgers.edu/~jose/courses/57B&Aman_etal 2005.pdf

ANASTASI, A. What counselors should know about tise and interpretation of
psychological tests. Journal of Counseling and dgreent, 70, 5, 1992.

ANDRADE, J. Working memory in perspective. Hovesyhology Press, 2001.

BADDELEY, A.D. ,HITCH, G.J. Working memory. In Bow&.A. (Ed.), The
psychology of leasing and motivation: Advancesasearch and theory. New York:
Academic Press, 1974.

BADDELEY, A. D., HITCH, G. Development of workingemory: Should the
Pascual-Leone and Baddeley and Hitch models beed@rgournal of Experimental
Child Psychology, 77, 2000.

BADDELEY, A.D., SALA, S. Working memory and central
executive Philosophical Transactionl996, 1346. Available on WWW:
<http://dionysus.psych.wisc.edu/Lit/Articles/Badelgh1996a.pdf>.

BADDELY, A.D., LOGIE, R.H. Working memory: The migle-component model.
In A. Miyake & P. Shah (Eds.), Models of working mery. New York: Cambridge
University Press, 1999.

BADDELEY, A.D. Short-term and working memory. In REilving, F.I.M. Craik
(Eds) The Oxford Handbook of Memory. New York: OsddJniversity Press, 2000,
p.78

BADDELEY, A.D. Human memory. Hove : Psychology Re2003.

BADDELEY, A.D. Working Memory: Looking back and lemg forward. Reviews
Neuroscience, 4, 10, 2003.

Available on WWW:
<http://www.ii.metu.edu.tr/~hohenberger/Human_Mewioaddeley03_Looking%?2
Oback%20and%20forward.pdf>

BADDELEY, A. Your Memory: A User's Guide. Londona€ton. Firefly Books
Ltd, 2004, p. 14.

BAERISWYL, F. Verarbeitungsprozesse und Behalteirbeitsgedachtnis.

109



Heidelberg : Asanger, 1989.

BAILEY, H.; DUNLOSKY, J.; KANE, M.J. Why does work memory span
predict complex cognition? Testing the strategprafince hypothesi. Memory &
Cognition. 2008, 36, 8. Available on

WWW: <http://mc.psychonomic-journals.org/conte6181383.full.pdf+html>.

BARCH, D.M., et al. CNTRICS Final Task Selectionokking
Memory. Schizophrenia Bulletin. 2009, 35, 1. Avhiaon WWW.:
<http://www.nchi.nlm.nih.gov/pmc/articles/PMC264335.

BARROUILLET, P.; LEPINE, R.; CAMOS, V. Is the inflnce of working memory
capacity on high-level cognition mediated by comjhleor resource-dependent
elementary processes?. Psychonomic Bulletin & Re\2€08, 15, 3. Available on
WWW:

<http://pbr.psychonomic-journals.org/content/1528.full.pdf+html>.

BROADWAY, J.M.; ENGLE, R.W. Validating running memospan: Measurement
of working memory capacity and links with fluid @tfigence. Behavior Research
Methods. 2010,42 , 2. Available on WWW:
<http://psychology.gatech.edu/renglelab/>.

BUEHNER, M., KRUMM, S., ZIEGLER, M., PLUECKEN, T.d@&gnitive abilities
and their interplay: Reasoning, crystallized ingelhce,working memory
components, and sustained attention. Journal ofithdhl Differences, 2006, 27.
Available on WWW:
<http://www.psychologie.hu-berlin.de/prof/dia/pdfCognitiveabilities.pdf>

BUHNER, M.; KRONER, S.; ZIEGLER, M. Working memonjisual—spatial-
intelligence and their relationship to problem-&udy Intelligence. 2008, 36.
Available on

WWW: <http://153.19.140.1/~gabig/geomarketing/09Q11553329508.pdf>.

CARROLL, J.B. Human cognitive abilities : A survef/factor-analytic studies.
Cambridge, England : Cambridge, England: Cambridigersity Press, 1993.

CASE, R., KURLAND, M. D., GOLDBERG, J. Operatioreficiencyand the
growth of short-term memory span. Journal of Expenta Child Psychology,1982,
33

CATTELL, R.B. Intelligence: Its structure, growtind action. Oxford: North-
Holland, 1987

CLAYTON, E.; CURTIS, C.E.; D'ESPOSITO, M. Successl &ailure Suppressing

110



Reflexive Behavior. Journal of Cognitive Neuroscien2003, 15, 3. Available on
WWW: <http://www.mitpressjournals.org>.

COLLETTE, F., et al. Exploring the Unity and Divigysof the Neural Substrates of
Executive Functioningduman Brain Mapping2005, 25. Dostupny z WWW:
<Exploring the Unity and Diversity of the Neurall$3trates of Executive
Functioning>.

COLOM, R.; SHIH, P.C. Is working memory fractiondtento different
components of intelligence?. Intelligence. 2004,832Dostupny z WWW:
<http://www.sciencedirect.com>.

COLOM ET AL. Working memory and general intelligend he role of short-term

storage. Personality and Individualfference. 2005, 39. Available on WWW:
<http://www.disal.disa.unige.it/files/colom2005ufp.

COLOM, R., et al. Memory span and general inteliige A latent-variable
approach. Intelligence. 2005, 33.
Available on: <http://www.disal.disa.unige.it/fileslom2005m.pdf>. 623-642

COLOM, R., et al. Fluid intelligence, working memg@nd executive
functioning.Psicothema2006, 4. Available on WWW:
<http://www.ncbi.nlm.nih.gov/pubmed/17296123>.

COLOM, R., et al. Working memory and intelligence &ighly related constructs,
but why?.Intelligence 2008, 36. Available on WWW:
<http://www.uam.es/personal_pdi/psicologia/fjabathdiculos/intelligence/Worki
ngmemoryandintelligence2008.pdf>.

COLOM, R; MARTINEZ, K. Working memory capacity apdocessing efficiency
predict fluid but not Crystallized and spatial ihgeence: Evidence supporting the
neural noise hypothesis. Personality and Individitierences. 2009, 46.
Available on WWW:

<http://www.iapsych.com/articles/martinez2009.pdf

CONWAY, R. A., et al. A latent variable analysiswbrking memory capacity,
short-term memory capacity, processing speed, andrgl fluid

intelligence. Elsevier. 2002, 30.

Available on WWW: <http://www.sciencedirect.com/>.

CONWAY, A.R.A, et al. Working memory span tasksm&thodological review and
user’s guid. Psychonomic Bulletin & Review. 2003, Available on WWW:

<http://www.psychology.gatech.edu/renglelab/Pubitces/2005/Working%20mem
ory%?20span%?20tasks%20a%20methodological%20reviewe®B20user's%20g

111



uide.pdf>

CONWAY, A.R.A. Variation in WM. NY : Oxford Univeisy Press, 2007.

CONWAY, A.R.A.; KANE, M.J.; ENGLE, R.W. Working meaony capacity and its
relation to general intelligence.Trends in Cogmiticiences. 2003, 7, 12. Available
on WWW: <http://www.sciencedirect.com>.

COWAN, N. Working memory capacity. New York, NY syhology Press, 2005.

COWAN N. An embedded-processes model of working orgnin
Miyake A., Shah P. (Eds.) Models of working memadwechanisms of active
maintenance and executive control. Cambridge: CiagiUniversity Press, 1999

DE JONG, P.F.; DAS-SMAAL, E.A. Attention and Inigkknce: The Validity of the
Star Counting Tesflournal of Educational Psycholog¥995, 1. Available on
WWW:
<http://dspace.ubvu.vu.nl/bitstream/1871/17622/2@@Jong_Journal%200f%20E
xperimental%20Child%20Psychology_70(2) 1998 u.pdf>

DANEMAN, M., CARPENTER, P. A. Individual differensen working memory
and reading. Journal of Verbal Learning and VeBwllaviour, 19, 1980. Available
on WW\W:

<http://www.sciencedirect.com/>

DANEMAN, M.; TARDIF, T. Working memory and readirskill
reexamined. Attention and performance Xll: The pgyogy of reading . Hillsdale,
NJ : Erlbaum, 1987.

DUNLOSKY J., KANE, M. J. The contributions of stegly use to working memory
span: A comparison of strategy assessment metQaasterly Journal of
Experimental Psychology, 60, 2007.

ENGLE, R.W., NATIONS, J.K., CANTOR, J. Is workingeamory capacity just
another name ofr word knowledge? Journal of EdanatiPsychology, 82, 1990.

ENGLE, R. W., CANTOR, J., CARULLO, J. J. Individudifferences in working
memory and comprehension: A test of four hypothe¥msnal of Experimental
Psychology: Learning, Memory, & Cognition, 1992, 285. Available on WWW:
<http://www.ncbi.nlm.nih.gov/pubmed/1402719>

ENGLE, R.W.,, et al. Working Memory, Short-Term Memtyyjaand General Fluid
Intelligence: a Latent Variable Approach. Jourrfaéxperimental psychology. 1999,

112



128, 3.
Available on WWW:
<http://bach.fhs.usyd.edu.au/stu/ir’hsalah/MI%2Okneloking%20mem.pdf>.

ENGLE, R. W., KANE, M. J., TUHOLSKI, S. W. Individl differences in working
memory capacity and what they tell us about coletchttention, general fluid
intelligence and functions of the prefrontal cortexA. Miyake, P. Shah (Eds.),
Models of working memory: Mechanisms of active nbamance and executive
contro.l New York: Cambridge University Press, 1999

ENGLE, R.W. Role of Working-Memory Capacity in Cagre Control. Current
Anthropology. 2010, 51.

Available on WWW:
<http://www.psychology.gatech.edu/renglelab/Pubioe/2010/Role%200f%20W
orking-Memory%20Capacity%20in%20Cognitive%20Conpadf>.

EYSENCK H.J. INTELLIGENCE: A New Look, Transacti®ublishers, New
Brunswick, NJ, 1998.

FALES, C.L., et al. Working memory and relationesoning in Klinefelter
syndromeJournal of the International Neuropsychological Bbg 2003, 9.
Available on WWW:

<http://47xxy.com/Hermes/Working_memory_ %20and treteal reasoning.pdf>.

FOGEL D. B. Review of computational intelligenceritating life. Proc. of the
IEEE, 83, 11, 1995 .

FRY, A.F.; HALE, S. Processing Speed, Working Meynand Fluid Intelligence:
Evidence for a Developmental Cascade. Psycholo§icigince. 1996, 7, 4.
Dostupny z WWW: <http://pss.sagepub.com>.

FUKUDA, K.; et al. Quantity, not quality: The relanship between fluid
intelligence and working memory capacity. PsychoredBulletin & Review. 2010,
17, 5. Available on WWW: <http://psychweb.uoregaiue.

GALTON, F.. Hereditary Genius. London: Macmillar86P
http://galton.org/books/hereditary-genius/text/gdifon-1869-genius-v3.pdf

GARLICK, D.; SEINOWSKI, T.J. There is more to flurdelligence than working
memory capacity and executive functi@ehavioral and Brain Sciencez006, 29.
Available on WWW:
<http://papers.cnl.salk.edu/PDFs/There%201s%20Ma@@&0620F|uid%20Intellig
ence%20Than%20Working%20Memory%20Capacity%20and %€ Eive%20Fu
nction%202006-3898.pdf>.

113



GREY, J.R.; CHABRIS, CH.F.; BRAVER, T.S. LOHMAN, B.Neural
mechanisms of general fluid intelligence. Naturernscience. 2003, 6, 3. Available
on WWW: <http://www.christofflab.ca/pdfs/2009/01Agret-al-2003.pdf>.

HALFORD, G.S.; COWAN, N.; ANDREWS, G. Separatinggddive Capacity
from Knowledge: A New Hypothesis. Trends Cogn 3607, 11, 6.

Available on WWW:
<http://www.ncbi.nlm.nih.gov/pmc/articles/PMC261218df/nihms84196.pdf>.

HILLS, T.T.; TODD, P.M.; GOLDSTONE, R.L. The Cenitiaxecutive as a Search
Process: Priming Exploration and Exploitation Asr@mainsJournal of
Experimental Psychology010, 4. Available on WWW:
<http://www.nchbi.nlm.nih.gov/pubmed/21038983>.

HOFMANN, W., et al. Working Memory and Self-Regudstt. In BAUMEISTER,
R.F.; VOHS, K.D.Handbook of self-regulation : research, theory, apglications
New York : Guilford Press, 2004. p. 12.

HUMMEL, J. E.; HOLYOAK, K. J. A process model of iman transitive inference.
In M. Gattis (Ed.). Spatial Schemas in Abstractddia (pp. 279-305). Cambridge,
MA: MIT Press. 2001

Indiana.edu. 2007 . Human Intelligence. Dostupé/¥\W:
<http://www.indiana.edu/~intell/lthurstone.shtml>.

JUST, M.A.,,CARPENTER, P.A. A capacity theory of qu@hension: Individual
diference in working memory. Psychological Revié@92.
<http://www.ccbhi.cmu.edu/reprints/Just_PsychRev2l@@pacity-theory.pdf>.

KANE, M.J., et al. The Generality of Working Mema@apacity: A Latent-Variable
Approach to Verbal and Visuospatial Memory Span Redsoning. Journal of
Experimental Psychology: Genera. 2004, 133, 2.

Available on WWW: <http://www.psychology.gatech.edu

KANE, M.J., et al. Working Memory, Attention Conlyand the N-Back Task: A
Question of Construct Validityournal of Experimental Psychology: Learning,
Memory, and Cognitiar2007, 33. Available on WWW.
<http://psycnet.apa.org/journals/xlm/33/3/615/>.

KLINGBERG, T., FORSSBERG, H., WESTERBERG, H. In@ed brain activity in
frontal and parietal cortex underlies the developinoé visuo-spatial

working memory capacity during childhood. JournaCognitive Neuroscience,
2002, 14.

114



KRAWCZYK, D.C., et al. Distraction during relationa@asoning: The role of
prefrontal cortex in interference contrbleuropsychologia2008, 46. Available on
WWW:
<http://reasoninglab.psych.ucla.edu/KH%20pdfs/kaxkc etal _neuropsy_ 2008.pd
f>.

KURZWEIL R. The age of spiritual machines: When puters exceed human
intelligence. Penguin, 2000.

KYLLONEN, P.C.; CHRISTAL, R.E. Reasoning ability (sttle more than)
Working-Memory Capacity?Intelligence 1990, 14.

Available on WWW: <http://ebookbrowse.com/kyllonehnristal-1990-paper-pdf-
d55558954>.

KYLLONEN, P.C.; ROBERTS, R.D.;STANKOV, LExtending intelligence :
enhancement and new construéiagelsk : Lawrence Erlbaum Associates, 2008,
408 p.

LIBBEN, M.; TITONE, D. The role of awareness andriiog memory in human
transitive inferenceBehavioural Processe2008, 77. Available on WWW:
<http://psych.stanford.edu/~jlm/pdfs/Titone_TIWargMemoryFrontalHippocampal_Beh
avSci_2008.pdf>.

LOHMAN, D.F. Fluid intelligence, inductive reasoginand working memory:
Where the theory of Multiple Intelligences fallosh. Talent Development IV:
Proceedings from the 1998 Henry B. & Jocelyn Wallblational Research
Symposium on talent development. 2001.

Available on WWW:
<http://faculty.education.uiowa.edu/dlohman/pdf/kheory.pdf>.

LOVETT, M. C., REDER, L. M., LEBIERE, C. Modelingarking memory in a
unified architecture: An ACT-R perspective. In Miga A.; Shah, P. (Eds.) Models
of Working Memory: Mechanisms of Active Maintenarared Executive Control.
New York: Cambridge University Press. 1999.

MCARDLE , J.J.; WOODCOCK, R.W. Human Cognitive Abds in Theory and
Practice. New Yersey : Lawrence Erlbaum Associdi@s8. J.L. HORN.
Introduction of Raymond B. Cattell.

MCGREW, M.C. CHC theory and the human cognitivditds project: Standing
on the shoulders of the giants of psychometridligemnce researc. Intelligence.
2009, 37.

Available on WWW: <http://www.iapsych.com/articlesigrew2009.pdf>.

115



MCLEOD, S.Multi Store Model of Memory - Atkinson and Shiffdi®68 2007. Simply
Psychology. Available on WWW: <http://www.simplyms$ylogy.org/multi-store.html>.

MILLER, G.A.; GALANTER, E.; PRIBRAM, K.H. Plans antthe Structure of
Behavior. New York: Holt : Rinehart & Winston, 196%ailable on WWW:
<http://ebookee.org/dl/miller-galanter-pribram-pdaend-the-structure-of-behavior-
1960/>.

MIYAKE, A., SHAH, P. Models of Working Memory: Me@amisms of Active
Maintenance and Executive Control. New York: Cauhipei University Press. 1999.

MIYAKE, A., et al. The Unity and Diversity of Exetiue Functions and Their
Contributions to Complex “Frontal Lobe” Tasks:lAatent Variable
Analysis.Cognitive Psychology2000, 41. Available on WWW:
<http://psy2.ucsd.edu/~dhuber/miyake 2000.pdf>.

MIYAKE, A., et al. How Are Visuospatial Working Meony, Executive
Functioning, and Spatial Abilities Related? A Lat®ariable AnalysisJournal of
Experimental Psychology001, 4. Available on WWW: <How Are Visuospatial
Working Memory, Executive Functioning, and Spaibllities Related? A Latent-
Variable Analysis>.

MOGLE, J.A., et al. What's So Special About Workidgmory : An Examination
of the Relationships Among Working Memory, Secogddemory, and Fluid
Intelligenc.Association for Psychological Scier008, 11. Available on:
<http://faculty.elmira.edu/blovett/mogle_et_al 2(f§>.

MORRELL, R.W.; PARK, D.C. The effects of age, ilitetions, and task variables
on the performance of procedural assembly taskshBsAging. 1993, 8, 3.
Available on WWW: <http://www.ncbi.nim.nih.gov>.

MORRISON, RG, HOLYOAK, KJ, TRUONG, B. Working-memomodularity
in analogical reasoning. In: Moore JD, Stenninge#ifors.

Proceedings of the twenty-third annual confereridbe Cognitive

Science Society. Mahwah (NJ): Erlbaum. 2001, p--&&63.

MUKUNDA, K.V.; HALL, V.C. Does Performance on Mempfor Order Correlate
With Performance on Standardized Measures of ABikt Meta-

Analysis. Intelligence. 1992, 16. Available on: gghtwww.sciencedirect.com>.
NAKASHIMA H. Al as complex information processinglinds and machines,
1999.

MARKLUND, P., et al. Unity and diversity of tonicd phasic executive control

components in episodic and working memoigurolmage 2007, 36. Available on
WWW:

116



<http://www.cabezalab.org/pdf/pubs/Marklund07_UyidiversityEMWM __Neuroi
mage.pdf>.

OBERAUER, K., et al. Working memory capacity b feecef a cognitive ability
construct. Personality and Individual Differenc2800, 29. Available on:
<http://www.psu.edu/>.

OBERAUER, K., et al. Working Memory and Intelligexre-Their Correlation and
Their Relation: Comment on Ackerman, Beier, andIB¢2005). Psychological
Bulletin. 2005, 131, 1.

Available on WWW: <http://eis.bris.ac.uk/~psxko/@éeer.et
al.PsychBull.2005.pdf>.

O'CONNOR, B., SPENCER, F.H., PATTON, W. The rolenafrking memory in
relation to cognitive functioning in children. Pajpe the 38th APS Annual
Conference Proceedings, Perth, WA, Australia, 2003

PARKIN, A.J. The central executive does not existirnal of the International
Neuropsychological Socigonline]. 1998, 4, [cit. 2011-08-13]. Dostupny z WW/
<http://www2.psych.ubc.ca/~pgraf/Psy583Reading&iR%4201998.pdf>.

RUFF, C.C,, et al. Reasoning and working memory: common and distinct
neuronal processes. Neuropsychologia. 2003, 41. Available on WWW:
<http://www.kyb.mpg.de/fileadmin/user_upload/files/publications/pdfs/pdf
2445.pdf>.

RYPMA B. et al. Load-Dependent Roles of FrontaliBfaegions in the
Maintenance of Working Memory. Neurolmage. 199%ilable on WWW:
<http://vplab.psychiatry.wisc.edu/publications/Rrakaran9.pdf>.

Self-help.vocaboly.com. 2006. Using Associationhfeques for Better Memory.
Available on WWW.
<http://self-help.vocaboly.com/archives/535/usisgeaciation-techniques-for-
better-memory/>.

SHAMOSH, N.A,, et al. Individual Differences in 2§l DiscountingAssociation
for Psychological Scienc2008, 9. Available on WWW:
<http://www.yale.edu/scan/adam/pdf/ShaDeYGre_€e¥282008%29-
PsychSci.pdf>.

SHELTON, J.T., et al. The Relationships of WorkMgmory, Secondary Memory,
and General Fluid Intelligence: Working Memory g8ial.J Exp Psychol Learn

117



Mem Cogn2010, 36. Available on WWW:
<http://www.sciencedirect.com/science/article/®i238739310600870>

SCHIFFRIN, R.M. 30 Years of Memory. In CHIZUKO,®n Human Memory.
New Jersey : Lawrence Erlbaum Associates, 1999.

SHAH, P., MIYAKE, A. The separability of working mery resources for spatial
thinking and language processing: An individuatatgnces approach. Journal of
Experimental Psychology: General 1996, 125.

SALMON, E., et al. Regional brain activity duringpvking memory tasks. Brain.
1996, 119. Available on WWW:
<http://brain.oxfordjournals.org/content/119/5/16UR.pdf+html>.

SCHWEIZER, K.; MOOSBRUGGER, H. Attention and worgimemory as
predictors of intelligencdntelligence 2004, 32. Available on WWW:
<http://jtoomim.org/brain-
training/attention%20and%20working%20memory%20agedictors%200f%20i
ntelligence.pdf>.

STERNBERG, R.JHandbook of intelligence&Cambridge: Cambridge University
Press, 2000

STUSS, D.T.; ALEXANDER, M.P. Executive functionscatihe frontal lobes:
conceptual viewPsychological researct2000, 63. Available on WWW:
<http://www.utm.utoronto.ca/~w3psy393/Stuss_PsychR600.pdf>.

TURNER, M.L.; ENGLE, R.W. Is working memory capaciaisk
dependent?. Journal of Memory and Language. 1982.Available on:
<http://www.sciencedirect.com>.

Using Association Techniques for Better Memory.@0Belf Help. Available on
WWW: <http://self-help.vocaboly.com/archives/53%Agsassociation-techniques-
for-better-memory/>.

UNSWORTH, N.; ENGLE, W. R.. Simple and complex meyngpans and their
relation to fluid abilities: Evidence from list-gth effects. Journal of Memory and
Language 2006.

Available on WWW:
<http://www.psychology.gatech.edu/renglelab/Pubidses/2006/UnsEng2006.pdf>

UNSWORTH, N., et al. An automated version of theragtion span task. Behavior

Research Methods. 2005, 37, 3. Dostupny z WWWpittm.psychonomic-
journals.org/content/37/3/498.long>.

118



UNSWORTH, N.; ENGLE, W. R. On the Division of Shdrrm and Working
Memory: An Examination of Simple and Complex Spad @heir Relation to
Higher Order Abilities. Psychological Bulletin. 200133, 6. Available on WWW:
<http://www.sciencedirect.com>

UNSWORTH, N.; SPILLERS, G.J.; BREWER, G.A. Examupithe relations
among working memory capacity, attention controt] 8uid intelligence from a
dual-component framework. Psychology Science Qugr2009, 51, 4. Available
on WW\W:
<http://www.psychologie-aktuell.com/fileadmin/dolwad/PschologyScience/4-
2009/psq_4 2009 _388-402.pdf>.

Vetta project. 2010. Intelligence.
Available on WWW: <http://www.vetta.org/definitioraf-intelligence/>.

P. VOSS. Essentials of general intelligence: Theatlipath to AGI. In B. Goertzel
and C. Pennachin, editors, Artificial General Iigeince. Springer-Verlag, 2005.

WALTZ, J.A., et al. A system for relational reasagin human prefrontal
cortex.Psychological sciencd 999, 2. Available on WWW:
<http://reasoninglab.psych.ucla.edu/KH%20pdfs/Wadtal.PsychSci.1999.pdf>.
WOLMAN, B.B. Handbook of Intelligence. New York oldn Wiley & Sons, 1985.

YERKES R. M.; YERKES A. W. The great apes: A studyanthropoid life. Yale
University Press, New Haven, 1929.

119



