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cessing. Special thanks go to Jiřı́ Mrákota who helped me with the first at-
tempt to implement the transform algorithm and to Miroslav Lenčéš who
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Preface

The climate system is the environment that we live in. It is the factor that
markedly influenced the evolution of human society. It is mainly because
of the climate characteristics why Bordeaux is a synonym for a high quality
wine or why hops from Žatec region are considered to be the best in the
world. And our climate is changing. There have been observed a lot of
changes in a longterm development of varied climatic quantities. Those
changes are being linked to several general terms such as the greenhouse
effect, global warming or the Kyoto Protocol. But what stands behind
these expressions? And why is there so much excitement over the so-
called greenhouse gases or some professedly melting icebergs?

Well, those are quite complicated and complex questions. Firstly, there
is a group of atmospheric physics disciplines that study climate changes
and related phenomena and secondly, our lives are broadly determined by
those changes even if they are detected in various outlying areas. One of
the first well known climate anomalies that widely influenced human de-
velopment was possibly the great flood sent by God or the gods to destroy
civilization as an act of divine nemesis. This may be found already in the
stories of Noah and his ark in Genesis, Matsya in the Puranas scriptures
of Hinduism, and Utnapishtim in the Epic of Gilgamesh. Present climate
anomalies, such as droughts, floods, heat or cold waves, can cause enor-
mous havocs and the economic and social impacts of them are colossal and
far-reaching. The floods which stuck almost the whole of Europe in 2002,
hurricanes which damaged the south of the United States or droughts over
eastern Africa are quite good examples of possible impacts of climate vari-
ations. This does not mean that those catastrophes are clearly linked to cli-
matic changes: they might represent the potential behaviour of the climate
system which is more seesaw than it hitherto has been.

These possible impacts surely require some social responses or actions.
The already mentioned Kyoto Protocol is possibly the best known example
of such actions. However, there are many other projects that should either
decrease anthropogenic forcing or help people get used to the changing
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environment. Another consequence of the realization of the present cli-
mate system changes is the increased progress in atmospheric sciences re-
search. That is also related to the first question, i.e. what is behind the
Kyoto Protocol or what are the evidences for the global warming?

The first climatic studies are linked to simple weather observations that
have been carried out since the outset of human history. Even now, the
datasets acquired from the observations present the first (and often cru-
cial) step in the analyses of the climate system. That is because it markedly
helps us understand the system better and also because the cardinal ele-
ment in climate changes research is climate modeling and it is necessary
to compare the models results with the state of the real climate. But what
could actually be obtained from analyzing the data what are the possible
methods of data analysis?

A change, a variation or a transition – these are the characteristics typ-
ical for a time series which represents a climatic quantity evolution. The
weather signals are just non-stationary in most cases and that requires uti-
lization of an advance analysis algorithm. On the other hand, people al-
ways wanted to find a simple way to describe and also predict the climate
system behaviour. These endeavors often resulted in almost an obsession
with varied climate cycles. Yes, cycles or some periodicities would offer
a clear answer as to what can be expected in the future and with them, it
would surely be easier to explain various climate phenomena. However,
with some exceptions, the studied processes are not periodic. It is possi-
ble to identify several quasi-periodicities and some regular cycles but even
these are often instable in general.

There are several ways how the nonstationarity may be understood.
Considering the purposes this paper, we will mainly operate with two
conceptions of instability – frequency and spatial. The frequency non-
stationarity represents a series where different frequencies occur within
different time intervals. The spatial nonstationarity may represent even
a frequency stationary phenomenon but with varying spatial center. This
is directly linked to the choice of the analysis method, as well as to the
possible type of acquired information.

The instability in frequencies of analyzed series implies utilization of
a transformation which would provide the signal decomposition into the
time-frequency space. Such an analysis can be made by the wavelet trans-
form. It is a frequency analysis that has been used in meteorological stud-
ies only since the 1980s and that is, in one-dimensional form, suitable espe-
cially for the investigation of the time series that are not stationary in fre-
quencies. The other issue is the movement in space. This usually means
that the studied processes do not remain over one specific geographical
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place and to describe them, it is necessary to expand the results dimension
by one (or more) to catch even the evolution over the studied locations.
That can be simply done by using contoured graphs or just by producing
a figure for every typical time period.

Nonetheless, the real problem is to entirely analyze processes which
are not stationary, both in frequencies and space. The solution is proposed
by this paper that introduces and describes the pseudo-2D wavelet trans-
form (p2D WT) – a completely new algorithm that is able to analyze a set of
time series defined in a geographical grid. This analysis produces multidi-
mensional results which describe the spatial, temporal and also frequency
evolution of the studied datasets.

The main aim of this paper is to examine the capability of the pseudo-
2D wavelet transform to globally analyze the climate variability. This is
further divided into several minor objectives:

1. to introduce basic frequency analyses and problems connected with
the time series investigation

2. to introduce the pseudo-2D wavelet transform, explain the main ad-
vantages of the procedure and show examples of its application

3. to examine NCEP/NCAR reanalysis datasets in order to gain a pic-
ture of the geographical distribution of global frequency patterns



Convention and Notation

All wavelet power spectra used and presented in this study are of the same
composition in the sense that the x-axis describes time evolution and the
y-axis represents periods.

• Important conventions

equation 3.9
figure 4.2
table 2.3

refers to the ninth equation of the Chapter 3
refers to the second figure of the Chapter 4
refers to the third table of the Chapter 2

results presented in the Appendix A are labeled as A.x, where x stands for
the results order

• Frequently used abbreviations

FT
STFT
WT
CWT
WPS
p2D WT
COI

Fourier transformation
short time Fourier transformation
wavelet transform
continuous wavelet transform
wavelet power spectrum
pseudo-2D wavelet transform
cone of influence

• Frequently used notation

x(t)

X(f)

ψ(t)

Ψ(ω)

Γp

time series
Fourier transform of a time series x
wavelet function
Fourier transform of a wavelet function ψ
set of period ranges
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Chapter 1

Climate Variability and
Analysis Techniques

The climate is always changing – there is no static state there. Nowadays,
however, it seems that the system has been already influenced by the hu-
man activities in such a way that in the future we may be witnesses to
severe climate anomalies. On the other hand, this cannot be stated be-
fore we understand the climate system well enough to be able to correctly
model the possible changes. Present climatic models are already able to
reproduce various system reactions with high accuracy but there are a lot
of other phenomena that are simulated quite poorly. One of the reasons
for this situation lies in the capabilities of current computers which are not
yet able to, for example, effectively simulate the climate with high reso-
lution. It is most likely just a matter of time to resolve that. The more
serious problem, though, is the lack of our knowledge about the climate
system in general. And right here a simple observation or an analysis of
observations may bring new interesting information.

The following two sections introduce several striking expressions of
the climate variability. The subsequent two sections are dedicated to the
description of several analysis methods which are used for studying me-
teorological time series frequency characteristics.

1.1 Oscillatory patterns

Climate variability may also be understood in the sense of periodic mo-
tions which arise from an external forcing or which occur as a result of
intrinsic dynamics. Present studies often divide such phenomena into a
class of oscillatory patterns and into a class of cycles. That mostly de-
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Climate Variability and Analysis Techniques 2

pends on the analysis methods which were used in particular studies.
Frequency-oriented analyses and transformations generally identify cy-
cles – processes that are defined in the sense of periods and frequencies.
Examples of such cycles may be the quasi-biennial oscillation (QBO) or the
semi-annual cycle (SAO).

The oscillatory patterns are mostly detected by a group of methods
which search for patterns representing maximum amounts of, e.g., varia-
tion in the studied datasets. These are primarily represented by various
types of the principal component analysis (PCA) or the canonical corre-
lation analysis (CCA). The most distinct oscillatory patterns analyzed by
those techniques are probably the El Niño/Southern Oscillation (ENSO)
or the North Atlantic oscillation (NAO). A fundamental study of these
oscillation pattern may be found in Barnston et al. (1987). The au-
thors studied the 700 hPa geopotential heights field in 504 grid points
at the Northern Hemisphere between 1950 and 1984. The results of the
analysis of the fields were then divided into fourteen modes which rep-
resented fourteen statistically independent oscillatory systems (details in,
e.g., Metelka (1997)).

Even though we are primarily interested in the variability in the sense
of frequencies, it is still important to introduce the oscillatory patterns
because the interpretation of the identified frequencies are often directly
linked to the governing mechanism of the large oscillations like ENSO or
NAO.

El Niño/Southern Oscillation (ENSO)

Possibly the best known oscillatory system is the El Niño/Southern Os-
cillation. Varied demonstrations of this oscillation have been observed
already for hundreds of years. ENSO is an ocean-atmosphere intercon-
nected oscillatory system which atmospheric part (Southern Oscillation)
refers to an oscillation in the surface pressure between the Australian-
Indonesian regions and the South-Eastern tropical Pacific. The oceanic
part (El Niño) causes warming and cooling of the ocean surface and vari-
ations in the oceanic circulation in the central and Eastern Pacific. The
oceanic part may be futher divided into the El Niño and La Niña episodes.
These refer to the particular behaviour of the oscillations in the sea surface
temperatures. El Niño in this sense stands for the warming of the ocean
surface in the eastern Pacific and La Niña stands for the surface temper-
atures cooling. Normal (non-ENSO) conditions and El Niño situation in
the Pacific Ocean and the atmosphere are also illustrated in figure 1.1.
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Figure 1.1: Normal (non-ENSO) conditions (top) and El Niño situation (bottom)
in the Pacific Ocean and the atmosphere

North Atlantic Oscillation (NAO)

North Atlantic Oscillation (NAO) is one of the most pronounced oscilla-
tory systems which is defined for all seasons with a maximum in the win-
ter. The oscillation was identified by the PCA as a bipolar teleconnection
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with one center of anomaly of the 700 hPa geopotential height field in the
region of central latitudes of the North Atlantic between 35◦ and 40◦ north
latitude, and with the second center (with a reverse sign) in the region of
Iceland. Different phases result in divers conditions of zonal and merid-
ional heat and moisture transport, and in different intensity and locations
of the North Atlantic jet stream. This influences the weather conditions in
the region reaching from the eastern parts of the USA to the western and
partly central Europe.

1.2 Cycles and quasi-periodicities

The cycles and periodicities are in the atmospheric research mostly de-
fined by the typical frequencies or periods of the studied phenomenon.
In comparison with the oscillatory patterns, they are expressed as regular
(regular in time) changes of certain climatic characteristics and they usu-
ally do not represent teleconnected systems.

The most well known climate cycle is surely the annual cycle. But there
are a lot of other regular or quasi-regular periodicities which have been
identified all around the world. Among these, the semi-annual, quasi-
biennial, quasi-quadrennial and quasi-decal oscillations are probably the
most distinct. Besides the quasi-biennial oscillation, they are introduced
in the following paragraphs. The quasi-biennial oscillation is only briefly
mentioned because it is expressed primarily within stratospheric levels
while this paper analyzes and describes mid-tropospheric fields.

1.2.1 Annual cycle

Annual cycle is surely the climate feature that has been observed and stud-
ied for the longest time. As human societies evolved together with the
development of agriculture, people started to investigate climate charac-
teristics of the environment they lived in. And what is more noticeable
than the annual variation of the surface temperature or precipitation?

The annual cycle is inseparably connected to our history and up to the
present; there are numbers of studies of the climatic quantities variation
during a year. In general, it is clear that no annual cycle of a climatic
phenomenon can be described without an association with a specific ge-
ographical region and atmospheric level at which the cycle is to be stud-
ied. This is also presented in figure 1.2 that illustrates the annual cycles
of temperature and geopotential heights at 500 hPa from three different
geographical locations. It is clear that the annual cycles are completely
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Figure 1.2: Averaged annual cycles in temperature and AT fields at 500 hPa for
1951–2000

different from each other and that is why they have to be interpreted in
connection to their provenance. On the other hand, every annual period-
icity may be linked to the periodic motion of the Earth around the Sun via
variations in the incoming solar radiation. The problem is that the linkage
is practically never so straight and it is necessary to analyze the annual
cycle as a response to many interconnected climate subsystems.

The annual cycles of different quantities were also used as the deter-
mining characteristics that defined different climate zones. It is apparent
that today possibly everybody has a quite a fair idea about the temper-
atures that can be expected during the summer or winter and about the
fact that during some seasons precipitation is more frequent than during
the others and so on; in other wors, the characteristic annual cycle became
a res publica. Perhaps this is the reason why contemporary climate stud-
ies are targeted at the annual variations only in a small number of cases.
Recent analyses mostly study the annual cycle in order to validate varied
climate models but there are only a few studies of, e.g., the cycle frequency
markedness.
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Heddinghaus et al. (1980) proposed an extensive study of differ-
ent annual cycle patterns over the Northern Hemisphere. In comparison,
the study differs from others mainly because of the fact that it analyzed
the annual variations of several quantities at various levels, namely at 700,
500 and 300 hPa. The authors identified distinct frequency patterns with
high amplitude centers over the eastern continents coasts. They concluded
that the geographical structure of the annual variations of temperature as
well as the 700–500 thickness fields were clearly affected by the land-sea
contrasts. Quite similar patterns in the 300 hPa geopotential field were
previously identified by White et al. (1978) who suggested that at the
500 hPa level and above, the annual cycle in geopotential heights can be
considered as the alternation between a distinctive wintertime pattern and
a relatively flat summertime pattern. Similar results were proposed by
Cullather et al. (2003). Their study is, however, focused only on the
North Pole region. Here the authors stated that, in general, the concept
of thermal forcing is consistent with the pressure variability over Eurasia,
the lower latitudes of North America, and the Pacific and Atlantic Oceans.
On the other hand, this conception is valid particularly within lower tro-
posphere levels.

Present-day understanding of the frequency characteristics of the an-
nual cycle can be generally summarized into several points:

• we have a good idea about the mean annual cycle properties of the
majority of climatic quantities within lower atmospheric levels

• on the contrary, the annual cycle frequency patterns, in the sense of
their geographical distributions together with their temporal evolu-
tions, are mostly not so well known

• the governing processes are more explicitly linked to the thermal
forcing within the lower atmospheric levels than within the upper
levels

• our knowledge in general decreases with increasing altitudes; fre-
quency patterns of the annual cycle within atmospheric upper levels
are quite poorly mapped

1.2.2 The semi-annual oscillation (SAO)

The first description of the semi-annual cycle was most likely given by
Reuter et al. (1936). The first detailed study, however, was proposed



Climate Variability and Analysis Techniques 7

by Schwerdtfeger et al. (1956). They showed that the semi-annual
oscillation is of a significant importance to the formation of the mean an-
nual pressure development. The authors concluded that the periodicity
does not originate in the equatorial belt (connected with doubled maxi-
mum of the incoming radiation) but it should be related to higher levels
in the middle and subpolar latitudes and to the different solar heating of
different latitude belts.

The SAO was again more thoroughly discussed by van Loon (1967),
who described the oscillation as a highly variable feature of the annual cy-
cle of pressure and meridional temperature gradient that appears between
mid and high latitudes of the Southern Hemisphere (SH) as two equinoc-
tial maxima in the mid-tropospheric temperature.

Up to present day, the phenomenon has been analyzed in many papers
in detail. In most cases, however, the studies are focused only on the SH
regions and only a minority of the analyses describe the Northern Hemi-
sphere (NH). On the other hand, this may be related to the fact that the
SAO is highly pronounced rather over the southern polar regions and the
underlying processes are different there from the governing mechanisms
on the NH (Wikle et al., 1996). The semi-annual cycle is then under-
stood in two different ways: as the Southern Hemisphere and Northern
Hemisphere oscillations.

The semi-annual oscillation on the Southern Hemisphere

As was mentioned already before, one of the first extensive analyses of
the SAO was given by van Loon (1967) that proposed a study of tem-
peratures at 500 hPa and also of the 700-300 hPa thickness. The paper
suggested that the observed half-year cycle arises from the differences in
the seasonal heating and cooling trends in the middle and high latitudes in
combination with nearly equal annual ranges of temperature in the middle
troposphere. The analysis also concluded that the variation in the merid-
ional temperature gradient may be linked to the increased cyclonic activity
in high latitudes during the equinoctial months. Chen et al. (1992) and
Chen et al. (1996) also discussed the possibility that the semi-annual
oscillation over the Southern Hemisphere is induced by the north-south
shift of the local Hadley circulation. Further studies of this periodicity
point to the considerable decadal variability (Walland et al., 1999)
and a weakening of the semi-annual oscillation since the mid-1970s when
the half-yearly pressure wave in the Southern Hemisphere became less
significant (van den Broeke, 1998b).
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More specifically aimed papers of the SAO are focused on the Antarc-
tica regions only. van den Broeke (1998a) shows how the expanded
pressure belt causes an amplification of the wave-3 structure of the circu-
lation around Antarctica. That increases the transport of air from lower
latitudes towards continental Antarctica and it directly links the SAO to
the Antarctic surface temperatures (van den Broeke, 1998a). There has
also been observed a positive coupling between the amplitude of the SAO
and wintertime Amundsen and Bellingshausen Seas ice extent (van den
Broeke, 2000a). Moreover the temperature trends over the Antarctica
seem to be strongly associated with SAO weakening. (van den Broeke,
2000b)

The semi-annual oscillation on the Northern Hemisphere

Lanzante (1983) and Lanzante (1985) proposed the first extended
studies about the semi-annual cycle on the Northern Hemisphere. The
studies divided the oscillation into two branches: the Asiatic region and
the region stretching from northeastern Siberia to the gulf of Alaska. Lan-
zante (1985) showed that the SAO is of considerable importance to the
progression of heights over subtropical Asia which should be a reflection
of the Asiatic monsoon. The paper also showed that the Asiatic region is
out of phase with the northern regions.

The semi-annual oscillation over the Northern Hemisphere is exten-
sivelly described and discussed by Wikle et al. (1996). The study of
the 500 hPa geopotential heights field over the Northern Hemisphere il-
lustrated that the key difference with the Southern Hemisphere is that the
Northern Hemisphere extratropics are dominated by the east-west land-
sea contrast due to the large continental land masses in the NH, while
the SH land-sea contrast reflects the north-south differential heating be-
tween Antarctica and the surrounding oceans. Futhermore, it concluded
that the oscillation is generally governed by the spatio-temporal asym-
metries in the seasonal variation of the Northern Hemisphere stationary
eddies. The authors showed that since the land-sea differential heating
contrast is less intense in the summer, the summertime eddy deviations
are generally weaker than those in the winter time.

In general, the semi-annual cycle may be also classified into three general
categories (Cullather et al., 2003):

1. tropical/subtropical – associated with variability in radiative forcing
(Schwerdtfeger et al. (1956), van Loon (1967))
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2. the southern high latitudes – associated with contrasts in the energy
budgets of Antarctica and the Southern Ocean (van Loon (1967),
van den Broeke (1998a))

3. the northern high latitudes – associated with asymmetries in the sea-
sonal variation of the Northern Hemisphere stationary edies (Lan-
zante (1985), Wikle et al. (1996))

1.2.3 The quasi-quadrennial oscillation (QQO)

Current studies of the El Niño/Southern Oscillation (ENSO) often deal
with quasi-quadrennial oscillation – the QQO. It is an oscillation that has
been identified in the temporal evolution of, e.g., sea surface temperatures
or surface zonal winds over specific geographical areas like the equatorial
regions. This quasi periodicity is regarded as the major ENSO oscillatory
mode (Ribera et al., 2002).

Rasmusson et al. (1990) proposed one of the first studies that
detected this cycle. The authors used the singular spectrum analysis
(SSA) combined with conventional spectral techniques to identify a low-
frequency mode in the wind and SST series. The results, however, were
neither associated with ENSO nor identified as the QQO. The first exten-
sive analysis that linked this oscillation with ENSO was given by Jiang
et al. (1995) who proposed an analysis of the equatorial wind and sea
surface temperature time series. The study identified separate frequency
spectrum peaks in the equatorial wind and sea-surface temperature time
series with the main peaks centered at about 52 months and 24-28 months.
The first oscillatory pattern was refered to as the quasi-quadrennial os-
cillation (QQ mode). The second (less distinct) mode was identified as
the quasi-biennial oscillation (QBO). However, it should be noted that
the quasi-biennial oscillation detected in this analysis is different from the
one of the best known oscillation in stratospheric studies – quasi-biennial
zonal wind oscillation (for details see, e.g., Reed et al. (1961), Holton
et al. (1972), Dunkerton et al. (1985), Scaife et al. (2000)).

Another study supporting such results was proposed by Brassing-
ton (1997). The authors comfirmed the existence of a remarkable quasi-
quadrennial mode in the El Niño/Southern Oscillation. Moreover, they
showed that the QQ mode demonstrates significant variability in fre-
quency. Moron et al. (1998) specified the period of the main spectral
peak to 43 months. The discrepancy between this and the period of the
main peak reported by Jiang et al. (1995) was explained as a result of
different time periods of the analyzed datasets. The analysis also showed
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that the most distinct frequency shifted abruptly in the 1960s, from near-
five years before to near-four years afterwards. Zhang et al. (1998) il-
lustrated that the QQO exhibits a propagation of the SST anomalies north-
eastward from the Philippine Sea and then eastward along 40◦N, but over
the tropical Pacific it behaves more like a standing wave.

Yuan (1999) stated that the QQ mode resulted from a slow baroclinic
adaptation process between the atmosphere and the ocean in the Pacific
basin. The study also concluded that the strength and length of period of
this oscillation depend on its phase relation with the annual cycle of the
eastern Pacific cold tongue.

Similarly to the above mentioned semi-annual oscillation analyses,
QQO is connected to the South Pole regions climate as well. Drinkwa-
ter et al. (2001) showed that fluctuations in the volume flux of sea
ice correspond to the quasi-quadrennial oscillation. Moreover, the study
indicated that series of quasi-quadrennial coupled oscillations, that are ex-
pressed in the form of positive and negative sea ice concentration and ice-
drift anomalies, were induced by spatial variations in atmospheric sea-
-level pressure forcing in the Weddell Sea.

A complex analysis of NCEP/NCAR datasets variability was given by
Ribera et al. (2002). The analysis shows that the interannual tropo-
spheric climate variability associated with the ENSO signal is identified
in distinct quasi-biennial and quasi-quadrennial frequency ranges. These
ranges changed their character over time, with the QQ peak drifting from
about 3.5 to 4.5 year period over the 50-year interval. The authors further
illustrated that the analysis of the evolving geopotential height anomaly
pattern confirms an established close connection of the QQ frequency
ranges with the Pacific North American (PNA) pattern. The study finally
concluded that the only clear oscillatory interannual signal in tropospheric
climate during the latter half of the 20th century is associated with the
ENSO phenomenon, characterized by two distinct bands of variance – the
quasi-quadrennial and the quasi-biennial oscillation.

Ribera et al. (2003) presented a sequel of the previously quoted
paper. They stated that the QQO in the Southern Hemisphere suggests
mass transport between the Indian, Pacific and Atlantic basins. On the
contrary, the evolution of the QQO in the Northern Hemisphere indicates
a pattern of mass transport over the course of the cycle which is largely
confined to the Pacific basin. Futhermore, the authors concluded that the
associated patterns of heat and mass transport suggest a direct influence
of ENSO on the equatorial Pacific and Indian oceans, and an extratropical
influence on the South Atlantic ocean.
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1.2.4 The quasi-decadal oscillation (QDO)

It is rather difficult to sum up the existing studies about quasi-decadal os-
cillations (QDO). The first problem is that there is no general agreement
on the period bands within which the analyzed process should have oc-
curred. This means that one has to set his or her own ranges. In this
paper, the QD mode is delimited by range of the 8–12 years. The second
problem is that the quasi-decadal oscillation studies are often connected
to the 11 year solar sunspot cycle (even if it is not supported by the re-
sults) and therefore the governing processes are searched within external
forcing, while internally driven dynamics is omitted. The issue is widely
described and generally discussed in a contributive study proposed by
Garric et al. (2003). The authors at first summarize studies that are
devoted to the quasi-decadal periodicities in modern climate, to modern
solar cycle driven periodicities, and to paleoclimate records of sunspot cy-
cles. They claim that there are several intrinsic mechanisms that may be
responsible for the QDO like:

• thermohaline circulation, which involves long timescales

• mechanism that relies on modulation of ENSO via the delays associ-
ated with midlatitude-tropical ocean advection timescales

• the wind-driven circulation and stochastic resonance

The main part of the study consists in experiments with a general circula-
tion model (GCM), according to which they concluded that there is a clear
evidence of the QDO in climate records (historical, as well as modern). As
for the upper atmosphere levels, the oscillations are plainly driven by the
sunspot cycle, but uncertainties remain in the lower (tropospheric, surface
and subsurface) levels. Hence, until the modeling studies of the quasi-
decadal variability are exhaustive enough, performed for most of the time
periods of the Earth’s history, or until the robustness of these modes is
theoretically disproved, there is no basis for ascribing the variability in the
QD range only to external forcing factors.

Recent studies of the QDO that do not deal with the sunspot cycle are
mainly divided into analyses of regions over the Pacific Ocean and the
analyses over the Atlantic Ocean. The afore-mentioned analysis given by
Brassington (1997) describes, besides the QQO, the quasi-decadal pe-
riods as well. The paper shows that the quasi-decadal period modes are
identified in the most recent record of both, the South Oscillation index
and the El Niño region sea surface temperature time series, and also over
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the North Pacific regions. These observations are linked to the deepen-
ing of the Aleutian low in the North Pacific. The authors suggest that the
quasi-decadal influence is connected more directly to the western and cen-
tral equatorial Pacific and the east Pacific is not the source of this mode.

The analysis of the QDO over the Atlantic was given by Mizoguchi
et al. (1999) who proposed that the detected quasi-decadal oscillation
mode in the North Atlantic may be explained in terms of the atmosphere-
-ocean interaction and the advection of temperature anomalies by mean
currents. Dima et al. (2001a) identified quasi-decadal patterns in the
SST and SLP fields over the Atlantic basin. The authors also discussed
a possible decadal cycle mechanism by perturbations in the sea surface
temperature fields associated with changes in the intensity of the convec-
tion in the Intertropical Convergence Zone (ITCZ) and in the Walker and
Hadley circulations. Dima et al. (2001b) combined the quasi-decadal
variability patterns with the interannual variability over the Tropical Pa-
cific that resulted in definition of the quasi-bidecadal (QBD) mode of vari-
ability. Dima et al. (2002) showed that the Atlantic interannual SST
variability is dominated by a quasi-decadal mode that is characterized by
latitudinal bands of alternating polarities that extend from the tropics to
the North Atlantic. The associated atmospheric pattern is similar to the
North Atlantic Oscillation (NAO). Finally, Terray et al. (2002) stated
that at near-decadal timescales, there is a strong evidence of a slow prop-
agation of the SST anomalies along the North Atlantic Current (NAC) at
the boundary of the subtropical and subpolar gyres.

1.3 Time series analysis techniques

Every temporal evolution of any meteorological variable may be recorded
as a time series. However, it is almost impossible to obtain any partic-
ularised information without any transformation of this primordial raw
form of the datasets. The choice of the analysis technique always depends
on the purposes of the studies. The aim of this paper is to analyze world-
wide datasets in the sense of oscillations and periodicities. Hence this sec-
tion focuses on several frequency analyses.

1.3.1 Fourier transformation

The most quoted, well-known and often used frequency analysis method
is the Fourier transformation (FT). It was developed in 1822 by the French
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mathematician Jean Baptiste Joseph Fourier. He discovered that any peri-
odic function can be expressed as an infinite sum of periodic complex ex-
ponential functions. Afterwards, the original algorithm was generalized
also for non-periodic functions and then for periodic and non-periodic dis-
crete time signals (Polikar, 1994). The Fourier transformation X(f) of
a time series x(t) is defined as follows:

x(t) =

∞∫

−∞

X(f) e2πift df (1.1)

X(f) =

∞∫

−∞

x(t) e−2πift dt (1.2)

This transformation is discussed in details in, e.g., von Storch et al.
(1999) or Buttkus (2000). To understand why the transform is not suit-
able for every type of time series, it is important to take into account the
way it transforms the original signal. It is apparent that FT decomposes
the signal x(t) into complex exponential functions of different frequencies
f . Thereafter the result is integrated across all times so that the final prod-
uct does not contain any information about the time domain. Figure 1.3
shows an example of a stationary and non-stationary signal that should
represent, say, some temperature series for the time period of 1951–2000.
These signals are composed of five different frequencies that are enumer-
ated with the corresponding periods in table 1.1. In the first series (sta-
tionary) every frequency may be detected in every time, in the second
series (non-stationary) individual frequencies occur only in some parts of
the signal. Fourier transformations of these signals are presented in figure
1.4. The particular graphs in figure 1.4 are nearly the same. This fact il-
lustrates the inability of the Fourier transform to produce any information
about the time domain; therefore it is impossible to distinguish between
stationary and a non-stationary signals which are composed of the same
periodicities.

1.3.2 Short time Fourier transformation

There are several ways of modifying the Fourier transformation so that it
is more suitable for studying non-stationary processes. The basic idea is
to split the original signal into shorter parts which are studied separately.
The width of those particular series must then be equal to the segment of
the signal where its stationarity is valid. To divide the signal, a window
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Frequency Period

2 0.5

1 1

0.5 2

0.2 5

0.09 11

Table 1.1: The frequencies and the periods encountered in tested signals

Figure 1.3: The values of the stationary (top) and the non-stationary (bottom)
signal plotted against time

function is often used. An example of such an approach is represented by
the short time Fourier transformation which is defined as follows:

STFT
(ω)
X (t′, f) =

∫

t

[x(t) ω∗(t− t′)] e−2πift dt, (1.3)

where the window function ω is chosen to split the series. This analysis
may be also called the windowed Fourier transformation or (with some
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Figure 1.4: The magnitudes of the Fourier transformations of the stationary (top)
and non-stationary (bottom) signal displayed in figure 1.3 plotted against the

frequency

modifications) the Gabor transformation. Problems connected with this
subject are discussed in detail in Polikar (1994) or in Pišoft (2002)

Nevertheless, the STFT is constrained by the resolution concerns im-
posed by the Heisenberg Uncertainty Principle. There is a trade-off be-
tween the temporal resolution and the spectral resolution. It is possible
to gain a better time resolution by making the window function narrower
but that implies worse frequency resolution and vice versa (Kijewski et
al., 2003). The problems arise from the fact that the STFT has the same
resolution at all frequencies.

This means that the optimal time–frequency analysis would be an anal-
ysis with a resolution varying with frequency, effectively optimizing the
Heisenberg Uncertainty Principle at all frequencies. Such an analysis is
represented by the 1D continuous wavelet transform (CWT) which is de-
scribed in the next section.
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1.4 1D continuous wavelet transform

The problems with the analysis of non-stationary series were discussed
in the previous sections. We have indicated that an ordinary transform
(like the Fourier transformation) cannot distinguish between stationary
and non-stationary signals in case that they are composed of the same fre-
quencies. To study these types of series, it is possible to use the short time
Fourier transformation. It is, however, only a partial solution because one
encounters momentous problems with the results resolution in time or fre-
quencies. On the other hand, we may apply the 1D continuous wavelet
transform (CWT).

Wavelet transform is relatively new method of studying non-stationary
signals.. The analysis combines older ideas with new mathematical results
and efficient computational algorithms (Percival et al., 2000). It is a
strong mathematical tool to transform a signal in the time domain to the
time and frequency domain. Unlike STFT, the wavelet transform separates
the analyzed series into different frequency components and then studies
each component with a resolution matched to its scale (Pišoft, 2002).

1.4.1 A wavelet

The basis of the CWT is a wavelet – a function waving above and below
the x-axis. It is a function similar to the STFT window function that is
used to split the studied signal but now the window width is changed. A
wavelet function ψ(t) has to satisfy several basic conditions, such that the
integral of the wavelet has to be zero and the square of the wavelet inte-
grates to unity. The next condition, called admissibility condition, requires
the square modulus of the wavelet’s continuous Fourier transform Ψ(ω) to
decay faster than 1

ω
as x −→ ±∞ and it allows the reconstruction of a sig-

nal x(t) from its continuous wavelet transform (Percival et al., 2000).
The particular conditions are defined as follows:

ψ ∈ L1(R) ∩ L2(R) (1.4)

∞∫

−∞

ψ(t) dt = 0 (1.5)

∞∫

−∞

ψ2(t) dt = 1 (1.6)
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0 <

∞∫

−∞

| Ψ(ω) |2
ω

dω <∞, (1.7)

where

Ψ(ω) =

∞∫

−∞

ψ(t)e−2πift dt (1.8)

The conditions are also discussed in, e.g., Percival (2002).
All the wavelets depend on mother wavelets – the prototypes that gen-

erate the other window functions (the daughter wavelets). Family of the
generated wavelets is formed by the scale (contraction and dilation) λ and
the translation τ . An individual wavelet ψ(t) can be defined by:

ψτ,λ(t) =
1√
| λ |

ψ

(
t− τ
λ

)
(1.9)

Figure 1.5 shows the often used mother wavelets and table 1.2 presents
their definitions. Meanings of the symbols used in table 1.2 are as follows:
ω0 stands for frequency, C is a constant (Morlet), m stands for order (Paul)
or derivate (DOG) and H(ω) is the Heaviside step function (Torrence
et al., 1998).

DOG (−1)m+1
q

Γ(m+ 1
2)

dm

dtm
e−

t2

2

Paul 2mimm!√
π(2m)!

(1− it)−(m+1)

Morlet Ce−iω0t

(
e−

t2

2 −
√

2e−
ω2

0
4 e−t

2

)

Table 1.2: The three often used wavelet basic functions (Torrence et al.,
1998)

1.4.2 Continuous wavelet transform

The continuous wavelet transform of a time series x(t) is defined as a con-
volution of the series and the wavelet:

W ψ
x (τ, λ) =

1√
| λ |

∞∫

−∞

x(t)ψ∗
(
t− τ
λ

)
dt, (1.10)
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Figure 1.5: Values of the real (solid) and imaginary (dashed) parts of the mother
wavelets in the time domain, meanings of particular symbols are explained in

related text

where λ is the scale that plays the role of the frequency parameter and τ is
the translation – an indicator of the region over which ψτ,λ(t) is spatially
localized.

There are several ways how to handle the CWT outcomes. We may
use use real <{W ψ

x (τ, λ)} or imaginary ={W ψ
x (τ, λ)} (in case of a com-

plex wavelet function) parts of the wavelet transform and also phase
tan−1[={W ψ

x (τ, λ)}/<{W ψ
x (τ, λ)}] or amplitude | W ψ

x (τ, λ) | (Torrence
et al., 1998). However the most used and quoted form is the wavelet
power spectrum (WPS) defined as | W ψ

x (τ, λ) |2 and the global wavelet
spectrum (GWS) defined as an integration of the wavelet power across
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Figure 1.6: The wavelet power spectrum of the stationary (top) and non-
stationary (bottom) signal – see figure 1.3

all times. Understanding the wavelet power spectrum is the key to the
pseudo-2D wavelet transform and it is discussed in detail at the beginning
of the next chapter.

Examples

Figure 1.6 presents the continuous wavelet transforms of the same signals
that were used for the FT capabilities illustration (see figures 1.3 and 1.4).
Morlet wavelet with ω0 equal to 6 was chosen as the mother wavelet. It
is obvious that now we are able to detect the frequencies (or periods) and
also to identify the time period of their occurrence. The gridded region of
the plots represents the cone of influence (COI). It is a region of the wavelet
spectrum, where the edge effects (resulting from the series finite length)
become important. Results inside these regions should not be taken into
account.



Climate Variability and Analysis Techniques 20

Reconstruction

The continuous wavelet transform is a reversible transform that preserves
all the information in x(t). If the signal, in addition to the admissibility
condition for the mother wavelet, satisfies

∞∫

−∞

x2(t) dt <∞, (1.11)

we can recover the signal from its CWT via (Percival et al., 2000):

x(t) = W
′ψ
x (τ, λ) =

1

Cψ

∞∫

0



∞∫

−∞

W (λ, τ)
1√
λ
ψ

(
t− τ
λ

)
dτ


 dλ
λ2

(1.12)

where

Cψ =

∞∫

0

| Ψ(ω) |2
ω

dω (1.13)

On the other hand, this can be also used to reconstruct only a part of the
original signal – a part that is composed of only specific frequencies. Con-
sequently, we are able to reduce the series noise and thus detect occurring
trends (Pǐsoft, 2002).



Chapter 2

Pseudo-2D Wavelet Transform
Fundamentals

2.1 Wavelet power spectrum

The previous section introduced the ground of the one-dimensional con-
tinuous wavelet transform. It is a time-frequency analysis that is able to
expose hidden periodicities and also to identify the time period of their
occurrence. However, the achieved results may describe the properties of
only one time series. It means that in most cases we are able to characterize
only one geographical point. Nevertheless, for large regions it is necessary
to choose a method that purveys information describing the whole region.

One of the possible ways to handle this problem is to analyze datasets
defined in a geographical grid by repeating the one-dimensional contin-
uous wavelet transform of particular time series. That is also the basis
of the pseudo-2D wavelet transform (p2D WT): the first step is to apply
the 1D CWT and the second step is to analyze the outcome. The second
step is very important, because the whole procedure produces a enormous
amount of five-dimensional results and it is essential to pick up the rele-
vant information. Even though it seems to be quite simple, this algorithm
causes many difficulties and practical troubles during computation and
the following interpretation. To comprehend the problems it is essential to
understand what actually is the product of the applied one-dimensional
wavelet transform.

One-dimensional CWT may give many different results. The most
used and frequently quoted is probably the wavelet power spectrum in-
troduced in the previous chapter. The power spectrum is simply a graph
that shows the occurrence of detected frequencies in different time peri-

21
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ods. But as a practical result, the power spectrum may be also considered
merely as a matrix of numbers. All the wavelet power spectra used and
presented in this study have the same composition in the sense that the x-
axis describes the time evolution and the y-axis represents periods. After-
wards, individual columns represent frequency spectra for specific times
and rows represent temporal development of specific periods. Realization
of this conception is cardinal for understanding the way the pseudo-2D
wavelet transform works. Figure 2.1 shows how this procedure can be vi-
sualized – it illustrates the decomposition of a WPS into two graphs, the
first describing frequency characteristics at an exact time and the second
showing how a given periodicity evolved throughout measurement. In
this particular case, a non-stationary signal was analyzed. The lower (left-
hand) line graph then represents frequencies occurring in the middle of

Figure 2.1: Wavelet power spectrum as a matrix decomposed into a frequency
spectrum (left-hand line graph) and into a time evolution graph (right-hand line

graph)

the series. And the upper (right-hand) line graph presents the temporal
evolution of periods around four years. In fact, figure 2.1 illustrates the
way the wavelet spectrum can be reduced by one dimension and how one
can select certain information from many results. The next sections show
why this is important for the pseudo-2D wavelet transform.
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2.2 Pseudo-2D wavelet transform

To describe periodicity patterns over large geographical regions, it is im-
portant to choose datasets properly defined in a grid over the analyzed
area. The datasets used in this study are described at the beginning of the
next chapter. For now, let us imagine that the region of our interest is de-
lineated by a set of time series specified in a geographical grid. This is gen-
erally outlined in figure 2.2. There is also shown a temporal slice (a slice
that produces a picture of the dataset state at a given time) in the figure.
These and similar slices are very helpful in visualization of the product of
the pseudo-2D wavelet transform, because it is actually another method of
reducing the dimension of the results and hence making the interpretation
easier. The other slice are discussed in the next sections of this chapter.

Figure 2.2: Set of time series and a temporal slice

Figure 2.2 illustrates typical climatological datasets and as we have al-
ready mentioned – one of the possibilities to analyze this is by applying
the one-dimensional continuous wavelet transform on every series in the
grid. This is shown in figure 2.3. Nonetheless, such a procedure produces
an enormous amount of results and these results can be considered to be
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up to five-dimensional data. The extents of the particular results are the
following:

• geographical location (position in the grid)

• time period (specific occurrence time of an analyzed feature)

• frequency range

• wavelet power amplitude

Considering the spatial position as a two-dimensional quantity the final
outcome is of five dimensions. For purpose of realization, it is necessary
to make some extents constant, to make some slices.

Figure 2.3: Multidimensional result after 1D CWT application

Because the purpose of the analysis is to obtain information about the
whole area, the first item, spatial position, should not be reduced – the
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result should describe all geographical points. However, in certain cases,
we can select only some series in order to reduce the spatial dimension.

The second item in the previous enumeration is the time period. This
rather a tricky object – to realize the results in three dimensions (and so
make the visualisation possible), one has to choose only a certain time
period. Contrary to that, the analyzed processes are rather non-stationary
and it is necessary to look at the whole measurement period. The solution
is to make a movie showing temporal evolution of the studied locations
or to pick and display characteristic time periods under the condition of
linear transition from one to another state.

The next item is the frequency range. Similarly to the time period selec-
tion, the choice of frequencies or periods range may be quite precarious.
One of the reasons is the fact that the natural periodicities are not fixed by
an exact value and therefore can be detected only in a range of periods.

The last result extent is the wavelet power amplitude of the identified
oscillations. In most cases, one does not need to take care of these char-
acteristics, because the final output should exceed some statistical signif-
icance over which all of the results are of more or less the same weight.
The amplitude may be important in cases of studying certain distinct peri-
ods, such as annual cycles. All these objects and problems connected with
them are discussed in the following sections.

2.2.1 Wavelet power spectra alteration

The pseudo-2D wavelet transform produces a great amount of results and
one has to choose an algorithm that is capable of identifying any relevant
information. However this can be affected already during the computa-
tion of the 1D wavelet transform. In particular cases, it is even necessary
to adjust the wavelet spectra before further processing so that the p2D WT
outcomes are unambiguous. This is illustrated in figure 2.1. The lower
(left-hand) line graph illustrates oscillations occurring in the analyzed sig-
nal. It is apparent that the detected periods are the same periods that are
listed in table 1.1. However, let us pay attention to the upper (right-hand)
line graph on figure 2.1 – it represents a temporal evolution of the periods
range of about four years. In the first half of the signal, we have identified
a local maximum and so one could deduce that an oscillation with a pe-
riod of four years has occurred there. Nevertheless, this result is at least
inaccurate.
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Figure 2.4: Cleaned wavelet power spectrum as a matrix decomposed into a fre-
quency spectrum (left-hand line graph) and into a time evolution graph (right-hand

line graph)

To avoid such an obstacle, we have to count on local frequency maxima
only – this is shown in figure 2.4. This figure shows the wavelet power
spectrum after being cleaned out. It is the same wavelet spectrum as in
figure 2.1, but now only local frequency maxima were chosen. This is
clearly illustrated by the line graphs – they present the same features as in
the first case, but now the problems with detecting unrealistic frequencies
are omitted (the period of 4 years has not been detected now at all).

On the other hand, this procedure faces problems with the choice of the
proper range of periods around the detected local maximum. It is because
of the fact that the analyzed processes are neither stationary nor appointed
by exact and unvarying values. In practice, this can be tuned only during
the computation itself, because it always depends on the analysis purpose
and naturally on the type of the datasets. The values used in this study are
described in the next chapter.

2.2.2 Choice of the frequency range

Troubles quite similar to those in the previous paragraph have to be solved
in the next step of computation of the pseudo-2D wavelet transform. It has
been already mentioned that it is necessary to make some slices after the
1D CWT is applied. The first outcomes are five-dimensional and we have
to choose specific constant values of, e.g., periods to reduce the number
of dimensions. Selecting only a single value, though, would yield inex-



Pseudo-2D Wavelet Transform Fundamentals 27

act results. For example, a study focused on a five-years cycle would be
possibly incorrect if it analyzed only periods of 5.00 years. In this case
we also have to choose a certain range of values to be studied. And it is
surely even more difficult than the selection of the range around the lo-
cal maxima, because this choice directly influences the final results and
also the interpretation. Moreover, the choice is strongly connected to the
type of processes, the type of variables we are interested in and also to
the geographical region over which the datasets are being analyzed. This
is mostly solved only during the computation. In general, there may be
only recommendations rather then rules. The following enumeration is an
example of such recommendations.

• Individual ranges of periods should overlap each other to catch ev-
ery value.

• Interpretation of a period range should always include results of the
neighbouring ranges.

• In case of unclear results the procedure should be computed again
with other ranges of periods.

In practice, the whole procedure starts with choosing the time period dur-
ing which the frequency ranges should be analyzed. For example, we are

Figure 2.5: An averaging the selected range of periods (Γp range – see section
2.3.1)
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interested in processes in the middle of the measurement period. There-
fore, after the computation of the 1D CWT of every time series, we select
the central column of each wavelet spectra matrix and put it back into the
geographical grid. Every series in the grid then represents a frequency
spectra taken in the middle of every original time series. The next step
is to select several surfaces according to the periods ranges and for each
range to make an average of all selected slices. This is shown in figure 2.5.
For a range of periods Γp (see section 2.3.1), there are several slices selected
and they are subsequently averaged into one result.

2.2.3 Time period selection

In case we are interested in only a specific range of periods and its tem-
poral development, the procedure of the pseudo-2D wavelet transform is
slightly different. Primarily, one has to select the period range. Problems
connected with this topic are discussed in the previous paragraph. After
that, contrary to selecting the frequency range, we pick up the relevant
row in the wavelet power spectra (relevant to the time period). The fol-
lowing process is the same as in the previous case – the selected row is put
back into the geographical grid ensued by making needful slices. In this
case every series in the grid represents time evolution of the chosen period
range.

2.2.4 WPS amplitude and geographical location

We have already indicated that the geographical location as well as the
amplitude of the wavelet power are rather minor subjects in the theory of
the pseudo-2D wavelet transform. However, in specific cases it would be
interesting to choose only particular time series or to have a knowledge
about regions with relatively more distinct periods.

Selecting only special geographical region does not influence the pro-
cedure itself, but it should be included in the final interpretation. The
dimensions of the datasets, after the application of the 1D CWT, may nat-
urally be reduced also by making geographical slices – on the other hand
such results provide only limited information which can be useful, e.g., for
some statistical purposes. In general the procedure in this case is the same
as in the previous cases, only now the grid is not exactly over a geograph-
ical place, but it may describe, e.g., frequencies or time.

Because the final results should fulfil certain statistical criteria, it is
mostly not contributive to study the wavelet power amplitudes in detail.
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Figure 2.6: Sorting annual cycle – poor amplitude resolution (top), contoured
(middle) and filled (bottom) areas

Nevertheless, in the case of striking periods such as an annual cycle, it
would be interesting to know the cycle amplitude distribution. Figure 2.6
illustrates the way this can be accomplished. The selection of the right sets
of the contouring boundaries here may help to identify either the regions
where the annual cycle is not identified at all, or the regions where it is re-
markable much more than anywhere else, or the transition between these
limit values.

2.2.5 Finding interesting geographical regions

By examining worldwide data sets, the pseudo-2D wavelet transform pro-
duces many different results and it is not easy to find the relevant and im-
portant information. That is because of the fact that it is possible to find
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an enormous number of periodicities in the global data sets, but only sev-
eral of them occur in a significant period of time. One of the practicable
approaches is to pre-examine the computed WPS to find the longest con-
tinuous parts of particular range of periods.

Latitude Longitude 1.3-2.2 years · · · 11.3-12.0 years

50◦05’27” N 14◦25’09” W X · · · X

29◦09’35” S 16◦41’44” E X · · · -
...

...
...

...
...

33◦26’07” N 14◦69’42” E - · · · X

Table 2.1: Example of the table of periods occurring in 30 years at least (the
symbol X stands for the occurrence, the symbol − for the non-occurrence)

Figure 2.7: Identifying geographical regions with long-lasting periods

In practice, this means that the respective rows in the wavelet power
matrix are averaged to a single series which is subsequently examined in
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order to find the continuous parts. The results may be simply written
down in a table and displayed in a graph. Then it is possible to identify
geographical regions where a specific period have occurred for, e.g., 30
years at least. Table 2.1 and figure 2.7 illustrate the described procedures.

2.3 Mathematical description

Continuous wavelet transform is defined by the equation 1.10. Analyzing
a discrete signal, however, requires also a discretation of the CWT def-
inition. Similar problem is discussed and solved in Torrence et al.
(1998). In this renowned paper, the continuous wavelet transform of a
real series xn with equal time spacing δt and n = 0...N − 1 is defined as
follows:

Wn(λ) =

N−1∑

n′=0

xn′ψ
∗
[

(n′ − n)δt

λ

]
(2.1)

This equation can be further modified by expressing the convolution by
the Fourier transforms to the following form:

Wn(λ) =

N−1∑

k=0

x̂kψ̂
∗(λωk)e

iωknδt, (2.2)

where the angular frequency ωk is defined as

ωk =





2πk
Nδt

; k ≤ N
2

− 2πk
Nδt

; k < N
2
,

(2.3)

x̂k represents the discrete Fourier transform of xn:

x̂k =
1

N

N−1∑

n=0

xne
−2πikn/N (2.4)

k = 0...N − 1 is the frequency index and ψ̂ is the Fourier transform of the
wavelet function. The wavelet power spectrum is then simply defined as
|Wn(λ)|2. This expression may be normalized – for example, normalization
by 1/σ2, where σ is the variance, gives a measure of the power relative to
the white noise (Torrence et al., 1998).

To describe the pseudo-2D wavelet transform in mathematical terms,
let us formally express the computed wavelet spectrum as W ϑ

τ xk,l, where
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xk,l represents a time series which is being studied (a time series from a
geographical point at k degrees latitude and l degrees longitude), ϑ is the
period index and τ is the time index. In other words, ϑ represents rows
and τ represents columns in the wavelet power spectra matrix and k, l in-
dicates from which location the original time series comes from. If k and
l are constants, W ϑ

τ xk,l is the common WPS. But in general, W ϑ
τ xk,l rep-

resents a five-dimensional object – a group of geographically distributed
WPSs.

2.3.1 Wavelet power spectra alteration II

To express the already discussed search for the local maxima in more pre-
cise terms, let us use the previously defined objectW ϑ

τ xk,l. For this purpose
let the location variables l and k be constants. The object then becomes an
ordinary wavelet power spectra W ϑ

τ x which is only expressed in an un-
usual way. Let us also define a set of pairs Γp that determines the periods
ranges and where p = 0...M is the number of the ranges. The ranges and
their meaning are discussed in the previous paragraphs. In general, they
define the boundaries of the periods that are studied instead of an analysis
of specific values of periods. An example of such a variable is presented
in table 2.2.

Γ variable index Initial boundary Γp0 Ending boundary Γp1

Γ1 0.35 0.7

Γ2 0.6 0.9
...

...
...

ΓM 15.6 16.1

Table 2.2: Example of the Γ variable – definition of the period ranges

Let us define a local maximum vicinity η > 0, which is also discussed
in the previous paragraphs, and variables Θp and Θpi which represent the
local maxima and relevant period index:

Θp = max(W Γp
τ x) (2.5)

under the condition that

max(W Γp
τ x) 6= Γp0 ∧ max(W Γp

τ x) 6= Γp1 (2.6)
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The relevant period index Θpi can be then expressed as the index of the
frequency where the local maximum is identified:

Θpi = ϑ ←→ W ϑ
τ x = max(W Γp

τ x) (2.7)

After that the cleaned out spectra W ′ϑ
τ x is defined as follows:

∀p, ∀τ, W
′ϑ
τ x =





W
Θpi−η, Θpi+η
τ x ; Θp ∈ Γp

0 ; Θp /∈ Γp

(2.8)

To describe application of this algorithm on the entire datasets, we would
just use ∀k, ∀l; W ′ϑ

τ xk,l (instead of W ′ϑ
τ x).

2.3.2 Searching for the continuity

An analysis of the worldwide datasets may identify a very large spectrum
of oscillations. On the other hand, only distinct periodicities last for a
significant time period. Possible solution of this problem is mentioned in
the previous paragraph. It is based on an algorithm that searches the WPS
for the continuous regions and which can be also formally expressed using
the previously defined object W ′ϑ

τ xk,l.
Firstly, let us define a continuous region in the pseudo-2D wavelet

transform context: it is simply a part of the analyzed series that does not
contain any zeroes. This idea is based on the fact that the studied WPS af-
ter the cleaning procedure should contain either zeroes or relevant values.
Ergo, the continuous region of a series x is defined as follows:

Ξx
m,n = [x(m), x(n)] ; 0 /∈ [x(m), x(n)] (2.9)

In order to examine a wavelet power spectrum, this procedure is applied
on every row of the WPS matrix (period index ϑ). Using the set of period
ranges Γp defined before, this can be expressed as:

∀p, ∀τ, ΞΓp
m,n = W

′Γp
τ x ; 0 /∈ W ′Γp

m,n (2.10)

After that it is necessary to apply a condition that every result is equal to
zero if m − n < T , where T is the time period for which the oscillations
should last (at least). In other words: only the results which describe peri-
ods that occurred longer than the time T are counted.
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2.3.3 The slices

Having defined the object W ′ϑ
τ xk,l, it is quite simple to express various

types of the slices discussed before. In this context, a slice presents just a
constant value of some of the indices ϑ, τ, k and l. For example, a variable
defined as:

ΥΓp = W
′Γp
τ xk,l ; Γp = [9.9, 10.8] (2.11)

would illustrates a temporal evolution of the geographical regions around
the whole world where the periodicity of 9.9-10.8 years was distinct. An-
other type of slice is the time slice. Using W ′ϑ

τ xk,l, a summary of occurring
periods and relevant geographical regions at a specific date period D may
be easily acquired by

Υτ = W
′Γp
τ xk,l ; τ = D (2.12)



Chapter 3

Practical Application and
Results

The basics of the pseudo-2D wavelet transform were introduced in the
previous chapter. It has been shown that the procedure starts with an
application of the 1D wavelet transform on time series defined in a geo-
graphical grid. To analyze global frequency patterns in this study we have
used datasets from the NCEP/NCAR reanalyses. These are described in
the next section; the subsequent sections introduce the application of the
pseudo-2D wavelet transform on them.

3.1 Datasets – NCEP/NCAR reanalysis

The reanalysis datasets have been created in cooperation between the
National Centers for Environmental Prediction (NCEP) and the National
Center for Atmospheric Research (NCAR). The product includes more
than 50 years of global analyses of various atmospheric fields. The whole
reanalysis process is based on the recovery of land surface, ship, aircraft,
satellite, and other data whose quality was subsequently controlled. Af-
ter that, the data were assimilated with a data-assimilation system kept
unchanged over the reanalysis period (Kistler et al., 2001). The
data-assimilation system includes the NCEP spectral model with 28 sigma
vertical levels and a triangular truncation of 62 waves, equivalent to
about 210-km horizontal resolution. The system is described in details
in Kalnay et al. (1996).

The most often used reanalysis product are likely the gridded vari-
ables. They are divided into three classes (Kalnay et al., 1996):
• type A variables including upper air temperatures, rotational wind

and geopotential height

35



Practical Application and Results 36

• type B variables including moisture variables, divergent wind and
surface parameters

• type C variables including surface fluxes, heating rates and precipi-
tation

The most reliable variables are those of type A because they are generally
strongly influenced by the available observations (Kistler et al., 2001).
The type B variables are influenced by the model and observations and
are therefore less reliable. The last type of variables, type C, should be
used with caution because the variables are completely determined by the
model.

Figure 3.1: Geographical grid 2.5◦ × 2.5◦

In this paper, we study two variables of type A: the geopotential
heights field and temperature field at 500 hPa. The datasets have been
analyzed in the form of monthly means for the time period of 1951-2000.
The geographical grid, over which the datasets are defined, is described in
table 3.1 and shown in figure 3.1.

3.2 Initial settings

We have primarily applied the 1D continuous wavelet transform defined
by the equation 1.10 on the NCEP/NCAR time series describing tempera-
ture and geopotential heights fields at 500 hPa. As a mother wavelet, the
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Longitude 0◦E to 357.5◦E 144 points avg. res. 2.5◦

Latitude -90◦N to 90◦N 73 points avg. res. 2.5◦

Table 3.1: Properties of the used NCEP/NCAR geographical grid

Morlet mother wavelet (defined in the table 1.2) has been used with pa-
rameter ω0 equal to 6. After that, the procedure which searches the WPS
for the local frequency maxima (equation 2.8) was applied. The local max-
ima vicinity η was chosen equal to 0.2 of a year.

We have computed 90% confidence levels (according to Torrence et
al. (1998)) for the wavelet power spectra of time series with removed
averaged annual cycle (averaged cycle for 1951–2000). Thereafter those
levels were applied on the results acquired after the cleaning procedure.
The idea is based on the fact that the annual cycle is much more distinct
then any other periodicity, however there may be another interesting os-
cillation that is not governed by the extraterestrial forces and that is not so
pronounced. Besides that, removing the averaged annual cycle does not
eliminate the annual periodicity from the series at all so that it is still de-
tected. Moreover, only results that were outside the cone of influence (see
the section 1.4.2) were picked out for futher computation of the pseudo-2D
wavelet transform.

For the next steps of the computational procedure it is also necessary to
set the period ranges Γp. Particular ranges used in this paper are described
in table 3.2. The table defines 36 different ranges and notation used there
is as follows: Γp is the Γ variable index, Γp0 is the initial boundary and Γp1

is the ending boundary. Both boundaries are expressed in years.

3.3 Pseudo-2D wavelet transform of the

NCEP/NCAR reanalysis

The results of the application of the pseudo-2D wavelet transform of
the NCEP/NCAR reanalysis datasets may be divided into two main
categories and several other subcategories. Primarily, the results were
searched for the period that lasted for a specific time T at least (all of
the Γp ranges have been analyzed). Then the datasets were studied for
the temporal evolution of particular Γp ranges. Analysis of the firstly ac-
quired results, however, led to a modification of the initial settings and
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Γp Γp0 Γp1 Γp Γp0 Γp1

Γ1 0.10 0.70 Γ19 9.15 10.15

Γ2 0.60 1.34 Γ20 9.65 10.65

Γ3 1.15 2.15 Γ21 10.15 11.15

Γ4 1.65 2.65 Γ22 10.65 11.65

Γ5 2.15 3.15 Γ23 11.15 12.15

Γ6 2.65 3.65 Γ24 11.65 12.65

Γ7 3.15 4.15 Γ25 12.15 13.15

Γ8 3.65 4.65 Γ26 12.65 13.65

Γ9 4.15 5.15 Γ27 13.15 14.15

Γ10 4.65 5.65 Γ28 13.65 14.65

Γ11 5.15 6.15 Γ29 14.15 15.15

Γ12 5.65 6.65 Γ30 14.65 15.65

Γ13 6.15 7.15 Γ31 15.15 16.15

Γ14 6.65 7.65 Γ32 15.65 16.65

Γ15 7.15 8.15 Γ33 16.15 17.15

Γ16 7.65 8.65 Γ34 16.65 17.65

Γ17 8.15 9.15 Γ35 17.15 18.15

Γ18 8.65 9.65 Γ36 17.65 18.65

Table 3.2: Definition of the period ranges Γp (all values are expressed in years)

hence to the repetition procedure. The following paragraphs describe the
geographical regions of the long-lasting oscillations, the temporal evolu-
tion of individual period ranges and, also, they characterize remarkable
geographical locations.

In this study, considering the length of the analyzed time period, some
results (particularly the analysis of the oscillations belonging to the higher
Γp ranges) proved to be insignificant and they are neither discussed nor
shown. For that reason, the range of the analyzed datasets is always de-
scribed at the beginning of the following sections.

The pseudo-2D wavelet transform produced a great number of results
and only the most striking are shown in this chapter and also in the Ap-
pendix A. Figures of all results are included in the AppendixB – the at-
tached CD.
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3.3.1 The wavelet power

To express the difference between more or less striking geographical re-
gions, we have used a colored scale of the wavelet power in the contoured
graphs. The colored scale is always printed under the figures. The wavelet
power is defined in the subsection Continuous wavelet transform of the sec-
tion 1.4.1. However, the scale itself cannot be used for a mutual compari-
son, because it is not standardized for a specific number of studied events
or for any special features.

The scale of the wavelet power has not been standardized for several
reasons. In general, the reasons lie in the number of the cases, the complex-
ity of the computing routines and the structure of the final results. The
outcomes (in most cases) are represented by contoured plots describing
the whole world within specific ranges of frequencies at particular time
periods. This means that it is necessary to select only a limited group of
values within every computed wavelet power spectrum to be plotted over
the geographical grid. Subsequently, these values should be compared
with each other to find an average according to which the particular val-
ues are going to be normalized. However, to compare the markedness of
different period ranges, this should be done for every computed range.

This means that it would be necessary to mutually compare every
achieved value of the computed wavelet power spectra and also all com-
binations of them in the selected ranges of periods. We have, in fact, com-
puted the wavelet transform of time series defined in 10512 grid points;
the resulted power spectra are composed of 600 columns (600 months)
and 791 rows (791 specific periods). To find a normalized value or an uni-
versal computing algorithm we would have to then create a 3D matrix
compounded of 1052×600×(791+N) complex values, where N stands for
the number of the ranges Γp. That would require to investigate more then
5·109 complex values. Moreover, this procedure should reflect that over
majority of the studied locations the annual cycle is x-times more distinct
than any other oscillation. So counting the cycle in would result in an
impaired possibility of identifying other periods.

The conclusion is that the colored scale represents only a relative
strength of the interesting regions. So the particular figures cannot be com-
pared to each other only on the grounds of the scale. Individual locations
then illustrate the relatively more or less striking regions of the wavelet
power.
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3.3.2 Regions of long-lasting oscillations

The problems with an enormous number of results were described in the
previous chapter. One way of solving this discrepancy is to pre-examine
the datasets in order to find regions of long-lasting oscillations. Equation
2.10 defines this procedure in more precise terms and figure 2.7 shows the
algorithm outcomes. This pre-examining procedure has also been applied
in this study. The specific time for which the identified oscillations should
last at least was firstly set to 10 years, then to 15, and in the last case to 20
years.

The results are shown in figures A.1-A.9 for the temperature field at 500
hPa and in figures A.10-A.18 for the geopotential heights field included
in the Appendix A. The figures represent the geographical regions where
different oscillations have been detected for the specific time T at least.
Under these graphs there are also presented the colored scales describing
used range of the wavelet power which is discussed in the section 3.3.1.

The datasets have been analyzed for the period ranges (listed in table
3.2) Γ1-Γ24. The most regions have been naturally detected for shorter pe-
riod ranges Γp using the shortest time interval T equal to 10 years. The
procedure using T equal to 15 and 20 years has identified markedly fewer
regions. That is partly caused by the length of the studied time series and
the previously discussed cone of influence.

Not surprisingly the most pronounced regions are the regions of the
annual cycle (Γ2 range). The second most marked oscillations are the pe-
riods in the Γ1 range – semi-annual cycle. The findings are valid for the
temperature field as well as for the geopotential heights field. The differ-

Γ′p Γ′p0 Γ′p1 Γ′p Γ′p0 Γ′p1

Γ′1 1.15 3.15 Γ′6 9.15 11.15

Γ′2 2.15 7.65 Γ′7 11.15 13.15

Γ′3 2.65 4.65 Γ′8 11.15 16.65

Γ′4 5.15 7.15 Γ′9 12.65 14.65

Γ′5 7.15 9.15 Γ′10 15.15 18.65

Table 3.3: Definition of the new period ranges Γ′p (all values are expressed in
years)

ences between the variables are in the geographical distribution of these
cycles (see the next paragraphs for details).
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None of the other period ranges is especially distinct in itself. On the
other hand, e.g., the geographical locations of the period ranges Γ6-Γ8 and
Γ19-Γ21 cover remarkably vast areas around the equator. Ergo, in accor-
dance with the recommendations discussed in the section 2.2.2, we have
set new ranges Γ′p that are listed in table 3.3. The results of the analysis
with the new set of ranges are presented in figures A.3, A.6 and A.9 for the
temperature field and in figures A.12, A.15 and A.18 for the geopotential
heights field.

3.3.3 Temporal evolution of the Γp ranges

The analysis of the locations, where particular oscillations lasted for the
specific time T at least, points to several interesting geographical areas.
On the other hand, even those regions of the long-lasting periodicities
have evolved in some way. And it would be contributive to study the
development of the geographical locations in time.

To analyze the time evolution of the regions, we have applied the time
slices discussed in the sections 2.2.2 and 2.3.3 and defined by the equation
2.12. The specific date D was at first chosen as equal to October 1969, then
to January 1976 and finally to April 1983. Those values were selected as
a compromise between the intention to study the temporal development
and the range of the wavelet power spectra values given by the cone of
influence (see the section 1.4.2).

The outcomes are shown in figures A.19-A.24 for the temperature field
and in figures A.25-A.30 for the geopotential heights field included in the
Appendix A. These graphs are followed by the colored scale of the used
range of the wavelet power. The scale is of only a descriptive significance
for the same reasons which are mentioned in the section 3.3.1 and which
arise from the enormous amount of the results (and consequently from the
impossibility to standardize them).

In the previous section we have discussed that the pre-examination
of the datasets identified several distinct and stable oscillations. The an-
nual cycle and the semi-annual periodicity are the most striking among
them. The analysis also showed that there are other oscillations belong-
ing to several period ranges that cover remarkable areas. This lead to the
modification of the period ranges Γp and to the definition of new ranges
Γ′p (which are listed in table 3.3). The results of the analysis of those new
ranges are presented in figures A.24 (the temperature field) and A.30 (the
geopotential heights field). The figures describe temporal evolution only
of the ranges Γ′3 and Γ′6. The other ranges Γ′p have not been selected for the
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analysis, because the pre-examination shows that these ranges are either
insignificant by their geographical extent or they are actually included in
other ranges.

3.3.4 500 hPa geopotential heights field

The following sections introduce the analysis of the 500 hPa geopotential
heights field. The results are divided into several categories according to
the most pronounced oscillations.

Annual cycle

The most pronounced periodicity identified in the geopotential heights
field is the annual cycle (period range Γ2). It is the only oscillation that has
been detected also in the case of T equal to 30 years. The second graph
in figures A.10, A.13 and A.16 illustrates the geographical distributions of
the areas where the annual cycle lasted for 10, 15 and 20 years respectively.
Figure 3.2 represents the state of the geographical regions where the cycle
was distinct in January 1976. The temporal evolution between October
1969 and April 1983 is shown by the second column of graphs in figure
A.25.

The most pronounced locations are the north-eastern of Asia and
north-eastern of North America. Whereas at most regions over the equa-
tor, the annual oscillation has not been identified at all. This geographical
distribution has not been changed during the whole analyzed time period.

Semi-annual cycle

The second most pronounced oscillations detected in the geopotential
heights field are the oscillations belonging to the Γ1 range of periods –
approximately the semi-annual cycle. The first graph in figures A.10, A.13
and A.16 shows the distribution of the geographical regions where the
semi-annual cycle lasted for 10, 15 and 20 years respectively. The struc-
ture of the geographical regions where the cycle was noticeable in April
1980 is presented in figure 3.3. Unlike the annual cycle, the geographical
distribution, as well as markedness of the regions where this cycle was
striking has altered. This is illustrated by the first column of graphs in
figure A.25. On the other hand, the figures showing locations of periods
lasting T years at least would help to determine regions, where this cycle
was stable. In this case, according to the first graph of figure A.16, we may
identify regions where the semi-annual cycle is marked such as: the north
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Figure 3.2: Geographical regions where oscillations in the Γ2 range were distinct
in 500 hPa geopotential heights field in January 1976 (the colored scale represents

the wavelet power)

of Siberia, Alaska, the region over Himalaya range, the region over ocean
east of Japan and the large area over Antarctica.

Modified Γ′p ranges

Analysis of the other previously defined Γp ranges lead to the definition of
the new set of ranges Γ′p which are described in table 3.3. The reasons for
this modification of the initial settings are mentioned in the setion 3.3.2.
The new set comprises ten new pairs of the period boundaries. However
only some of them proved to be remarkable.

The most interesting results of the analysis searching for the oscilla-
tions in the Γ′p ranges which lasted for the specific time T at least are for
the geopotential heights field presented in figures A.12, A.15 and A.18. The
analysis points to several interesting events at the first sight:

• oscillations belonging to the Γ′10 range have not been detected at all

• Γ′7 and Γ′9 ranges may be included in the Γ′8 range of periods
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Figure 3.3: Geographical regions where oscillations in the Γ1 range were distinct
in 500 hPa geopotential heights field in April 1980 (the colored scale represents

the wavelet power)

• considering the Γ′10 range, the Γ′8 may be interpreted within bound-
aries 11.15-15.15 y

• considering the Γ′3 range, the Γ′2 range does not show any new results

• in comparison with other figures; the analysis within Γ′1, Γ′4 and Γ′5
period ranges has not resulted in any interesting outcome

• study of the periodicities of the Γ′6 range brought quite remarkable
results

These findings lead to selection of only the Γ′3, Γ′6 and the Γ′8 period ranges
for futher analysis.

2.65-4.65 years periodicities

The second graph of figures A.12, A.15 and A.18 represents geographical
regions where the oscillations of the Γ′3 range lasted for 10, 15 and 20 years
at least. The figures show that most of the areas are of a relatively small
wavelet power, nevertheless they cover most of the world (especially the
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regions around the equator between approximately 30◦N and 30◦S). The
exception is the region between the Bellingshausen Sea and New Zealand
where a periodicity of relatively high wavelet power has been detected.
This location as well as the tropical area have been identified also in the
case of the T equal to 20 years.

The temporal evolution of the Γ′3 periods of the geopotential heights
field is illustrated by the first column of graphs on the figure A.30. The
analysis shows that:

• the tropical regions have not significantly evolved

• the region of high wavelet power has split into two regions over the
original area and over the Wilkes Land

• a new center of relatively high wavelet power has arisen south of the
Bering Sea

9.15-11.15 years periodicities

The geographical regions where the oscillations of the Γ′6 range lasted for
10, 15 and 20 years at least are presented by the fourth graph of figures
A.12, A.15 and A.18. The largest identified area is formed by a zonal belt
around the equator that is on the Eastern Hemisphere limited by latitudes
around 45◦N and 30◦S and by latitudes around 22◦N and 22◦S on the West-
ern Hemisphere. The most distinct area of relatively high wavelet power is
situated over the Arctic Ocean north of the Canada’s Arctic islands, Alaska
and Chukotka. The other (and smaller) centers of relatively higher wavelet
power are situated between the Argentine Basin and the Gough Island
(also called Diego Alvarez) in the South Atlantic Ocean, over the south
of Greenland and a small centre located over the Kerguelen Islands. The
geographical distribution of those areas is illustrated for January 1976 in
figure 3.4.

The locations temporal development is illustrated by the second col-
umn of graphs in figure A.30. The particular graphs show that the main
area around the equator has not noticeably changed. The evolution is evi-
dent in the changes of the wavelet power value of the minor centers. While
the area east of the Argentine Basin became more striking, the most strik-
ing region over the Arctic Ocean has weakened.

11.15-16.65 years periodicities

The fifth graph of figures A.12, A.15 and A.18 represents geographical re-
gions where the oscillations of the Γ′8 range lasted for 10, 15 and 20 years
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Figure 3.4: Geographical regions where oscillations in the Γ′6 range were distinct in
the 500 hPa geopotential heights field in January 1976 (the colored scale represents

the wavelet power)

at least. However, for the specific time T equal to 20 years, the study has
not found any periodicity. That is surely partly connected with the length
of the analyzed time series and with the range of the periodicities. The
most striking location is the already mentioned area between the Belling-
shausen Sea and New Zealand. The next marked region is situated south
of Australia.

Nonetheless, considering the length of the time series, these results
do not describe the period development correctly, because most of the Γ′8
range is inside the cone of influence of the primarily computed wavelet
power spectra. Therefore the figures of the results are omitted.

3.3.5 500 hPa temperature field

The next stage of the study of the NCEP/NCAR reanalyses was to ana-
lyze the 500 hPa temperature field. The following sections describe the
outcome of the analysis. In general, the results are very similar to the al-
ready discussed results of the 500 hPa geopotential heights field study.
The differences may be found in the geographical distribution of the most
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remarkable periodicities as well as in their temporal evolutions. Never-
theless, the main oscillations detected in the 500 hPa temperature field are
the same as those identified in the 500 hPa geopotential heights field.

Results of the pseudo-2D wavelet transform of the 500 hPa temperature
field are presented in figures A.1-A.9 (the analyses of the stable periods)
and by A.19-A.24 (the temporal development of selected striking period
ranges).

Annual cycle

The annual cycle (oscillations belonging to the Γ2 range) is the most dis-
tinct periodicity identified in the 500 hPa temperature field. The second

Figure 3.5: Geographical regions of distinct oscillations in the Γ2 range (annual
cycle) in the temperature field at 500 hPa lasting for 30 years at least (the colored

scale represents the wavelet power)

graph in figures A.1, A.4 and A.6 illustrates the distribution of the geo-
graphical regions where the annual cycle lasted for 10, 15 and 20 years.
The analysis was in this case done also with the specific time T equal to 30
years respectively. The result is shown in figure 3.5.

Similarly to the analysis using T equal to 10 or 20 years (and also to the
analysis of the geopotential heights field), this study shows that the oscil-



Practical Application and Results 48

lations of the Γ2 period range are quite stable. The cycle has been detected
for the whole analyzed time period over the whole world except for the
equatorial areas. The most pronounced locations are also the north-east
of Asia and north-east of North America. The differences with the geopo-
tential heights field are primarily in the shape of the belt around equator,
where no distinct periodicity has been detected. In case of the 500 hPa
temperature field the belt is in the form of a wave of wave number equal
to three. This may be distinguished from the temporal evolution between
October 1969 and April 1983 that is shown by the second column of the
graphs in figure A.19.

Semi-annual cycle

The second most remarkable period identified in the 500 hPa temperature
field is the semi-annual cycle – the oscillations belonging to the Γ1 range
of periods (listed in table 3.2). The results of the analysis searching for
the geographical areas, where this cycle lasted for 10, 15 and 20 years, are
illustrated by the first graph in figures A.1, A.4 and A.6. The most striking
regions here are the areas of the north of Siberia and Alaska and region
over Antarctica. Unlike the geopotential heights field study, this analysis
has not found any other remarkable locations.

The first column of graphs in figure A.19 shows the geographical re-
gions development between October 1969 and April 1983. It is apparent
that the marked locations have noticeably evolved. The most striking area
of high wavelet power has split several times into two separated centers
located over the north of Sibera and the north of North America. The pro-
cess is illustrated in figure 3.6 as well.

Modified Γ′p ranges

The analysis of the other Γp ranges listed in table 3.2 discovered that none
of these ranges is significantly pronounced and that they are either practi-
cally included in other ranges or they are insignificant in their geographi-
cal extent. These findings lead to the definition of the new set of ranges Γ′p
which are described in table 3.3. The results of the study searching for the
oscillations in the Γ′p ranges which lasted for the specific time T at least are
for the temperature field illustrated in figures A.3, A.6 and A.9. Similarly
to the analysis of the geopotential heights field, the results in this case also
resulted in the selection of only the Γ′3, Γ′6 and the Γ′8 period ranges for
futher analysis. The reasons for this choice are discussed in the subsection
Modified Γ′p ranges devoted to the analysis of the geopotential heights field.
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Figure 3.6: Geographical regions where oscillations in the Γ1 range were distinct
in the 500 hPa temperature field in April 1986 (the colored scale represents the

wavelet power)

2.65-4.65 years periodicities

The geographical regions where the oscillations of the Γ′3 range lasted for
10, 15 and 20 years at least are illustrated by the second graph in figures
A.3, A.6 and A.9. Despite the fact that most of the areas are of a relatively
small wavelet power, they cover most of the world (especially the regions
around the equator). These regions do not form as compact area as in
the case of the analysis of the geopotential field, however they may be
broadly delimited by the latitudes around 25◦N and 25◦S. The location of
a relatively high wavelet power is the region between the Bellingshausen
Sea and New Zealand, as well.

The regions development in time is shown in the first column of the
graphs in figure A.24. The analysis shows that:

• the zonal belt around the equator has changed its extent especially
over the Eastern Hemisphere

• two distinct centers of a relatively high wavelet power have ap-
peared several times over the region of Tuamotus and over Hawaiian
Islands
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• two other regions of relatively high wavelet power have appeared
several times south of the Tuamotus region and the other one north
of the Hawaiian Islands centre

• these regions may be delimited by a meridional belt between the
180◦W and 90◦W longitudes

• there are several other striking areas that appeared approximately
north of the 60◦N latitude

• locations of those areas altered between the areas over the north of
Europe and the regions over the north of North America and Green-
land

Some of these features are also illustrated in figure 3.7.

Figure 3.7: Geographical regions where oscillations in the Γ′3 range were distinct
in the 500 hPa temperature field in April 1983 (the colored scale represents the

wavelet power)

9.15-11.15 years periodicities

The fourth graph of figures A.3, A.6 and A.9 illustrates the geographical
regions where the oscillations of the Γ′6 range lasted for 10, 15 and 20 years
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at least. The largest identified area is mainly formed by a belt around
the equator which is approximately limited by latitudes around 22◦N and
22◦S. An exception can be found in the area between the 180◦W and 90◦W
longitudes, where the belt nearly disappears. Similarly to the analysis
of the geopotential heights field, the most distinct area of relatively high
wavelet power is situated over the Arctic Ocean north of the Alaska and
Chukotka. The other centers of relatively higher wavelet power are situ-
ated over the south of Greenland, over the region between the Argentine
Basin and the Gough Island, over the north-east of Japan, over Iran and
over the Kerguelen Islands.

The temporal development of the locations is illustrated by the second
column of graphs in figure A.24. The particular graphs mainly illustrate
weakening of the zonal belt around the equator over the Pacific Ocean
regions.

11.15-16.65 years periodicities

The geographical regions where the oscillations of the Γ′8 range lasted for
10, 15 and 20 years at least are presented in the fifth graph of figures A.3,
A.6 and A.9. Similar to the analysis of the geopotential heights field, this
analysis for the specific time T equal to 20 years, has not found any period-
icity. However unlike the geopotential heights study, there has not been
identified any distinct center between the Bellingshausen Sea and New
Zealand for the specific time T greater than 10 years. The other striking
regions here are the areas over the region of the Tuamotus and over the
Hawaiian Islands which were detected even with the T equal to 15 years.

Similarly to the analysis of the geopotential heights field, the results
of the temporal evolution study cannot describe the period development
correctly, because most of the Γ′8 range is inside the cone of influence of
the primarily computed wavelet power spectra. Therefore the figures of
the results are omitted in this case as well.

3.4 The résumé

Using the pseudo-2D wavelet transform, we have studied the geopotential
heights and temperature field at the 500 hPa within the time period of
1951-2000. The analyzed datasets were obtained from the NCEP/NCAR
reanalysis. These are described in the section 3.1.
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The reanalyses were primarily investigated in order to identify geo-
graphical regions where the periods of the Γp ranges lasted for the specific
times T at least. The procedure and its initial settings are discussed in the
section 3.3.2. The most interesting results are illustrated in figures A.1-
A.9 for the temperature field and in figures A.10-A.18 for the geopotential
heights field included in the Appendix A. The specific time T was chosen
equal to 10, 15 and 20 years. Higher values of T proved to bring only
slightly more information and only for the Γ1 and Γ2 period ranges. Most
of the other ranges have not been detected with the higher values of T .

The analysis which was to search for the long-lasting periods has re-
sulted into modification of the Γp ranges and into definition of the new set
of ranges Γ′p. The results of the procedure with the new set of ranges are
shown in figures A.3, A.6 and A.9 for the temperature field and in figures
A.12, A.15 and A.18 for the geopotential heights field.

In the next step of the study, we have analyzed the datesets in order
to describe the temporal evolution of the previously identified interest-
ing geographical locations of the Γp and Γ′p ranges of periods. The most
interesting results are illustrated in figures A.19-A.24 for the temperature
field and in figures A.25-A.30 for the geopotential heights field. The proce-
dure and its initial settings are discussed in the section 3.3.3. The previous
analysis showed that only some of the Γ′p ranges are distinct and correctly
described as well: particularly the Γ′3 and Γ′6 range. The results of the anal-
ysis with these ranges are presented in figures A.24 (the temperature field)
and A.30 (the geopotential heights field).

The particular results are described in sections 3.3.4 and 3.3.5. In gen-
eral, the outcomes the analysis of the temperature field and of the geopo-
tential heights field are quite similar. The most striking period ranges are
the same in both cases. The differences may be found in the geographical
regions distribution and also in their temporal development. However,
these dissimilarities are slight, as well.



Chapter 4

Summary and Discussion

What can we actually obtain from the investigation of the data frequency
characteristics and what are the related methods of data analysis? These
are the questions that we asked in connection with the climate variabil-
ity in the preface. In the first chapter, we have shown that the climate
variability may be also understood in the sense of some periodic motions.
Such motions may be further divided into a class of various oscillatory pat-
terns and into a class of periodicities or cycles. The oscillatory patterns are
mainly expressed as spatial oscillations of some interconnected centers.
The periodicities and cycles are primarily defined in terms of typical fre-
quencies or periods. Thereafter, we introduced some basic frequency anal-
ysis methods. It has been shown that these methods are suitable for some
specific datasets, mainly those which are either stationary in frequencies
or in space. To describe non-stationary natural processes in general, it is
necessary to create a new algorithm that is capable of detecting an evolu-
tion of the datasets frequency characteristics both in time and space. Such
an analysis is presented by the pseudo-2D wavelet transform. Its funda-
mentals are described in the second chapter. The algorithm is based on the
1D continuous wavelet transform and it transforms datasets defined in a
grid into a multidimensional object. The result may be then interpreted by
slices such as the data evolution in time, space or frequencies.

The next chapter, chapter three, introduces the application of the
pseudo-2D wavelet transform on the temperature and geopotential
heights fields which were acquired from the NCEP/NCAR reanalyses
datasets. The analysis produced many interesting results. The most re-
markable of these are presented both in the third chapter and in the Ap-
pendix A. All the results are included in the Appendix B – the attached CD.
The results of the analyses of the temperature and geopotential fields are
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generally quite similar, however, there are several differences mainly in
the geographical distribution of the regions of distinct periodicities.

500 hPa geopotential heights field

The geopotential heights field at 500 hPa was studied for the time period
of 1951-2000. The results are described in section 3.3.4 and the most inter-
esting outcomes are presented in figures A.10-A.18 and A.25-A.30 included
in the Appendix A.

500 hPa temperature field

The 500 hPa temperature was studied for the time period of 1951-2000, as
well. The results are described in section 3.3.5 and presented in figures
A.1-A.9 and A.19-A.24.

4.1 Identified cycles

The most striking periodicities, that were detected, are the same for the
temperature fields as well as for the geopotential heights field. The cycles-
marking in the sense of the Γp ranges and the period ranges exact values
are listed in table 4.1. The last column in table 4.1 presents the names of
the cycles that are universally used in climatological studies.

Γ1 0.10–0.70 semi-annual oscillation (SAO)

Γ2 0.60–1.34 annual cycle

Γ′3 2.65–4.65 quasi-quadrennial oscillation (QQO)

Γ′6 9.15–11.15 quasi-decadal oscillation (QDO)

Γ′8 11.15–16.65 (higher) decadal periodicities

Table 4.1: The most striking periodicities identified in the studied datasets

Semi-annual oscillation

The semi-annual oscillation has been already detected by many studies
some of which are mentioned in the first chapter. The most remark-
able regions of this cycle, which we have identified in this study, are for
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both analyzed fields: the north of Siberia and Alaska and the region over
Antarctica. Moreover, the analysis of the geopotential heights field has
also pointed to the region over the Himalaya range and the region over
the Pacific Ocean east of Japan. Generally, the semi-annual oscillation is
present more in the geopotential heights field than it is in the temperature
field.

These results are in accordance with the majority of related studies.
In the Northern Hemisphere, Wikle et al. (1996) have identified in
the geopotential heights fields at the 700, 500 and 300 hPa the same re-
gions of distinct semi-annual oscillation as we have detected in this pa-
per. The locations mainly reflect the east-west land-sea contrast and the
tropical/subtropical region seems to be linked to the Asiatic monsoons
(Cullather et al., 2003). Wikle et al. (1996) have further con-
cluded that the Northern Hemisphere regions are in general associated
with asymmetries in the seasonal variation of stationary eddies. To test
these conclusions, however, we would have to provide an extra analysis
of the oscillation phase and an analysis of the field zonal asymmetries.
On the other hand, the application of the pseudo-2D wavelet transform
illustrated how the regions have evolved in time. These results showed a
weakening of the semi-annual oscillation in the mid-1970s in contrast with
the more striking regions in the late 1960s and the beginning of the 1980s.

Over the Southern Hemisphere, the pseudo-2D wavelet transform
pointed to a large region over the high latitudes and mainly to the re-
gion over Antarctica. These findings are also in accordance with the most
of related analyses. van Loon (1967) connected these oscillations to the
differences in the seasonal heating and cooling trends in the middle and
high latitudes. That is linked to Southern Hemisphere north-south differ-
ential heating between Antarctica and the surrounding oceans (Walland
et al., 1999). Moreover, Chen et al. (1996) discussed the possibility of
the semi-annual oscillation over the Southern Hemisphere being induced
by the north-south shift of the local Hadley circulation. However, similarly
to the previously stated obstructions, it would require an extra analysis to
test these results. van den Broeke (1998b) mentioned a weakening of
the semi-annual oscillation since the mid-1970s. These findings were not
entirely verified by the application of the pseudo-2D wavelet transform,
however, the breaking-point around the mid 1970s was also detected in
this case. In general, this may indicate some decadal variability of the
semi-annual oscillation (similarly to Walland et al. (1999)).
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Annual cycle

The annual cycle is unsurprisingly the most distinct oscillation that has
been detected in the studied datasets. The pseudo-2D wavelet transform
showed that the geographical locations where the annual cycle was strik-
ing are almost the same for the temperature and geopotential heights
fields. Slight differences may be found in the strength of the region over
North America. Another difference is in the shape of the belt around the
equator where no significant annual cycle has been detected. The most
striking locations are situated over the eastern coast of Asia and their
geographical distribution is identical for both of the analyzed quantities.
These results also correspond to the graphs in figure 1.2, where the mean
annual cycle from an equatorial location is almost not defined, however
the cycle is quite striking in the series from the higher latitudes locations.

There are only a few studies that use a frequency analysis to investigate
the annual cycle in the sense of the geographical distribution of the oscil-
lation amplitude (especially at higher atmospheric levels). Heddinghaus
et al. (1980) proposed an extensive study of different annual cycle pat-
terns over the Northern Hemisphere. The authors identified distinct fre-
quency patterns with high amplitudes centers over the eastern continents
coasts. They concluded that geographical structure of the annual varia-
tions of temperature at 500 hPa as well as 700–500 thickness fields were
clearly affected by the land-sea contrasts. This is in accordance with the
results acquired by this paper.

The analysis of the temporal evolution of the geographical areas where
the annual cycle has been identified showed that in the temperature field
the cycle has not significantly evolved, but in the geopotential heights
field the study has detected changes in the markedness of the region over
North America. This may also point to some decadal variability, however,
it would be necessary to study datasets for a longer time period to test this
hypothesis.

Quasi-quadrennial oscillation

The pseudo-2D wavelet transform of the NCEP/NCAR datasets showed
that, after the annual cycle, the quasi-quadrennial oscillation is identified
in most of the gridpoints. Although the analyzed regions are of a relatively
small wavelet power, the locations where the QQO has been detected form
a very large zonal belt around the equator that may be broadly delimited
by 30◦N and 30◦S. The belt is less compact and slightly narrower in the case
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of temperature field analysis. In addition to the areas around the equator,
the pseudo-2D wavelet transform of temperature as well as geopotential
fields has also detected a region of relatively high wavelet power between
the Bellingshausen Sea and New Zealand.

The temporal development of the regions where the QQO has been
identified is quite different for the temperature field and for the geopo-
tential field. In general, the QQ mode is more stable in the geopotential
field where the zonal belt has not significantly evolved. The only devel-
opment may be seen in the southern higher latitudes. On the other hand,
the analysis of the temperature field at 500 hPa showed distinct changes in
the geographical distribution of the QQO regions. In comparison with the
geopotential field, the transform of the temperature field detected other lo-
cations within higher northern latitudes and several fluctuating areas de-
limited by a meridional belt between approximately the 180◦W and 90◦W
longitudes.

Although the quasi-quadrennial oscillation has been identified by
many other studies, results presented in this paper are quite difficult to
compare with some other findings. The main problem is that QQO is
mostly not analyzed within higher atmospheric levels. The oscillation has
been connected mainly to the ENSO phenomenon and variations in the
sea surface temperatures or wind field over equatorial areas. Thefore, ge-
ographical distribution of the QQO locations is partly in accordance with
the results acquired by the pseudo-2D wavelet transform. The distinct re-
gion near the South Pole was for lower levels analyzed also by Drinkwa-
ter et al. (2001). An extensive analysis was proposed by Ribera et
al. (2002) who showed that interannual climate variability associated
with the ENSO signal is identified in distinct quasi-quadrennial frequency
range. The authors also discussed that the QQ mode in the geopotential
heights field at 500 hPa is closely connected to the Pacific North American
(PNA) pattern. Ribera et al. (2003) further stated that the QQO pat-
tern in the Southern Hemisphere might indicate mass transport between
the Indian, Pacific and Atlantic basins. In general, the quasi-quadrennial
oscillation may be also linked to tropospheric interannual variability and
planetary wave forcing (Chen et al., 2003).

Quasi-decadal oscillation

Aside from the quasi-quadrennial oscillation, the pseudo-2D wavelet
transform of the NCEP/NCAR datasets has also detected a distinct quasi-
decadal oscillation over the zonal belt around the equator. Even in this
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case, the particular results achieved by the analyses of the temperature
and geopotential heights fields are quite similar. For the geopotential field,
the largest identified area is formed by a zonal belt around the equator
that is on the Eastern hemisphere defined by latitudes around 45◦N and
30◦S and by latitudes around 22◦N and 22◦S on the Western hemisphere.
For the temperature field, the belt is delimited approximately by latitudes
around 22◦N and 22◦S over both hemispheres. In addition to these large
areas, we have also detected smaller centers of relatively higher wavelet
power over the Arctic Ocean north of Alaska and Chukotka, between the
Argentine Basin and the Gough Island, over the south of Greenland, over
the Kerguelen Islands and a center over the north-east of Japan.

The temporal evolution of those regions is slightly different for the tem-
perature and the geopotential heights fields. The largest area, the zonal
belt around the equator, has not noticeably changed in the case of the
geopotential heights. However, in the case of the temperature field, the
development in time illustrates noticeable weakening of the zonal belt, es-
pecially over the Pacific ocean. The evolution is evident also in the changes
of the wavelet power value of the minor centers.

Similarly to the quasi-quadrennial oscillation, there are many studies
that analyze the quasi-decadal variability of climate, but almost none of
them is oriented to the middle tropospheric levels. The second problem
is that the quasi-decadal oscillations are often automatically connected
to the solar cycle forcing. That implies that the governing mechanism
is not searched for in the intrinsic dynamics of the climate system. This
is discussed in detail by Garric et al. (2003). The authors proposed
several internal mechanisms that may be responsible for the QDO, such
as, thermohaline circulation, modulation of the ENSO via the delays as-
sociated with the midlatitude-tropical ocean advection timescales or the
winddriven circulation and stochastic resonance. Brassington (1997)
proposed a study of the South Oscillation index and the El Niño region
sea surface temperature time series where they detected the QQD. These
results were suggested to be connected to the deepening of the Aleutian
low in the North Pacific. Mizoguchi et al. (1999) studied the QDO
over the Atlantic Ocean and they proposed that the detected quasi-decadal
oscillation mode in the North Atlantic may be explained in terms of the
atmosphere-ocean interaction and the advection of temperature anomalies
by mean oceanic currents. This was partly analyzed also by Terray et
al. (2002) who showed that at near-decadal timescales, there is a strong
evidence of a slow propagation of SST anomalies along the North Atlantic
Current (NAC) at the boundary of the subtropical and subpolar gyres.
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All these findings do not disprove the results which were achieved by
the pseudo-2D wavelet transform. On the other hand, the results have
been neither verified nor tested because the other studies analyzed dif-
ferent geographical locations and different climatic quantities. To test the
acquired results, i.e. whether they may arise as a consequence of the sug-
gested mechanisms, we would have to provide a completely new study of
other climatic fields like the sea surface temperatures or wind fields.

Higher decadal oscillations

The pseudo-2D wavelet transform of the NCEP/NCAR datasets has also
identified a distinct variability in the period ranges of 11.15-16.65 years.
The most striking location where the oscillation was detected is the area
between the Bellingshausen Sea and New Zealand. Other distinct regions
were identified over the equatorial Pacific Ocean. The differences between
the temperature and the geopotential fields may be found especially in the
geographical distribution of the distinct locations.

These findings, however, are quite difficult to be correctly discussed
because the length of the original series is too short; therefore most of the
computed wavelet power spectra, belonging to these period ranges, re-
sides within the cone of influence – within the part of the spectra where
the results are not reliable.

4.2 Concluding remarks

In the preface, we have specified the main aim of this paper. It was to ex-
amine the capability of the pseudo-2D wavelet transform to globally ana-
lyze the climate variability. That involved the introduction of some related
frequency analysis, the introduction of the fundamentals of the pseudo-2D
wavelet transform and the description of the results of application of the
p2D WT on the NCEP/NCAR reanalysis datasets.

Some of the frequency analyses are described in the introduction, in
the first chapter. The following chapters introduce, describe and discuss
the pseudo-2D wavelet transform and its application. It has been shown
that the transform is a new algorithm that was designed to describe the
frequency characteristics of the studied datasets, datasets in the form of
time series defined in a grid, in the sense of their evolution both in time
and space. This is accomplished by the transformation of the datasets into
a five-dimensional object which is subsequently interpreted through some
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slices. The transform in general purveys many different types of infor-
mation about the development of the studied datasets and so it is fully
appropriate for studying the climate variability.

The application of the pseudo-2D wavelet transform on the
NCEP/NCAR reanalysis datasets showed that the transform is able to un-
cover spatial centers of distinct oscillations. These findings were mostly
confirmed by other studies. The contribution of this analysis is mainly
in the characterization of the regions temporal evolution and also in the
fact that the results describe the particular periodicities globally over the
whole world.

On the other hand, when interpreting the results, it is necessary to con-
sider the fact that we did not analyze datasets acquired only by obser-
vations but we studied reanalyzed datasets. This might have influenced
the results – for example, Tennant (2004) showed that the integration
of satellite data in 1978 affected the daily circulation statistics especially
for the upper tropospheric and the lower stratospheric levels. However,
to test these caveats, the whole study would have to be repeated with a
different type of the reanalyses datasets.

The results and their comparison with other studies also indicate futher
possible applications of the pseudo-2D wavelet transform. To investigate
the possible physical mechanisms standing behind the detected oscilla-
tions, the transform should be also applied on the same fields at different
atmospheric levels and also on other climatic quantities, such as the sea
surface temperatures. In general, the algorithm should be also supple-
mented by the analysis of the periodicities phase.



Appendix A

The following figures illustrate the results of the pseudo-2D wavelet trans-
form of the geopotential heights field and the temperature field at 500
hPa. However, the study produced a great number of results and only
the most striking are shown here. Figures of all results are included in the
AppendixB – the attached CD.

The results of the study which searches the datasets for the oscilla-
tions which lasted for the specific time T at least are presented in figures
A.10-A.18 for the geopotential heights field and in figures A.1-A.9 for the
temperature field. Figures A.25-A.30 illustrate the temporal evolution of
the most distinct periodicities in the geopotential heights field and figures
A.19-A.24 illustrate the temporal evolution of selected oscillations in the
temperature field.
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Figure A.1: Geographical regions of distinct oscillations in the temperature field
at 500 hPa lasting 10 years at least (the colored scale represents the wavelet power)
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Figure A.2: Geographical regions of distinct oscillations in the temperature field
at 500 hPa lasting 10 years at least (the colored scale represents the wavelet power)
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Figure A.3: Geographical regions of distinct oscillations in the temperature field
at 500 hPa lasting 10 years at least (the colored scale represents the wavelet power)
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Figure A.4: Geographical regions of distinct oscillations in the temperature field
at 500 hPa lasting 15 years at least (the colored scale represents the wavelet power)
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Figure A.5: Geographical regions of distinct oscillations in the temperature field
at 500 hPa lasting 15 years at least (the colored scale represents the wavelet power)



Appendix A 67

Figure A.6: Geographical regions of distinct oscillations in the temperature field
at 500 hPa lasting 15 years at least (the colored scale represents the wavelet power)
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Figure A.7: Geographical regions of distinct oscillations in the temperature field
at 500 hPa lasting 20 years at least (the colored scale represents the wavelet power)
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Figure A.8: Geographical regions of distinct oscillations in the temperature field
at 500 hPa lasting 20 years at least (the colored scale represents the wavelet power)
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Figure A.9: Geographical regions of distinct oscillations in the temperature field
at 500 hPa lasting 20 years at least (the colored scale represents the wavelet power)
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Figure A.10: Geographical regions of distinct oscillations in the geopotential
heights field at 500 hPa lasting 10 years at least (the colored scale represents

the wavelet power)
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Figure A.11: Geographical regions of distinct oscillations in the geopotential
heights field at 500 hPa lasting 10 years at least (the colored scale represents

the wavelet power)
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Figure A.12: Geographical regions of distinct oscillations in the geopotential
heights field at 500 hPa lasting 10 years at least (the colored scale represents

the wavelet power)
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Figure A.13: Geographical regions of distinct oscillations in the geopotential
heights field at 500 hPa lasting 15 years at least (the colored scale represents

the wavelet power)
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Figure A.14: Geographical regions of distinct oscillations in the geopotential
heights field at 500 hPa lasting 15 years at least (the colored scale represents

the wavelet power)
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Figure A.15: Geographical regions of distinct oscillations in the geopotential
heights field at 500 hPa lasting 15 years at least (the colored scale represents

the wavelet power)
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Figure A.16: Geographical regions of distinct oscillations in the geopotential
heights field at 500 hPa lasting 20 years at least (the colored scale represents

the wavelet power)
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Figure A.17: Geographical regions of distinct oscillations in the geopotential
heights field at 500 hPa lasting 20 years at least (the colored scale represents

the wavelet power)
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Figure A.18: Geographical regions of distinct oscillations in the geopotential
heights field at 500 hPa lasting 20 years at least (the colored scale represents

the wavelet power)
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Figure A.19: Temporal evolution of geographical regions of different oscillations in
the temperature field at 500 hPa (the colored scale represents the wavelet power)
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Figure A.20: Temporal evolution of geographical regions of different oscillations in
the temperature field at 500 hPa (the colored scale represents the wavelet power)
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Figure A.21: Temporal evolution of geographical regions of different oscillations in
the temperature field at 500 hPa (the colored scale represents the wavelet power)
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Figure A.22: Temporal evolution of geographical regions of different oscillations in
the temperature field at 500 hPa (the colored scale represents the wavelet power)
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Figure A.23: Temporal evolution of geographical regions of different oscillations in
the temperature field at 500 hPa (the colored scale represents the wavelet power)
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Figure A.24: Temporal evolution of geographical regions of different oscillations in
the temperature field at 500 hPa (the colored scale represents the wavelet power)
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Figure A.25: Temporal evolution of geographical regions of different oscillations in
the geopotential heights field at 500 hPa (the colored scale represents the wavelet

power)
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Figure A.26: Temporal evolution of geographical regions of different oscillations in
the geopotential heights field at 500 hPa (the colored scale represents the wavelet

power)
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Figure A.27: Temporal evolution of geographical regions of different oscillations in
the geopotential heights field at 500 hPa (the colored scale represents the wavelet

power)
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Figure A.28: Temporal evolution of geographical regions of different oscillations in
the geopotential heights field at 500 hPa (the colored scale represents the wavelet

power)
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Figure A.29: Temporal evolution of geographical regions of different oscillations in
the geopotential heights field at 500 hPa (the colored scale represents the wavelet

power)
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Figure A.30: Temporal evolution of geographical regions of different oscillations in
the geopotential heights field at 500 hPa (the colored scale represents the wavelet

power)



Appendix B

The pseudo-2D wavelet transform produced a great number of results
only the most striking of which are illustrated in this paper. All the re-
sults are, however, included in the attached CD.

The study outcome included in the CD is divided into two main folders
and several subfolders. The main folders are named HGT (containing the
results of the geopotential heights field analysis) and TMP (containing the
results of the temperature field analysis). These folders include folders
contiX and evol. The first one contains results of the procedure searching
for the long-lasting periodicities and the X in the folder name stands for
the specific time T in years. The folder evol contains results describing the
temporal evolution of the particular period ranges. The individual results
in the contiX folders are named as X conti K or X conti2 K. The X has
the same meaning as it has in the name of the folder. The K represents in
the first case the individual Γp ranges and in the second case (X conti2 K)
it denotes the Γ′p ranges. The results describing the temporal evolution
of the particular period ranges are named as day K D or day2 K D. The
K has the same meaning as it has in the previous case. The D is equal
to 1, 2 or 3 respectively and represents results describing the periodicities
state in October 1969, January 1976 and in April 1983, respectively. The
final subfolders also include, besides the results, the folders named www.
These contain files needed for displaying the results in a web gallery.

The root folder contains also file index.html which represents a web
page guide throughout all results.
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