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Abstract

Stress testing is a macro—prudential analytical method of assessing financial
system’s resilience to adverse events. This thesis describes the methodology
of stress tests and illustrates stress testing for credit and market risks on real
bank-by-bank data in two Balkan countries: Croatia and Serbia. Credit risk
is captured by macroeconomic credit risk models that estimate default rates of
corporate and household sectors. Setting—up the framework for countries that
were not much covered in former studies and that face limited availability of
data has been the main challenge of the thesis. The outcome can help to reveal
possible risks to financial stability. The methods described in the thesis can
be further developed and applied to emerging markets that suffer from similar

data limitations.
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Abstrakt

Zéateézové testovani je metoda makroekonomické analyzy, kterd hodnoti odol-
nost financniho systému proti nepfiznivym udéalostem. Tato prace popisuje
metodiku zatézovych testu a ilustruje zatézové testovani pro uvérové a trzni
riziko na skutecnych datech jednotlivych bank ve dvou balkdnskych zemich:
Chorvatsku a Srbsku. Uvérové riziko je vyjadrené pomoci makroekonomického
modelu kreditniho rizika, ktery odhaduje miry defaultu pro podnikovy sektor
a sektor domacnosti. Hlavnim tkolem prace je sestaveni ramce zatézového
které jsou data dostupnd jen v omezené mite. Vysledek prace muze pomoci
odhalit mozna rizika pro finanéni stabilitu. Metody pouzité v této praci mohou
byt déle rozvijeny a aplikovany na rozvijejici se ekonomiky, které ¢eli obdobnym

datovym omezenim.
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Chapter 1
Introduction

The launch of Financial Stability Assessment Program (FSAP) by the Inter-
national Monetary Fund (IMF) and the World Bank (WB) in 1999 established
macro stress tests as part of financial stability toolbox and brought them to
the forefront of interest of national regulators and supervisors. Moreover, in
light of recent financial crisis, stress tests that can quantify potential impact of
adverse events on economy are highly discussed topics. Generally, macro stress
tests measure risk exposure of financial system to severe but plausible shock.
In that case they can help national authorities to reveal financial system’s vul-
nerabilities. Central banks have usually their own stress—testing models and
revise them on regular basis. So far, there is no consensus on how they should
be set and how the results should be interpreted. The main challenge is how to
set stress tests in order to capture reality in the most appropriate fashion. In
most cases we are constrained by data availability and computation complexity.

Several studies have been already published, both theoretical and empiri-
cal ones. Surveys try to deal with stress—testing limitations and demonstrate
the application of stress tests on hypothetical or real financial sectors. While
financial systems of developed countries are subjects to continuous assessment,
emerging markets has not been endowed with such an attention, yet. Emerging
markets tend to be sensitive to various economic shocks and as a significant
part of international investments goes there, the assessment of their financial
health is of high importance.

This work analyses financial stability using stress tests in two Balkan coun-
tries. In the first draft of the work we planned to cover four countries: Bosnia
and Herzegovina, Croatia, Macedonia and Serbia. However, we realised soon

that the analysis of four countries would make the thesis too complex and, what
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is more, that crucial databases for Bosnia and Herzegovina and Macedonia are
of limited use. Under these circumstances, we decided to conduct the exercise
only for Croatian and Serbian banking sectors.

Following hypotheses has been investigated: (1) Stress tests for selected
countries can be built up on the basis of publicly available data. (2) Some
banks show insufficient capital adequacy under baseline and adverse scenario.
(3) Stress tests can reveal risks to financial stability in selected countries. To
analyse the hypotheses we identify relevant set of institutions that will be
considered in both countries. Then, we design baseline and stress scenarios for
one year horizon and quantify their impact on financial sector’s solvency by
integrating the analysis of multiple risk factors into a probability distribution
of aggregate losses. From the range of risks that can be examined we focus on
credit and market risks.

While the market risk is relatively easy to calculate, the credit risk, which
is the main risk that financial institution faces, deserves a greater attention.
Before the simulation of the impact of particular stress scenario on credit
risk exposure, we usually need to link macroeconomic variables with relevant
credit risk measures via so—called satellite models. Generally, there are two
approaches how to build such models, Merton (1974) approach and Wilson
(1997a,b) approach. The latter is employed in this study. We apply aggregate
results of stress tests on individual banks’ portfolios and interpret the outcome.
At the end, we calculate potential feedback effects in terms of fiscal costs.

This Rigorous Thesis is based on Master Thesis defended at Charles Univer-
sity in Prague in June 2011. Regarding very good supervisor’s and opponent’s
evaluations without any comments about its structure or content we have not
changed the original thesis a lot. We shortened the theoretical part of the
work slightly. On the other hand, we added a short chapter before conclud-
ing remarks that compares our findings from the spring 2011 with the recent
development in Croatia and Serbia in autumn that year.

The thesis is structured as follows: Chapter 2 provides an overview of re-
lated literature. Chapter 3 describes general theoretical background of the
stress tests. Chapter 4 develops macroeconomic credit risk models for corpo-
rate and household sectors for each country that serve as satellite models in
stress testing. Chapter 5 consists of specification of scenarios and stress—testing
analysis. Chapter 6 shows results of stress tests on individual banks. Chapter 7
provides a comparison of our results with real economic development at the end

of 2011. Chapter 8 concludes and discusses possible future research.



Chapter 2
Related Literature

In the last ten years, several studies that deal with macro stress—testing method-
ology have been published. As a part of financial stability assessment, macro
stress tests were introduced in the FSAP 1999 (see i.e. IMF & WB 2003). Af-
ter the introduction of the FSAP, national regulators and supervisors started
to incorporate stress tests into their periodical financial stability assessments.
Many studies have highlighted the usefulness of stress tests in macro—prudential
analysis. For example, Borio, Furfine & Lowe (2001) point out the importance
of stress tests in improving the understanding of risk and its relationship with
business cycle. One of the largest stress—testing exercise was conducted by le-
gal authorities in the EU and the USA after recent financial crisis in order to
evaluate current conditions of their financial systems (Fed 2009a,b and CEBS
2010a,b).

Discussion about objectives, modelling process and challenges of macro
stress tests can be found in Drehmann (2008). Sorge & Virolainen (2006) dis-
cuss two main approaches to stress testing, the econometric analysis of balance—
sheet data (balance-sheet models) and the Value-at-Risk (VaR) models, and
apply both of them to Finish economy. In the balance-sheet models macro
variables are linked with balance-sheet items. Obtained coefficients are then
used to simulate the impact of some shock to the system. The VaR models
combine risk factor analysis with estimation of distribution of loss, provid-
ing the quantification of portfolio sensitivity to several sources of risk. Cihdk
(2007) elaborated a comprehensive framework that concerns on design of stress
tests and scenarios, assuming a wide range of risks. He provides the illustra-
tion of possible stress—testing application to bank’s data. The paper discusses

strengths and weaknesses of several methods and provides the summarisation of
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stress tests methodologies of various national authorities all around the world.
Sorge (2004) provides an overview of methodologies for tress testing the finan-
cial systems, and discusses methodological challenges such as the measure of
endogenous risk or the correlation between credit and market risks. Berkowitz
(2000) discusses namely the choice of proper scenario under which stress tests
are conducted.

Regarding the empirical studies, most of them consider credit risk within
macro stress tests. Before the simulation of impact of stress scenario on credit
risk exposure is run, the linkage of macroeconomic variables (such as GDP
growth, interest rates, unemployment, industrial production, inflation etc.)
with relevant credit risk measures via satellite models should be investigated.
There are several approaches to set up such models, usually called macro credit
risk models. Drehmann (2005) and Cihdk (2007) highlight, among others,
a non-linear relationship between macroeconomic shocks and credit risk in
macroeconomic credit risk models. Some studies have developed Merton—type
credit risk models based on modelling of asset return. Merton (1974) originally
designed the model to price several types of financial instruments. The idea
of Merton—type model is to define the default event as a fall of asset return
below defined threshold. Latent—factor model of Merton’s type for the Czech
economy is used in Jakubik (2007). Jakubik & Schmieder (2008) model the
default rate that is measured by the inflow of non-performing loans (NPLs).
The model was applied to household and corporate sectors for the Czech Re-
public and Germany. Hamerle, Liebig & Scheule (2004) use the factor-model
based on Basel II approach for forecasting default probabilities of individual
borrowers in Germany. Merton—type model is used in Drehmann (2005) for
analysing corporate exposures of UK banks.

Other studies follow approach originally introduced by Wilson (1997a,b).!
Wilson’s model is one of the few models that explicitly links default rate with
macroeconomic variables and it is based on relatively simple logistic function
used in regression analysis. Also Cihak (2007) suggests the logistic model for
estimating inputs to stress—testing modelling. Wilson-type model is employed
in Boss (2002) and Boss et al. (2006). These studies estimate relationship
between macroeconomic variables and credit risk for corporate default rate in
Austrian banking sector. Later on, Boss et al. (2009) discuss the update of
stress—testing model for the Austrian National Bank. Virolainen (2004) and

Jokivuolle, Virolainen & Vidhémaa (2008) develop the macroeconomic credit

Model known as CreditPortfolioView®), developed for McKinsey & Company.
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risk model that estimates the probability of default in various industries as a
function of macroeconomic variables for Finish economy. Similarly, our study
is based on Wilson’s logistic credit risk model.

Apart from studies discussed above, there are several other surveys that
investigate the relationship between macro variables and banks’ balance—sheet
items. Baboucek & Jancar (2005) employed the vector autoregression model
(VAR) using NPLs and macroeconomic factors for the Czech Republic. Pesola
(2005) investigates the macroeconomic factors that influence banking sector’s
loan loss rate in the Nordic countries, Germany, Belgium, the UK, Greece and
Spain using panel-data regression on data from early 1980’s to 2002. Evjen
et al. (2005) analyse the effects of monetary responses to supply and demand
side shocks on banks’ losses in Norway and discuss how stress tests can be
incorporated into monetary policy decision—making.

Some studies aim to incorporate more sources of risks into one model. One
of earlier studies is Barnhill, Papapanagiotou & Schumacher (2000). The au-
thors measure correlated market and credit risks and apply results to hypothet-
ical South African banks, linking the changes in financial conditions to banks’
capital ratios. Study of Van den End, Hoeberichts & Tabbae (2006) describes
the multivariate scenario analysis (deterministic and stochastic) and stress tests
used by the Dutch Central Bank. The study estimates the probability of de-
fault (PD) and the loss given default (LGD) employing the logistic function,
and models both credit risk and interest rate risk. Also Drehmann, Sorensen &
Stringa (2008) estimate the integrated impact of credit and interest rate risks
on banks’ portfolios, assessing banks’ economic value, future earnings and cap-
ital adequacy. They expand the analysis of interest rate risk and default risk
on liabilities and off-balance sheet items. Peura & Jokivuolle (2003) measure
capital adequacy by analysing the difference between bank’s actual capital and
minimum capital requirements. They determine whether the estimated capital
buffer is sufficient over the business cycles. The Bank of England works on
the model of systemic risk called RAMSI (Risk Assessment Model for Systemic
Institutions), which incorporates credit risk, interest and non—interest income
risk, network interactions and feedback effects. The RAMSI model tries to
eliminate some of the shortcomings of macro stress—testing models. Study of
Aikman et al. (2009) discusses liability—side feedback effects in systemic risk
models and how these feedbacks can lead to higher system instability under
the RAMSI model.



Chapter 3

Theoretical Background

3.1 Role of Stress Tests in Financial Stability Anal-
ysis

Stress testing is a technique used both by banks’ risk managers and financial
sectors’ authorities to assess vulnerabilities of particular bank or the whole
financial system under severe but plausible shocks. Stress tests were originally
developed within risk management departments in banks. As a part of the
FSAP, they have been recognised by regulators and supervisors as standard
tools in financial stability analysis. Our study concerns on stress testing of
financial systems, commonly known as “macro” stress testing.
Macroeconomic forecasting, early warning systems and macro stress tests
come under financial system’s toolbox for assessing financial stability and its
threats and strengths. Macroeconomic forecasting is based largely on analyses
of historical macroeconomic data in order to project the most likely future
performance of economy. Forecasting models can be used also in stress testing
as a part of scenario analysis. Early warning systems and stress tests differ from
macroeconomic forecasting, as they focus on unlikely but plausible events. Both
alm to generate ex ante warnings about possible problems that might appear
in the future. Early warning systems consists of indicators that can help to
estimate probability of an unlikely crisis. Firstly, they define the crisis by
setting up threshold values for relevant macroeconomic variables and then they
estimate probability of breaking down the thresholds. Early warning models
are usually based on historical data. Stress testing can be based either on
historical data or on hypothetical scenarios. It simulates some severe adverse

but plausible situation in order to assess the vulnerability of financial system
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under this situation. It does not analyse the probability of such crisis but
its consequences for financial stability. Detailed discussion about monitoring
systems is provided i.e. in Sahajwala & Van den Bergh (2000). Following

chapter aims to provide theoretical background of stress—testing methods.

3.2 Building Blocks of Stress—testing Models

Macro stress tests measure the risk exposure of financial institutions (or selected
group of financial institutions) to unlikely stress events. Their goal is to help
regulators and supervisors to identify system vulnerabilities and overall risk
exposures that can lead to problems with financial stability. Macro stress—
testing framework can be described as follows: Firstly, we assume some shock to
economy. Using the macroeconomic model we link the shock to macroeconomic
variables such as GDP, interest rates, inflation etc.! Assumed macroeconomic
variables are then linked to banks’ balance-sheet data through satellite models.
Then, we map the effect of shock into banks’ financial performance and we
estimate possible impacts in terms of i.e. minimum capital adequacy ratio
(CAR).

Formally, stress—testing models can be written as follows (see Sorge 2004,
pp. 3-4):

O (Vi /X = X) = F(X', 2') (3.1)

where X' is the set of past realisations of macroeconomic variables X, Z¢
is the set of past realisations of other relevant factors, }NQH is the measure of
distress for financial system, Xt—l—l > X is the condition for stress test scenario
to occur, fftﬂ / Xt+1 > X is the uncertain future realisation of the measure of
distress in event of shock, €2(.) is the risk metric used to compare financial sys-
tem vulnerability across institutions and scenarios and f(.) is the loss function
that maps initial set of shocks to final impact measured on financial sector’s
portfolio. It links changes in macro variables and overall financial distress.

The starting point when we model stress tests is to define the scope of
analysis (objectives, set of institutions or portfolios to be analysed, exposures

and risk measures and data—generating process). Exposures are given by the

!Sometimes, macroeconomic models are not available. In that case we can employ vector
autoregression (VAR) or vector error correction models or we can simply use historical ob-
servations during the periods of distress or we can expertly judge the movements of macro
variables.
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set of exogenous systematic risk factors. Data—generating process of system-
atic risk factors finds interdependences among these factors and across time.
Accordingly, the impact of factors on risk measure of exposures is captured.
Stress—testing scenarios are applied when the model is set up. After designing
and calibrating scenario we estimate direct impact of scenario on balance—sheet
items. New approaches try to evaluate possible feedback effects both on finan-

cial system and real economy (i.e. in terms of fiscal costs).

3.2.1 Bottom—up vs. Top—down Approach

There are two approaches how to set up macroeconomic stress tests. In the
bottom—up macro stress tests, the supervisor (i.e. central bank) sets assump-
tions about future economic conditions for stress tests. It approves individual
bank’s internal models and other assumptions for exercising the test. The
stress test itself is conducted by banks and the supervisor collects results after-
wards. In the top—down approach, the supervisor not only sets up conditions
but also conducts the stress test, applying the same assumptions, procedures
and models on all banks.2.

As an example of the bottom—up approach is recent stress—testing exercise
of the Fed (2009a,b). Banks were provided with basic assumptions and their
internal methods were subject to approval of the Fed. Nevertheless, it was
the bank who conducted the exercise and provided the supervisor with results,
which were then summarised and published. The top—down approach can be
found i.e. in Sorge & Virolainen (2006). Some central banks use the combi-
nation of both approaches, for example the Dutch Central Bank (see Van den
End, Hoeberichts & Tabbae 2006).

The top—down and the bottom—up approaches have their pros and cons.
The main advantage of the top—down approach is that the same assumptions
and models are applied to all banks, which allow for comparison. Also, the
network linkages can be captured. The disadvantage of the top—down approach
is that conducting stress tests on system’s level can lead to the loss of some
relevant information, being this confidential or too complex to be captured by
the supervisor. The bottom—up approach can capture complexities better and
usually does not suffer from data limitations because detailed data on individual
debtors are available in banks. The disadvantage is that individual bank’s

results need not to be comparable as banks possess certain level of freedom

2See Cihdk (2007) and Jakubik & Sutton (2011).
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in choosing models and methods in the exercise. Also the supervisor might
not be able to control the consistent implementing of assumptions that were
provided, especially in large financial systems. Moreover, the summarisation
of individual bank’s outcomes can neglect important interdependencies among

these institutions.

3.2.2 Objectives

Drehmann (2008) identifies three main objectives of stress tests: (1) validation
— to assess risks and portfolio’s vulnerabilities, (2) decision making — test results
can help in business decisions and planning, and (3) communication — results
can describe overall situation in financial institution or in the whole sector and
can be communicated to target audience. As Drehmann argues, the objectives
are essential for designing the models. If our main target is to validate the
situation and to make decision according to results of the model, this model
should be accurate and with good forecasting performance (the use of robust
econometric techniques and structural models might be appropriate). But if
we run the model and we want to present the results to the public, which may
not be involved in the process, the model and its results should be transparent,
easy to understand and tractable (reduced—form models are more appropriate).

Before the model is set, the group of relevant financial institutions, which we
want to analyse, should be defined. Capturing the whole financial sector is more
comprehensive, but usually difficult to accomplish. Modellers frequently choose
only large banking institutions that are relevant for stability of the system.
Sometimes, distinction between state-owned, private and foreign banks is done
(see Cihdk 2007). Banks can be grouped by their size (large, medium-size
or small banks) or performance (strong banks and weak banks). Next, we
define relevant portfolio for measuring risk exposures (trading books or banking
books). Sometimes data limitations lead to creation of hypothetical portfolios
that simulate distribution of assets and risk exposures. Some models distinguish
exposures by debtor’s classes (consumer loans, interbank loans, corporate loans
further divided by industrial sectors), see for example Boss (2002), Sorge &
Virolainen (2006) or Jakubik & Schmieder (2008).

3.2.3 Exposures

The objectives of stress test determine the choice of exposures. Ideally, the

model would capture the whole financial system and would assess its most im-
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portant risks. Given data and model limitations (every model is able to capture
real world only in a reduced form) this task is difficult to achieve. Usually, we
choose only the part of system and we make simplifying assumptions in order to
create the model and run the test. Common approach is to test banking system
because it usually counts for major part of financial system, and as Drehmann
(2008, p. 67) argues “because of its pivotal role in the transformation of sav-
ings into investments and, hence, its position in transmitting financial system
shocks back to the real economy”. Some authors test also other sectors of finan-
cial system. For discussion about modelling of insurance and pension sectors
see Cihdk (2007).

Major part of stress—testing models copes with the risk within national sys-
tem. Stress testing of single financial system benefits from better data avail-
ability, and can provide the implications for policy decision—-making. Still,
some studies focus on international macro stress-testing models. Pesaran et
al. (2006) have developed the model where asset values of credit portfolios are
linked to dynamic global macro model.

The risks to which financial institutions can be exposed can be summarised
in five categories: credit risk, market risk, liquidity risk, contagion risk, and
concentration risk. So far, majority of studies focused on credit risk (Drehmann
2005, Pesaran et al. 2006 or Jakubik & Schmieder 2008). However, some
authors try to incorporate more risks in stress—testing models. Drehmann
et al. (2008) have incorporated credit and interest rate risks and estimated
their impact on banking system. Cihdk (2007) runs stress-testing model to
assess vulnerabilities of hypothetical banking system, using several risks, which
have been analysed separately. Nevertheless, for more realistic forecasting the
correlation of risk factors should be evaluated. Measures of correlated market
and credit risks can be found in Barnhill, Papapanagiotou & Schumacher (2000)
or Van den End, Hoeberichts & Tabbae (2006).

So far, stress tests focused mainly on asset side of balance sheets. Liability
side is, however, essential for modelling liquidity risk (maturity mismatch be-
tween assets and liabilities can cause serious problems with liquidity for a bank)
and for analysing net interest income. Similarly, off-balance sheet positions are

important when calculating exchange rate risk losses.
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3.2.4 Risk Measures

Assessment of risks to financial sector can be done through simple indica-
tors, i.e. Financial Soundness Indicators (FSIs), or through stress testing.?
The FSIs are based on balance-sheet and income-statement data, informa-
tion about ownership structure and linkages between institutions (for example,
non—performing loans (NPLs), loan loss provisions (LLPs), return on assets
(ROA), return on equity (ROE), net open positions in foreign exchange etc.).
The FSIs provide the overall picture of soundness of banks and financial sec-
tors. The overview of financial soundness indicators, as were defined by the
International Monetary Fund (IMF), is provided in Table A.1 and A.2 in Ap-
pendix A. Table A.1 shows the core FSIs. They cover only banking sector and
are essential to assess its financial stability. Table A.2 summarises additional
FSIs that cover data on other financial institutions and relevant market par-
ticipants (households, real estate sector, non—bank financial sector, corporate
sector etc.). Each FSI measures financial system’s sensitivity to specific risk
factor (liquidity risk, market risk etc.). In order to assess all vulnerabilities it
should be appropriate to analyse several FSIs and also the inter-relationships
among them.?

The choice of risk measures is determined by objectives of stress testing and
considered exposures. Moreover, variables used as measures of the impact of
stress tests are subjects to data limitations. According to Cihak (2007), risk
measure should fit two requirements: (1) the possibility to interpret variable as
a measure of financial system’s health, and (2) the credible linkage of variable to
risk factors. Cihdk (2007) also provides the overview of risk measures commonly
used in stress testing. We will discuss some of them briefly. The list described
below is incomplete as it provides only few indicators. For more indicators such
as net interest income, z—scores or market—based indicators we refer to Cihdk
(2007).

Capital, capitalisation and capital injection. The use of capital as
a measure of the effect of shock is an instinctive approach, arising from the
fact that the impact on solvency results in changes in capital. The advantage
is that data on capital are usually publicly available for financial institutions
in developed as well as in developing countries. The disadvantage is that the

result is provided as a number and it might be necessary to compare it to some

3Cihék (2007) considers also individual bank’s z-scores, which are directly linked to prob-
ability of bank’s insolvency.
4For detailed discussion about the FSIs, see IMF (2006).
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other variable in order to assess the impact of shock. One of possibilities is
to divide the capital by assets or risk—weighted assets (RWA). The advantage
of capital adequacy ratio is that it is commonly accepted indicator of financial
health. Another option is to divide the capital by some macroeconomic factor
(i.e. GDP). Such indicator provides direct link to macroeconomy. In our study
we use this indicator as a measure of potential fiscal costs from banks’ failures
under the shock.

Profits and profitability. During the “good” times, banks usually create
profits. In the case of distress, profits can serve as the first buffer against losses
before the capital is employed. Accordingly, it could be useful to express the
shock in terms of capital and profits. The disadvantage when estimating the
profits is that often we do not know what amount of profit would banks keep
and what amount would distribute. That results in approximation of profits by
past values or some other indicators. The measure scaled by bank’s size (i.e.
return on equity or return on assets) allows for comparison across institutions.

Ratings and probabilities of default. Ratings and probabilities of de-
fault (PDs) allow for combining solvency and liquidity risks into a single mea-
sure. The indicators are useful as they translate changes in variables into
changes in ratings and if we link ratings with PDs, the impact of shock on PDs
can be estimated.

Banks set the capital against all risks that they face (credit, market, oper-
ational, business risk etc.). Yet, not all of them are included in stress—testing
model. The indicated capital buffer can be too large since it goes to all risks
but the model considers that it is spent only on analysed risks. The aggregation
of variables is problematic issue, too. Testing aggregate capital adequacy of fi-
nancial system may not reveal significant vulnerabilities concerning individual
institutions and the whole system. The use of size-weighted average can help
to assess risks properly (insolvency of a small bank is not alarming for the sys-
tem as a whole while big insolvent players can cause serious system instability
through contagion effect and can become subjects to policy actions).

In stress tests we assume that market agents are passive when the shock
occurs. That means that we assume they do not change their behaviour in
the light of crisis. In reality this is not usually valid. In order to maintain this
assumption as realistic as possible we should think carefully about time horizon

over which stress tests will be run. The integration of endogenous behaviour

®Drehmann (2008, pp. 69-70).
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of market participants and policy makers into the model is one of the greatest

challenges for stress-testing development. We discuss it in detail in Section 3.5.

3.3 Stress—testing Scenario

Another challenge in stress testing is the choice of scenario. The adverse sce-
nario should be severe enough to uncover risks to financial stability but still
plausible. Selected shock can be a univariate shock in single risk factor, such
as decline in equity prices. The shock can be also multivariate, reflecting the
change in various risk factors. The multivariate scenarios are often more re-
alistic because they allow for interaction of variables. According to Berkowitz
(2000) there are four types of scenarios (list was developed for models that

focus on assessing the robustness of capital):

1) Scenario that simulate shocks which we believe are more likely to happen

than observed historical data suggest;
2) Scenario that works with shocks which have never occurred,;

3) Scenario that simulate shocks which represents the possibility of a break—
down of statistical patterns under some circumstances (structural breaks of
states of the world);

4) Scenario that simulate shocks that express some structural breaks, which
can occur in the future (i.e. change of exchange rate regime).

Cihak (2007) distinguishes between two ways how to design consistent sce-
nario. The first way is the “worst case” approach that answers the question
of which scenario has the worst impact on financial system, with given level of
plausibility. Alternatively, there is the “threshold approach”, which for a given
impact on system creates the most plausible scenario that would lead to that
impact. Level of plausibility can be set according to historical observations.
Alternatively, scenarios can be drawn from data—generating process or some
variables can be set expertly.

Extreme historical events are easy to communicate and implement. Under
historical scenarios we could estimate behaviour of market participants more
properly, because their behaviour could be similar to that observed in the
past. Also, historical scenarios are severe but plausible, as they have already
happened in the past. Another, and direct, option that utilise historical data
is to plot observed risk factors against the measure of system’s financial health

(i.e. CAR, NPLs) and to pick the most adverse combination of risk factors.
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This method can, however, lack consistency as identified observations can be
from completely different historical periods. The main disadvantage of using
historical scenarios is that it is uncertain if the same situations would repeat
in the future.

For developing scenario through data—generating process, Drehmann (2008)
identifies four main methods that can be employed: (1) calibrated distributions
of unobserved factors, (2) autoregressive processes for each underlying macro
variable, (3) reduced form vector autoregressive macro models, and (4) struc-
tural macro models. Specifically, for communication purposes macro models
are more suitable than modelling the unobservable factor. Macro models can
show important macroeconomic transmission channels but can be relatively
complex, too. In turn, autoregressive models do not include interdependences
of systemic risk factors but, as Van den End, Hoeberichts & Tabbae (2006, p.
3) argue, the structure of scenario does not provide for economic foundation.
The choice of the model depends on stress test’s objectives and on systematic

risk factors that are assumed.

3.4 Review of Methodological Approaches to Macro
Stress Testing

The methodology discussed in this section concerns on top—down approach to
stress testing. Sorge (2004) and Sorge & Virolainen (2006) distinguish between
two methodological approaches how macro stress tests can be modelled. The
first is the “piecewise approach” that considers balance-sheet models. These
models analyse direct link between banks’ accounting items (NPLs, LLPs etc.)
that measure their vulnerability and business cycle (GDP growth, unemploy-
ment etc.). Secondly, there is the “integrated approach” that applies Value—
at-Risk (VaR) models. In VaR models multiple risk factors are combined into
mark—to—market probability distribution of losses that financial system could
face under given scenario.

Balance—sheet models are widely used in stress tests. Estimated coefficients
can be employed to simulate the impact of macro shock on financial sector.
Balance—sheet models can be either structural models or reduce—form models.
The VaR models are relatively complex and combine the multiple risk factors
(credit risk, market risk etc.). Both approaches are discussed in this section,
in line with the studies of Sorge (2004) and Sorge & Virolainen (2006).
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3.4.1 Balance—sheet Models

Balance—sheet models are based on estimation of balance sheets’ sensitivity to
adverse change in crucial macroeconomic variables. Estimated coefficients are
used to simulate the impact of hypothetical scenarios on financial system.

Balance-sheet models can be in reduced form, using either time-series or
panel data methods, or economy—wide structural models. Both of them link sys-
tem’s vulnerability (bank losses) to changing macro variables.® The advantage
of balance—sheet models is that they are intuitive and easy to implement. On
the other hand, they are usually expressed in linear form, although the relation-
ship between banks’ risks and macro variables is rather non-linear.” Moreover,
they frequently investigate expected losses and do not consider the whole loss
distribution. We provide a brief discussion about each type of balance-sheet
model.

Time series models. Time series models are suitable for assessing the
concentration of system portfolio’s vulnerabilities over time. The most com-
mon measures are NPLs, LLPs or composite indices of balance—sheet and mar-
ket variables. Loan loss provisions or other variables can be linked to macro
indicators such as GDP, output gap, unemployment, inflation, income, con-
sumption and investment, or interest and exchange rates. As an example, for
stress—testing of Austrian banking sector, Kalirai & Scheicher (2002) analysed
aggregate LLPs as functions of the set of macro variables using the time series
model.

Panel data models. Panel data models analyse individual bank’s portfo-
lio or aggregate banking systems across countries, evaluating the role of bank—
specific or country-specific risk factors. Again, dependent variables could be
LLPs, NPLs or indicators of profitability. Dependent variables are often not
only functions of macroeconomic variables but also of bank-specific factors
(size, portfolio diversification, specific clients etc.). The cross—sectional dimen-
sion enables to evaluate the impact of shock on banks’ health according to
their specific characteristics (size or client’s orientation). Pesola (2005) inves-
tigates macroeconomic factors that influence banking sector’s loan loss rate in
the Nordic countries, Germany, Belgium, the UK, Greece and Spain using the
panel-data regression.

Structural macro models. Structural macro models are able to capture

6Sorge & Virolainen (2006, p. 119).
"For example, Drehmann (2005) found that systematic factors have non-linear and non—
symmetric impact on credit risk.
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complex relationships in stress testing, and thus can better show the correlation
between shock and relevant macro variables or structural interdependences.
Hoggarth & Whitley (2003) analyse the impact of liquidation rates on write—
off rates through reduced—form model, whereas the shock to macroeconomy was
analysed by macroeconomic model and structural model linked macro factors to
liquidation rates afterwards. De Bandt & Oung (2004) have developed similar
model for France. Some authors combine micro and macro models. In Evjen
et al. (2005) micro models are used to estimate individual firm’s probability of
default that is based on actual balance—sheet data (operating income, interest
expenses, long-term debt etc.) and company size or industry characteristics.
proxies for debt—servicing capacity of corporate sector are used to estimate
banks’ loan losses. The overall model then estimates the impact of demand

and supply shock in banking system.

3.4.2 Value—at—risk Models

VaR macro models represent extension of VaR models adopted in financial
institutions. Models are based on estimation of conditional probability distri-
bution of losses for different stress scenarios. Value at risk then, as a summary
statistic of this distribution, measures the sensitivity of portfolio to different
risks.

VaR approach allows for non—linear relationships between macro variables
and indicators of financial stability. Also, it allows for integration of credit and
market risk in one model. The shortcoming of VaR models is the non—additivity
across portfolios when models are applied to individual banks.® Thus, for the
analysis of banking system, aggregated portfolio is usually used. However,
running the model on aggregate level might neglect the contagion effect that
could occur among institutions.

For VaR models, Sorge & Virolainen (2006) highlight two approaches that
explicitly link default probabilities to macro variables. Wilson (1997a,b) ap-
proach allows to model directly the sensitivity of default probabilities to evo-
lution of the set of macro variables. Merton (1974) approach firstly models
the response of equity prices to macro variables and then translates asset price
changes into probabilities of default.

Merton (1974) approach. Merton’s model was originally developed for

8The VaR of bank’s consolidated portfolio does not equal to the sum of individual bank’s
VaRs due to correlations among them.
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the firm’s level. After him, the approach was extended for purposes of macro
stress—testing. Merton’s models are frequently set as follows: Firstly, we make
some assumptions about the joint evolution of macro and market factors. These
factors are then linked to corporate return on equity through the multi—factor
regression on panel of firms. Finally, equity returns enter the model to es-
timate individual firms’ probabilities of default. Merton—type model for the
Czech economy was used in Jakubik (2007). Jakubik & Schmieder (2008) ap-
ply the model on household and corporate sectors for the Czech Republic and
Germany. Hamerle, Liebig & Scheule (2004) used factor-model to forecast de-
fault probabilities of individual borrowers in Germany. Merton’s model was
used also in Drehmann (2005) for stress testing corporate exposures of banks
in the UK.

Wilson (1997) approach. Wilson’s approach consists of modelling the re-
lationship between default rate and macro variables. Accordingly, we generate
shocks and simulate the evolution of default rates, which are at the end applied
to particular credit portfolio. Wilson’s approach is intuitive and not computa-
tionally demanding as Merton—type models. Wilson’s logistic model was used
in studies of Boss (2002) and Virolainen (2004). Boss (2002) and Boss et al.
(2006) estimated relationship between macroeconomic variables and credit risk
for corporate default rate in Austrian banking sector. Virolainen (2004) and
Virolainen, Jokivuolle & Véahédmaa (2008) develop the macroeconomic credit
risk model that estimates probability of default in various Finish industries.

Integrated market and credit risk analysis. Changes in macro funda-
mentals can influence market value of banks’ assets and liabilities directly but
also indirectly. Indirectly, they affect the indebtedness ratios of households and
firms, which change credit risk exposures of banks. Sorge & Virolainen (2006,
p. 127) argue that the incorporation of macro variables in credit risk mod-
els implicate that these models analyse both market and redit risks. Wilson’s
and Merton’s models implicitly incorporate credit and market risks. There are
studies which try to reflect the two risks more explicitly, for example Barnhill,
Papapanagiotou & Schumacher (2000). Their findings indicate that market
risk, credit risk, portfolio concentration, and asset and liability mismatches are
all important but not additive sources of risk. Accordingly, they should be

evaluated as a set of correlated risks.
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3.5 Limitations and Challenges

Stress testing, as a relatively new technique, faces many limitations and chal-
lenges. The main shortcomings of macro stress tests are frequent data limita-
tions, inability of models to capture the correlation of risks and risk measures
over time and across institutions and to interpret results in longer time horizon.
Next, endogenous behaviour of market agents and macro feedbacks, forecasting
limitations of reduced—form models and computational problems of structural
models are all problematic issues. Last but not least, the incorporation of
model’s implications in policy decision—making is only partial. Complex dis-
cussion of limitations and challenges of current stress tests can be found in
Sorge & Virolainen (2006), Cihak (2007) or Drehmann (2008).

3.5.1 Data Availability and Time Horizon

Data that are essential for stress testing are limited in several ways. First of
all, severe historical shocks are rare. Historical data are of limited use. Fre-
quently, the adjustment of model by additional assumptions that are set by
expert judgment or based on data-generating process is needed. Secondly,
financial markets develop rapidly and it is difficult to track all changes. Finan-
cial institutions’ data are often not available (at least for public use). Some of
them (i.e. data on individual clients) can be confidential. Even provided data
need not to be exact or comparable with data from other institutions. The
model can break down during the shock as some characteristics, observed in
the past, can change (i.e. borrowers’ repayment discipline). Data limitations
should be taken into account when setting—up and running models. The use of
standard parametric econometric models with insufficient data leads to non—
robust estimates and large errors, which in turn reduce forecasting ability of
models.

Regarding time horizon, there exists a trade—off between predictive power
of model and ability of shock to fully translates into deterioration of banks’
financial performance. The crisis usually evolves over time and it takes even
some years to show its whole impact. But when considering longer time horizon,
problems with endogenous responses of the system emerge. It is not unlikely
that banks would take steps to decrease losses if they once recognise the crisis,

even though if its impact did not fully emerge.
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3.5.2 Endogeneity of Risk

Drehmann (2008) provides three reasons why the endogeneity of risk emerges
in stress testing. It happens because of (1) endogenous behaviour of market
agents, (2) lliquidity risk, and (3) macro feedbacks. The endogeneity of risk
causes that the impact of exogenous shocks can be disproportional. The en-
dogenous behaviour of agents shows that they are not passive when the shock
occurs. For example, banks can fight against losses that arise from the crisis
by hedging or realigning portfolio when some assets or liabilities mature. The
liquidity risk may emerge as a response of endogenous behaviour in the market
(i.e. run on weakly performing banks in case of panic in the market).

Macro feedbacks reflect the linkages between real economy and financial sec-
tor. In stress tests we assume the impact of macroeconomy on financial system
(often called as the first round effect). The second round effect is the impact of
stressed financial sector on macroeconomy. Difficulties with macro feedbacks
lie in their complexity due to heterogenous market agents that respond differ-
ently on stimulations. Frequently, the second round effect is expressed as the
injection needed to bring particular banks to regulatory minimum requirements
(i.e. CAR). The injection needed does not cover all feedback effects but it is a

useful tool how to assess potential fiscal costs of distress.



Chapter 4

Macroeconomic Credit Risk Model

4.1 Theoretical Framework

The credit risk model developed in this study is based on approach originally
introduced by Wilson (1997a,b).? Wilson’s model is one of few models that
explicitly links default rate with macroeconomic variables and it is based on
relatively simple logistic function that is used in regression analysis. It was em-
pirically shown that non—linear logistic function is more suitable for analysing
relationships in the model than linear functions. Wilson’s model was further
used in Boss (2002) or Virolainen (2004). Also Cihdk (2007) suggests logis-
tic model for estimating inputs to stress—testing modelling. We will discuss
the model briefly, however, for more detailed discussion, we refer to Wilson
(1997a,b).

The idea of macro credit risk model is as follows: We assess credit risk,
which is expressed by default rate, in dependence on macroeconomic variables.?
We simulate the future default losses according to changing macroeconomic
situations. We test macroeconomic variables for possible correlations in order
to reveal existing interdependences. The outcome of model is used as a basis
for macro stress testing in Chapter 5.

Default rate or default probability, defined as a portion of “bad” loans to to-
tal loans in banking system, is in our model shown as a ratio of non—performing
loans (NPLs) to total loans (NPL ratio). Default rate is regressed against var-
ious macroeconomic variables in order to estimate their impact on aggregate

banking sector portfolio. We run the model for household and corporate sectors

Model known as CreditPortfolioView®), developed for McKinsey & Company.
2We assume that more than one variable affects dependent variable, thus, we can call the
model as a multi—factor model.
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separately in order to detect specific factors that influence credit risk in these

two sectors.> We do not consider lending to government sector, since it is in

general considered as a type of lending that does not carry any default risk.
Our model estimates sector—specific default rate using logistic function of

sector—specific index, which depends on values of macroeconomic variables:

1

1+ e Vst (4.1)

npls,t =

which can be re-written as:

In (L) — e (42)

1 —npls,
where npl,; denotes NPL ratio (default rate) of sector s and ys; is sector—
specific index of sector s at time ¢. Contrary to Virolainen (2004), but in line
with Boss (2002), we adopt the formulation of sector—specific index in such a
way that lower value of y,, implies better state of economy with lower default
rate npl;.*
Index y,, represents the overall state of economy, and it is the linear function

of exogenous macroeconomic factors:

Yst = Qs + Bsxs,t + €sit (43)

where «ay is intercept, s = (Bs1, Bs2; -, Osn) 18 set of regression coeffi-
cients related to set of sector s—specific macro explanatory variables z,; =
(5145 Ts 2ty -y Tsmt), and €5, is random error, which is assumed to be indepen-
dent and identically distributed €,; ~ N(0,02).%

The model described above is suitable for stress testing as it respects empiri-

3The separation of credit risk modelling for household and corporate sector was used i.e.
in Jakubik & Schmieder (2008). Some authors run the model on individual industrial sectors,
see Virolainen (2004).

4The formulation leads to negative coefficients for variables to which the NPLs ratio is
inversely proportional (i.e. GDP growth) and positive coefficients for variables to which the
NPLs ratio is directly proportional (i.e. interest rate).

®Some authors further model the development of individual macroeconomic factors in
time as a set of univariate autoregressive equations of second order AR(2):

Tjt = Cj,0 + Cj1Tj5t-1 + Cj2Tjt—2 + Vit

where ¢; = (¢j0,¢5,1,¢j,2) is set of regression coefficients related to j—th macroeconomic
factor, and v;; is random error assumed to be independent and identically distributed v;; ~
N(0,02) (see Boss 2002 or Virolainen 2004). The purpose of the model is to estimate
macro variables’s future values, which are applied to credit risk model. We do not consider
macro variables’s modelling as we obtain projected values from economic forecasting (i.e.
Consensus Forecast) in case of baseline scenario, and from historical volatility analysis for
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cally demonstrated fact that the probability of default is higher in “bad” times
and lower in “good” times. Moreover, it separates corporate and household

sectors, which usually react to macroeconomic shocks in different ways.

4.2 Data

Our credit risk model is based on quarterly data. Dependent variable in the
model is ratio of banking sector’s non—performing loans (NPLs) to total loans
(default rate) with respect to sector to which it refers (either corporate sector or
households).® Explanatory variable is sector—specific index, composed of vari-
ous macroeconomic variables. Macroeconomic data are quarterly data, defined
as a percentage change in actual value compared to corresponding period of
previous year, thus derived on year-to—year basis.” Time series that were used
were generally reported in National Banks’ or Statistical Offices’ databases and

publications.

4.2.1 Croatia

Quarterly macro data for Croatia are based on rate of growth in given quarter
relative to corresponding quarter of previous year. They were obtained from
Croatian National Bank (CNB)® National Statistical Office’ and Eurostat!.
Namely, for corporate sector the macro factors include: 1) real GDP growth
rate in Croatia and in the EU 15 2) growth rate of nominal and real effective
exchange rates, 3) growth rate of nominal HRK/USD and HRK/EUR exchange

rates, 4) growth rate of nominal and real short-term and long-term lending

adverse scenario. Moreover, we have not found macroeconomic factors in our analysis to
follow AR(2) process.

6Tt would be more convenient to use as a dependent variable the first difference of NPLs.
However, given the logistic form of credit risk model, such variable would show negative
values, which are not allowed for the logistic function.

"Note that data that are not derived on annual basis should be seasonally adjusted before
the analysis starts.

8 Available at: http://www.hnb.hr

9 Available at: http://www.dzs.hr

10 Available at: http://epp.eurostat.ec.europa.eu

HEU 15 is composed of: Austria, Belgium, Denmark, Finland, France, Germany, Greece,
Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, Sweden and United Kingdom. We
prefer to use this composition of the EU in order to avoid changes in time series due to EU
enlargements. Real GDP growth rate of the EU is considered due to large foreign trade
between Croatia and the EU.
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interest rates for corporate loans, 5) inflation measured by Consumer Price
Index (CPI)!, and 6) growth rate of interest rate spread.

For household sector in Croatia we consider following macro determinants:
1) real domestic GDP growth rate, 2) growth rate of nominal and real effective
exchange rates, 3) growth rate of nominal HRK/USD and HRK/EUR exchange
rates, 4) growth rate of nominal and real short—term and long-term lending
interest rates for household loans, 5) inflation measured by CPI, 6) growth
rate of unemployment rate 4, 7) real wage growth rate, and 8) disposable
income growth rate. The credit risk model for corporate and household sector
in Croatia has been estimated using quarterly observations from Q1 2000 to
Q2 2010 (42 observations sample).

Dependent variable in Croatian credit risk model is quarterly default rate
measured by ratio of NPLs to total loans in particular sector (firms or house-
holds). Data on NPLs has been available only on aggregate basis, apart from
annual rates in period 2006-2010. These observations were split into total, cor-
porate and household NPLs. We calculated the average ratio of sectoral NPLs
to total NPLs and we applied derived coefficients on NPLs from the rest of
sample period in order to generate time series of both corporate and household
NPLs from Q1 2000 to Q2 2010. Then, we calculated sectoral NPL ratios by
comparing sectoral NPLs to corresponding sector’s total loans.

Figure 4.1 shows development of total and sectoral default rates over the
sample period. NPL ratio (default rate) reaches relatively elevated values of
around 18% during the years 2000 and 2001. According to our estimations,
in the same period households show higher rates than companies. This differs
from commonly observed pattern. Demonstrated values suggest that at the
beginning of the 21st century, even though the corporate loans accounted for
the major part of total loans, the repayment discipline of Croatian households
might have been lower than that of companies. In the following year, however,
the trend has changed and corporate default rate outranked household rate.

Accordingly, default rates began to descend and they reached their minimum

12 Accordingly, CPI was employed in calculations of real values of particular macroeconomic
variables such as effective exchange rate or interest rates.

BInterest rate spread is defined as a difference between interest rates on total loans and
on total deposits.

4The calculation of unemployment rate is based on definition of unemployment rate pro-
vided by International Labour Organization (ILO) (unemployment rate is number of unem-
ployed persons as a percentage of labour force, see http://www.ilo.org). For period 1999-
2001 only annual unemployment rates were available. Assuming equally distributed inflow
of labour force and unemployed over the year, we linearly interpolated annual data in order
to obtain quarterly growths.
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Figure 4.1: Total NPL ratio and estimated NPL ratios for corporate
and household sectors in Croatia.
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Source: Author’s computations. Variables npl, npl_corp and npl_hh represent total NPL
ratio, corporate NPL ratio and household NPL ratio, respectively.

in year 2008 (default rates of 6.8% for corporations and 3.4% for households).
All rates jumped up when the financial crisis emerged in late 2008. Their
increasing tendency is noticeable until the end of sample period with 2010

values of 14% and 8% for corporations and households, respectively.

4.2.2 Serbia

In case of Serbia, we used National Bank of Serbia (NBS) on-line database
to generate macroeconomic data, except for GDP growth rate in the EU 15.1°
In line with existing literature, we consider following variables for corporate
sector: 1) real GDP growth rate in Serbia and in the EU 15 as it is Serbian
main trading partner'®, 2) Industrial Producer Prices (PPI) growth rate as an
indicator of inflation'”, 3) real industrial production growth rate, 4) growth
rate of nominal RSD/USD and RSD/EUR, exchange rates, 5) growth rate of

15 Available at: http://www.nbs.rs

16 According to NBS’s reported data, during the period 1997-2010 56.9% of goods were
imported from the EU and 54.2% of goods were exported to the EU, on average.

Tt is more convenient to use CPI as a measure of inflation. Due to lack of data on CPI
for periods before 2007 we utilise PPI. Moreover, where practicable, PPI was used to derive
real values of other macro indicators.
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nominal and real effective exchange rates'®, and 6) growth rate of nominal and
real lending interest rates. All rates were obtained on the basis of quarter to
corresponding quarter of previous year.

For household sector model, we use these indicators: 1) real GDP growth
rate in Serbia, 2) growth rate of PPI, 3) growth rate of unemployment rate'®,
4) growth rate of nominal RSD/USD and RSD/EUR exchange rates, 5) growth
rate of nominal and real effective exchange rates, and 6) growth rate of nominal
and real lending interest rates?’. Due to restrictions in NPL’s time series, the
models for corporate and household sectors has been estimated for period Q3
2004-Q3 2010.

In case of Serbia, some modifications of dependent variable were done in or-
der to obtain sufficiently long time series to run the model. Quarterly values of
NPLs were available for the period from 2008 Q3 to 2010 Q3 (9 observations).
In order to extend time series, we analysed relationship between NPLs and
classified assets in categories C+D+E (CDEs), as we assumed the former to
be subcategory of latter.?! After the adjustment of CDEs for structural break,
which was caused by methodological change in classifying items and provisions
in 2006, and after multiplying CDEs with the coefficient derived from observed
relationship between CDEs and NPLs, we arrived at estimated NPLs for the
period 2004 Q3-2008 Q2. The analysis added another 16 observations to our
data set, which now contains 25 observations for Serbian corporate and house-
hold credit risk models.

Next, we divided total quarterly NPLs into corporate and household NPLs.
The NBS has been reported sectoral NPLs since the third quarter of 2008. For

previous periods, division has been done based on coefficients derived from rela-

18For years 2003 and 2004 annual data on exchange rates were only available. We multiplied
these numbers with coefficients indicating relationships between exchange rates in available
periods and we obtained quarterly estimations for 2003-2004.

9For years 2003 and 2004 the number of unemployed was available only on annual basis.
Therefore, we investigated the change in number of unemployed during the year on available
data and we applied gained coefficients on data from years 2003 and 2004. For the calculation
of unemployment rate the number of unemployed was divided by number of active population
over 15 years, which has been available in Serbian Statistical Office database (Available at:
http://webrzs.stat.gov.rs). The number of active population was available only on annual
basis, hence we assumed it to be constant during a particular year in order to arrive at
unemployment rate.

20Tt is possible to distinguish lending interest rates for households and corporates and to
apply particular rate to corresponding debtor. Due to the lack of sufficiently long time series
on separate lending rates we do not consider this approach in the case of Serbia.

2INBS’s definitions of these variables indicate that by subtracting category C from CDEs
we can arrive at NPLs values. For exact definitions of NPLs and categories of classified assets
we refer to NBS (2011).
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tionship between total NPLs and sectoral NPLs in the sample period. Finally,
we divided sectoral NPLs by corresponding total loans, and we obtained house-
hold and corporate NPL ratios. Figure 4.2 shows the development of total and
sectoral NPL ratios over time. NPL ratio, which represents the default rate,
remains almost stable during the period from 2004 to mid-2007, demonstrating
slightly increasing tendency for corporate loans and a little decreasing trend
for household loans. From mid—2007 all indicators increase, especially notice-
able is a sharp increase in corporate default rate from mid-2008 to mid—-2009.

Corresponding period reflects the appearance of crisis in Serbia.

Figure 4.2: Total NPL ratio and estimated NPL ratios for corporate
and household sectors in Serbia.
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Source: Author’s computations. Variables npl, npl_corp and npl_hh represent total NPL
ratio, corporate NPL ratio and household NPL ratio, respectively.

In comparable period, Serbian default rates demonstrate similar path as
those of Croatia. Low values of default rate at the middle of decade are re-
placed by the increase after the 2008 turmoil. Serbian default rates are char-
acterised by higher volatility, as well as higher absolute values than those of
Croatia (see Figure 4.2). In case of Croatia, all rates (total, corporate sector
and household sector) show more or less similar trends, mainly at the end of
period. On the other hand, Serbian rates differ, particularly household default
rate during the whole sample period. Relatively low default rates for house-

holds compared to those of corporates in case of Serbia could be caused by
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lower demand for household lending or higher requirements for credit granting.
Thus, debtors might be of higher repayment discipline.?? However, relative to
household default rates in other countries, Serbian ones are elevated. Higher re-
payment discipline of households is demonstrated also in Croatia. The share of
household loans and corporate loans to total loans is almost the same (slightly
below 50% for recent years). Yet, household rates are by 3% lower than those
of corporates, on average (default rates of 8% and 11% for households and

corporates, respectively).23

4.3 Credit Risk Model for Corporate Sector

In whole study we use econometric software Gretl 1.9.1csv. Macroeconomic
indicators for Croatia and Serbia were chosen based on existing literature, data
availability, availability of data projections and expert judgement, with the
aim to consider data that would explain default rates in a meaningful fashion.
We consider also time lags of variables in order to describe the model realisti-
cally. The matrix of correlation coefficients for each country has been derived
to identify possible correlations between explanatory variables. We presumed
that there could be correlations primarily between variables concerning inter-
est rates and exchange rates, which have been proved. Significant correlation
between industrial production growth rate and GDP growth rate in Serbia and
between GDP growth rate in the EU 15 and growth rates of industrial pro-
duction and nominal and real effective exchange rates appeared (see Table B.1
in Appendix B). In case of Croatia we found the correlation between Croatian
GDP growth rate and the EU 15’s GDP growth rate, rate of growth of unem-
ployment rate, real interest rate growth rate (total and household lending) and
disposable income growth rate (see Table B.2 and B.3 in Appendix B). We

aimed not to include correlated variables together in the model.?*

22Household loans represent 28.5% of all loans on average, whereas corporate loans account
for 62.5% of loans in the period 2004-2010.

23Note that provided default rates can slightly differ from the actual ones, especially at
the beginning of period. The difference can be caused by modifications that were carried out
in order to obtain longer time series.

24The correlation coefficient was above 0.5 in absolute values also for (1) GDP growth rates
in the EU 15 and Serbia, (2) GDP growth rate and rate of growth of unemployment rate
and real interest rate in Croatia, and (3) growth rates of unemployment rate and HRK/USD
exchange rate in Croatia. Nevertheless, the small break of bounds, which were set by expert
judgement in interval [-0.5,0.5], and the relative importance of variables encouraged us to
use them together in the model. Alternatively, we test all models for collinearity, which was
not proved in none of them.
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Next, all variables were tested for stationarity. Despite of relatively short
time series the results of tests suggest that we should not deny the stationarity
of variables.?> The regression analysis was performed using the Ordinary Least
Squares (OLS) method that was applied to default rate (NPL ratio) expressed
in logistic form.?® We started with univariate regression analysis to select signif-
icant explanatory variables and their lags, then we applied step—wise regression
to detect the model that explains corporate default rate most properly. Fol-
lowing Jakubik & Schmieder (2008) and being aware of relatively short sample
period we included as few explanatory variables as possible in the final model.
Accordingly, we control the model for possible structural breaks using the QLR
test and additional Chow’s and CUSUM tests. Following subsections provide

specific credit risk models for Croatia and Serbia.

4.3.1 Croatia

The macroeconomic credit risk model that appeared to explain default rate
movements of Croatian corporate sector in the best possible way looks as fol-

lows:

nplcor ,
In( ——22L ) — o+ Brg-hri_q + Bore_y + B3T3
1— nplcorp,t

+06ser_usdi_s + Bsduml, + Bgdum?2,

(4.4)

where npleop: is default rate defined as a portion of corporate NPLs to
total corporate loans in time ¢, g_hr denotes GDP growth rate in Croatia, r is
growth rate of real interest rate, 7 is inflation measured by CPI, er_usd stands
for growth rate of HRK/USD exchange rate and duml and dum2 are dummy
variables that adjust the model for structural breaks, which have been detected
and proved by QLR and Chow’s tests. Value of duml is 1 for period until the
fourth quarter of 2004 and 0 afterwards. Accordingly, value of dum?2 is 1 until
Q3 2005 and 0 afterwards (see Figure B.1 in Appendix B). Time lags are also
indicated. Structural breaks could be caused by mergers of three big banks
with three medium-size banks in 2004.2”. Next, on January 1, 2004 new regu-

lations that introduced new balance-sheet items (i.e. derivative financial assets

25KPSS test’s null hypothesis that variables are stationary was not denied.

26For the control of assumptions of OLS method, see Table B.4 in Appendix B.

2"TMergers: Privredna banka Zagreb with Riadria banka, Zagrebacka banka with
Varazdinska banka, and Nova banka with Dubrovacka banka. Moreover, the Croatian Na-
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and liabilities and other financial liabilities held for trading) came into force
as a part of harmonisation process with the EU directives®® and regulations of
Basel Committee on Banking Supervision (BCBS) and International Account-
ing Standards (IAS). In 2005, two new banking groups were established as a
result of changes in ownership structure of banks operating in Croatia. Also,
during 2005, the CNB was constantly increasing allocated reserve and marginal

reserve requirements.?

Table 4.1: Corporate sector credit risk model for Croatia.

Variable Lag Coeft. value Std. error  P-value
constant(a) 0 -2.4229 0.0516796 2.38e-030
g-hr(p1) -4 -3.6435  0.688311  9.26e-06
r(Pa) -4 0.0779 0.0241417 0.0030
7(B3) -3 3.5724 1.04595 0.0018
er_usd(By) -2 1.0648  0.155056  1.07e-07
duml1(Bs) 0 0.2440 0.0504319  3.41e-05
dum?(Ss) 0 0.3347 0.0515974  3.09e-07
R-—squared: 0.944061 Adjusted R-squared: 0.933234
Rho: 0.043723 Durbin—Watson: 1.850616

Source: Author’s computations.

The results from regression are summarised in Table 4.1.3° According to our
results, the most significant variables that explain corporate sector default rate
in Croatia are real domestic GDP growth rate, growth rate of real interest rate,
inflation and growth rate of nominal exchange rate of Croatian kuna (HRK)
against US dollar (USD). All variables are significant at 1 % significance level.
There was a noticeable improvement in performance of the model when we
added dummy variables.3!

Apart from real domestic GDP growth rate all coefficients of explanatory

variables have positive signs that indicate that the higher the value of variable

tional Bank (CNB) did not revoke bank license for Primus banka d.d., which, therefore,
started the closing procedure (CNB 2005a).

28Gtabilisation and Association Agreement with the EU came into force in February 2005.

29Marginal reserve requirement rate increased by 16%, kuna reserve requirement rate by
10% and portion of foreign currency reserve requirement allocated in kuna by 8% in the first
half of 2005 (see CNB 2005b, p. 22).

30All values refer to dependent variable defined in logistic form which, however, does not
change the rule of proportion. In order to derive at original default rate, we need to calculate
Equation 4.4 using regression coefficients, with respect to nplsorp:. The same rule is valid
for all regressions in this chapter.

31 As is the case of all models in this chapter.
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the higher the default rate. Empirically, increasing GDP affects positively
demand for goods that companies produce, which in turn increases their profits
and creditworthiness. Positive impact of GDP growth on debt repayment was
confirmed by our model. The four—quarter lag indicates a delay in corporations’
response to changes in economic conditions, which could be caused by, for
example, fixed contracts with their business partners. The positive impact of
increasing interest rate on default rate is also intuitive, as higher interest rates

increase firms’ costs of loans, and that can cause problems in their repayment.

Figure 4.3: Actual and estimated corporate sector default rate in
Croatia.
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Source: Author’s computations.

Coefficients for inflation and growth rate of HRK/USD exchange rate have
positive signs. The positive effect of inflation and depreciation of domestic
currency on default rate can be in contrast with prevailing expectations. As
an explanation we should note that inflation can induce default rate to grow if
increasing price level forces companies to spend more money on other commodi-
ties because they become more expensive. Thus, corporations have less resource
to repay the debt, even though the debt becomes cheaper. Also, Baboucek &
Janc¢ar (2005) in their simulations of the quality of aggregate loan portfolio in
response to macro shocks reject the hypothesis that inflation helps to improve
debtors’ creditworthiness. The impact of depreciation of domestic currency on

default rate depends on position of exporters and importers in economy. The
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positive impact of depreciation on default rate can suggest that there are more
importers in economy, for whom depreciation increases costs of goods that are
imported and thus causes problems with debt repayment. In fact, Croatian
trade balance has been negative for the whole period 1999-2009.3

The performance of estimated model is shown in Figure 4.3.3% Default rate
is measured by NPL ratio. At the beginning of period there was a relatively high
level of default rate, exceeding 18% in the mid-2000. However, default rate was
then falling rapidly until 2007, when it reached the level of 7%. International
financial crisis negatively affected Croatia in 2008. Corporate sector responded
by a steep increase in corporate default rate. In Q2 2010, default rate was
more than 14%. Estimated model follows the actual values relatively well,
especially at the end of period, where it demonstrates lower volatility than at

the beginning of period.

Table 4.2: Descriptive statistics of explanatory variables in corporate
sector credit risk model for Croatia.

Variable Mean Std. deviation Min Max
g_hr 0.028816 0.03699 -0.069 0.068
r 0.2362 0.90721 -0.76004  4.3877
T 0.028474 0.01606 0.007 0.076
er_usd -0.039901 0.094945 -0.17118 0.23208

Source: Author’s computations.

Descriptive statistics for explanatory variables is provided in Table 4.2 (time
period Q1 2001-Q2 2010). Mean values of domestic GDP, real interest rate and
inflation indicate growing tendency on average, although, apart from inflation
all of them experienced also periods of decrease. The mean value of exchange
rate of HRK against USD points out the appreciation on average. The highest
volatility can be found in growth rate of interest rates, with standard deviation
of more than 90%.

32The negative trade balance means that volume of imports exceeds volume of exports.
Considering the trade with all countries in the world and in all products, Croatian trade
balance in period 1999-2009 was -6 930 million EUR on average (Source: Eurostat database,
available at: http://epp.eurostat.ec.europa.eu).

33Note that plotted values in Figure 4.3 are original default rate values that were derived
back from logistic form used in regression analysis. Descriptive statistics of the model belongs
to dependent variable in logistic form. Unless stated otherwise, all figures in this chapter
refer to original default rates, whereas models’ statistics are based on dependent variable in
logistic form.
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4.3.2 Serbia

The estimated macroeconomic credit risk model for the Serbian corporate sec-

tor is as follows:

In (M) = a+ P19-srbi_4 + Pag-eu; + Bzer_eury_q + Bydum; (4.5)
1- ”plcorp,t

where nplop: is default rate defined as a portion of corporate’s non-
performing loans to total corporate’s loans in time ¢, g_srb denotes GDP growth
rate in Serbia, g_eu is GDP growth rate in the EU 15, er_eur stands for growth
rate of RSD/EUR exchange rate and dum represents dummy variable, which
adjust the model for structural break that have been detected and proved by
QLR and Chow’s tests (see Figure B.2 in Appendix B). The dummy has the
value 1 for the period until fourth quarter of 2008 and the value 0 afterwards.
Time lags are also indicated. Structural break at the end of 2008 can be caused
by large accounting changes that came into force on July 1, 2008, especially
changes in computing and recording receivables, liabilities and lending activ-
ities.3* Moreover, year 2008 was in sign of rapid growth in lending activity
that was dominated by credits to corporations. Corporate lending rose by 45%
over the year whereas household lending increased by 20%. A 20 % increase in
household lending in 2008 is in contrast with the end of 2007 when it increased
by 54% relative to the end of 2006.

Table 4.3 summarises results from regression analysis of Serbian corporate
sector. We found that the most significant variables are real GDP growth
of Serbia and the EU 15 and growth of nominal exchange rate of Serbian
dinar (RSD) against euro (EUR). All coefficients of explanatory variables have
negative signs, the outcome that is in line with assumptions of negative impact
of GDP growth and currency depreciation on default rate in small export—
oriented country.

Transmission channels between GDP growth and default rate are relatively
easy to trail. Increasing GDP stimulates demand for goods that corporations
produce and that increases their profits and ability to repay the debt. The

probability of default decreases. A similar view is behind the negative impact

34Chart of Accounts and Content of Accounts within the Chart of Accounts for Banks,
Guidelines on the Obligation and Methodology of Recording, Compiling, Processing and
Delivery of Data on the Stock and Structure of Lending, Receivables and Liabilities of Banks,
and Rules on the Forms and Content of Items in Financial Statement Forms to be Completed
by Banks (see NBS 2008).
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Table 4.3: Corporate sector credit risk model for Serbia.

Variable Lag Coeft. value Std. error  P-value
constant(a) 0 -1.2588  0.0464869 3.11e-017
g-srb(f) -4 -1.2061  0.561145 0.0440
g-eu(fs) 0 -6.0872 1.59602 0.0011
er_eur(f33) -1 -1.0998  0.241101 0.0002
dum(By) 0 -0.6843 0.0587632 2.31e-010
R—squared:  0.95049 Adjusted R—squared: 0.940587
Rho: 0.004727 Durbin—Watson: 1.916890

Source: Author’s computations.

of the EU 15’s GDP growth since the major part of Serbian foreign trade is ex-
ported to the EU. Different time lags of the two variables and higher coefficient
in absolute value for the EU’s GDP could be caused by higher sensitivity of
exporting firms. It is possible that exports consist mainly of goods that react
cyclically to changes in economic conditions (i.e. cars and machinery) and that
contracts are fixed on short periods.?

The significance of Serbia’s relations to the EU is further demonstrated by
the third variable, RSD/EUR exchange rate that was more significant than
exchange rate of dinar against USD, for example. The negative impact of
depreciation of domestic currency on default rate is given by the fact that
currency depreciation favours domestic exporters and increases their profits,
which in turn helps to decrease their default rates.

The performance of the model is demonstrated in Figure 4.4. In the first
years of period there was a relatively low level of default rate (below 10%)
compared to following period that was characterised by a steep increase in
default rate in mid-2008 with two peaks in mid-2009 and 2010.3¢ The end of
period indicates default rates to be around 20%. Values reflect a relatively high
portion of “bad” loans and can indicate persistent problems in banking sector
in Serbia. The estimated model captures the pattern of actual values more or
less properly.

Descriptive statistics for explanatory variables in Serbian credit risk model
is provided in Table 4.4 (time period from Q1 2004 to Q3 2010). Mean values of

35In fact, machinery, apparatus and transport equipment form the third biggest group of
Serbian exports in the last three years, according to NBS’s reports.

36In comparison to other countries, this value is still very high. Jakubik & Schmieder
(2008) analysed corporate sector default rates in the Czech Republic and Germany and their
values in 2006 were around 3% and 1.5%, respectively.



4. Macroeconomic Credit Risk Model 34

Figure 4.4: Actual and estimated corporate sector default rate in Ser-
bia.
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Serbian and European GDPs and exchange rate of dinar against euro show their
growing tendency on average, although all of them experienced also periods of
decrease. Growth rate of exchange rate experiences the highest volatility with

standard deviation of almost 8.5%.

Table 4.4: Descriptive statistics of explanatory variables in corporate
sector credit risk model for Serbia.

Variable Mean Std. deviation Min Max
g_srb 0.044196 0.041625 -0.044797  0.13677
g-eu 0.012993 0.013750 -0.013204 0.029750
er_eur 0.067411 0.084821 -0.0811 0.21429

Source: Author’s computations.

When we compare estimated models for Croatia and Serbia we can see some
similarities, especially the significance of domestic GDP growth rate and growth
rate of exchange rate for both countries. Both Croatia and Serbia have managed
floating exchange rate regimes. The dependence of default rate on exchange
rates points to small open economies that rely heavily on international trade.
Serbia seems to be more dependent on trade with the EU as GDP of the EU

and exchange rate of dinar against euro are remaining explanatory variables
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beside domestic GDP growth. Croatian corporate sector default rate reacts
more on exchange rate of kuna against the leading currency in international
trade—the US dollar. Remaining explanatory variables are rather domestic —
GDP growth, price level and interest rate. Probably due to shorter sample
period in case of Serbia, the estimated Croatian model fits better real values
and does not experience such volatility as the Serbian one.

In the credit risk model of Croatian and Serbian corporate sectors the
macroeconomic factors other than those described above appeared to be non—
significant or not appropriate in an economic sense, especially in combination
with other factors. We controlled the appropriateness of the model using all
tests required for the OLS method, namely normality of residuals, homoscedas-
ticity, autocorrelation of residuals and collinearity of variables. Moreover, we
tested the stability of parameters using CUSUM test and the adequateness of
model specification using Ramsey’s RESET test. None of tests revealed any
distresses. Models’ coefficients of determination are very high, demonstrat-
ing good performance of models in explaining the evolution of default rates.
However, given a relatively small sample period especially in case of Serbia,
R-squared or adjusted R-squared could be lower if we add more observations.
More observations could even change the output or bring more significant vari-
ables. What is more, the estimated Serbian NPLs from CDEs for the sample
period until mid—2007 and various NBS’s and CNB’s methodological changes
during observed period indicate that we should be conservative when interpret-
ing the model. Thus, we do not see the models as benchmarks that have to
be valid in every situation. For our purposes and with available data, however,

the models demonstrate good performance and predictive power.

4.4 Credit Risk Model for Household Sector

Similarly to the credit risk model for the corporate sector we verified the basic
assumptions as stationarity and correlation between variables before initiating
regression analysis for the household sector model. The regression was again
performed using the OLS method, applied to the default rate (NPL ratio for
the household sector) in logistic form.3” Firstly, we ran the univariate regres-
sion analysis to detect significant variables and their lags. In the step—wise

regression the variables interacted and we modified them in order to obtain

37For the control of assumptions of OLS method, see Table B.5 in Appendix B.



4. Macroeconomic Credit Risk Model 36

meaningful model that fits data in the best possible way. Using the QLR test
we controlled the model for structural breaks. If a structural break was found,

the dummy variable was added to adjust the model for the structural break.

4.4.1 Croatia

The estimated macroeconomic credit risk model for household sector in Croatia

is as follows:

npl
In <M) =a+ fi1g-hri—g + Bous—3 + B35

L — nplan,g (4.6)

+Baduml; + Bsdum?2;

where nplyy, ¢ is default rate defined as a portion of households’ non-performing
loans to total households’ loans in time ¢, g_hr denotes GDP growth rate in
Croatia, u is growth rate of unemployment rate, 7w stands for inflation measured
by CPI and duml and dum?2 are dummy variables that adjust the model for
structural breaks, which have been detected and proved by QLR and Chow’s
tests. The value of duml is 1 for periods prior to Q3 2004 and 0 afterwards.
The value of dum2 is 1 until Q4 2006 and 0 afterwards (see Figure B.1 in Ap-
pendix B). Time lag of every variable is indicated. The first structural break
represented by duml has probably the same grounds as the first structural
break in Croatian corporate sector model. The second structural break is not
easy to interpret. It could be response to announced privatisation of key state—
owned steel, shipbuilding, telecommunication and oil industries, that should
have included employee ownership (ESOP — Employee Stock Ownership Plan)
as an important part of new ownership structure. New Privatisation Law, how-
ever, never came into force, and what is more, the cancellation of the old one
was announced in 2009.3® Another reason for structural break could be the
takeover of two banks in Croatia by foreign banks in 2006 and also the intro-
duction of new risk weights (new 75 % risk weight) that led to change in the
structure of credit-risk weighted assets.?’

Table 4.5 shows regression results with macro factors that explain the de-
velopment of default rate for Croatian households. Domestic GDP growth rate

has a negative sign, whereas growth rates of unemployment rate and inflation

38BMI (2006) and http://www.tportal.hr/vijesti/hrvatska,/9019/Ukida-se-HF P-i-Zakon-o-
privatizaciji.html.
39CNB (2007).
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Table 4.5: Household sector credit risk model for Croatia.

Variable Lag Coeft. value Std. error  P-value
constant(a) 0 -3.0912  0.0661304 2.60e-030
g-hr(6y) -2 -1.8276  0.757563 0.022
u( ) -3 1.7730  0.208148  1.27e-09
7(B3) -5 3.2625 1.39434 0.0259
duml1(By) 0 0.5417 0.0488127 2.51e-012
dum?(Bs) 0 0.2026  0.0533838 0.0006
R—squared: 0.954021 Adjusted R—squared: 0.946605
Rho: 0.041182 Durbin-Watson: 1.846594

Source: Author’s computations.

have positive signs. The negative effect of GDP growth on default rate results
from the obvious fact that households benefit from favourable economic con-
ditions. Conversely, increasing unemployment causes default rate to grow as
more people lose jobs and their creditworthiness decreases. Inflation again, as
in case of Croatian companies, increases default rate probably because people
spend more resources on other commodities. A relatively long lags in case of
inflation and unemployment suggest that it takes some time until households
react to changes in these variables and that they possibly hold some reserves

they can use in case of distress.

Table 4.6: Descriptive statistics of explanatory variables in household
sector credit risk model for Croatia.

Variable Mean Std. deviation Min Max
g_hr 0.028816 0.03699 -0.069 0.068
U -0.0315958 0.12523 -0.2568%8 0.39535
T 0.028474 0.01606 0.007 0.076

Source: Author’s computations.

Figure 4.5 demonstrates Croatian household sector default rate for the pe-
riod from Q1 1999 to Q2 2010. In the first two years of period default rate
reached values of almost 20%, which were even higher than in case of corporate
sector. However, from 2001 default rate was constantly decreasing. In 2007 it
rested on approximately 4 % rate for another two years. Similarly to default
rate of firms it started to grow in light of financial crisis in 2009 and it followed

increasing path until the end of sample period (see Figure 4.5 and Figure 4.3 in
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Figure 4.5: Actual and estimated household sector default rate in
Croatia.
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Section 4.3.1 for comparison). In Q2 2010 default rate was around 7.7%. The
estimated model catches up the actual values properly, apart from periods of
higher volatility around years 2004 and 2008.

Table 4.6 provides descriptive statistics of explanatory variables in house-
hold sector credit risk model (time period from Q1 2001 to Q2 2010). Domestic
GDP and inflation are the same as in the model of corporate sector and for
their discussion we refer to Section 4.3.1. The mean of growth rate of unemploy-
ment rate suggests decreasing path over the period with, however, relatively
high standard deviation of 12.5%.

4.4.2 Serbia

The final macroeconomic credit risk model for household sector in Serbia is as

follows:

npl )
In (M) = a+ prer_eur, + Pouy + P33 + Bami_g + Bsdumy  (4.7)
1 - nplhh,t

where nply, ; is default rate defined as a portion of households’ non-performing

loans to total households’ loans in time ¢, er_eur is RSD/EUR exchange rate



4. Macroeconomic Credit Risk Model 39

growth, u is growth of unemployment rate, ¢ is nominal interest rate growth,
7 stands for inflation and dum denotes dummy variable that adjusts model for
structural break that we found to be in place in mid-2008 (see Figure B.2 in
Appendix B), with value of 1 for the period prior to Q3 2008 and with the value
of 0 afterwards.*® The origins of structural break in mid-2008 more likely lay
on the same reasons as in case of the corporate sector model (see Section 4.3).
Respective time lags are presented in equation.

Table 4.7 sums up regression results and shows the most significant macro
factors that explain development of default rate for households. Exchange
rate of Serbian dinar against euro, growth of unemployment rate and nominal
lending interest rate growth have positive signs, which indicate that they have
the positive impact on default rate. The negative sign of inflation suggests the
negative impact of this variable on default rate.** All coefficients are significant
at 1 % level, including dummy variable. There was a noticeable improvement

in performance of the model when we added dummy variable.

Table 4.7: Household sector credit risk model for Serbia.

Variable Lag Coeff. value Std. error  P-value

const(a) 0 -2.1873  0.0870917 1.83e-015
er_eur(f) 0 1.1616  0.267025 0.0004
u(Pe) 0 1.6337  0.218626  6.38e-07
i(53) -3 0.5167  0.110369 0.0002
7(B4) -4 -5.1918  0.740572  1.52e-06
dum(fs) 0 -0.1806 0.0365485 0.0001
R—squared:  0.959439 Adjusted R—squared: 0.948172
Rho: -0.003088 Durbin—Watson: 1.904530

Source: Author’s computations.

Positive impact of RSD/EUR exchange rate growth on default rate?? might

be the result of preference for loans denominated in foreign currency (mostly

40Chow’s test confirmed the presence of structural break at the end of 2008, when the
null hypothesis of no structural break was rejected at 1 % confidence level. CUSUM test
demonstrated higher parameters’ stability in the presence of dummy variable. Additional
Chow’s tests did not show any other structural breaks.

41The positive impact on default rate means that the growth of variable causes default
rate to increase. The negative impact appears when the growth of variable leads to decrease
in default rate.

42That in fact signifies the depreciation of dinar against euro relative to corresponding
period in previous year.
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in euro) for a part of Serbian households.** Non-hedged loans are vulnerable
to foreign exchange rate risk, when depreciation of domestic currency makes
loans more expensive and their repayment more difficult to accomplish. The
consequences of growing unemployment or nominal lending interest rates for
household default rate are intuitive. Rising unemployment brings about more
people unable to meet their obligations. No time lag between increase in unem-
ployment rate and its effect on default rate can suggest that households do not
possess any savings on their disposal, or at least, are not willing to use them
for debt repayment if people lose their jobs. Increasing interest rates cause the
mark-up of both existing and future loans.**

The negative effect of inflation on default rate is demonstrated in deterio-
ration of the real value of debt. Nevertheless, time lag in turning the effect up
more likely signals the prevalence of negative effect of inflation on households
in form of decreased purchasing power if we assume rigid wages. Households
preserve less resource for their credit obligations. When wages adjust to new
price level, the purchasing power turns to be at the same level and the posi-
tive effect of inflation from debtor’s point of view prevails. To sum it up, all
signs are in line with our intuitive expectations about the direction of impact
of individual explanatory variables.

Other variables such as real GDP growth rate in Serbia, nominal RSD/USD
exchange rate growth, nominal and real effective exchange rate growth, and
real lending interest rate growth came up to be insignificant in the model
described above. However, they might become significant if variables and their
lags are chosen differently or if sample period is longer. Yet, given the available
dataset of both dependent and explanatory variables, the model described in
Table 4.7 shows the best possible performance in estimating household sector
default rate, with satisfactory results of all tests required for the OLS estimates,
and moreover with good explanatory power that is measured by coefficients
of determinacy. Actual and estimated values of default rate are plotted in
Figure 4.6. High levels of default rate of almost 10% in 2004 and 2005 were
replaced by a sharp decrease until 2007, where default rate reached its minimum
of approximately 4%. In the next period the economic situation deteriorated.
Following years were in sign of economic recession, with the peak of household

default rate in 2009 that was, however, not higher than the rates six years

43Tn the period 2003-2009 the ratio of loans to households denominated in foreign currency
to all households’ loans was 3.57%, on average.
44 Assuming that interest rates on loans are not fixed until maturity.
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Figure 4.6: Actual and estimated household sector default rate in Ser-

bia.
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2010

earlier. The end of sample period shows default rate reaching almost 8%.

The estimated model captures this pattern properly, with exception in the
end of 2009, where it shows different trend. After all, it turns to follow the

actual pattern at the end of sample period, so that we consider its volatility to

decreases continuously.

Table 4.8: Descriptive statistics of explanatory variables in household

sector credit risk model for Serbia.

Variable Mean Std. deviation Min Max
er_eur 0.067411 0.084821  -0.0811  0.21429
U -0.018288 0.074369 -0.14650 0.093201
7 -0.014288 0.25398 -0.35213 0.62713
T 0.10448 0.036014 0.0490 0.1620

Source: Author’s computations.

Descriptive statistics of explanatory variables for the period from Q1 2004
to Q3 2010 is available in Table 4.8. The variable that is volatile the most turns

out to be nominal interest rate with standard deviation of 25%. Although all

variables show positive as well as negative growth rates, inflation reaches only

positive values which indicate that there were no deflationary periods in the
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sample. Mean values suggest unemployment rate and nominal interest rate to
decrease and inflation and exchange rate of dinar against euro to increase, on
average.

Estimated models for households both in Croatia and Serbia identify the
growth rate of unemployment rate and inflation as significant variables in ex-
plaining default rates’ movements. In both countries the unemployment in-
creases household’s probability of default as working is traditionally the main
source of income. Inflation influences countries’ default rates in opposite ways,
having negative effect on default rate in Serbian model and positive effect in
Croatian one. It seems that Serbian households respond to increase in inflation
by improving repayment discipline (debt is cheaper), even though if it goes in
line with higher prices of other commodities. On the other hand, the case of
Croatia suggests that if price level increases, households shift their resources
from repaying debt to purchasing commodities that become more expensive,
thus default rate increases. Nevertheless, both countries react on inflation with
a relatively long delay. In remaining explanatory variables the two countries
differ.

Similarly as in corporate credit risk models, household model of Croatia
shows better performance and lower volatility probably due to longer sample
period. Again, we controlled if all assumptions of the OLS model were ful-
filled. All test for normality of residuals, homoscedasticity, autocorrelation of
residuals, and collinearity of variables showed no deviation from preliminary
assumptions. Moreover, CUSUM test for stability of parameters and Ram-
sey’s RESET test for adequateness of the model were performed. Both models
demonstrate a relatively good performance and predictive power. Yet, as in
the corporate sector model we should be aware of short sample period and we
should not regard the models as benchmarks. As a part of future research it

could be appropriate to revise them on longer time horizon.



Chapter 5

Macro Stress Testing

5.1 Scenario Analysis

This section develops two scenarios that project macroeconomic conditions for
Croatia and Serbia that will be used in stress testing on individual bank’s level.
The baseline scenario reflects the most likely evolution of macroeconomic fac-
tors in one year horizon starting from the end of 2010 and ending in the fourth
quarter of 2011. For stress testing of individual banks the macro conditions in
Q4 2011 are relevant. The baseline scenario is formulated in line with forecasts
provided by international organisations, such as International Monetary Fund
(IMF), or macroeconomic survey companies like Consensus Economics (Con-
sensus Forecasts) and Business Monitor International (BMI).! If not available
elsewhere, we use forecasts of domestic governmental organisations, usually to
support or adjust forecasts from other sources.? In one year horizon some vari-
ables even need not to be projected due to time lags in the macro credit risk
models.

The adverse scenario is set by expert judgement, using observed values of
individual variables in the past. Our shock consists of movements in all vari-
ables that enter the credit risk model, contrary to some studies that stimulate
only one variable per shock.?> We attempt to determine the shock consistently,
that is to utilise maximum movements of variables from overlapping periods.

This method is so—called historical simulation stress testing. The adverse sce-

! Analogous approach was applied i.e. in Fed’s implementation of Supervisory Capital
Assessment Program (SCAP), see Board of the Governors of the Federal Reserve System
(2009a).

In case the forecasts are not available, another possibility is to employ simple vector
autoregressive model (VAR).

3Similar approach was used i.e. in Jakubik & Schmieder (2008).
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nario is plausible because considered values have been already observed. That
brings our hypothetical adverse scenario closer to reality, maybe at the expense
of severity of the shock.* The scenarios consider two sources of risk: credit risk
and market risk (divided into interest rate and exchange rate risks). For each

sector the baseline and the adverse scenarios are the same.

5.1.1 Croatia

In this section we develop one year horizon baseline and adverse scenarios for
Croatia. For variables that enter the credit risk model developed in Chapter 4
we present projected values according to scenario. For the baseline scenario
that should reflect the most likely situation at the end of 2011 we employ
projections from BMI Emerging Europe Monitor®, Consensus Forecasts® and
actual values from CNB’s database’.

More specifically, the baseline situation might look as follows (Table 5.1): at
the end of 2010 Croatia experiences negative GDP growth, which affects default
rate of corporations at the end of 2011. During 2011 we expect positive GDP
growth that affects positively the creditworthiness of Croatian households at
the end of the year. There is a 12 % drop in real interest rate in Q4 2010 relative
to the same period a year ago. The drop favours corporate debt repayment.
Relatively low inflation of 1.4% in 2010 increases to 3.4% in 2011. According to
credit risk model estimated for corporate sector in Chapter 4 higher inflation
increases corporate default rate. We expect Croatian kuna to appreciate against
US dollar by 10.6% in Q2 2011 relative to corresponding period a year ago that
was in the sign of depreciation. The appreciation affects negatively corporate
default rate. Unemployment rate continues to rise. Described macro variables
enter cr