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Abstract

This thesis focuses on the development of credit to the private sector in the Central and Eastern European (CEE) countries. Although the speed of credit growth in these countries has recently slowed down as the consequence of the global financial crisis, the overall increase in credit to the private sector over the past decades has been immense. As a result, the thesis examines whether this substantial increase in credit is linked to the convergence of the CEE countries towards the equilibrium or whether it represents an excessive credit growth that could threaten the macroeconomic and financial stability in these countries. We estimate the equilibrium credit levels for 11 transition countries by applying a dynamic panel data model. Since in-sample approach may bias the estimation results we perform the estimates out-of-sample using a panel of selected developed EU countries as a benchmark. The difference between the actual and estimated credit-to-GDP ratios serves as a measure of private credit excessiveness. The results indicate a slightly excessive or close to the equilibrium credit-to-GDP ratios in Bulgaria, Estonia, and Latvia prior to the financial crisis. With regard to the significant decline in GDP during the crisis this measure of credit excessiveness in these countries have further increased.
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Introduction

The Central and Eastern European (CEE) countries have experienced a rapid growth of credit to the private sector. Even though the growth rate have slowed down in the aftermath of the global financial crisis, the increase in private credit over the past decades has been immense. The rapid credit dynamics in these countries might be attributed to comprehensive legal reforms and to macroeconomic stabilization brought by the transition process. Institutional changes in financial sector, entry of foreign banks into the market, and the overall financial deepening enhanced both supply and demand for credit. The question remains, whether the rapid credit growth is actually linked to the convergence of the CEE countries towards the equilibrium or whether it represents an excessive credit growth, which may lead to an economic overheating and thereby pose risks to macroeconomic and financial stability in these countries.
In this thesis we follow the econometric approach to the modelling of the excessive credit growth and estimate the equilibrium credit-to-GDP ratios for 11 CEE countries using the pooled mean group estimator proposed by Pesaran et al. (1999). This dynamic panel data estimator assumes a long-run equilibrium to be identical, while the short-run dynamics and the speed of adjustment towards the equilibrium can vary freely across the countries. This specification seems reasonable, because the short-run dynamics is largely determined by institutional features that can significantly differ across the countries. To provide a comparison and test the empirical relevance of the imposed coefficient restrictions we further perform the estimates using the dynamic fixed effects and the mean group estimator. Given that the CEE countries are likely to suffer from the initial credit undershooting the in-sample estimated slope coefficients will be biased upwards. Consequently, we estimate the equilibrium credit-to-GDP ratios out-of-sample using a panel of selected developed EU countries as a benchmark. The deviation of the actual credit-to-GDP ratio from the estimated long-run equilibrium represents a measure of credit excessiveness for the CEE economies. Our analysis cover the period from 2000 until the third quarter of 2011 and thus allows us to study the impact of the global financial crisis on the equilibrium credit-to-GDP ratios in the CEE countries. Moreover, it gives us an outlook about the latest credit dynamics, so that we can consider whether these countries tend to return to the pre-crisis credit development path.

The thesis is structured as follows. Chapter 1 reviews some stylized facts about credit growth and credit structure in the CEE countries, and shortly describes the current banking sector structure. Chapter 2 gives a theoretical background to credit growth by discussing credit supply and credit demand factors and different concepts of credit excessiveness, and overviews the relevant literature. Chapter 3 presents the econometric model and specifications, describes the data set and the estimation techniques, and discusses the estimation results. Finally, the last chapter concludes.
Chapter 1

Some Stylized Facts about Credit Growth

1.1 Credit Dynamics

The Central and Eastern European countries (CEE) have experienced a rapid credit growth to the private sector over the last decades. However, the speed of credit growth in this region has been far from homogeneous. The highest average annual real credit growth over the period 2001 – 2009 has been observed in Romania, where the credit growth has exceeded 55 percent, followed by Bulgaria, Latvia, and Lithuania with average annual growth rates over 30 percent. The real credit growth in Estonia and Slovenia was somewhat slower, but the average annual values were still above 20 percent. By contrast, relatively low average credit growth rates have been observed in the Czech Republic (8.8 percent) and in Slovakia (9.9 percent), where the average rate of credit growth has not outreached the 10 percent level.
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The credit growth dynamics in the CEE economies is even more remarkable when compared to other European countries. As Table 1.1 suggests the average annual real credit growth in the EU 15 over the analyzed period has been 9.6 percent, which is far below the credit growth rates in the Baltic states (Estonia, Latvia, Lithuania) and also far below the credit growth rates in the transition countries in South Eastern Europe (Bulgaria, Croatia, Romania). The Visegrad countries (Czech Republic, Hungary, Poland, and Slovakia) and Slovenia are the only transition countries, in which credit to the private sector grew at a comparable rate to the EU 15.

### Table 1.1: Bank Credit to Private Sector % Growth over the 2001 - 2009 Period

<table>
<thead>
<tr>
<th>Credit growth</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulgaria</td>
<td>35.8</td>
<td>44.5</td>
<td>54.2</td>
<td>43.1</td>
<td>34.2</td>
<td>22.1</td>
<td>60.9</td>
<td>27.0</td>
<td>14.2</td>
<td>37.3</td>
</tr>
<tr>
<td>Croatia</td>
<td>23.8</td>
<td>33.2</td>
<td>15.0</td>
<td>14.2</td>
<td>15.4</td>
<td>23.0</td>
<td>15.5</td>
<td>8.7</td>
<td>3.0</td>
<td>16.9</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>-11.7</td>
<td>-19.1</td>
<td>10.4</td>
<td>10.3</td>
<td>22.6</td>
<td>21.1</td>
<td>27.9</td>
<td>11.2</td>
<td>6.6</td>
<td>8.8</td>
</tr>
<tr>
<td>Estonia</td>
<td>20.2</td>
<td>30.5</td>
<td>29.9</td>
<td>31.2</td>
<td>31.1</td>
<td>41.8</td>
<td>29.7</td>
<td>3.0</td>
<td>4.9</td>
<td>24.7</td>
</tr>
<tr>
<td>Hungary</td>
<td>19.0</td>
<td>23.3</td>
<td>34.8</td>
<td>16.0</td>
<td>22.6</td>
<td>16.3</td>
<td>14.3</td>
<td>20.6</td>
<td>2.3</td>
<td>18.8</td>
</tr>
<tr>
<td>Latvia</td>
<td>50.4</td>
<td>37.3</td>
<td>35.9</td>
<td>42.3</td>
<td>62.7</td>
<td>58.6</td>
<td>29.7</td>
<td>6.7</td>
<td>8.6</td>
<td>36.9</td>
</tr>
<tr>
<td>Lithuania</td>
<td>8.8</td>
<td>29.0</td>
<td>56.7</td>
<td>35.8</td>
<td>61.2</td>
<td>39.1</td>
<td>40.2</td>
<td>12.6</td>
<td>-2.8</td>
<td>31.2</td>
</tr>
<tr>
<td>Poland</td>
<td>12.1</td>
<td>8.0</td>
<td>7.9</td>
<td>7.0</td>
<td>10.9</td>
<td>25.3</td>
<td>29.9</td>
<td>33.9</td>
<td>8.7</td>
<td>16.0</td>
</tr>
<tr>
<td>Romania</td>
<td>91.1</td>
<td>65.9</td>
<td>87.7</td>
<td>46.7</td>
<td>52.9</td>
<td>58.4</td>
<td>65.1</td>
<td>30.2</td>
<td>3.5</td>
<td>55.7</td>
</tr>
<tr>
<td>Slovakia</td>
<td>-17.3</td>
<td>19.1</td>
<td>-17.1</td>
<td>8.2</td>
<td>34.4</td>
<td>20.8</td>
<td>24.6</td>
<td>13.3</td>
<td>3.2</td>
<td>9.9</td>
</tr>
<tr>
<td>Slovenia</td>
<td>19.2</td>
<td>14.8</td>
<td>18.1</td>
<td>27.5</td>
<td>25.7</td>
<td>26.4</td>
<td>31.7</td>
<td>13.1</td>
<td>9.4</td>
<td>20.7</td>
</tr>
<tr>
<td>Baltic countries</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visegrad countries and Slovenia</td>
<td>4.3</td>
<td>9.2</td>
<td>10.8</td>
<td>13.8</td>
<td>23.2</td>
<td>22.0</td>
<td>25.7</td>
<td>18.4</td>
<td>6.1</td>
<td>14.8</td>
</tr>
<tr>
<td>South Eastern Europe</td>
<td>50.2</td>
<td>47.9</td>
<td>52.3</td>
<td>34.7</td>
<td>34.2</td>
<td>34.5</td>
<td>47.2</td>
<td>22.0</td>
<td>6.9</td>
<td>36.6</td>
</tr>
<tr>
<td>EU 15</td>
<td></td>
<td>11.2*</td>
<td>5.3</td>
<td>7.7</td>
<td>9.8</td>
<td>13.7</td>
<td>13.9</td>
<td>14.6</td>
<td>6.8</td>
<td>3.6**</td>
</tr>
</tbody>
</table>

*Figure computed for EU 15 without Sweden due to the data unavailability.
**Figure computed for EU 15 without Denmark and Sweden due to the data unavailability.

*Source: IFS database and author’s computations*

The financial crisis started in the mid-2007 and intensified in the aftermath of the collapse of Lehman Brothers in September 2008. The overall economic
slowdown was accompanied by the decline in credit to the private sector. However, the credit market slump was not immediate. Owing to the perceived risk that the bank funding will be more difficult to obtain, private companies seem to have drawn available credit lines and thus kept the credit growth strong in the early phases of the financial crisis (ECB, 2011). From 2008 onwards the banking institutions started to lower their lending to the private sector. It was a reaction on the larger uncertainty, weakening capital positions, and especially on the increasing number of non-performing loans in their balance sheets. As the economic conditions worsened households reduced the consumption and private companies cut back the output, which consequently decreased the demand for credit.

The sharpest decline in credit to the private sector has been experienced in countries in Eastern Europe, which benefited from a substantial inflow of foreign funds and cross-boarder lending prior to the crisis (Cartas and McConagha, 2010). Moreover, in order to improve the financial positions of the foreign-owned banks, the parent bank institutions withdraw the liquidity from their subsidiaries located in this region. The figures in Table 1.1 confirm that the real credit growth rate between 2007 and 2008 dropped the most in the Baltic countries. The most profound drop has been observed in Estonia, in which the real credit to the private sector in 2008 has grown nearly ten times slower compared to the previous year.

The real credit growth rates have declined further both in 2009 and 2010 and in some countries, as for instance in the abovementioned Estonia or Lithuania, have the growth rates even decreased into negative values. The latest figures indicate that the growth rate of the real credit to the private sector in the CEE countries has not recovered yet. In the three Baltic countries and in Slovenia the real annual credit growth rates in the third quarter of 2011 have remained negative, while in the other five countries, for which the latest data are available, have the growth rates not exceeded 10 percent.

To avoid any misapprehension, it should be stressed that under credit to the private sector we understand credit to households and credit to private companies
provided by banking institutions, if not explicitly stated differently. Since the financial sectors in the CEE countries are largely dominated by banks rather than equity markets, the approximation of the private sector indebtedness by bank credit seems reasonable. On the other hand, this concept of private credit does not include loans provided by non-bank financial institutions that have recently gained on importance. Hence, we should keep in mind that by approximating by bank credit we slightly underestimate the true volume of private sector liabilities.

1.2 Credit-to-GDP Ratios

To consider the credit growth in relation to GDP as the credit-to-GDP ratio has its advantages. First of all, growth of credit-to-GDP ratio measures the credit growth in real terms. The credit-to-GDP ratio is also more appropriate when discussing the macroeconomic and financial stability, since we are more interested in how much the private sector owes in relation to the domestic product, rather than in absolute value of the private sector liabilities. Moreover, Arpa et al. (2005) points out to the possible distortion that can arise when credit growth is measured in absolute values.\(^1\) In such a case, credit growth in country with lower initial credit-to-GDP level is generally higher than credit growth in country with higher initial credit-to-GDP if both countries have similar credit-to-GDP flows.

By depicting the credit-to-GDP ratios in the CEE countries over the last decades we can see some similar patterns in their dynamics. Figure 1.1 illustrates the development of the credit-to-GDP ratio from the beginning of 1994 until the third quarter of 2011 for the Baltic countries, the transition countries in South Eastern Europe, and for the Visegrad countries and Slovenia.

\(^1\) Credit growth measured using following ratio: \(\left(\frac{C^p_t - C^p_{t-1}}{C^p_{t-1}}\right)\), where \(C^p\), denotes the private credit in time \(t\).
Figure 1.1: Credit-to-GDP Ratios between 1994 – 2011 in Baltic Countries, in South Eastern Europe, and in Visegrad Countries and Slovenia
The credit-to-GDP ratios in all three Baltic countries have developed much alike over the analyzed period. Starting with relatively low credit-to-GDP ratios that amounted to fewer than 20 percent the credit to the private sector expressed as a percentage of GDP has increased substantially over the past years in this region. In Estonia and Latvia the credit-to-GDP ratio peaked at the turn of 2009 and 2010 exceeding 100 percent. The subsequent decrease in the credit-to-GDP ratio in these countries was probably caused by the GDP revival, while the credit to the private sector remained weak in the aftermath of the global financial crisis. The credit-to-GDP ratio in Lithuania has increased slightly slower during the entire period when compared to the two abovementioned Baltic countries. However, the credit-to-GDP behavior in all the three countries in this region was particularly in the recent years nearly identical.

The transition countries in South Eastern Europe have experienced a significant initial drop in the credit-to-GDP ratios during the 1990s. The credit-to-GDP ratios in Bulgaria and Croatia fell from the levels exceeding 120 percent to the 10 and 40 percent level, respectively. For Romania the data prior to 1997 are unfortunately not available. Nevertheless, the earliest figures available suggest that the credit-to-GDP ratio in Romania developed in a very similar way.
Within the 1998 the credit-to-GDP ratios in the countries in South Eastern Europe have stabilized and started to increase gradually.

The dynamics of the credit-to-GDP ratios in Hungary and Poland can be characterized with an initial sharp decline and a subsequent gradual increase, just like in the economies in South Eastern Europe. The credit-to-GDP ratios in the Czech Republic and Slovakia decreased initially as well, however, the decline was not that profound and lasted several years. After the initial decrease the credit-to-GDP ratios in the Visegrad countries have grown rather moderately. On the contrary, the credit-to-GDP in Slovenia increased substantially reaching credit levels comparable to Estonia and Latvia.

As stated above, development of the credit-to-GDP ratios across the CEE countries may have some general similarities, which are related to the transition process of these countries. However, at the beginning of the transition process there were extensive differences in the credit-to-GDP ratios across the CEE countries. According to Backé et al. (2006) these differences in the initial credit-to-GDP ratios have originated from different approaches towards the credit financing of enterprises under central planning. As a result, most of the CEE economies have experienced a decrease in the credit-to-GDP ratio in the first decade of their transition. Figure 1.1 illustrates this initial decline in credit-to-GDP ratios for six out of the eleven analyzed CEE countries, namely for Bulgaria, Czech Republic, Croatia, Hungary, Poland, and Romania.

In some of these countries the decrease was extremely sharp and took only one or two years, while in other countries the credit-to-GDP ratio have been decreasing rather moderately over a couple of years. The initial decline in credit-to-GDP ratios can be largely explained by an extensive amount of bad loans inherited from the centralized system and a number of consolidation programs in the early stages of transition, by which the non-performing loans were removed from banks’ balance sheets. Such consolidation programs have been implemented, for instance, in Bulgaria in 1991 – 1994, in the Czech Republic in years 1991 – 1993 and 1996
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Table 1.2: Non-performing Loans in the CEE countries as % of Total Loans²

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulgaria</td>
<td>54</td>
<td>7</td>
<td>13</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>Croatia</td>
<td>-</td>
<td>12</td>
<td>13</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>50 – 66</td>
<td>34</td>
<td>33</td>
<td>30</td>
<td>29</td>
</tr>
<tr>
<td>Estonia</td>
<td>40</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Hungary</td>
<td>21 – 30</td>
<td>18</td>
<td>10</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Latvia</td>
<td>-</td>
<td>10</td>
<td>19</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>Lithuania</td>
<td>-</td>
<td>27</td>
<td>17</td>
<td>32</td>
<td>28</td>
</tr>
<tr>
<td>Poland</td>
<td>30</td>
<td>29</td>
<td>21</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>Romania</td>
<td>-</td>
<td>19</td>
<td>38</td>
<td>48</td>
<td>57</td>
</tr>
<tr>
<td>Slovakia</td>
<td>-</td>
<td>30</td>
<td>41</td>
<td>32</td>
<td>33</td>
</tr>
<tr>
<td>Slovenia</td>
<td>-</td>
<td>22</td>
<td>13</td>
<td>14</td>
<td>12</td>
</tr>
</tbody>
</table>

Source: EBRD Transition Report 1998

Table 1.2 gives an overview about the size of non-performing loans in the bank portfolios at the beginning of the 1990s in the CEE countries. However, the data for most of the countries are not available for the first years of the transition process. Moreover, even available data are rather rough estimates than concrete figures. According to Table 1.2 the amount of non-performing loans in the Czech Republic in 1990 was somewhere between 50 and 66 percent. However, there are other studies, which estimate that non-performing loans were substantially lower. For instance, Tang et al. (2000) estimated the amount of non-performing loans to lie between 2.4 and 19 percent. As a result, the quality of data for CEE countries related to this period is limited. Also, the decline of credit-to-GDP ratio is caused by cleaning of the banks’ portfolios and is not connected to any fundamental changes in these economies. This data limitation is taken into account later in our

² The definition and measurement of non-performing loans differ across the countries and consequently the figures in Table 1.2 are not directly comparable. However, they are indicative of the magnitude of banking sector problems in individual countries.
study, where we discuss employed techniques for estimating credit excessiveness (see part 2.2.2).

Table 1.3 illustrates current characteristics of the banking sector across the CEE countries. There are evident some similarities, which are characterized by the relatively high share of foreign-owned banks, number of banks or capital adequacy ratios. Also the total banking assets to GDP ratio is still relatively low in the CEE countries (105 percent) compared to the eurozone average, where the value is over 550 percent as of end 2010 (see Figure A-1 in the Appendix).

<table>
<thead>
<tr>
<th>Country</th>
<th>Number of banks</th>
<th>Market share of state-owned banks (% of total assets)</th>
<th>Market share of foreign-owned banks (% of total assets)</th>
<th>Capital adequacy (% of risk weighted assets)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Czech Republic</td>
<td>41</td>
<td>3.3</td>
<td>86.9</td>
<td>15.5</td>
</tr>
<tr>
<td>Hungary</td>
<td>35</td>
<td>4.6</td>
<td>89.8</td>
<td>13.3</td>
</tr>
<tr>
<td>Poland</td>
<td>70</td>
<td>21.5</td>
<td>66.2</td>
<td>13.7</td>
</tr>
<tr>
<td>Slovakia</td>
<td>29</td>
<td>5.3</td>
<td>93.4</td>
<td>12.7</td>
</tr>
<tr>
<td>Slovakia</td>
<td>19</td>
<td>20.1</td>
<td>37.1</td>
<td>11.3</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>30</td>
<td>3.2</td>
<td>80.7</td>
<td>17.5</td>
</tr>
<tr>
<td>Croatia</td>
<td>34</td>
<td>4.3</td>
<td>90.3</td>
<td>18.8</td>
</tr>
<tr>
<td>Romania</td>
<td>41</td>
<td>7.4</td>
<td>85.1</td>
<td>15.0</td>
</tr>
</tbody>
</table>

Source: Raiffeisen Bank Reports

Figure 1.2: Non-performing Loans and Return on Equity

Source: Raiffeisen Bank Reports
However, some characteristics related to portfolio quality or profitability are still heterogeneous across the CEE banking sector, which is evident by non-performing loans ratios or the return on equity (see Figure 1.2).
Chapter 2
Theoretical Credit Growth Concepts

2.1 Determinants of Credit Growth

Credit growth is generally determined both by supply and demand side factors. During the 1990s the transition countries experienced significant changes in institutional environment of banking sector and in banking sector structure. Increased competition among banks, entry of foreign banks into the market and overall financial deepening enhanced the supply of credit. Falling interest rates, on the other hand, positively affected credit demand. As the changes in the banking sector have stabilized, the supply side factors have also become more stable and the role of the demand factors has gained greater importance (Gattin-Turkalj et al., 2007). However, in some cases it can be rather difficult to clearly identify credit supply and credit demand factors, since some factors can simultaneously affect both the supply and the demand for credit.
Real GDP represents the economic activity and the overall development in the economy. When the economy grows and the expected income of households and private companies increases, the consumption and the investment demand increase as well. Higher consumption and investment demand together with the ability of households and private companies to bear more debts lead in turn to an increase in the demand for credit. Another incentive for private companies to increase credit financing in an economic upturn is the effort to hold the proportion of debt to equity more or less constant over time. It has been concluded that the increase in credit demand happens via income effect (Gattin-Turkalj et al., 2007). Strong economic performance enhances also credit supply. Lending institutions are more willing to extend credit as they feel the ability of households and private companies to meet their liabilities. New loans can be secured with a higher valued collateral, which further stimulates credit supply, this time via wealth effect.

Short- and long-term interest rates represent the financing costs of credit. An increase in interest rates reduces the demand for credit, as loans become more expensive. The effect on credit supply is rather uncertain. On the one hand, an increase in interest rates can cause credit supply to shrink. Higher financing costs of credit may negatively affect the creditworthiness of households and companies and lending institutions may react to the newly perceived risk by a cut in credit supply. Hofmann (2001) has described the reduction of credit supply, which results from an interest rate increase based on a monetary tightening in the economy. If the monetary tightening is operated via open market sales by the central bank, the reserves and loanable funds of the lending institutions will be cut down, which may consequently reduce credit supply. On the other hand, an increase in interest rates may also have a positive impact on credit supply. As the interest rates increase, lending institutions obtain higher net interest incomes and may therefore raise the volume of loanable funds (Nieto, 2007).

Other factors that play a main role in determining credit growth relate to the liberalization and development of the financial sector. In particular, financial innovation that leads to the emergence of new credit instruments allows both credit
supply and demand to increase (Nieto, 2007). Households and private companies can choose from a wide variety of credit products that best suit their needs (floating-rate loans, variable-maturity loans), while lending institutions can better control and manage risks, and obtain more loanable funds at the same time (credit derivatives and securitization).

2.2 Excessive Credit Growth

2.2.1 Excessive Credit and Banking Crisis

The excessive credit growth or, in other words, a credit boom may represent a serious threat for the economy. It may pose risks to the financial stability of the country in form of a banking distress or even a banking crisis. Simultaneously, it may undermine the macroeconomic stability.

The link to the banking distress reflects the fact that the banks’ screening of borrowers worsen when funding is easy to obtain and competition among banking institutions is strong (Schadler et al., 2004). Indeed, the empirical literature shows that banking crises are typically preceded by lending booms. However, only a few lending booms end in a banking crisis (Gourinchas et al., 1999; Tornell and Westermann, 2002). Consequently, the excessive credit growth generally appears to be a necessary but not a sufficient condition for a banking crisis. Gourinchas et al. (1999) estimated the probability of a banking crises following a lending boom at 10 – 21 percent, while Tornell and Westermann (2002) estimated the same probability much lower, at 6 – 9 percent. However, the situation is slightly different in emerging economies that are more vulnerable (Kaminsky and Reinhart, 1999). Moreover, credit booms tend to amplify internal financial imbalances by fuelling excessive demand, inflationary pressures and speculative asset price bubbles.
2.2.2 Measurement of Credit Excessiveness

According to the literature concerning the lending booms the growth rate of credit is considered as excessive if it either threatens the financial stability or it leads to an unsustainable macroeconomic development. The financial stability is undermined through the increased share of non-performing loans in the bank balance sheets and the related deterioration of the overall quality of the bank portfolios. The unsustainable macroeconomic development is then typically fuelled by overoptimistic market expectations and the related economic overheating creates inflation pressures as well as strains on the asset prices. The abovementioned definition of an excessive credit growth is, however, rather theoretical. As stressed by Boissay et al. (2005, p.5) “...none of these two effects can be easily measured or forecasted. It is thus unsurprising that the empirical literature on the measurement of excessiveness has been very limited.”

- Speed Limits

The simplest approach to the measurement of the credit excessiveness is to specify a threshold level, above which the rate of credit growth would be considered as excessive. The background idea for the setting-up of a general speed limit on the assets growth in the banking sector originates from the regulatory effort to affect the structure of bank loan portfolios, so far as the bank soundness is concerned, and from the common observation that the rapid growth in bank loan portfolios is often witnessed within individual bank failures or in some types of systemic crisis. Setting-up a speed limit on the growth rate of the loan portfolios would allow the regulators to control the banking institutions ex ante, in contrast to the current practice when the banks that recorded a rapid loan portfolio growth are ex post target for a special examination, although the damage may have already be done in that moment (Honohan, 1997). However, the problematical issue regarding the appropriate amplitude of the speed limit remains unanswered. Another drawback of the speed limits is that they do not take into account other macroeconomic variables when deciding upon the excessive credit growth.
• **Statistical Approach**

Since the speed and volatility of credit growth varies across countries and in time, the definition of excessive credit growth should be to some extent country specific and path dependent. But at the same time, the definition should be general enough to allow for cross-country comparison. The statistical approach attempts to identify the long-run trend of the credit development using the Hodrick-Prescott (HP) filter. The estimated trend represents the equilibrium financial deepening and the credit growth that exceeds its long-run trend above a given threshold is labelled as excessive. The threshold can be specified both in terms of an absolute and relative deviation from the long-run trend, as suggested by Gourinchas *et al.* (2001). For instance, the IMF (2004) specified the threshold as 1.75 times the standard deviation around the estimated trend. Assuming that the observations of the analyzed credit growth are normally distributed, this threshold level ensures that with a probability of 95 percent the credit growth will be situated inside of the confidence interval.

Gourinchas *et al.* (2001) proposed to apply the HP filter using the backward looking rolling. Within this method the credit growth rate in each point in time is being compared with the long-run trend that is estimated over the preceding period. As a result, in each past period we use only the data that were available in that period to the policy makers and to the other market participants. Barajas *et al.* (2007) stressed the advantages of this recursive method in comparison to the trend estimates over the entire sample period as, for instance, employed in Mendoza and Terrones (2004). First, the trend estimates over the entire period would tend to overestimate excessive credit growth that ended up in a crisis, since the subsequent crisis would be a part of the previous trend estimates. The second drawback is that this method makes use of information not available at the time of the excessive credit growth and hence makes the estimates difficult to apply operationally.

Although the HP filter is the most often used univariate time series method for the long-run trend estimates it has a few shortcomings. First of all, the estimated trend is significantly dependent on the length of the chosen time series, and its
calculation is very sensitive to the smoothing parameter lambda. The HP filter further generates highly unreliable estimates of the long-run trend at the end of the data, which is in general called the end-point bias (Frait et al., 2011). Also the application of the HP filter for the credit growth in the transition countries can be problematical, since the time series for the transition countries do not usually cover sufficiently long time periods that would allow the estimation of a plausible trend.

- Econometric Approach

Even though the statistical approach is useful in that it compares the historical and the recent credit developments, it does not take into account other economic fundamentals. The last definition of the excessive credit is based on an econometric regression. This approach separates the level of credit that would be justified by the underlying economic fundamentals and compares it with the actual credit development. The deviation of the actual credit level from its estimated value serves as a measure of credit excessiveness. The econometric approach turned out to be convenient and consequently is often used in the research papers dealing with the excessive credit growth.

Figure 2.1 illustrates the idea behind the econometric approach and simultaneously overviews the concept of initial credit undershooting as introduced by Backé et al. (2006). The equilibrium level of credit to the private sector expressed as a percentage of GDP is the credit-to-GDP ratio, which would be justified by the economic fundamentals. If a change in the credit-to-GDP ratio cannot be explained by a change in the underlying economic fundamentals the deviation from the equilibrium occurs. The deviations of the credit-to-GDP ratio from its equilibrium are called credit under- and overshooting. The economic fundamentals are the determinants of the private credit as discussed in the previous section.
According to Figure 2.1 the development of credit-to-GDP ratio from point A to point B and further to point C follow the equilibrium path justified by the fundamentals. However, if the credit-to-GDP ratio increases to point B’ instead the deviation from the equilibrium occurs and the resulting credit to the private sector would be considered as excessive. This excessive credit development can be decomposed into two separate parts. The first part, the progress from point A to point B is the equilibrium development, since this credit dynamics can be again explained by its economic fundamentals. The subsequent increase of the credit-to-GDP ratio from the equilibrium point B towards B’ represents the excessive part or, in other words, the credit overshooting.

If the economy starts with a lower credit-to-GDP ratio than the underlying fundamentals suggest, we speak about the initial credit undershooting. The case of the initial credit undershooting is depicted in Figure 2.1 by the point A’. If the credit-to-GDP ratio develops from the initial point A’ to point B that follows the credit equilibrium path the increase in the credit-to-GDP ratio can be again decomposed into two separate parts. The first part, the progress from point A to point B’’ is the equilibrium credit growth, while the subsequent increase in
credit-to-GDP ratio to point B represents the equilibrium adjustment from the initial credit undershooting. However, if the credit-to-GDP ratio would increase further above towards point B’ the credit-to-GDP ratio would be already considered as excessive.

The concept of the initial credit undershooting is particularly important regarding the CEE countries. The CEE countries that went through the transition process started after the transformation of the central planning into the market economy with relatively low levels of credit to the private sector. The initial credit-to-GDP ratios for the transition countries were much lower than the equilibrium credit levels justified by the underlying economic fundamentals. Thus, we can conclude that these economies suffered under initial credit undershooting. According to the abovementioned example concerning the initial credit undershooting, the rapid growth of credit to the private sector observed in the transition countries over the past decades does not necessarily need to represent an excessive credit growth. It can merely represent an adjustment from the initial credit undershooting towards the equilibrium level.

Given the initial credit undershooting in the CEE countries and the adjustment towards the equilibrium that occurs gradually (i.e. persistent initial undershooting during the adjustment process) the empirical estimates of the equilibrium credit-to-GDP ratios that employ panels consisting exclusively from the transition countries would be biased. If we regress the credit-to-GDP ratios moving from point A’ to point B (instead of the equilibrium increase from point A to point B) on a set of economic fundamentals, the estimated slope coefficients would be biased upwards and on the contrary, the estimated constant term would be biased downwards (Backé et al., 2006). The solution of this so called transition bias is to derive the equilibrium credit-to-GDP ratios for the CEE countries out-of-sample. The equilibrium coefficients are estimated on a panel of benchmark countries that do not suffer from the initial credit undershooting but follow the equilibrium path.

Kiss et al. (2006) introduced three measures of the credit excessiveness based on the econometric approach. Figure 2.2 illustrates these concepts. According to
the Figure 2.2 the credit level is considered as excessive if the actual credit level lies above the fundamentally justified equilibrium and hence the first concept of the credit excessiveness is identical to the abovementioned one.

![Figure 2.2: Credit Excessiveness](image)

*Source: Inspired by Kiss et al. (2006)*

The second concept suggests that if the credit level is below its justified equilibrium but at the same time the growth rate is faster than what would be observed along the long-run credit equilibrium path, the credit should be also considered as excessive. The third concept then indicates an excessive credit growth if the credit growth rate is even faster than what would be justified by the convergence process. If the actual credit level is below its equilibrium, the third concept of credit excessiveness automatically implies the second one (Kiss et al., 2006).

### 2.3 Literature Survey

Most of the existing credit growth literature focuses on the analysis of demand for credit on an aggregated level. The main reason for using credit aggregates is the unavailability of credit data on a more disaggregated level across the countries with appropriate time length. Hence, there are only a few studies that analyze
credit to households and credit to private corporations separately or for different currency breakdowns (see e.g. Fase et al., 1992; De Bandt and Jacquinot, 1992; and Kiss et al., 2006 for an overview).

The models of credit demand generally include some simple set of explanatory variables such as real GDP or real GDP per capita, different types of nominal or real interest rate and inflation. Some authors add also variables concerning financial liberalization and financial deepening, which represent the credit supply side in the models.\(^3\)

Calza et al. (2001) studied the determinants of loans to the private sector in the euro area countries. They identified a cointegrating relationship linking real loans, GDP and interest rates. This relationship implied that in the long-run real loans are positively related to real GDP and negatively to real weighted short-term and long-term interest rates. Hofmann (2001) presented a similar model as Calza et al. (2001) but expanded the number of explanatory variables by adding property prices. Using the cointegrating VAR methodology on a set of industrialized countries he found a positive long-run relationship between real loans and real residential and commercial property prices.

Cottarelli et al. (2003) calculated the equilibrium credit levels for 15 CEE countries. Compared to the previous studies they included as dependent variable in the model credit-to-GDP ratio, instead of absolute credit level. The usual set of explanatory variables was further enriched by public debt as a percentage of GDP, financial liberalization index, bank entry requirements, quality of accounting standards, and origin of the legal system. Public debt captures the potential crowding-out effect, which credit to the public sector may have on credit to the

---

\(^3\) The credit level modelled as a function of real GDP, interest rate and inflation may represent a credit demand relationship but may also capture credit supply effects (see section 2.1). Consequently, the estimation results of such a demand relationship should be interpreted with caution, since they rely on the strong assumption that supply effects did not play a significant role. The solution to this so-called supply-versus-demand puzzle would be a simultaneous modelling of credit demand and credit supply (Gattin-Turkalj et al., 2007). However, as stressed for instance by Calza et al. (2001) and Hofmann (2001) to model explicitly the credit supply function would require sufficiently long and harmonized data on important credit supply factors (interest rate margins, measures of competition in the banking sector, bank’s profitability measures, etc.), which are unfortunately not readily available.
private sector. Financial liberalization index and bank entry requirements model the credit supply. Quality of accounting standards controls for the quality of information on which the lending decisions are based, and further facilitates supply of credit as it reduces the risk premium. German legal origin is then believed to support the creation of well-developed and well-functioning banks and enters the regression model as a dummy variable. From the comparison of the actual and theoretical values of credit-to-GDP ratios in the analyzed CEE countries the authors concluded that the credit-to-GDP ratios are still substantially below their equilibrium levels. However, since the data series used in the analysis cover the period only until 2002, they do not include the recent strong credit dynamics observed in most of the CEE countries.

Boissay et al. (2005) expressed the credit growth as a function of both macroeconomic fundamentals and the gap between the actual credit-to-GDP ratio and its equilibrium level. The model derived short-run credit elasticities with respect to the explanatory variables as well as the estimates of the expected credit growth rates for a sample of 11 CEE countries. The comparison of the expected credit growth rates and the actually observed credit dynamics provided again a measure of credit excessiveness. In addition to the standard determinants of credit growth such as real GDP and real interest rate Boissay et al. (2005) included also financial liberalization into the model. The authors stressed the problematical issues regarding the measurement and modelling of the impact of financial liberalization on the credit market. Consequently, the effects of financial liberalization were approximated by a deterministic non-linear time trend. The estimation results suggested an excessive credit growth in the three Baltic countries and in Bulgaria and to a lesser extent also in Hungary and Croatia. The credit growth in Romania and Slovenia seemed to be non-excessive.

Also Backé et al. (2006) estimated equilibrium credit levels for a panel of 11 CEE countries. To avoid the upward estimation bias that the initial credit undershooting in the transition countries could cause, the authors performed the estimates out-of-sample using small open OECD economies as a benchmark. The
existence of public and private registries was included as a new explanatory variable. The regression coefficients were derived using three different estimation techniques. Besides the fixed effects and the panel dynamic OLS Backé et al. (2006) employed also the mean group (MG) estimator. The results indicated that Croatia was the only country, which might have reached the equilibrium credit-to-GDP ratio by the end of 2004. Credit-to-GDP ratios in the other five analyzed countries, namely in Bulgaria, Estonia, Hungary, Latvia, and Slovenia were very close to their equilibrium levels.

The study by Kiss et al. (2006) shares several features with that of Backé et al. (2006). Considering the possible transition bias, the authors applied the pooled mean group (PMG) estimator proposed by Pesaran et al. (1999) on a panel of 11 euro area countries and generated out-of-sample estimates of the equilibrium credit-to-GDP ratios. The estimates were performed for the aggregated credit to the private sector, as well as for the credit to households and credit to non-financial private corporations separately. Nevertheless, the time series for the sector breakdown cover quite a short time period making the sector estimation results not very reliable. The results on the aggregated level showed that only Latvia and Estonia might have recently come close to their equilibrium, while the other CEE countries still had the credit-to-GDP ratios well below the estimated equilibrium levels.

To the latest studies on credit growth belongs the research paper by Zdzienicka (2009). The author estimated the equilibrium credit-to-GDP ratios for a panel of 11 CEE countries covering the period until 2007. The estimation results indicated an excessive credit growth in the case of the eight studied countries (Bulgaria, Croatia, Estonia, Latvia, Lithuania, Hungary, Romania, and Slovenia) by the end of the period. Moreover, the excessive credit growth in most of the countries under consideration could be observed already since 2004. Table 2.1 presents summary of available studies and overviews employed techniques and variables.
Table 2.1: Literature Overview

<table>
<thead>
<tr>
<th>Authors</th>
<th>Target group</th>
<th>Methodology</th>
<th>Approach</th>
<th>Variables used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calza et al. (2001)</td>
<td>11 euro area countries</td>
<td>VECM</td>
<td>in-sample</td>
<td>real loans to the private sector, real GDP, short- and long-term real interest rate</td>
</tr>
<tr>
<td>Hofmann (2001)</td>
<td>16 industrialized countries</td>
<td>Cointegrating VAR</td>
<td>in-sample</td>
<td>real loans to the private sector, real GDP, real short-term interest rate, weighted average of real residential and real commercial prices</td>
</tr>
<tr>
<td>Cottarelli et al. (2003)</td>
<td>15 CEE countries</td>
<td>HP filter Random effects</td>
<td>in-sample</td>
<td>out-of-sample</td>
</tr>
<tr>
<td>Boissay et al. (2005)</td>
<td>11 CEE countries</td>
<td>ECM</td>
<td>out-of-sample</td>
<td>domestic private sector credit/GDP, real GDP, real interest rate, time trend</td>
</tr>
<tr>
<td>Backé et al. (2006)</td>
<td>11 CEE countries</td>
<td>Fixed effects DOLS MG</td>
<td>out-of-sample</td>
<td>BCPS ratio*, GDP per capita, governmental debt/GDP, short- and long-term nominal interest rates, inflation, house prices, spread between lending and deposit rates, public and private credit registries</td>
</tr>
<tr>
<td>Kiss et al. (2006)</td>
<td>8 CEE countries</td>
<td>ECM PMG</td>
<td>out-of-sample</td>
<td>domestic private sector credit/GDP, GDP per capita, real interest rate, inflation</td>
</tr>
<tr>
<td>Zdzienicka (2009)</td>
<td>11 CEE countries</td>
<td>Fixed effects PMG GMM</td>
<td>out-of-sample</td>
<td>BCPS ratio*, GDP per capita, real interest rate, inflation, spread between lending and deposit rates, governmental debt/GDP</td>
</tr>
</tbody>
</table>

*The variable BCPS ratio denotes bank credit to the private sector as a percentage of GDP.

As follows from the results of the abovementioned studies, there is still a lot of uncertainty regarding the equilibrium level of credit growth in the CEE countries. The literature still does not give a clear answer whether the observed credit dynamics in these countries represents a convergence process towards the equilibrium or whether the equilibrium was already reached and the observed credit dynamics should be considered as excessive. It can be illustrated on the case of Lithuania. According to both Kiss et al. (2006) and Backé et al. (2006) the credit growth in Lithuania was not excessive and the credit-to-GDP ratio was not even close to its equilibrium by the end of 2004. By contrast, Boissay et al. (2005)
as well as Zdzienicka (2009) estimated that the credit-to-GDP ratio in Lithuania and in the other two Baltic countries was already considerably above its equilibrium level by the end of that year.

We contribute to the existing literature by expanding the studied period until the third quarter of 2011 using the advanced pooled mean group estimator introduced by Pesaran et al. (1999) This allows us to examine the impact of the global financial crisis on the equilibrium credit to the private sector in the CEE countries. This analysis gives us also an outlook about the latest credit dynamics, so that we can consider whether the transition countries tend to return to the pre-crisis credit development path.\footnote{However, not for all countries of our interest is latest data available.} Further, we carefully construct the panel of the benchmark countries for the out-of-sample estimates that follow the equilibrium path and consequently do not suffer from the initial credit over- or undershooting.
Chapter 3  
Empirical Model and Specifications  

3.1 Explanatory Variables  
The econometric approach described in previous chapter suggests that the equilibrium level of credit in the economy can be expressed as a function of some economic fundamentals. We follow this approach and model the equilibrium level of credit to the private sector using a simple set of explanatory variables. The selection of the explanatory variables for our regression analysis is strongly influenced by the availability of corresponding data. For most countries, and in particular for the CEE countries, longer time series are available only for basic economic indicators. Consequently, we estimate the equilibrium credit level using following explanatory variables:  

1. **Real GDP per capita** represents the economic activity and development in the economy. An increase in real GDP per capita is expected to increase credit to
the private sector, as the expected income and consequently the consumption and the investment demand raise the demand for credit. According to the consumption smoothing theory, an increase in real GDP per capita can also have a negative effect on credit to the private sector. Households may prefer a stable path of consumption over time, which means a lower demand for credit when the income temporarily increases and vice versa. Nevertheless, the empirical evidence suggests that the correlation between real GDP per capita and credit to the private sector is strictly positive (Boissay et al., 2005). Consequently, we expect a positive sign of the real GDP per capita coefficient.

2. **Claims on the government** as a percentage of GDP should capture the possible crowding-out effect. Higher government borrowings tend to increase market interest rates and thereby crowd-out households and private companies from the credit market. An increase in claims on the government reduces credit to the private sector, and the corresponding coefficient is therefore expected to be negative.

3. **Consumption** as a percentage of GDP is positively correlated to credit to the private sector. The positive impact that the credit has on consumption is quite straightforward, since consumer credit represents a considerable part of the aggregated credit to the private sector. The reverse causality was already mentioned in connection with the real GDP per capita variable. An increase in consumption demand enhances the demand for credit and hence we expect a positive sign of the consumption coefficient.\(^5\)

4. **Lending rate** is negatively related to credit to the private sector. Higher lending rate increases the financing costs of credit and decreases the credit demand. The sign of the lending rate coefficient is expected to be negative.

---

\(^5\) Real GDP per capita and consumption variable are potentially highly positively correlated. If both variables fulfill the assumptions of the estimator and turn out to be the determinants of the equilibrium credit level in our regression analysis, we need to check for multicollinearity. Multicollinearity does not reduce the predictive power or reliability of the model as whole. However, the presence of multicollinearity in the model can cause wide confidence intervals and unrealistic p-values for other explanatory variables and thus make the variables seem less important than they really are.
5. **Inflation** measured in terms of consumer price index (CPI) is expected to have a negative impact on credit to the private sector. High inflation translates into high uncertainty and hinders the effective functioning of financial markets. Thus, the expected sign of the inflation coefficient is negative.

Our specification includes real GDP per capita, claims on the government, consumption, lending rate and CPI-based inflation:

\[
\pi = c + l + g + r + \pi
\]

where the dependent variable \(c\) denotes credit to the private sector expressed as a percentage of GDP or, in other words, credit-to-GDP ratio.

### 3.2 Data

- **Data Sources and Definitions**

We take quarterly data from the International Financial Statistics (IFS) of the International Monetary Fund (IMF). The data on the quarterly basis are preferred to the annual data, because they allow us to include more observations for each cross-sectional unit into the model, which should consequently enhance the reliability of the estimation results. The exact IFS codes for all employed variables are reported in the Appendix.

Inflation is computed on a year-on-year basis. Khan et al. (2001) proposed a non-linear threshold specification for modelling the effect of inflation. The idea behind the inflation threshold is that if the inflation rate is above a threshold level then inflation significantly negatively affects financial activity. However, if the inflation rate is below the threshold, a small increase has either no effect or even a small positive effect on the level of financial activity. We apply the threshold specification in the model and include a variable \(1/\pi_{it} - 1/\pi_{\text{threshold}}\) that measures how far below or above the threshold the level of inflation is at time \(t\) for a country \(i\). A second variable we add is a dummy variable for inflation above the threshold level \(\pi_{\text{high}}\). The inflation variable can be written as follows:
We set the non-linear inflation threshold at 4 percent as in Cotarelli et al. (2003).\footnote{According to Khan et al. (2001), the optimal inflation threshold level lies in the range of 3-6 percent.}

Lending rate is based on bank lending rate to households and to private corporations. The bank lending rate category for some countries is subdivided into lending rate to households, private corporations, new businesses, and for house purchase with different maturities. In that case, we computed the average lending rate from the lending rate subcategories.

Claims on the government are the sum of credit to the central and local governments, and of credit to nonfinancial public enterprises provided by banking sector. Backé et al. (2006) argued that credit to the government provided by banking institutions captures better the potential crowding-out effect than public debt, as employed for instance in Cotarelli et al. (2003). Public entities may well get the financial sources also on the foreign credit markets and securities markets, which does not affect the domestic credit market interest rates. In addition, public debt is also subject to valuation and stock-flow adjustments.

The IFS provides quarterly nominal GDP in national currencies. We converted the nominal GDP figures into real terms using the respective GDP deflators. The real GDP data were further converted into U.S. dollar using the average nominal exchange rates during the relevant time period and divided by the population size. Since the population size is typically measured only once a year, the population data were linearly interpolated from annual to quarterly frequencies. The real GDP per capita is included into the regression in form of a natural logarithm. The financial sector in developed countries is significantly larger than in emerging economies, which can be illustrated by a much higher proportion of financial assets to GDP. This suggests that the financial market grows rather exponentially

\[ \pi = \pi_{\text{high}} \left( \frac{1}{\pi_t} - \frac{1}{\pi_{\text{threshold}}} \right) \] (2)

\[ \pi_{\text{high}} = \begin{cases} 1 & \text{if } \pi_t > \pi_{\text{threshold}} \\ 0 & \text{if } \pi_t \leq \pi_{\text{threshold}} \end{cases} \quad \text{for } i = 1, \ldots, N; \ t = 1, \ldots, T \]
as the economy develops. Hence, to include the real GDP per capita variable in form of a natural logarithm may reasonably link this observed non-linear relationship. Moreover, due to the logarithmic transformation we get the coefficients of all explanatory variables roughly in the same scale.

The conversion of GDP data in national currencies into U.S. dollar brings along the exchange rate effects. Accordingly, some authors prefer to use the GDP per capita in terms of purchasing power parity (PPP). The GDP per capita in PPP is more suitable for a cross-border comparison, because it corrects for differences in price levels. Quarterly GDP data in terms of PPP are usually not available and have to be interpolated from annual frequencies. For instance, Backé et al. (2006) draw GDP per capita expressed in purchasing power standards (PPS) against euro and the U.S. dollar from the AMECO database of the European Commission and the World Development Indicators (WDI) of the World Bank. The authors further linearly interpolate the GDP data from annual to quarterly frequencies and include the interpolated GDP per capita together with other explanatory variables both in levels and in first differences into the regression relationship.\footnote{Backé et al. (2006) have also linearly interpolated from annual to quarterly frequencies another explanatory variable - financial liberalization index.} We do not consider this procedure as correct. Differencing linearly interpolated data from the annual to quarterly frequencies brings the sequence of four exactly same figures in a data set. The constant segments bias the data and consequently the estimation results. As a result, we conclude that although we are aware of the exchange rate effects, we consider the potential distortion of the data to be negligible in comparison to the interpolation data bias, and hence prefer the use of the real GDP per capita.

Quarterly private final consumption expenditures are included into the regression as a percentage of GDP. The credit-to-GDP ratio as dependent variable is based on the bank credit to the private sector. Private credit provided by banking institutions slightly underestimates the total private indebtedness, since it does not include the cross-boarder loans and loans provided by non-bank financial
intermediaries (for instance, leasing). However, the difference between the two concepts in the banking-based financial systems of the CEE countries is negligible.

It would be more appropriate not to use the aggregated credit to the private sector but rather the structure of the credit with respect to households and non-financial private companies. As the credit development in these sectors may differ, the equilibrium credit level may vary as well. However, because of limited data availability we focus only on total private sector later in this study. Structural characteristics of the bank credit to the private sector in the CEE countries are presented in the Appendix in Table A-2.

- **Data Panels**

  We use two different data panels. One data set serves as an in-sample, for which our model is estimated. The second data set is then used as so called out-of-sample, for which the estimated model is applied.

  Out-of-sample data panel consists of the countries of our interest, for which we want to investigate the equilibrium credit-to-GDP ratio, *i.e.* three Baltic states (Estonia, Latvia, and Lithuania), the three transition economies in South Eastern Europe (Bulgaria, Croatia, and Romania), the Visegrad countries (Czech Republic, Hungary, Poland, and Slovakia) and Slovenia. Since these countries clearly suffer from the initial credit undershooting the estimates of the coefficients would be biased if the model would be directly estimated for these countries. At the same time, the estimates would not reflect the equilibrium but rather the present relationship between credit to the private sector and the economic fundamentals (Frait *et al.*, 2011).

  Consequently, we construct a second data panel in-sample that includes countries, which we believe follow the credit equilibrium path. The in-sample countries should share common characteristics with the CEE countries (for instance, size of the economy, international openness, *etc.*). Otherwise it could happen that some omitted variables would expand the unexplained cross-country variance and the out-of-sample application of the estimated relationship would produce highly insignificant results (Kiss *et al.*, 2006). However, the selection of
the benchmark countries is quite limited by the data availability, since longer time series for our dependent and explanatory variables are not reported for some countries. That is especially true for some emerging economies in Asia and the Americas.

We construct the in-sample panel from the developed EU countries. Countries hidden under the acronym PIIGS\(^8\) were excluded from the panel, as they are considered economically weaker following the financial crisis and in addition, their level of public and private indebtedness might be already excessive. We further omit Luxembourg due to the size of its financial sector. The resulting in-sample panel consists of the following countries: Austria, Belgium, Denmark, Finland, France, Germany, Netherlands, Sweden, and the United Kingdom.

- **Time Spans**

The data series for the out-of-sample panel start in 2000 and cover the period until the third quarter of 2011. The data series prior to 2000 are not reliable enough, since the transition countries introduced a number of transformation and consolidation measures among others aimed at the removal of non-performing loans from the banks’ balance sheets. Not for all CEE countries of our interest is the latest data available. This applies especially to the CEE countries that have recently adopted the euro currency.

The data series for the in-sample panel begin in 1980 and cover the period until 2007. The subsequent financial crisis represented a large structural shock to the economies. Consequently, we do not include later data into our analysis, since the employed model could be significantly affected by the crisis development. The exact data time spans for both the in-sample and out-of-sample countries are reported in the Appendix.

\(^8\) Portugal, Italy, Ireland, Greece, and Spain.
3.3 Estimation Techniques

3.3.1 PMG Estimator

The data panels in a cross-country analysis usually contain a relatively large number of observations $T$ and a number of cross-sectional units $N$ of the same order of magnitude. There are two approaches commonly used for such data panels. The first approach is to estimate separate equations for each cross-sectional unit and calculate the coefficient means. This approach called the mean group (MG) estimator produces consistent estimates of the average of the coefficients but does not take into account the fact that certain coefficients may be the same across the units (Pesaran and Smith, 1995). The second approach is the traditional fixed and random effects estimator. These estimators pool the data and constraint the slope coefficients and error variances to be identical across the units, while the intercepts are allowed to differ. Pesaran et al. (1999) proposed an intermediate approach referred to as the pooled mean group (PMG) estimator, which constraints the long-run coefficients to be the same, but allows the short-run coefficients and the error variances to differ freely across the units.\(^9\)

The PMG estimator derives the long-run panel coefficients from the autoregressive distributed lag (ARDL) models of individual cross-sectional units. We assume that the long-run relationship is given by:

\[
y_{it} = \theta_{i0} + \sum_{j=1}^{q} \theta_{ij} X_{ij} + \epsilon_{it} \quad (3)
\]

where the number of cross-sectional units $i = 1,2,...,N$, the number of time periods $t = 1,2,...,T$, $X_{it}$ is the vector of explanatory variables for a unit $i$, $\theta_{ij}$ are the long-run coefficient vectors, $y_{it}$ is the dependent variable, and $\theta_{i0}$ represents the constant term for a unit $i$. If the variables are integrated of order one \([I(1)]\) and

\(^9\) The generalized method of moments (GMM) estimator proposed by Arellano (1989) or Arellano and Bover (1995) is an often used dynamic panel data estimator. However, this estimator is designed rather for panels containing large number of cross-sectional units $N$ and a relatively small number of observations $T$ for each unit. For a larger number of observations the GMM estimator can produce inconsistent and potentially very misleading estimates of the average values of the coefficients as argued by Pesaran et al. (1999).
cointegrated, then the error term $\varepsilon_{it}$ is integrated of order zero \([I(0)]\) for all \(i\). The ARDL \((p,q,q...,q)\) dynamic panel specification of equation (3) can be written as follows:

$$y_{it} = \sum_{j=1}^{p} \lambda_{ij}y_{i,t-j} + \sum_{j=0}^{q} \delta_{ij}X_{i,t-j} + \mu_{i} + \varepsilon_{it} \tag{4}$$

where $\mu_{i}$ represents the fixed effects, $\lambda_{ij}$ are the coefficients of the lagged dependent variable, and $\delta_{ij}$ are the short-run coefficient vectors. Equation (4) can be expressed in an error-correction form using the following reparametrization:

$$\Delta y_{it} = \phi_{i}\left(y_{i,t-1} - \theta_{i0} - \sum_{j=1}^{q} \theta_{ij}X_{it}\right) + \sum_{j=1}^{p-1} \lambda_{ij}'\Delta y_{i,t-j} + \sum_{j=0}^{q-1} \delta_{ij}'\Delta X_{i,t-j} + \varepsilon_{it} \tag{5}$$

where $\phi_{i} = \left(1 - \sum_{j=1}^{p} \lambda_{ij}\right)$, $\theta_{i0} = \frac{\mu_{i}}{1 - \sum_{j=1}^{p} \lambda_{ij}}$, $\theta_{ij} = \frac{\sum_{j=0}^{q} \delta_{ij}}{1 - \sum_{j=1}^{p} \lambda_{ij}}$,

$$\lambda_{ij} = -\sum_{m=j+1}^{p} \lambda_{im}, \quad j = 1,2,.., p-1, \quad \text{and} \quad \delta_{ij} = -\sum_{m=j+1}^{q} \delta_{im}, \quad j = 1,2,.., q-1.$$ 

The expression in the brackets in equation (5) represents the actual deviation of the dependent variable from its long-run relationship (equilibrium). Parameter $\phi_{i}$ is called the error-correction term or the speed of adjustment. A negative value of the error-correction term suggests that the dependent variable converges to its long-run equilibrium. Coefficients $\lambda_{ij}, \delta_{ij}$ represent the short-run dynamics or, in other words, they capture the convergence process towards the equilibrium level. However, often only the long-run coefficients $\theta_{ij}$ are of interest (Blackburne and Frank, 2007).

### 3.3.2 Estimation Outline

The main objective of the empirical analysis is to determine the equilibrium credit-to-GDP ratios for the panel consisting of the 11 CEE countries. We model the equilibrium credit-to-GDP ratio as a function of explanatory variables within an error-correction framework. The error-correction model postulates a long-run equilibrium relationship between the dependent and the explanatory variables and
a short-run dynamics, which is responsible for the convergence towards the equilibrium. We estimate the error-correction model using the PMG estimator, which constraints the long-run coefficients to be the same across the countries in the panel, while the short-run coefficients are allowed to vary. This specification means that the relationship between the equilibrium credit-to-GDP ratio and the explanatory variables is assumed to be identical, while the short-run dynamics around the equilibrium as well as the speed of adjustment can differ. The short-run dynamics or cyclical movements are often determined by institutional features that can vary considerably across the countries. Hence, imposing no restrictions on the short-run coefficients seems appropriate (Kiss et al., 2006). We perform the estimates out-of-sample using a panel of developed EU countries as a benchmark. We use the estimated coefficients to calculate the theoretical equilibrium credit-to-GDP ratios for the 11 CEE countries. The deviation of the actual and theoretical credit-to-GDP values gives us a measure of credit excessiveness.

The steps to perform the estimates of the equilibrium credit-to-GDP ratios are the following:

1. Test the stationarity of the variables both in levels and in first differences.
2. Identify a long-run relationship between the variables using the cointegration methodology.
3. Specify the short-term dynamics using the ARDL (p,q,q,...,q) model.
4. Formulate the error-correction equation, which includes both the long-run relationship and the short-term dynamics. Estimate the regression coefficients using the PMG estimator. Test the quality of the estimates.
5. Use the estimated coefficients and calculate the theoretical equilibrium credit-to-GDP ratios for the out-of-sample countries. Compare the actual credit-to-GDP ratios with their theoretical equilibrium values and decide, whether the credit development in these countries should be considered as excessive.
3.4 Testing the Variables

3.4.1 Stationarity

We tested the stationarity of the variables using the Augmented Dickey-Fuller (ADF) test. The appropriate number of lagged values was chosen using the common rule of thumb, which suggests at least four lagged values for quarterly data. According to the test results the null hypothesis of a unit root cannot be rejected at the 1 percent significance level for the real GDP per capita, consumption, and lending rate variable. The existence of a unit root for the claims on the government variable cannot be rejected at the 5 percent significance level. The inflation variable was generated by a stationary process at the 5 percent level of significance for most of the countries in the panel.

However, it is a well known argument that the ADF test lacks power to distinguish the unit root null hypothesis from the stationary alternative when the root is close to one. Another disadvantage of the ADF test pointed out by Shiller and Perron (1985) is its low power with short time spans. Since, our longest time series contains 112 quarterly observations, i.e. they span only over 28 years, the short time span of the data can be another source of a potential failure of the ADF test.

Table 3.1: Unit Root Tests

<table>
<thead>
<tr>
<th>P-values</th>
<th>c</th>
<th>gdp</th>
<th>gov</th>
<th>con</th>
<th>lr</th>
<th>π</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual ADF tests</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Austria</td>
<td>0.9058</td>
<td>0.9862</td>
<td>0.0721</td>
<td>0.7929</td>
<td>0.5988</td>
<td>0.0262</td>
</tr>
<tr>
<td>Belgium</td>
<td>0.6639</td>
<td>0.2452</td>
<td>0.7178</td>
<td>0.9869</td>
<td>0.4523</td>
<td>0.0007</td>
</tr>
<tr>
<td>Denmark</td>
<td>0.9955</td>
<td>0.9863</td>
<td>0.3822</td>
<td>0.6407</td>
<td>0.4556</td>
<td>0.0309</td>
</tr>
<tr>
<td>Finland</td>
<td>0.6410</td>
<td>0.8271</td>
<td>0.6012</td>
<td>0.3117</td>
<td>0.8197</td>
<td>0.0346</td>
</tr>
<tr>
<td>France</td>
<td>0.6989</td>
<td>0.1330</td>
<td>0.5706</td>
<td>0.9941</td>
<td>0.6360</td>
<td>0.0000</td>
</tr>
<tr>
<td>Germany</td>
<td>0.1737</td>
<td>0.9760</td>
<td>0.4396</td>
<td>0.9858</td>
<td>0.0162</td>
<td>0.0071</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1.0000</td>
<td>0.9604</td>
<td>0.9115</td>
<td>0.9855</td>
<td>0.6039</td>
<td>0.0015</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.9960</td>
<td>0.3114</td>
<td>0.1453</td>
<td>0.1518</td>
<td>0.2965</td>
<td>0.3159</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.9318</td>
<td>0.8053</td>
<td>0.7432</td>
<td>0.2697</td>
<td>0.4915</td>
<td>0.0112</td>
</tr>
<tr>
<td>Panel IPS test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Developed EU countries</td>
<td>1.0000</td>
<td>0.9239</td>
<td>0.1727</td>
<td>0.8379</td>
<td>0.1372</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Notes: ADF tests $H_0$: variable contains a unit root $H_1$: variable is stationary IPS tests $H_0$: all panels contain unit roots $H_1$: some panels are stationary
Hence, we further employed a panel unit root test proposed by Im, Pesaran, and Shin (1997).\textsuperscript{10} The Im-Pesaran-Shin (IPS) test combines the evidence of several independent unit root tests and exploits the cross sectional information, which may increase the power of the unit root test. We used the Bayesian Information Criterion (BIC) to determine the appropriate number of lagged values. At the 5 percent significance level we cannot reject the null hypothesis that all countries contain a unit root. This applies to all examined variables, except for the inflation.

We further performed the panel IPS test on the variables in first differences. The test results suggest that the real GDP per capita, claims on the government, consumption, and lending rate variables are not stationary in levels but are stationary in first differences both at the 1 percent and the 5 percent significance level. Thus, these variables are integrated of order one \([I(1)]\). By contrast, the inflation variable was generated by a stationary process, \textit{i.e.} the inflation variable is integrated of order zero \([I(0)]\). The unit root test results in form of the corresponding p-values for the variables in levels are shown in Table 3.1. The test results for the variables in first differences are listed in the Appendix.

### 3.4.2 Cointegration

Generally, a linear combination of two series integrated of order one is also a \(I(1)\) series. If the linear combination of two or more \(I(1)\) series turns out to be integrated of order zero \([I(0)]\), the series are cointegrated or in a long-run equilibrium. In the previous section we have tested the stationarity of our variables both in levels and in first differences and have concluded that except for the

\textsuperscript{10} There is a number of different panel unit root tests such as Harris-Tzavalis (1999) test, Breitung (2000) test, Levin-Lin-Chu (2002) or Breitung and Das (2005). All these tests investigate the presence of a unit root under the assumption that all panels have the same value of the autoregression coefficient. The Im-Pesaran-Shin (IPS) test relaxes this assumption and instead allows the autoregression coefficient to differ in each panel. Another limitation of the aforementioned panel unit root tests is that they require strongly balanced data. Since our panel data are strongly unbalanced we prefer the IPS test, which can be applied also for unbalanced data as shown by Madalla and Wu (1999).
inflation variable our series can be considered as \( I(1) \). We search for a long-run relationship among the \( I(1) \) variables using the panel cointegration techniques.

Basically, there are two groups of panel cointegration tests. The first group of tests takes cointegration as the null hypothesis. This group includes for instance the panel cointegration tests proposed by McCoskey and Kao (1998) or by Westerlund (2005). The second group of panel cointegration tests is mostly based on the methodology of Engle and Granger (1987) and the null hypothesis corresponds to no cointegration.

Westerlund (2007) suggests four new panel tests of the null hypothesis of no cointegration that are based on structural rather than residual dynamics. The author argues that these tests are potentially more powerful than residual-based tests, as they do not restrict the long-run cointegrating vector for the variables in their levels to be equal to the short-run adjustment process for the variables in their differences.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>P-value</th>
<th>( H_0 ): no cointegration</th>
<th>( H_1 ): cointegration of at least one cross-sectional unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_t )</td>
<td>-3.812</td>
<td>0.056</td>
<td>( H_0 ): no cointegration</td>
</tr>
<tr>
<td>( G_a )</td>
<td>-18.442</td>
<td>0.105</td>
<td>( H_1 ): cointegration of at least one cross-sectional unit</td>
</tr>
<tr>
<td>( P_t )</td>
<td>-8.970</td>
<td>0.002</td>
<td>( H_0 ): no cointegration</td>
</tr>
<tr>
<td>( P_a )</td>
<td>-8.367</td>
<td>0.048</td>
<td>( H_1 ): cointegration for the panel as whole</td>
</tr>
</tbody>
</table>

*Notes: The test results are for the long-run relationship between the \( gdp, gov, lr, \) and \( c^p \) variables.*

By applying the four panel cointegration tests proposed by Westerlund (2007) we identified a long-run relationship between the real GDP per capita, claims on the government, lending rate, and the dependent variable represented by the credit-to-GDP ratio. Table 3.2 illustrates the cointegration test results. The \( G_t \) statistics allows rejecting the null hypothesis of no cointegration at the 10 percent level of significance. The \( G_a \) statistics supports these findings, since at the 15 percent significance level we reject the null hypothesis and accept the alternative of cointegration of at least one cross-sectional unit in the panel. According to the \( P_a \) and \( P_t \) statistics that are based on pooling the information
among the cross-sectional units, we reject the null hypothesis and accept the alternative of cointegration for the panel as whole at the 5 percent significance level.

3.5 Results

By performing the panel cointegration tests we identified following long-run relationship between the dependent and the explanatory variables:

\[ c^p_t = \theta_{1t} + \theta_{1t} \text{gdp}_{it} + \theta_{1t} \text{gov}_{it} + \theta_{1t} \text{lr}_{it} + \varepsilon_{it} \]  

(6)

where the number of the countries \( i = 1,2,...,N \), the number of time periods \( t = 1,2,...,T \), \( c^p_{it} \) represents the credit-to-GDP ratio, \( \theta_{0i} \) represents the constant term, \( \text{gdp}_{it} \) is the natural logarithm of real GDP per capita, \( \text{gov}_{it} \) are the claims on the government expressed as a percentage of GDP, and \( \text{lr}_{it} \) denotes the lending rate. Since all of the variables are \( I(1) \) and cointegrated, the error term \( \varepsilon_{it} \) is \( I(0) \) for all \( i \).

To specify the short-run dynamics we use the autoregressive distributed lag, ARDL (p,q,q,...,q), model. The optimal number of lagged values for the ARDL specification was chosen using the Bayesian Information Criterion (BIC). The BIC for the regression is minimized if there is one lag included for each explanatory and the dependent variable, i.e. the model is ARDL (1,1,1,1).\(^{11}\) The ARDL model specification can be written as follows:

\[ c^p_t = \lambda_1 c^p_{i,t-1} + \delta_{10} \text{gdp}_{it} + \delta_{1t} \text{gdp}_{i,t-1} + \delta_{20} \text{gov}_{it} + \delta_{2t} \text{gov}_{i,t-1} + \delta_{30} \text{lr}_{it} + \delta_{3t} \text{lr}_{i,t-1} + \mu_i + \varepsilon_{it} \]  

(7)

where \( \mu_i \) represents the fixed effects, \( \lambda_{it} \) is the coefficient of the lagged dependent variable, and \( \delta_{jt} \) are the short-run coefficients. By rewriting the equation (7) into the error-correction form we get the following expression:

\[ \Delta c^p_t = \phi_1(c^p_{i,t-1} - \theta_{10} \text{gdp}_{it} - \theta_{1t} \text{gdp}_{i,t-1} - \theta_{20} \text{gov}_{it} - \theta_{2t} \text{gov}_{i,t-1} - \theta_{30} \text{lr}_{it} - \theta_{3t} \text{lr}_{i,t-1} + \mu_i + \varepsilon_{it} \]  

(8)

\(^{11}\) The same results were obtained when using the Akaike Information Criterion (AIC) instead.
where $\phi_i = -(1 - \lambda_{ii})$, $\theta_{ii} = \frac{\mu_i}{1 - \lambda_{ii}}$, $\theta_{1i} = \frac{\delta_{0i} + \delta_{1i}}{1 - \lambda_{ii}}$, $\theta_{2i} = \frac{\delta_{2i} + \delta_{3i}}{1 - \lambda_{ii}}$.

**PMG Estimator**

We estimate the coefficients of the error-correction model using the PMG estimator. The obtained estimation results are reported in Table 3.3. According to the estimates the real GDP per capita enters the long-run relationship with the expected positive sign and is statistically significant at the 5 percent significance level. The claims on the government turn out to be statistically significant at the 1 percent significance level. An increase in the government borrowings has the expected negative impact on credit to the private sector. Hence, this finding supports the crowding-out hypothesis. A strong negative relationship has also been revealed between credit to the private sector and the financing costs, which are represented by the lending rate.

<table>
<thead>
<tr>
<th>Table 3.3: PMG Estimator – Estimation Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMG</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td><strong>long-run</strong></td>
</tr>
<tr>
<td>(gdp)</td>
</tr>
<tr>
<td>(gov)</td>
</tr>
<tr>
<td>(lr)</td>
</tr>
<tr>
<td><strong>short-run</strong></td>
</tr>
<tr>
<td>(ec)</td>
</tr>
<tr>
<td>(d.gdp)</td>
</tr>
<tr>
<td>(d.gov)</td>
</tr>
<tr>
<td>(d.lr)</td>
</tr>
<tr>
<td>(constant)</td>
</tr>
</tbody>
</table>

Notes: *, **, *** denote 1%, 5%, 10% significance level respectively.

Even though we are particularly interested in the long-run relationship, we also briefly comment on the estimated short-run coefficients. Since the PMG estimator does not constraint the short-run dynamics to be the same across the groups, the

\[\text{PMG estimator is in principle a maximum likelihood estimator. The Newton-Raphson algorithm without a common time trend was set as the maximization technique. A different stepping algorithm was used for the non-concave regions of the likelihood.}\]
short-run coefficients are country-specific. The figures reported in Table 3.3 are consequently the averaged values of the short-run coefficients of the individual countries. All of the explanatory variables turned out to be significant in the short-run and on average affect positively credit to the private sector. As a result, at least in the short-run the government borrowings do not crowd-out private entities from the credit market.

- Speed of Adjustment
The error-correction term or the speed of adjustment is also country specific.\textsuperscript{13} For all countries included in the panel appeared the speed of adjustment negative and statistically significant. The only exception is Sweden, where the coefficient has albeit a negative sign is, however, not significant. A negative sign of the speed of adjustment indicates that the actual deviation of credit to the private sector from its long-run equilibrium is being eliminated through the short-run dynamics. Simultaneously, the absolute value of the coefficient suggests how fast this convergence towards the equilibrium occurs.

<table>
<thead>
<tr>
<th>Country</th>
<th>Error-correction term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>-0.1843***</td>
</tr>
<tr>
<td>Belgium</td>
<td>-0.0463**</td>
</tr>
<tr>
<td>Denmark</td>
<td>-0.0444***</td>
</tr>
<tr>
<td>Finland</td>
<td>-0.0459**</td>
</tr>
<tr>
<td>France</td>
<td>-0.0282*</td>
</tr>
<tr>
<td>Germany</td>
<td>-0.0486*</td>
</tr>
<tr>
<td>Netherlands</td>
<td>-0.0255***</td>
</tr>
<tr>
<td>Sweden</td>
<td>-0.0296</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>-0.0788***</td>
</tr>
</tbody>
</table>

Notes: *, **, *** denote 1%, 5%, 10% significance level respectively.

According to Table 3.4 most of the countries included in the panel share a very similar speed of adjustment. The only exception is Austria with the speed of adjustment approximately 0.18 in the absolute value, which implies that credit to

\textsuperscript{13} The error-correction term is denoted in the text either as $\phi$ or $ec$. 
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the private sector in this country converges to its long-run equilibrium more than twice as fast as in the other countries in the panel.

The speed of adjustment obtained from the error-correction model serves at the same time as a cointegration test. A negative and statistically significant value of the speed of adjustment is taken as a proof for cointegration between the variables. We tested the presence of cointegration in one of the previous sections using the four panel cointegration tests proposed by Westerlund (2007). The speed of adjustment estimated by the PMG procedure confirms the primary findings.

- **Dynamic FE and MG Estimator**

To provide a comparison we further estimate the coefficients of the error-correction form using the mean group (MG) estimator and the dynamic fixed effects (FE) estimator. However, the estimated coefficients can vary substantially since each of the estimation techniques imposes different restrictions regarding the homogeneity of the short- and long-run coefficients. The dynamic FE estimator, just like the PMG estimator, constraints the long-run coefficients to be identical across the groups. In addition, the dynamic FE procedure constraints also the short-run coefficients including the speed of adjustment to be equal. Only the individual intercepts may differ freely. Table 3.5 presents the estimation results obtained by the dynamic FE estimator. According to the results the real GDP per capita and the claims on the government variables are both statistically significant and enter the long-run relationship with the expected signs. The lending rate coefficient has a negative sign as expected but the variable is not significant at any level considered. The negative and statistically significant speed of adjustment suggests again that the short-run dynamics ensures the convergence of the credit to the private sector towards its long-run equilibrium level.
The MG estimator is the least restrictive, as it allows for the heterogeneity of both short- and long-run coefficients. However, regarding the lack of restrictions the PMG procedure may potentially yield inefficient estimates. The averaged estimated coefficient for the real GDP per capita and the averaged speed of adjustment are both significant with the proper signs. The other explanatory variables turned out insignificant in the long-run. The averaged coefficients derived using the MG estimator are reported in the Appendix.

Table 3.6 illustrates the estimated long-run coefficients and the estimated speed of adjustment obtained using the three abovementioned estimation techniques. It is apparent that the PMG and the dynamic FE procedures provide very similar results. All of the coefficients have the expected signs and are statistically significant, with the exception of the lending rate variable for the dynamic FE estimator that is insignificant at all levels considered. According to the dynamic FE estimates, an increase in real GDP per capita would, however,
have a much higher impact on credit to the private sector in the long-run than predicted by the PMG estimator. Also an increase in the government borrowings in the dynamic FE model would negatively affect the private credit nearly twice as much as suggested by the PMG procedure.

**Hausman Specification Test**

As already mentioned above the PMG estimator restricts the long-run coefficients to be identical across the groups. This pooling across the groups yields efficient and consistent estimates when the applied restrictions are true. However, often the hypothesis of the long-run slope homogeneity is rejected empirically. If the true model contains heterogeneous long-run coefficients then the PMG estimates are inconsistent. The MG estimates are consistent in either case (Blackburne and Frank, 2007). The Hausman specification test compares the two estimators and evaluates their significance. Under the null hypothesis the PMG estimator is efficient and consistent. The alternative states that the MG estimator is consistent, while the PMG estimator is not. The p-value of approximately 0.17 allows us to accept the null hypothesis at the 15 percent significance level and thus the restrictions imposed on the homogeneity of the long-run coefficients are justified. Table 3.7 summarizes the tested hypothesis and results in form of the corresponding p-values.

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>P-values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0$: $b_0$ and $b_1$ are consistent, $b_1$ is efficient</td>
<td>$b_0$: MG $b_1$: PMG $\text{Prob}\text{&gt;chi}^2 = 0.1734$</td>
</tr>
<tr>
<td>$H_1$: $b_0$ is consistent, $b_1$ is not consistent</td>
<td>$b_0$: MG $b_1$: DFE $\text{Prob}\text{&gt;chi}^2 = 0.3690$</td>
</tr>
</tbody>
</table>

By applying the Hausman specification test we can also test the dynamic FE estimates. As discussed by Baltagi et al. (2000) the FE models are often subject to a simultaneous equation bias that stems from the endogeneity between the lagged dependent variable and the error term. The Hausman specification test measures the extent of this endogeneity. The null hypothesis assumes an efficient and
consistent dynamic FE estimator, while the alternative states that this estimator is inconsistent. A high p-value leads to the acceptance of the null hypothesis. Hence, the simultaneous equation bias is minimal.

**Equilibrium Credit-to-GDP Ratios**

The long-run coefficients estimated by the PMG procedure were applied to derive the equilibrium credit-to-GDP ratios for the 11 CEE countries. Since the estimated short-run coefficients are country-specific, there is no constant term available for the CEE countries. Backé et al. (2006) proposed to employ the median constant term estimated for the in-sample panel simultaneously with its smallest and largest value. We decided to use a similar approach, however, instead of using the smallest and the largest value of the constant term we consider the standard deviation from the short-run constant term average. As a result, we obtain an approximately 20 percent wide range for the equilibrium credit-to-GDP ratio. The equilibrium credit-to-GDP ratios together with the actual credit dynamics are depicted in Figure 1-A in the Appendix.

If the actual credit-to-GDP ratio lies above the estimated equilibrium level the credit development is considered as excessive. Figures 3.1, 3.2, and 3.3 illustrate the actual credit deviation from the long-run equilibrium for the Baltic countries, for the transition countries in South Eastern Europe, and for the Visegrad countries and Slovenia, respectively. On the first sight, it is obvious that the analyzed CEE countries do not generally suffer under excessive credit to the private sector. The negative values of the deviation indicate that the credit-to-GDP ratios observed in the transition countries during the 2000 – 2011 period were mostly lower than their justified equilibrium credit levels.
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Figure 3.1: Deviation from Long-Run Equilibrium Credit-to-GDP in Baltic Countries

Figure 3.2: Deviation from Long-Run Equilibrium Credit-to-GDP in South Eastern Europe
Figure 3.3: Deviation from Long-Run Equilibrium Credit-to-GDP in Visegrad Countries and Slovenia
Some CEE countries experienced excessive credit-to-GDP ratios at the beginning of the studied period. This is the case of Slovakia and Romania. However, in case of Romania the estimated results from the beginning of the analyzed period are not very reliable. Extremely high lending rates that accompanied the transition process forced the estimated equilibrium credit-to-GDP ratio in this country into negative values and consequently made the relatively slow credit dynamics look excessive.

According to the deviations from the long-run equilibrium the analyzed CEE countries can be divided into three groups. The first group of countries consists of the Czech Republic, Poland, and Slovakia. These countries have been substantially below their equilibrium levels throughout the entire period and their credit-to-GDP ratios seem to converge rather moderately towards them.

The second group includes countries that have not only converged but also eventually nearly or completely reached the equilibrium. At the same time, the credit to the private sector for these countries cannot be considered as excessive at any point within the studied period. These countries are Croatia, Hungary, Lithuania, Romania, and Slovenia. Particularly interesting is the development of the credit-to-GDP ratio in Croatia. Starting from 2002 onwards, Croatia practically followed the credit equilibrium path when considering the lower bound of the long-run equilibrium range. The overall economic slowdown in the aftermath of the financial crisis pushed the private credit even closer towards the equilibrium, so that the lately recorded credit-to-GDP ratios in Croatia are situated directly in the mid-point of the equilibrium range. To include Slovenia into this group is slightly inconsistent. Even though Slovenia meets all of the abovementioned criteria, given the previous credit dynamics in this country and the fact that the data cover the period only until the fourth quarter of 2009, it is likely that the latest credit development was already excessive.

Bulgaria, Estonia, and Latvia constitute the last group of countries. The credit-to-GDP ratios in these countries were slightly excessive or very close to their long-run equilibrium levels in the period preceding the financial crisis. As the
crisis spread across the countries, the worsened economic conditions accompanied by the decline in GDP affected both the actual credit-to-GDP dynamics and the long-run equilibrium. The significant decrease in the GDP lowered the estimated long-run equilibrium. The credit growth rate dropped substantially as well, however, as the decrease in GDP was more profound the actual credit-to-GDP ratio has remained stable or has even slightly increased during the crisis. As a result, the credit-to-GDP ratios in these countries grew further above the equilibrium and hence, also the measure of credit excessiveness increased further. The latest figures indicate that the credit-to-GDP ratios in these transition countries might tend to return to their pre-crisis levels. However, for us to draw any conclusions we do not have sufficiently long data series.
Conclusion

In this thesis, we have analyzed the equilibrium credit to the private sector for 11 CEE countries. The reason behind the analysis was the rapid credit dynamics observed in these countries over the past decades and the related question whether the rapid credit growth was actually linked to the convergence of the CEE countries towards their long-run equilibrium or whether it represented an excessive credit growth, which may potentially threaten the macroeconomic and financial stability in these countries.

We modelled the equilibrium credit-to-GDP ratio for the 11 CEE countries within an error-correction framework by applying the advanced pooled mean group (PMG) estimator. This dynamic panel data procedure constraints the long-run coefficients to be the same across countries, while the convergence towards the equilibrium represented by the short-run dynamics can be
Conclusion

heterogeneous. We found that the equilibrium credit to the private sector can be expressed as a function of real GDP per capita, lending rate, and the claims on the government. The real GDP per capita affects the private credit positively in the long-run, whereas an increase in financing costs represented by a higher lending rate tends to lower the private credit level. The government borrowings have also a negative impact on private credit in the long-run, confirming the crowding-out hypothesis. We tested the applied restrictions regarding the homogeneity of the long-run coefficients using the Hausman specification test and concluded that the PMG procedure yields efficient and consistent estimates. The long-run coefficients were estimated on a panel of selected developed EU countries and the equilibrium credit-to-GDP ratios for the CEE countries were derived out-of-sample in order to avoid the potential transition bias. The deviation of the actual credit-to-GDP ratio from the estimated long-run equilibrium served as a measure of credit excessiveness.

The results indicated that the analyzed CEE countries did not generally suffer under excessive credit to the private sector during the 2000 - 2011 period. The only countries that came very close or slightly above the equilibrium in the period preceding the global financial crisis were Bulgaria, Estonia, and Latvia. Moreover, the further increase in the credit excessiveness measure throughout the crisis can be rather attributed to the worsened economic conditions and to the significant decline in GDP in these countries than to a further increase in private credit.

The prospective research may analyze not only the credit level represented by the credit-to-GDP ratio as is the current practice but simultaneously concentrate on the equilibrium growth rate of private credit. Even though the credit-to-GDP ratio does not exceed the justified long-run equilibrium its steep rate of growth might undermine the stability by cumulating potential risks that might become apparent only later.
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Figure A-1: Total Bank Assets in % of GDP

Source: Raiffeisen Bank Reports
Appendix

Table A-1: International Financial Statistics Codes

<table>
<thead>
<tr>
<th>Description</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Claims on Private Sector</td>
<td>22 D</td>
</tr>
<tr>
<td>Claims on Central Government</td>
<td>22 A</td>
</tr>
<tr>
<td>Claims on State and Local Government</td>
<td>22 B</td>
</tr>
<tr>
<td>Claims on Nonfinancial Public Enterprises</td>
<td>22 C</td>
</tr>
<tr>
<td>Private Final Consumption Expenditures</td>
<td>82 A</td>
</tr>
<tr>
<td>Consumer Prices, index numbers 2005=100</td>
<td>64</td>
</tr>
<tr>
<td>Exchange Rate, period average, per U.S. dollar</td>
<td>RF</td>
</tr>
<tr>
<td>Lending Rate</td>
<td></td>
</tr>
<tr>
<td>Households, up to 1 year</td>
<td>60 P</td>
</tr>
<tr>
<td>New Business, floating, up to 1 year</td>
<td>60 PH</td>
</tr>
<tr>
<td>House Purchase, over 5 years</td>
<td>60 PN</td>
</tr>
<tr>
<td>House Purchase, New Business, 5-10 years</td>
<td></td>
</tr>
<tr>
<td>Corporations, up to 1 year</td>
<td></td>
</tr>
<tr>
<td>New Business, over €1 mil., up to 1 year</td>
<td>60 PC</td>
</tr>
<tr>
<td>Gross Domestic Product, nominal, seasonally adjusted</td>
<td></td>
</tr>
<tr>
<td>Population</td>
<td>99 Z</td>
</tr>
</tbody>
</table>

Table A-2: Bank Loans Structure

<table>
<thead>
<tr>
<th>Country</th>
<th>Loans to households</th>
<th>Loans to private companies</th>
<th>Mortgage loans</th>
<th>Loans in foreign currency</th>
<th>Total loans/total deposits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Czech Republic</td>
<td>44.2</td>
<td>55.8</td>
<td>27.8</td>
<td>13.76</td>
<td>78.0</td>
</tr>
<tr>
<td>Hungary</td>
<td>51.6</td>
<td>48.4</td>
<td>41.2</td>
<td>61.6</td>
<td>140.3</td>
</tr>
<tr>
<td>Poland</td>
<td>68.1</td>
<td>31.9</td>
<td>38.3</td>
<td>34.2</td>
<td>112.6</td>
</tr>
<tr>
<td>Slovakia</td>
<td>44.2</td>
<td>55.8</td>
<td>31.6</td>
<td>1.5</td>
<td>84.4</td>
</tr>
<tr>
<td>Slovenia</td>
<td>23.0</td>
<td>77.0</td>
<td>-</td>
<td>6.94</td>
<td>146.1</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>34.5</td>
<td>65.5</td>
<td>17.2</td>
<td>61.3</td>
<td>114.8</td>
</tr>
<tr>
<td>Croatia</td>
<td>45.6</td>
<td>54.4</td>
<td>22.1</td>
<td>72.9</td>
<td>103.0</td>
</tr>
<tr>
<td>Romania</td>
<td>48.6</td>
<td>51.4</td>
<td>13.8</td>
<td>63.3</td>
<td>109.7</td>
</tr>
</tbody>
</table>

Source: Raiffeisen Bank Reports and author’s computations

Table A-3: Time Span of the Data

<table>
<thead>
<tr>
<th>Transition countries (out-of-sample panel)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulgaria</td>
<td>2000q1 – 2011q3</td>
</tr>
<tr>
<td>Croatia</td>
<td>2000q1 – 2011q2</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>2000q1 – 2011q2</td>
</tr>
</tbody>
</table>
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### Developed EU countries (in-sample panel)

- **Estonia**: 2000q1 – 2011q1
- **Hungary**: 2000q1 – 2011q3
- **Latvia**: 2000q1 – 2011q3
- **Lithuania**: 2000q1 – 2010q3
- **Poland**: 2000q1 – 2010q3
- **Romania**: 2000q1 – 2011q3
- **Slovakia**: 2000q1 – 2008q4
- **Slovenia**: 2000q1 – 2009q4

### Developed EU countries (in-sample panel)

- **Austria**: 1995q2 – 2007q4
- **Belgium**: 1980q1 – 2007q4
- **Denmark**: 1991q1 – 2007q4
- **Finland**: 1980q1 – 2007q4
- **France**: 1984q2 – 2007q4
- **Germany**: 1991q1 – 2007q4
- **Netherlands**: 2001q4 – 2007q4
- **Sweden**: 1980q1 – 2007q4
- **United Kingdom**: 1980q1 – 2007q4

---

### Table A-4: Unit Root IPS Test – Variables in Levels

<table>
<thead>
<tr>
<th>Variable</th>
<th>Statistics</th>
<th>P-value</th>
<th>Lags average</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c^p$</td>
<td>8.4118</td>
<td>1.0000</td>
<td>1.53</td>
</tr>
<tr>
<td>$gdp$</td>
<td>1.4316</td>
<td>0.9239</td>
<td>3.80</td>
</tr>
<tr>
<td>$gov$</td>
<td>-0.9435</td>
<td>0.1727</td>
<td>1.00</td>
</tr>
<tr>
<td>$con$</td>
<td>0.9859</td>
<td>0.8379</td>
<td>2.33</td>
</tr>
<tr>
<td>$lr$</td>
<td>-1.0932</td>
<td>0.1379</td>
<td>1.20</td>
</tr>
<tr>
<td>$\pi$</td>
<td>-7.0159</td>
<td>0.0000</td>
<td>4.00</td>
</tr>
</tbody>
</table>

**Notes**: The number of lags of the series was chosen such that the BIC for the regression is minimized.

### Table A-5: Unit Root IPS Test – Variables in 1st Differences

<table>
<thead>
<tr>
<th>Variable</th>
<th>Statistics</th>
<th>P-value</th>
<th>Lags average</th>
</tr>
</thead>
<tbody>
<tr>
<td>d.$c^p$</td>
<td>-22.7372</td>
<td>0.0000</td>
<td>1.00</td>
</tr>
<tr>
<td>d.$gdp$</td>
<td>-0.4321</td>
<td>0.0000</td>
<td>2.33</td>
</tr>
<tr>
<td>d.$gov$</td>
<td>-28.3054</td>
<td>0.0000</td>
<td>0.73</td>
</tr>
<tr>
<td>d.$con$</td>
<td>-13.5619</td>
<td>0.0000</td>
<td>1.40</td>
</tr>
<tr>
<td>d.$lr$</td>
<td>-19.8748</td>
<td>0.0000</td>
<td>0.27</td>
</tr>
<tr>
<td>d.$\pi$</td>
<td>-18.0773</td>
<td>0.0000</td>
<td>2.80</td>
</tr>
</tbody>
</table>

**Notes**: The number of lags of the series was chosen such that the BIC for the regression is minimized.
### Table A-6: MG Estimator – Estimation Results

<table>
<thead>
<tr>
<th>MG</th>
<th>Coefficients</th>
<th>Standard Errors</th>
<th>95% Conf. Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>long-run</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>gdp</td>
<td>2.1508*</td>
<td>1.2330</td>
<td>-0.2659</td>
</tr>
<tr>
<td>gov</td>
<td>4.4994</td>
<td>6.7331</td>
<td>-8.6972</td>
</tr>
<tr>
<td>lr</td>
<td>-0.0026</td>
<td>0.0549</td>
<td>-0.1101</td>
</tr>
<tr>
<td>short-run</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ec</td>
<td>-0.0903***</td>
<td>0.0229</td>
<td>-0.1352</td>
</tr>
<tr>
<td>d.gdp</td>
<td>-0.1078**</td>
<td>0.0418</td>
<td>-0.1897</td>
</tr>
<tr>
<td>d.gov</td>
<td>1.3054***</td>
<td>0.4164</td>
<td>0.4893</td>
</tr>
<tr>
<td>d.lr</td>
<td>0.0077**</td>
<td>0.0030</td>
<td>0.0019</td>
</tr>
<tr>
<td>constant</td>
<td>-0.2097</td>
<td>0.2885</td>
<td>-0.7751</td>
</tr>
</tbody>
</table>

Notes: *, **, *** denote 1%, 5%, 10% significance level respectively.
Figure A-2: Equilibrium Credit-to-GDP Ratios in Baltic Countries, in South Eastern Europe, and in Visegrad Countries and Slovenia