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Regional population forecast for the Republic of Ka zakhstan

Abstract

This dissertation has three objectives. The figective is to present literature review about
theoretical background of regional population fastc The second objective is to analyze
demographic situation with relation to past andrentr fertility, mortality and migration
development in regions of Kazakhstan. The thirgeaive is to demonstrate two practical
implementations of regional population projectioffe first example is a multiregional
population projection with population horizon 208829 for 16 administrative divisions of
Kazakhstan using period data for the year 2008 iafelring required age-sex specific
interregional transition data. The second exampla multiregional population projection for
period 2004-2059 of four macroregions using penbdervational plan 2004-2008 and
imposing internal consistency relations. The sdcexample follows generations of people
born during period of recovering fertility when fgegenerations will be approaching retirement
ages.

Keywords: multiregional population projections, internal nd@tgon, consistency restraints

Regionalni popula €ni progn6za Republiky Kazachstan
Shrnuti

Tato disertace mditcile. Prvnim cilem je iigdstavit pehled literatury tykajici se teoretického
z&kladu regionalni popuiai prognézy. Druhym cilem je analyzovat demograficlsituaci ve
vztahu k minulosti a aktualni plodnosti, Umrtnastiozvoji migrace v regionech Kazachstanu.
Tietim cilem je demonstrovat &wpraktické implementace odhadu obyvatelstva v reggib.
Prvnim gikladem je multiregionélni popuiai odhad obyvatelstva s horizontem na r. 2009 az r.
2029 pro 16 administrativnich oknuhKazachstanu pomoci dobovych Udaa r. 2008 a
vyvozeni pozadovanych igchodnych specifickych meziregionélnich dat ohteditku a
pohlavi. Druhym gikladem je multiregiondlni popuiai progn6za na obdobi od r. 2004 aZ do
r. 2059 proctyii makro-regiony s vyuzitim pozorovaciho planu od2004 do r. 2008 a s
ptihlédnutim k vnitnim stalym vztabm. Druhy giklad se navazuje na generace lidi
narozenych v dabobnoveni plodnosti, kdy tyto generace se bkkinodchodu doithodu.

Kli€ové slova: multiregionalni populkéni prognoza, vnihi migrace, stala zamezovani
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Introduction

Despite the proverb ‘no man is a prophet in his @auntry’ this work is devoted to regional
population forecast of the Republic of Kazakhsi#re results of regional population prognosis
are very import and can be used by governmentallacal authorities in planning tasks,
allocation and distribution of different types ofsources. For example, pension system,
insurance system, building of educational facgitend medical hospitals, all spheres of life
oriented and depending on the dynamic and charggingture of population require regional
population prognosis. Diversity of interests cauaadncreasing number of different types of
regional projections. Many government statistiddices publish their sub-national population
projections, for instance Statistics Canada, Office National Statistics United Kingdom,
Statistics Norway, Statistics of New Zealand eititernational organizations like the United
Nations, the Eurostat, the World Bank issue thegional population projections, some
scientific research and educational institutiond arganizations, for example the International
Institute for Applied Systems Analysis (IIASA), tinetherlands Interdisciplinary Demographic
Institute (NIDI) publish their works about regionabpulation projections. At the same time
demographic prognoses are highly uncertain anckistidm inaccuracy, Keyfitz confirms this
point: “The best demographers do it, but none watddke their reputation on the agreement of
their forecasts with the subsequent realizationo(B 2006:548).

That is possible to meet the official caution acpanying regularly published results of
population prognosis, for example “Population pcogns are not forecasts - they simply
provide the population levels and structure thatldaesult if assumptions about fertility,
mortality and migration were realized. In the suiwreal projections, these assumptions are
based primarily on recent observed demographiadsremd so don't reflect, for example, the
impact of government policies or likely housing e®pment in an area” (Office for National
Statistics United Kingdom).

Prediction of the future of population is not a®Kmg at the crystal ball like people
dreamed in the ancient time, now it can be vievileal $hooting moving erratically target, the
lucky one who shoots before the target will movepilovements of theoretical models and their
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complications do not directly result in more preciand accurate prognosis. Changing
predictability and historical character of predictimethodology caused many to abjure the idea
of forecasting at all. Case in point, the notidrfforecast” was extensively used in the late
1940’s in the United States, but after exposedgtioss errors caused by the baby-boom, the
term was cautiously replaced with “illustrative jions”, then with “projections”.
Nevertheless, demand breeds supply, that's whyeased number of research concerning
different methods of demographic prognosis. Acegpthe demographic uncertainty this work
hold the view expressed by Harold Dorn: “Predictioestimate, projections, forecast; the fine
academic distinction among these terms is lost uperuser of demographic statistics. So long
as numbers which purport to be possible future [atioms are published they will be regarded
as forecasts or predictions, irrespective of whay/tare called by demographers who prepare
them” (Alho, Spencer 2005:226).

Producing population forecast and publishing treailts can cause feedback effects. These
effects can be distinguished between self-defedtirecast and self-fulfilling forecast. People’s
decisions concerning health behavior, additiongthbj or moving from one place to another
depend on social or community level values andratbenpelling forces. Purpose of forecast is
to compel such values. For example, in 1920s a®@ b®any European countries experienced
population decline, then cohort-component forecastise made in order to prevent population
decline. Such type of forecast is called self-difiga Self-fulfilling forecast are produced with
intention to justify the building of new facilitiedor example, forecasts of increasing net
migration can caused increasing number of futurgramits to substantiate the build-up
infrastructure (Alho, Spencer 2005).

Nevertheless, attempts to affect fertility in inttisdized countries shows inefficiencies of
policies, this sometimes true in relation to imraigpn. For instance, Europe in the 1970s was
inspired by enthusiasm concerning prospects ofasgidanning. In Finland by government
decision population forecast implemented new assomg concerning population plan on the
regional level. Conceptual ideas were elaborategtémrdance with planning tools developed in
Sweden, Norway, Italy, France, the Netherlands, ltheted Kingdom etc. and included
estimation of regional economies, population amidtthange. But this plan was ineffective and
didn't work, and soon was abdicated. Summarizin@putation prognosis influence
demographic behavior sometimes indirectly due topexity of people’s attitudes, social
norms and implementation (Alho, Spencer 2005).

Inaccuracy of forecast can be caused by expected &md empirical error. Expected error
relates to error assessed at the time a forecad#,hafore the future unfolds. Empirical error
relates to errors assessed after the future haddendf and the attained values of the process
have become observed. It is customary to call thesg anteandex posterrors. Expected error
is usually required by user of forecast, and camdmimed similar to the past errors wieike
posterror helps to improve the methodology of forecdstpected error is always model based.
Misspecification of model leads to the wrong emmesessment. For example, overfitting causes
an underestimation okx anteerror, inversely fitting ARIMA model to twice défenced data
series even in case of small residual variancdezmhto forecast intervals that eventually cover
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values that are, in Whelpton’s words, “incompativi¢h present knowledge”, arek anteerror
can exceee@x posterror (Alho, Spencer 2005:238).

According to Hoem’s classification sources of ma@acy can be divided into three main
categories: 1) estimation and registration err@s;errors due to random fluctuations; 3)
erroneous trends in the mean vital rates. The ¢ arouses from parameter estimates and
basic data (jump-off population and vital rates)eTsecond includes the inherent stochasticity
of the vital rates (e.g. binomial or Poisson, aaddom variation in their expectations). The
third embodies model mis-specification.

In compliance with Alho's classification sourcesimdiccuracy are defined from perspective
of statistical modeling:

“(1) model mis-specification: the assumed pararoehaodel is only approximately correct;

(2) errors in parameter estimates: even if treumed parametric model would be the
correct one, its parameter estimates will be stl@error when only finite data series are
available;

(3) errors in expert judgment: an outside obsermay disagree with our judgments or
‘prior’ beliefs about parameters of the model;

(4) random variation, which would be left unexpéd even if the parameters of the
process could be specified without any error; siacy mathematical model is only an
approximation, one would expect there to be randanation.”

These four categories of errors are contingergami other. Data errors now belong to the
third category. The most important category is ezitmodel mis-specification or error of
judgment (Alho, Spencer 2005:239).

Concerning the consistency of regional populatianed¢ast with national population
projection Keyfitz noted that when a heterogenepapulation is disaggregated by some
attributes in this case by region of residencen tteim of the separate projections will be
greater than the projection of the sum of the patrthe average rate of increase prevailing at the
start. The aggregation introduces a projection”bi@@ogers 1981:3). In other words, “when
one projects a heterogeneous population in distegfathe heterogeneity, which is to say using
the average rate of increase for the whole, onenastimates the subsequent population. To
project the population of the United States, famragle, with the parameters of the country as a
whole necessarily gives a lower answer than priojgaach state with its own parameters, and
then taking the total for the United States.” Foaraple, the United States population in 1966
as projected with a life table made from the deatit births of the same year, results in a total
population for 1981 of 230,477,000. Disaggregatmogulation into two separate groups of
Whites and Nonwhites, whose 1966 populations, firdimd deaths add exactly to the totals for
the United States, constructing life tables and-sugeific birth rates for the two groups
separately, and then projecting each by means afwn life table and birth rates, gives 1981
Whites as 199,287,000 and Nonwhites as 31,441v@ich add to 230,728,000. The difference
is 251,000 and afterl00 years the two separategiofs add to 8 percent more than the
projection without breakdown by coldKeyfitz, Caswell 2005:278,484).
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Many studies evaluated the historical populatiored¢asts by comparison with observed
statistics, and they revealed the following empirievidence about practice of forecasting
(Keilman 2005):

1. Forecasts are more accurate for short thamfay forecast durations.

2. Forecasts are more accurate for large thamiall populations.

3. Forecasts of the old and the young generatiend to be less accurate than forecast of
working age groups.

4. Accuracy differs between components and regions

Outline of the thesis

This dissertation has an objective to evaluateréupopulation development in regions of
Kazakhstan by analyzing previous and current redidamographic situation.

The thesis is organized in the following order. fba 1 describes mathematical bases
including cohort-component method, multistate megdsttable population theory and weak
ergodicity.

Chapter 2 contains brief review of recent develapmand achievements concerning
modelling and forecasting mortality, fertility anadgration.

Chapter 3 designates characteristics of varietggibnal population models.

Chapter 4 is devoted to general information abamiaistrative divisions of Kazakhstan
and migration processes.

Chapter 5 describes fertility and mortality in i@gg of Kazakhstan.

Chapter 6 shows methodological aspects of mulbrei approach such as disaggregation
of migration data by sex and age as well as imgosimsistency restraints.

Chapter 7 presents implementation of multiregionapulation projection for 16
administrative regions of Kazakhstan.

Chapter 8 shows multiregional population projectéfiour macroregions of Kazakhstan.
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Chapter 1

Mathematical background

This chapters starts with introduction to the coltemponent method, which is widely used
population projection method for regions of anyeleMn second part multistate population
projections are described, which are more genedliarm of projections and produce results
simultaneously for different categories of populati In the third part brief introduction to
stable population theory and weak ergodicity i®giv

1.1 Cohort-component method

Cohort-component method has a longstanding histélgboration of this approach was the
significant innovation in the evolution of projemti methodology. A century ago the English
economist Edwin Cannan (1895) first made a cohmmigonent forecast for England and
Wales. At the beginning of the twentieth centuris tmethod found application in different
countries, for example population forecast for 8bWnion made by Tarasov in 1922, for the
Netherlands by Wiebols (1926), for Sweden by Witkdd26), for Italy by Gini (1926), for
Germany by Statistisches Reichsamt (1926), for ¢adny Sauvy, for the United States by
Whelpton.

Declining fertility in the early decades of the pesntury and overpopulation in the case of
Netherlands paved the way for increased interesteieloping new methods of population
forecasting. Continuing population decline in Gensnavas connected by Burggdorfer (1932)
with “two-child system”, and in Sweden Murdal (1934ubstantiated with improved
contraception. These opinions accentuated inadexpuat early methods of prediction. For
instance, in the first prognosis of Finland Modeelopted Verhulst logistic model (along with
simpler exponential model) because of fixednedsebiavior predicting only growth or decline
without suitable change in performance.

In 1945 Leslie formalized cohort-component methaod mathematical terms however
Bernadelli (1941) and Lewis (1942) had earlier adm®ed the matrix formulation (Alho,
Spencer 2005:228).
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The whole point of the method is that initial ptgtions for countries or regions are
grouped into cohorts defined by age and sex, aedptbjection proceeds by updating the
population of each age- and sex-specific group r@oeg to assumptions about three
components of population change: fertility, mottaliand migration. Each cohort survives
forward to the next age group according to assuagedspecific mortality rates. Five-year age
groups (and five year time steps) are commonly akkdough not strictly necessary) for long-
range projections. (O'Neill et al. 2001:211).

There are could be some variations between vatigpess of cohort-component method.
The starting point is the launch-year populatioopyation at the beginning of the projection
period stratified into age-sex cohorts. Age grocgs be specified as one- or five-year groups.
Assume that the number of years in the projectigarval is proportional to the number of
years in the age cohort (e.g., five-year age grdopgrojections made in five- or 10-year
intervals). The oldest age can defined by availgbibf data and due to the process of
population ageing for projections it should maximawailable. Many applications of the
cohort-component method further subdivide the papuh by race and ethnicity or any other
attribute. This adds to the data requirements amwmhpatation, but the logic and whole
procedures would be the same.

The first step in the projection is an estimatioe number of persons survived to the end of
the projection interval. For this purpose we mijtipge-sex groups of initial population by
corresponding age-sex-specific survival rates. @tmgvival rates indicate the probability of
surviving over the whole projection interval usyadlre estimated through the data from life
table. Assumptions about future development ofigalvates can be based on the extrapolation
of historical trends, structural models, simulatiechniques, or rates found in other areas.

In the second step estimation of age-sex spedifichers of migrants during the projection
interval is performed. These rates can be baseeithier gross migration data separately
calculated in-migrants and out-migrants or net atign data. Gross migration is closer to the
true migration process than net migration, but thexyuire more computations and more date
often unavailable for small data in multiregionabjpctions. For long projection horizons and
rapidly growing areas gross migration models mayviole more accurate forecasts than net
migration models. Estimated number of migrantsaalged to or subtracted from the surviving
population to provide a projection of persons huefore the launch date.

In the third step, expected number of birth is glalted. This is achieved by applying age-
specific fertile rates to the female populationdhildbearing age groups. And finally, the
number of births distinguished by sex and adjustednigration and mortality is added to the
rest of the population. This provides a projectidrthe total population by age and sex at the
end of the projection interval. This population ves as the base for projections for the
following interval. The process is iterative urttile final target year in the projection horizon
has been reached (Smith, Tayman, Swanson 2002).

Fig. 1 presents Lexis diagram of survival probéb#ifor the cohort-component model.
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Fig. 1 —Survival probabilities
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Standard period-cohort projection equation, takemfthe book Denisenkand Kalmykova
2007, looks in that way

Pxi (t+5) = [(Pyg—s(t) + AM"+W+S)> * S}C] + AMx(;rHS),
where survival probabilities,Scalculated according to the formula:

. Li
Si=—
Lx—5

with adopted notation:
P,(t) — population aged x, gender i at time (t),
L, - is the number of person-years lived betweethdéys x and x+5,
I — gender with values m for males and f for feraale
t — time point (start of interval)
AM,(t,t+5) — migration population growth.
Number of projected births are calculated accortinpe following equation:

+Pi(t+5)

f
PICO) + AMX(tét +5)

45
B(t,t+5)=ZFX*5* >
15
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Obtained births are introduced into populationhef tirst age group

Ly  AMi(tt+5)
+
* 1y 2

Pi(t+5) = Bi(t,t + 5) * =

where § —original number of individuals in the cohort, ibadf the life table.
The above-mentioned formulas are not the only vwaycbmputing projected population.
There are several modifications in implementingartlcomponent method.

1.2 Multistate models

Multistate demography is the study of populaticsadgregated into groups (states) by different
characteristics, such as age, sex, ethnicity, negb residence, marital status, state of
employment, number of children etc. The study afsition patterns between multiple states
starts with estimation of missing data, proceedsh wgalculation of proper rates and
corresponding probabilities and comes to the ptiojes about coming prospective on the
assumption of unchanging probabilities. Briefly theamatical demography deals with problems
of measurement and dynamics in multistate populaystems.

Classical demographic techniques are generalizedthan framework of multistate
demographic analysis. Projections of populationstifed into multiple states can be
accomplished by taking advantage of methodologymoftistate projection, where central
model of population dynamics represent a multigjateeralization either of the continuous age-
time model of Lotka (LeBras 1971) or the discrege-time model of Leslie (Rogers 1966,
1968, 1973, Feeney 1970).

Multistate demography was pioneered by Andrei Regéth publication in Demography in
1966 and issue of book in 1975. As a specialistriran and regional planning, Rogers's interest
was mainly in regional population dynamics and uwiign, and changes in multiregional
populations are described by systems of simultasiéogar equations written in matrix form.
Robert Schoen's research work about populatiorifstca by marital status (Schoen 1975)
extended multiregional demography into multistag¢endgraphy. Philip Rees, the geographer
from England, inspired by the work of Richard Stafe economist who introduced economic
and social accounting in the early 1960s, develagpediccounting system for multiregional
populations (Rees and Wilson 1977). Accounts irolgighopulation stocks and flows have a
great advantage: they must balance. Differencegata type, inconsistencies, and other data
problems are easily revealed. Along with accountipgroach the multistate life table could be
viewed from mathematical statistics point of vias/duration dependent life tables where age
is considered as a duration variable. Jan M. Hddiohael T. Hannan, and others identified
common features of the questions demographerotanswer using the life table and those
addressed in the fields of survival analysis arehethistory analysis with their focus on models
of duration dependence (Willekens 2003).

Distribution of people over states defines the faian structure, state transitions can be
divided into two groups: interstate transitions, éxample from being married to widowed or
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to being divorced, from being diseased to beirgjthg, or moving from one region to another,
and entries from or exits to the rest of the wods,a final or starting points in the chains of
transition. The multistate life table shows how #ee and composition of a (synthetic) cohort
change over time. Multistate projection models dbechow the population structure (stock) at
a given time depends on the initial population eredtransitions people make (flows).

Transition rates and transition probabilities aséneated from the data. The estimation of
probabilities directly from the data is complicatémnl the presence of censoring when
individuals enter or leave the population during geriod of observation for a reason unrelated
to the transitions being studied. The estimationatés does not present that problem since the
transitions are related to the time spent in thgimistate during the interval. In this approach,
people may enter and/or leave a state during anvait Transition rates must be converted into
probabilities (Willekens 2003).

Multistate life tables can have several cohortsli¢es) to interact during the process of
multistate demographic evolution. There is veryamt@ant Kolmogorov equation:

di(x) / dx = =p(x)1(x)

where u(x) is the matrix of out-migration and occurrencg@esure rates and in finite
approximation can be defined in the next form:

My, () +D M, (X) ~M (%) . ~M (¥
M(X) - _M.12(X) MZd (X)+ZM21' (X) _Mmz
~ My, (%) ~M (%) o M+ DM (X))

Rogers and Ledent (1976) showed that the probabiatrix P(x) for a 5-year interval
could be calculated from mati (x) using the equation

P(X) =[1 +EM )]l —EMx)].
where

Pi(X)  Pu(X) . P(X)
P(X) — plZ(X) pZZ(X) b pmz(x)
Pin(X) Pon(X) - Prm(X)
with p;(x) being the probability of an individual living iregioni at exact age surviving
and living 5 years later in regigrfRogers 1995:85).

Multistate models have found applications in mangaa. The first were connected with
estimation of spatial distribution and calculatmihhow many years people (synthetic cohorts)
spent living in different regions. Specially it dudo be noted the impact of Rogers. Rogers and
Frans Willekens (1986) demonstrated multiregioifal thbles for several countries. For some
regions with large migration flows that overweigtite effects of fertility or mortality
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multiregional projections more preferable sinceirtlability to catch migration by origin and
destination.

In household and family demography multistate apphoallows to go beyond the widely
used headship rate method and take into accouahgels in the number and types of families
and households in terms of the demographic evesuplp experience and the transitions they
make to new family or household types. During thalgsis of marital status tables nuptiality
indicators like probability of marriage transitiamto widowhood, the mean age at divorce, the
expected duration of marriage at divorce, and ®peeeted number of divorces in a lifetime can
be obtained. Family Demography (1987), edited blinJ&ongaarts, Thomas Burch, and
Kenneth Wachter describes of the marital careefsmdrican women, children's experiences in
different models of families, and the variabilitiyfamily types created within the life span of a
cohort (Willekens 2003).

It stands to mention a significant impact of mitie models to epidemiology and public
health. People experience different states of heaitluding liability to specific diseases,
impairments, disability or handicaps. The life &abktimates the probability that a person of a
given age develops a disease during the specifiog®f lifetime, and depending on the
availability of data calculates the probability @covery as well as estimation of expected
duration of the disease. Kenneth Manton and Eraleé®d (1988) developed multistate life
tables for chronic diseases. Commenges (1999¢alhitinoted that in some multistate models
population was not disaggregated by age. Flawketisei work on the cardiovascular life course
by Anna Peeters and others (2002) where multidifateised to describe a particular disease
history of a cohort and improve the estimatesfetithe risk of the disease and years with the
disease attributable to risk factors (Willekens300

1.3 Stable population theory and weak ergodicity

Although the assumptions of asymptotic growth ratel asymptotic age-distribution are
unrealistic from forecasting point of view stablepplation theory is still important since in
contrast with exponential and logistic extrapolagjonodels a population may have unchanging
transition rates, a positive current growth raté aegative intrinsic growth rate.

The characteristic that the asymptotic age-distidiouand growth rate do not depend on the
initial age-distribution is called ergodicity of ghprocess. In case of changing regime of
mortality and fertility there is no more ensurecdped long term growth rate nor the age
distribution that the population might tend. If thigal rates of the population change through
time, we cannot expect a time-invariant age stredin exist. However, we can still ask whether
the long-run behaivior of the age-distribution isdeépendent of the initial data. This
phenomenon is called weak ergodicity of the popatsuch description was given by Lopez,
who first proved the weak ergodicity theorem foe theterministic discrete-time model.
Namely, any two population vectors will become mneijpnal if subjected to the same regimes
of fertility and mortality.

Suggesting that all transition rates and fertitayes are limited from zero and above, then
two multistate population systems exposed to theessequences of transition rates and fertility
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rates will have asymptotically the same distribaitiny age, sex and region despite the common
distribution will change eventually just as asyntigtagrowth rate (Alho, Spencer 2005:183-
185).
Rogers (1966) introduced multiregional growth moebgdressed in matrix form
H, H, .. H,

H = H_12 lez H.mz @
H, H,, .. H..
where
0 0 b(@-9 .. b(s-9 O . 0]
50 O :

Hi=| 0 50 : @2

: : : 0

0 0 .. : s (z=5 0]

In the formulas of this section the following nadatwill be used:

Si(x) defines the proportion ofto (x+4) year old residents of regiorat timet who are alive
andx+5 tox+9 years old 5 years later in regignat timet+1;

b;(x) designates the average number of babies born dilméngnit time interval and alive in
regionj at the end of that interval, perto (x+4) year old resident of regiarat the beginning
of that interval;

K®(x) identifies thex- to (x+4) —year old residents of regioat timet;

a andp specify the first and the last age groups of dfa&ting

zdenotes the oldest age group.

Alternative form of multiregional matrix growth oor and of the latter as the generalized
Leslie matrix was suggested by Feeney (1970):

0 0 B(a-5 .. B(-5 0 .. 0
SO O :
G=l0 S (B : Sl @3)
: : : 0
0 0 . : S(z-5 O

Using Feeney’s form multiregional projection modah be written in the form:

K} =gKO}. (14

Summarizing, an uniregional population closed tgration and subjected to an unchanging
regime of fertility and mortality will ultimatelychieved a stable age composition at a constant
intrinsic rate of growth. Rogers (1975) using timilsr techniques proposed earlier by LeBras
(1971) and Feeney (1971) generalized Sykes’ reasoti®e external multiregional population
systems (Rogers 1995).
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Chapter 2

Approaches to forecasting of demographic components

2.1 Modeling and forecasting mortality

In comparison with fertility and migration forecash mortality prognosis we know that all
people eventually die, the questions arise when fmooh what causes. Epidemiological
transition distinguishes five phases in the evolutof mortality. The first phase, the age of
pestilence and famine, is characterized by highflwetuating mortality with life expectancy at
birth about 20-40 years suppressed by epidemigsnéand wars. In the second phase, the age
of receding pandemics, mortality declines graduatig population growth begins to describe
an exponential curve with life expectancy at babout 30-50 years. In the third phase, the age
of degenerative and man-made diseases, mortaliynces to decline and approaches stability
at a low level, and can be characterized by infaattality decline, longevity of generations,
decline of infectious and rise of degenerative aBss. In the fourth phase of delayed
degenerative diseases probability of death fronsehmauses shifted towards advanced ages,
namely cardiovascular disease mortality declinegl tduseveral preventive strategies. The fifth
phase of the epidemiologic transition, the age lxdsity and inactivity, is characterized by
increased proportion of overweight with followingnsequences such as increased risk of
coronary heart disease, ischemic stroke, hypedengiint disease, cancer, sleep apnea, asthma,
and a host of other chronic conditions. Such stgkchanges in mortality profile issued many
works concerning what could be future developmémntartality.

Extrapolation is one way often used in forecasspgcially for short-term prediction. In
mortality forecast it could be extrapolation ofliexpectancy or any other life-table measure,
another way is to use empirically based modeltéifdes in order to get the age pattern; this has
been facilitated by the expansion of life tablesirtolude older ages (Coale, Demeny, and
Vaughan,1983) and lower mortality (Coale and Gl889). The independent extrapolation of
age-specific rates usually entails mortality redurctfactors or some fraction of the reduction
factor (Goss, Wade, Bell, and Dussault, 1998; Rll4987).

Relational Brass logit-life table system (Brass&)9@vercomes shortcomings of model life
table. On the one hand, it reflect the patternadion empirical mortality, on the other hand it's
not constrained to represent exclusively the pagténese data embody for. Brass attempted to
relate mathematically two different life tablescgrhe discovered that a certain transformation
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of the probabilities of survival made the relatioipsbetween corresponding probabilities for
different life tables approximately linear.

Golulapati, De Ravin, and Trickett (1984) applrethtion logit life table model to forecast
Australian male cohorts (Pollard 1987), and Keyfit291) used it for Canadian data. Flexibility
was increased in four-parameter models in Zab@9jland Ewbank, Go'mez de Leo’n, and
Stoto (1983). The Zaba model adopted by Congdé83)Lfound next application in forecast
the relatively stable parameters by univariate ARIRodels. Hannerz (2001c) integrated the
features of relational models with parameterizatfonctions and model life tables in a
regression model (Booth 2006).

Parameterization functions where mortality agegpa#t are functions of age widely used
in forecasting as well as in smoothing data, raayc@rrors, creating life tables, drawing
inferences from incomplete data etc.

In 1825 Gompertz suggested his model of mortadity, Iwhere force of mortality increases
with age since resistance to death decreases exjallyewith age or shrinks like shagreen
leather constantly with new birth day. Makeham 86Q improved the Gompertz model by
adding background mortality constant parameter witipose to overcome of underestimation
of actual mortality at youngest adult ages.

In order to overcome overestimation of mortalitytta¢ oldest age the logistic model was
suggested with good fitting to mortality rates otlex entire adult age range with comparatively
few parameters (Thatcher 1999, Thatther, Kanni888)1

Small overestimation of mortality between ages 68 80 and underestimation of women
mortality at the highest ages in some countriesfaram with findings of Himes, Preston,
Condran (1994). New version of logistic model, shif logistic, was proposed by Bongaarts
where instead of interpreting mortality as risindalling the schedule of the force of senescent
mortality can be viewed as shifting to higher owvéo ages over time. Background mortality is
invariant over time and negligible small at higheggwhile senescent mortality increases
linearly from age 25 to about age 75 and after@gapproaches 1.0. Since the slope parameter
is nearly constant over time, the changes of semésoortality can be described with only one
varying parameter (either the level or shift). lonmparison with Lee-Carter method shifting
logistic in long-run is better due to weakness s§umption in Lee-Carter method about
constancy in mortality declining of age-specifitesa(Bongaarts 2005).

In 1827 Theil proposed three-component model fadbbod, adulthood and old age. The
second term of Theil's model was changed with palfaffunction by Mode and Busby in 1982,
while Rogers and Plank in 1984 changed it with dem@xponential curve. In 1980 Heligman
and Pollard proposed main model with eight parameed@d three modifications of original
function. In 1992 Kostaki replaced the middle tesfrHelligman-Pollard model function by
two parameters related to the spread of the acchilemp to the left and right of its peak. In
1994, Rogers and Little proposed their multiexpdiaémodel consisting of five components
and a total of 13 parameters representing in retdfmens simple unimodal curves, ushaped
curves, or more complicated bimodal curves with omgmtially increasing or decreasing
components (Tabeau 2001).
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Wilmoth (1993) developed a weighted SVD solutiortlie Lee—Carter model, providing a
good fit without the need to adjust the level pagtenn and a maximum likelihood solution;
these methods gave almost identical results toutiheeighted SVD in the case of Japan
(Wilmoth, 1996). Carter and Lee (1992) addressedrdence by sex by estimating a joint level
parameter while retaining sex-specific age effetise and Nault (1993) jointly forecast
provincial mortality. Lee (2000a) discusses thesd ather extensions of the method; data
reconstruction for years where only total deatlesaaailable is also possible (Lee and Rofman,
1994). Tuljapurkar, Li, and Boe (2000) applied thethod (without adjustment of the level
parameter) to the G7 countries, finding a commortepa of linear decline in the
levelparameter. Lundstrom and Qvist (2004) usedrtetod to examine changing trends in the
Swedish mortality decline during the twentieth ceyt

The stability of the Lee—Carter method to strudtwrlaange and initial conditions was
examined by Carter (1996, 2000) and Carter andaiestz (2001). Tuljapurkar (2005) further
demonstrated the robustness of the method. Li drah @2005) proposed an outlier-adjusted
method. Lee and Miller (2001) noted the influentée adjustment procedure on forecast bias.
Three modifications were introduced: the fittingiipd was restricted to post-1950 to reduce
structural shifts, adjustment of the level paramet@as by matching life expectancy, and
observed rates were used as jump-off rates. Bdtdmdonald, and Smith (2002) also modified
the method after finding historical departures fiamearity in the Australian mortality decline:
they proposed a method for determining the optinfittimg period for use in shorter-term
forecasting when the relatively recent trend igdin and adjusted the level parameter by fitting
to the age distribution of deaths (a conditionakimaim likelihood procedure).

The Lee—Miller variant has been widely adoptedhasstandard Lee—Carter method. Recent
developments extend the applicability of the Leet&@amethod. Li, Lee, and Tuljapurkar
(2004) demonstrate how, by assuming a linear tiertle level parameter, the method can be
applied to populations with limited data at unedguak intervals. Li and Lee (2005) develop an
augmented common factor method for overcoming ikiergence problem, using a common
factor to model group mortality and an additive ylagion-specific factor. Such approaches
make use of demographic convergence of mean lekelsards and Tuljapurkar (2005) note
that substantial differences in variances shotdd be taken into account (Booth 2006).

The Lee—Carter method has close similarities tqotivecipal components approach used by
Bell and Monsell (1991), and Bell (1997) discustes similarities and differences in detail,
demonstrating the importance of bias adjustmentthadsuperiority in short-term forecasts of
Lee—Carter over both Heligman—Pollard and principamponents using all components.
Whereas the Lee—Carter method uses only the fosiponent, the principal components
approach typically uses several, thereby allowimggdreater flexibility in forecasting change.
Higher order terms in the Lee—Carter method werdethed by Booth, Maindonald, and Smith
(2001, 2002) and modeled and forecasted using uaiegaARIMA processes by Renshaw and
Haberman (2003a).

Hyndman and Ullah proposed their method as a gkretian of Lee-Carter model in
application to forecast French mortality and Adgrafertility rates. Similar to approaches of
Bozik and Bell and Bell and Monsell this method licgted using of principal component
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decomposition of the mortality or fertility ratesdain contrast functional data paradigm was
used as well as robust version of principal comptg® avoid difficulties with outlying years.
On the first step constrained and weighted perdliegression was applied to observed data.
On the second step decomposition of fitted cunaesguorthonormal basis was applied. The
next steps include fitting univariate time seriesget coefficients, construct forecasts and
forecast intervals (Hyndman and Ullah 2006).

The method described above was further developestbrhastic population forecast using
functional data models for mortality, fertility amdigration to predict Australian population 20
year ahead using data for the period 1921-2004ctfamal data models with time series
coefficients are applied to model age-specific aldyt, fertility rates and derived net migration
numbers. Then the three models are used in a Moati® simulation of future fertility,
mortality and net migration, which are combined ngsicohort-component method. The
distribution of the forecasts provided probabitigirediction intervals (Hyndman Booth 2008).

In the modified Lee-Carter model proposed by WiolR2D04 a first difference specification
integrated estimation of the Lee—Carter and tim&sanodels, while De Jong and Tickle in
2006 generalized the Lee—Carter method by introduei state space framework combining
model estimation and forecasting through of apjgiyBasplines to build in the expected smooth
behavior of mortality over age (Booth 2006).

Integrated estimation and forecasting is a chanatts of modeling within the GLM
framework. Renshaw, Haberman, and Hatzoupoulos6jlf@®posed a two-factor model with
two multiplicative terms: a Gompertz—Makeham grdadumaterm and an age-specific trend
adjustment term. This model was used to forecastrutiftality at ages 65+ with qualified
success: the optimum fitted model parameters dichaoessarily generate plausible forecasts,
for which lower-order polynomials are often reqdifgithole, Haberman, and Verrall, 2000).
This study included a comparison with the standetdiarial practice of fitting the Gompertz—
Makeham class of functions. Currie, Durban, andrgi(2004) employed bivariate penalized B-
splines to smooth over both age and time within emafized GLM framework with
extrapolation of the fitted surface over time; camgon with Lee—Carter revealed a much
slower mortality decline (Booth 2006).

In modeling mortality reduction factors using GLMRenshaw and Haberman (2000)
identified the conditions under which the undenyistructures of the GLM and Lee—Carter
models are identical; they later demonstrated tbe of the Lee—Carter methodology for
forecasting the reduction factors. Renshaw and kedoe (2003c) developed a GLM-based
approach that parallels the Lee—Carter methodydireg matching observed and expected total
deaths. The important difference between the twwagehes is in the treatment of time: in the
Lee—Carter method time is a factor estimated by SMille under the GLM approach time is a
known covariate. The GLM approach is based on erbetedastic Poisson (non-additive) error
structure. Brouhns, Denuit, and Vermunt (2002) psmal a similar bilinear approach in which
the Lee—Carter model forms the systematic compofpgatlictor) in the Poisson error setting.
Renshaw and Haberman (2003a) compare the Lee—Qaréar, and bilinear approaches with
and without age-specific enhancement: in the Lege€aase such enhancement is achieved by
including the second term, in the GLM case it ivesl a break point or hinge to allow for
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greater emphasis on recent trends, and in theehilicase the two-term Lee—Carter model is
implemented as a double bilinear predictor (Bod0&).

Forecasts based on cohort models are relativelybEnause of heavy data demands; where
data are available the model may depend on thepioariate) experience of cohorts born in
the nineteenth century if the entire age rangersiclered (Tabeau et al., 2001). This problem
is reduced when only adult mortality is of intereShe cohort approach is free of tempo
distortions (caused by changes in timing). Bongaand Feeney (2002, 2003, 2005) propose an
adjustment for tempo distortions in period life egancy, with implications for forecasting.
Other aggregate measures of mortality may be cereid In developing countries, restricted
time series of observations limit the applicatidrmmst forecasting methods. Lutz, Sanderson,
Scherbov, and Goujon (1996) overcome this problgnddyiving target life expectancy as the
average expectation of experts (Booth 2006).

Girosi and King introduced class of statistical negls for forecasting population death rates
using Bayesian hierarchical analysis. They run faddelinear regressions with including
covariates for time-series cross-sectional anabystsextend this approach to group continuous
variables like age group and other spatial varyiagables. They noted that ‘the most common
Bayesian method of partially pooling multiple ceg#nts in cross-sections thought to be
similar is often inappropriate as it frequently mesents prior qualitative knowledge’. For
practical implementation Markov Chain Monte Carlégétithm was compared with faster
estimation procedure not relying on Gibbs sampéing performance was demonstrated using
age-sex-country-specific mortality data (Girosi &2006).

Regression models are easily extended to threerfadbut (as noted above) age—period—
cohort (APC) models must accommodate the identiinaproblem (see also Van Hoorn and
De Beer, 2001). To address this, Wilmoth (1990,12@®veloped a modified model involving
additive age and period effects and several mig#ple interaction terms. Tabeau (2001)
concluded that mortality forecasting based on AP&deis is not feasible because of the
difficulty in assuming future period effects (althgh age and cohort effects can be assumed to
be fixed); only in forecasts of specific diseasesild sufficient epidemiological knowledge be
available. Caselli (1996, 2002) used the APC maooldbrecast mortality from leading causes
(Booth 2006).

Forecasting by cause of death has been advocarmdaftheoretical perspective as a means
of gaining accuracy (e.g., Crimmins, 1981), butezignce has largely proved otherwise. Little
is gained from decomposition because of similar@ajterns in the main causes; cause-of-death
reporting is unreliable at older ages where mostldeoccur; and cause reduction may have
minimal effect on total mortality (Murphy, 1995)uher, model misspecification and the
presence of leading indicators (where changes enaanise systematically precede changes in
another) can result in reduced accuracy from deositipn (Alho, 1991). The short time series
of cause-of-death data also limits extrapolatiorsing the multiexponential model, McNown
and Rogers (1992) found no consistent discernilaimm gn accuracy from cause-of-death
decomposition. Wilmoth (1995a) demonstrated that,proportional rates of change models,
mortality forecasts based on the sum of causefspémiecasts will always be higher than those
based on aggregate data because causes of ddadinetistow to decline come to dominate as
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other causes are more rapidly diminished. Using AR@&lels for ages 60+, Caselli (1996)
found this to be true for females but reversednfiades. Tabeau et al. (2001) also found this
difference between the sexes for France, Italythrd\Netherlands, but not for Norway (Booth
2006).

Mortality forecasting based on (partial) cause glation and cause-delay models make use
of targeting and informed judgment (Manton, Patriakd Stallard, 1980; Olshansky, 1987,
1988); Kunst, Mackenbach, Lautenbach, Oei, andsfgl (2002) incorporated competing
causes of death. These methods have often lechseoa@tive forecasts of mortality reduction.
Le Bras (2005) elaborates a cause-delay model dfafitgp change. Gutterman and Vanderhoof
(1998) argue the case for structural models of&apgcific mortality change that take medical
and other factors into account, despite the dilies involved. Structural models of mortality at
older ages relate lifestyle and other risk factorgunctional status and mortality using vector
autoregression, achieving some improvement oveditivaal time series and informed
judgment methods (Manton, Stallard, and Tolley, t99anton, Stallard, and Singer, 1992).
However, their forecasting potential is limited the short time series of risk factors, the large
number of parameters and the non-linear interastiganerating the mortality forecast.
Epidemiological, structural and multistate appreschto cause-of-death forecasting are
reviewed by Van Den Berg Jeths, Hoogenveen, DeaHd#r, and Tabeau (2001).

AIDS mortality attracts attention of forecasteremewcomplicated due to lack of available
data. An early method involves the extrapolatiodS cases, while another uses a model of
the progression from HIV infection to the onsetAdDS to back-calculate HIV infections,
which are then predicted.

2.2 Modeling and forecasting fertility

Fertility rates and births are non-stationary serfedifficulty in fertility forecasting arises fro
structural change, seen in the trajectory of tfasillity, changing age patterns and the complex
association between the two. Forecasting successbéen limited. Zero-factor models are
relatively common in fertility forecasting.

Early forecasts focused on events. McDonald (19281) used time series methods to
forecast total births and first marital births, iBasoutperforming economic—demographic
structural models in the very short term. Improveteavere achieved by incorporating transfer
functions linking total births to females of chikiring age and first nuptial confinements to
marriages (thus, in effect, forecasting rates).

Forecasting fertility rates more beneficial overigiag births since the number of women
is known approximately for the first 15 years. Mill(1986) forecast total fertility and the mean
age at childbearing by a transfer function modddtirey past trajectory of total fertility to
changing age patterns. Age-specific fertility rates/e been forecasted by Congdon (1980,
1989) using regressions and ARIMA models incorpogaperiodic time and relative cohort
size (in line with the Easterlin hypothesis), arydNbcDonald (1983) using simple time series
models, with greater success than structural md¢8eisth 2006).
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In comparison with univariate models and vectoroegression Ortega and Poncela
achieved more accurate results in long-run fordmagbintly modeling total fertility trends for a
(subjectively-defined) homogeneous group of coaestriThey use dynamic factor models to
estimate one or two common factors capturing the-siationary average total fertility
trajectory and a stationary deviation from the ager they forecast these factors using time
series methods.

The approach of Lutz, Sanderson, Scherbov, andc@o@j996) implicitly deals with the
problem of past and potential future structuralngeaby deriving target total fertility as the
average expectation of a group of experts. Anothgarovement of this method includes
disaggregation by education. Ahlburg (1982) achdegeeater short-term accuracy for total
births than US official forecasts; his model in@ddmarriage, divorce and female labor force
participation. Ahlburg also forecast US births gsia simple Easterlin relative cohort size
model, identifying cycles of alternate generatighislburg, 1983), and forecast Canadian births
using a similar model based on births both one taval generations ago (Ahlburg, 1986).
Structural modeling of age-specific fertility ratésplicates separate modeling by age but
estimation as ‘seemingly’ unrelated regressions.

Ermisch (1983) modeled three age groups in this agjunctions of women’s and men'’s
earnings, relative cohort size and female lifetengployment rates, and forecast them. Poorer
results for women aged 30-34 than 20—24 were atéibto heterogeneity in fertility responses
to economic change by parity with, the changingitpadistribution of women producing
unstable responses.

Ermisch (1992) supposed a model of fertility rdigdirth order; short-term as well as long-
term forecasts based on this model were not seasdiassumptions about the explanatory; the
main advantage was not in forecasting but in ekpdodifferent scenarios for policy purposes.

Several parametrizations have been applied in theeiting of age-specific fertility rates,
including the beta, gamma and Hadwiger functionserd et al. (1981) compared several
functions, finding the gamma density and the Ccdldessell function to be equally superior
except for highly parametrized splines; they ndtesl Coale—Trussell advantage of parameter
interpretability for forecasting. Rogers (1986) siolered the Coale-Trussell model to be
excessively complex and suggested the direct uskeoflouble exponential function; in other
words, the third term of the multi-exponential ftion.

The double exponential fitted better to relativelymmetrical fertility patterns, and less
well to the flatter curves of the 1980s (KnudsergNdwn, & Rogers, 1993), whereas the
Coale-Trussell model was superior in cases of higdrélity in the 1960s (Rogers, 1986:51).
The four parameters of the double exponential atereadily interpretable; in the absence of
time series data, Rogers (1986) regressed eaclheoryross reproduction rate (GRR) and
assumed future GRR in forecasting. Knudsen etl8P3) partially reparametrized the model,
the new parameters being the mode and modal vahgerelated total fertility to the remaining
two parameters (via the gamma density), considgrabproving forecastability; univariate
ARIMA models performed well in out-of sample forsta of US fertility, despite strong
interactions among parameters.
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The more tractable relationship between the thegeem parameters of the gamma density
and the mean and variance of childbearing was miadeof by Thompson, Bell, Long, and
Miller (1989) for short term forecasting of age-sibie fertility; they directly forecast the level,
mean and standard deviation of childbearing usimecsor autoregression.

The gamma density was also used by Keilman andnRR800) in long-term interval
forecasts of Norwegian fertility involving a vectaatoregression of three of the four parameters
(governing level and age pattern, the parametaesepting the minimum age of childbearing
being constant).

Congdon (1990) used the Hadwiger function, foreegsthe four parameters using
univariate ARIMA models; with hindsight, this conmpd favorably with a structural time series
model incorporating cyclical and trend factorsatiee cohort size and female job opportunities.
Congdon (1993) made a similar comparison usingdgtaced form Hadwiger function for both
period and cohort fertility. He noted that all feparameter functions are over-parameterized; of
the reduced-forms, the beta gave a better fit litHadwiger has the advantage of parameter
interpretability. Chandola, Coleman, and Hiorns 99,92000) used the reduced Hadwiger
function to model European fertility: while it prided a good fit for several countries, for
others it was unable to capture the slight humpoang ages that has recently developed. For
these countries, a mixture model was used to camiadwiger functions for non-marital and
marital fertility, making use of disaggregation (®lo 2006).

The general approach has potential for forecastBrass (1974, 1981) developed the
relational Gompertz model which linearly relatesatved fertility to a suitable standard. The
model is used with incomplete cohort data, or todpce series of the level and two pattern
parameters for forecasting. Parameter interpretati@s improved by Zeng, Zhenglian,
Zhongdong, and Chunjun (2000) in relating the patigarameters to the median age and
interquartile range. Murphy (1982) investigated thge of relational Gompertz models in
forecasting. In general, structural change limhs use of parameterization functions and
relational models for forecasting, especially wh@e is desirable) vector autoregressions are
employed.

The Coale and McNeil double exponential has beatelyishown to fit first births well
(Bloom & Trussell, 1984). Bloom (1982) applied trapproach to forecast first births for
incomplete cohorts, with limited success for youngehorts. Trussell and Bloom (1983)
allowed the parameters to depend on covariatedhamdforecast childlessness for incomplete
cohorts. The Coale—McNeil function was elaboratgdbneko (2003) as the generalized log
gamma distribution and used to forecast first rages and parity-specific fertility for
incomplete cohorts.

Evans (1986) used linear regression to predict bigh fertility after age 25 from the
proportion attaining parenthood by age 25 (quaitamd the ratio of fertility at 15-19 and 20—
24 (tempo); overall fertility was similarly foredadviartinelle (1993) forecast first birth rates
and childlessness using a regression model of ipkxe cohort fertility that tooks education
into account. Chen and Morgan (1991) and Morgan @nein (1992) showed that the Bloom
approach was sensitive to censoring below age Bile whe Evans approach was in fact based
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on period effects, and concluded that it was padfierto base forecasts on the period life table
model which assumes that current rates will pensistthe future.

Ryder (1990) also advocated a period approachrpocating continued patterns of change
noting that the dominant effect on fertility charigghe short- to medium-term is period rather
than cohort. Bongaarts and Feeney (1998, 2005)ppetpan adjustment of period total fertility
to take tempo effects into account when data bigypare available. Kohler and Philipov (2001)
extended this adjustment to include variance effatthile unadjusted fertility remains the basis
of population forecasting, adjusted measures aifbrgtanding and inform future trends. Kohler
and Ortega (2002) proposed a tempo adjusted peadty progression measure that can be
used to forecast the fertility of incomplete cokocbnditional on a level of fertility and a
postponement pattern derived from past period srewbotka (2005) used this method to
derive tempo-adjusted first birth probabilities,igfhhe used as the low assumption contrasted
with the high assumption based on unadjusted piliiied) separating tempo and quantum
effects (Booth 2006).

Lee (1992, 1993) modeled age-specific fertilityesabver time using a single time varying
fertility index (the method parallels the Lee—Cartaethod for forecasting mortality) by
imposing change, lower and upper bounds and amatki (average) level. Lee and Tuljapurkar
(1994) used this model with a different ultimatgedlieand no bounds. Carter and Lee (1986)
used the approach in a joint model of nuptialityg(@nd period) and marital fertility (duration
and period).

The Lee method is a principal components methoihcipal components methods were
used by Bozik and Bell (1987) to forecast age-gjefartility, using the first four components
and the level in a vector autoregression. A prialcgpmponents approach was also used by
Sivamurthy (1987). Bell (1992) discusses the us@rofcipal components and various other
models in time series forecasting of age-spedcifies.

Cohort forecasting of fertility makes lesser densmod data than mortality, but may be
compromised by structural change. Li and Wu (20@8yleled fertility for completed cohorts
by age and cohort using the Lee (1993) model, antbined the estimated fixed age effect and
incomplete cohort observations to forecast the obifect, thereby completing that cohort’s
fertility. The method is restricted to completinghort fertility when certain assumptions are
met.

De Beer (1985) developed the CARIMA (cohort-ARIM#pdel for short-term forecasting
which was successful in identifying turning poiet®r 7 years ahead in first and second order
births. The model forecasts age- or duration-smefeftility rates for cohorts using time series
methods, taking into account error covariances additive period effects, both of which are
modeled as ARIMA processes. The unobserved fgrafitncomplete cohorts is forecast on the
basis of observations at younger ages and for cloleorts. As with ARIMA models in general,
a disadvantage of the CARIMA model is the diffigulb interpreting its parameters. Using
post-1950 data for four European countries, De B@®&89) compared four models: the
CARIMA model, a multiplicative APC-ARIMA model (Wikens & Baydar, 1986), cubic
spline models of age-specific fertility rates and ARIMA forecast oftotal fertility. An
advantage of the APC-ARIMA model was its greaterapeeter interpretability, but its
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usefulness is strictly limited to short-term forstsa The short-term CARIMA and APC-
ARIMA forecasts performed slightly better than #iRIMA forecast of total fertility, while the
CARIMA forecasts were more accurate than those floenAPCARIMA model when parity-
specific rates were used (except anomalously foorsk births). The relative accuracy of the
spline and CARIMA models was highly dependent oa plosition of turning points in the
fitting period: either model could produce largecktast errors (Booth 2006).

Birth expectations might be regarded as a poténtiedeful exogenous variable in cohort
fertility forecasting, particularly in forewarningf changing trends, but the expectations data
relatively unstable over time since they also temthg rather than lead to actual fertility. Poor
correspondence between stated expectations andbiaties were revealed by using record
linkage and longitudinal surveys. At the aggreghkteel due to effect of compensating
discrepancies expectations data are generally dedaas unreliable. Minor fluctuations in
desired completed family size will generate majarctuations in period fertility resulted in
annual births and consequent age structures.

Direct use of birth expectations is not favorably forecasting, as it happened for US
official forecasts since discrepancy between extiects and realizations requires consideration
of period and involvement of informed judgment,aasexample solution could be constructing
of bivariate econometric model of children everrband additional expected births (Booth
2006).

2.3 Modeling and forecasting migration

Rogers, Raquillet and Castro (1977) examined mtyrtahd fertility approaches for capturing
regularities exhibited by empirical migration schked. Observed regularities in migration
schedules were expressed in equation with 11parsrretiuding pre-labor, labor and post-
labor curves. Like in mortality analysis where tsatre decomposed by causes, in the next
work Rogers and Castro examined how reasons oesaffect the level and age profiles of
migration schedules (Rogers and Castro 1979).

Rogers, Willekens and Raymer (2001) addresseduéstign how to formally represent the
spatial structure of an observed origin-destinasipecific patterns of interregional migration
flows, this problem can be viewed as modeling ofiltidimensional contingency table. The
researchers found that interregional flows exhgiong regularities over time and can be
captured by generalized linear models, that canskéul in situations when data are inadequate
or missing to indirectly estimate interregional naiijpn patterns. Origin effects result in
differences in the shapes of migration, whereas #ififiects tend to represent differences in the
levels of migration. The log-linear models and tagodels decomposed observed patterns of
migration to identify the separate effects of altigbles considered, namely region of origin,
region of destination, time period and age, and théeractions. Summarizing, two principal
components, generation and distribution, identifat&l structure of interregional migration
patterns over time and then can be used to impguseparticular structure onto a different
migration setting (Rogers, Willekens and Raymer1200
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Schoen and Jonsson (2003) compared Iterative Riopalr Fitting (IPF) approach with
Relative State Attraction (RSA) approach in ordeestimate the U.S. interregional migration
rates for the period 1980-1990 and showed that lagiroaches produce similar results.
Iterative proportional fitting approach based ontr@gpy maximization provided entropy
corresponds to the amount of randomness or laska€ture in the data (Willekens 1999). The
maximum entropy solution finds the pattern of floaehievable in the greatest number of ways
(Halli and Rao 1992:190). Willekens (1982) showhdt tIPF is equivalent to estimating an
array by log linear modeling, where higher orddeliactions in the model are ignored. RSA
method based on changes in the attraction/reputdistates influencing the risk of movement
and estimates interstate transfer rates from @estenal population distributions and an
assumed set of standard rates. A basic charaitesfsthe RSA method is that the product of
the transfer rates between two states is the sareth the assumed standard and the resultant
estimates. Therefore, relative to the standardeshafthe rates of transfer from one state to the
other increase, then the rates in the oppositetireare assumed to decrease. The comparison
showed that RSA yields excellent estimates wheretlage large, compensating changes in
interstate rates. When the rates between two staies in the same direction, the estimates are
more in error, but nonetheless preserve the adgerpadf behavior in the rates and generally
yield age-aggregated summary measures close tal étels (Schoen Jonsson 2003).

Four groups of summary indices were suggestedeocome these problems at the national
level (Bell et al. 2002). The first group, measuoégshe intensity of migration, evaluates the
overall level of mobility within a country and casts of crude migration probability,
standardized migration probability, gross migrapicitbn rate and migration expectancy. The
second group, measures of distances of migrationparizes the effects of distance across the
entire migration system and include median distanoged and distance decay parameter, the
latter can be obtained by fitting spatial interastimodels to matrices of interzonal flows
calibrated by using either the entropy maximizingtimod (Wilson, 1970) or the Poisson
regression method (Flowerdew 1991). The third praneasures of migration connectivity, is
composed of index of migration connectivity, indexmigration inequality, Gini index as a
measure of concentration (Duncan and Duncan, \fite,1986) and coefficient of variation
as measure of spatial focusing proposed by RogaisRaymer (1998). The fourth group,
measures of migration impact, shows the overaleotffof migration in redistribution a
population across the entire system of regionscamdists of the migration effectiveness index
and the aggregate net migration rate. The abovetiome indicators were calculated to
compare internal migration in Australia and Britégell et al. 2002).

Stillwell (2005) overviewed variety of approachasmodelling of interregional migration.
Firstly, the accent in the work was made on th&rdison between micro or macro approaches,
the rest of work was focused on the macro appraacheother distinction was noted between
causal factors or variables that determine mignafsuch as marriage or job opportunities) and
those factors that have a selective influence aration (such as age, sex or social class). Then
distinction was made between mathematical andsstati calibration techniques in the macro
migration modelling. It was pointed on the benefitshe use of the general linear modelling
approach in fitting explanatory models of migratenmd the application of the Poisson model in
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modelling sub-national migration to explain theat®le effects of exogenous explanatory
variables on out- or in-migration, and on origirstigation migration. A two-stage migration
model based on spatial interaction principles amdibated using statistical regression
developed for use in a policy context in the UK wastrasted with models developed in the
context of multi-state demography and used for atign projection in the European Union. It
was concluded, that internal migration is influethd®/ various determinants and experiences
historical dependence, and good explanatory moéehigration probabilities can be less
effective in a projection context in comparisonhwét model based on historical flows, because
of the inadequacies of the projection of the indeleat variables (Stillwell 2005).

A more detailed description of the above mentiotveatstage model MIGMOD including
policy-sensitive explanatory variables can be foumdran Wissen (2002). In this work the
predictive performance of demographic multiregiomaldel was compared with the extended
economic-geographical models using migration dat&uoopean countries, the Netherlands, the
UK and Sweden, at the NUTS 2 level. The models wergted within a GLM specification
permitting both demographic and extended modelsetavritten as specific cases of log-linear
models. The explanatory models did not consideredigtion of exogenous variables and used
observed values, whereas the drawback of demograpbdel was the absence of causal
“drives” producing changes over time in the migratprocess. The results showed in the short
run destination patterns due to their stability denpredicted using historical patterns, and
demographic models shows good results. Outmigrgiatterns were underestimated by both
models for the UK, and Sweden, and were satisfadtorthe Netherlands due to their stability
for this country. Overall migration level probaktpuld be estimated by taking into account
business cycles (van Wissen 2002).

Wilson (2010) proposed the way how to include digant age-concentrated student
migration into standard parameterized model migratischedule. The example was
demonstrated using female in- and out-migration ef®odith and without student peak for two
regions of Australia.

In assumptions concerning international migratios informed judgment plays central role
and extrapolation sometimes joins the game, whidetties of international migration have not
often been quantified in forecasting (Howe and Sank2005).

De Beer (1997) proposed time series methods to Imadgregate immigration and
emigration for Netherlands over the period 19604198th ARIMA (1,0,0)-model, while net
migration was modeled by ARIMA (0,0,1)-model. Timeete models showed consistent results,
but informed judgment considered the net forecasbé too low. Informed judgment was
incorporated as the target in a five parameteragxation-target’ model, parameters can be
derived from fitting the model to observations. @hparameters control the extent to which the
forecast depends on past observations, the faaittieitarget and the fifth is the speed at which
the forecast approaches the target.

Keilman and Pham (2004) produced forecast of imatign and emigration for Norway
using two time series models estimated on the lodgjgoss flow data for the period 1958-1997,
the ARIMA models were (1,0,1) for immigration ar@iX,0) for emigration. These time series
models were adjusted in such a way that they pedlihe same migration flows as those used
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by Statistics Norway in its official population tarast. Next, both flows were broken down by
sex, using male/female shares as observed in rgeans. Finally, each of the four flows was
broken down into one-year age groups on the basigespecific shares obtained by means of
simple extrapolations of the parameters of Rogast® age schedules as estimated for the
years 1967-1997.

In forecasting net migration for California intetrmaigration was modeled using AR(1)
model as well as legal part of international migmat adjustments were made for illegal
migration while the age distributions were assumadok fixed (Miller 2002).

The recent work of Bijak (2010) presented an apfiticr of Bayesian time series analysis in
forecasting international migration. The Bayesianapigm ensures the formality of inference,
while allowing to include the a priori expert judgnt in the analysis, alongside with the
observations. Hence, the former can supplementidte-based information for small samples
characterizing many time series of within Europeagration. The explanations are supported
by the example of forecasts of both-way migratitowé between Poland and Germany for
2005-2015, based on the aggregate data seriesdsmman population registers. The analysis
covers three sets of forecasting models: simplehstgtic processes — sub-models of
ARMA(1,1), extensions of an AR(1) model to simplesises with non-constant conditional
variance, as well as propositions assuming a lireezalogy to post-accession migratory
developments in countries that joined the Eurog@ammunity earlier (Portugal and Spain). In
each case, the outcome of the formal model sefeatithe Bayesian framework allows for the
identification of models supported by the dataatic The Bayesian framework also enables to

interpret the results with respect to uncertaintytree forecasted phenomena in coherent,
probabilistic terms (Bijak 2010).
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Chapter 3

Multiregional population forecast

3.1 Approaches to modelling a system of regions

Approaches to modelling a system of regions difieheir ability to address the three following
issues: first, how they expose differences andagisps among regions; second, how they
handle interconnections and interdependences amswigns; third, how they consistent with
national projections, when the value of each vdeidbr the nation must equal the sum of
regional values or must be a weighted average ¢®éhs 1983).

3.1.1 Top-down approach

This approach is commonly used since it ensuresistemcy. The procedure is simple: first,
national variables estimated first and then disted among regions on the basis of a
predefined allocation procedure. In the simplestecallocation procedure is a fixed-ratio
technique. Consistency of the approach is foundeith® argument that changes on the regional
level originated at the national level, or in otherds, what happens in a region is very much
determined by what happens in the nation. From @oan point of view, regional growth is
driven by ‘basic’ sector producing for the natioral international market. In reality this
principle does not always work. Shortcoming is olg: regional differences are disregarded.
National projections are produced by assuming ayervalues of model parameters. Regional
differences are considered only on the second sthgeng the distribution of national
projections (Willekens 1983).

3.1.2 Bottom-up approach

This approach projects regional variables indepeindenational control totals. Each region is
considered as a separate sub-system without expiks with other regions. This ‘uniregional’
perspective gives maximum weight to regional déferes and can produce inconsistent results.
Independence of regions does not mean closendssadtions with other regions of the same
system may be accounted for through variables septang net exchange implemented in
cohort-survival model (Willekens 1983).
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3.1.3 Hybrid approach

This approach attempts to combine consistency ef tthp-down approach and regional
differentiation of bottom-up approach by introdugisum-constrained national totals. The
predetermined national totals are regionally indeleat, while the other totals, which are
obtained by summation the regional variables, agionally dependent. Two-sided linkage
between top-down and bottom-up approaches canglaiesd by argument, that changes at the
national level cause changes in regions, at theedame changes in regions can spread and
extend to the other regions. According to consisterequirement the net migration rate for
nation without international migration should beelo ensure the consistency, the concept of
migration pool model was introduced. The numbeswgtmigrants for every region is computed
by applying constant region-specific out-migrarates. The national totals of out-migrants are
obtained by summation. Then numbers of in-migré&mis pool are distributed to destinations.
Due to relationship between housing constructiath iarmigration it is reasonable to generate
first in-migration pool and subsequently derive -pugration using distribution function
(Willekens 1983).

3.1.4 Multiregional approach

In multiregional approach the concern for consisyeand regional differences is augmented by
a concern for representing and projecting inteorgi dependences. An essential element of
multiregional models is a spatial interaction modadhile spatial interaction analysis may
formally be defined as the study of observed ietonal flows from incomplete data. The
dominant characteristic of multiregional modelgthat they study and project all regions of
multiregional system simultaneously. The simultargesolution of all region variables not only
assures internal consistency, but, at the same dixpeses regional differences and projects
interregional flows (Willekens 1983).

3.2. Subnational population projections as official multiregional
population projections

Cohort component method and is refined form — migite models dominate the field of
subnational forecasting according to survey coretuddy Kupiszewski and Kupiszewska
(2003), while some countries incorporate demog@plariables such as nationality and
ethnicity, and non-demographic variables such dmua market, school-supply, housing
market.

Most of regional population projections in Europédmion member states appear regularly,
for example every year in Austria and every fivarys Italy. Number of spatial units varies
from 7 for Portugal to 448 municipalities for Finthdepending on the chosen level of NUTS
classification. According to Tab.1 most of subnadibprojections are consistent with national
projections using bottom up as well as top downregghes Kupiszewski and Kupiszewska
2003)
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For fertility age-specific fertility rates oftensed as popular measures, as well as
occurrence- exposure rates can be used or birity piaimension. All countries use time series
to determine the characteristics of fertility howelength of time series vary from three to 49
years. Age-specific mortality rates are widely utadthe measurement of morality, as well as
probabilities, regional life expectancy, survivaltas or occurrence-exposure rates. Most of
countries apply smoothing, some use aggregatiahalircountries use time series of different
length Kupiszewski and Kupiszewska 2003)

Tab. 1 - Consistency between regional and natiopapulation projections for EU member states

Country Are the most recent regional and Model
national population projections are
Austria Yes, mix top down/bottom Multiregional cohort
approach component model
Belgium Yes Component method
Belgium- Not linked Cohort component method
Flanders
Finland Yes, bottom-up consistency
Germany No Multiregional cohort surviva|
model
Italy Yes, bottom-up consistency Multiregional caho

component model

Netherlands

Yes, top-down

A hybrid form of multista
cohort survival model

Portugal Yes, bottom-up consistency Sequential tnode
Spain Yes, they projected separately, and Component model
then adjusted
Sweden Yes, yearly consistency adjustment A pure demographic model
to the national forecast
United Yes, bottom-up constrained by Cohort-component model
Kingdom national population projection

SourceKupiszewski and Kupiszewska 2003

International migration is measured using emigratiates and immigration numbers.
Flemish and Scottish forecasters combined extemalinternal migration into one variable. It
should be noted that countries uses different r@iteo define international migration and
migrants that result in practical consequences. Pphedominant strategy in forecasting



Jazybayeva A.: Regional population forecast fer®epublic of Kazakhstan

international migration is to set up time-varyirggals, some countries use fixed total inflow.
Distribution of immigrants to regions and recruitrtheemigrants from regions relate to the
regional shares of existing stock of foreign popates, to labour markets in Austria, to internal
migration in Germany, and to housing stock varigbdnd historical time series in the

NetherlandsKupiszewski and Kupiszewska 2003)

The main difference in the methodologies of nati@rad multiregional projections lies in
the attempts to take into account migration wittduntry. At the same time internal migration
is the most volatile element and difficult for pietthn, therefore it's often neglected and
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omitted. Diversity of internal migration models alescribed in the next section.

3.3 Overview of internal migration models

In this section an emphases is placed on how iatenigration is handled within subnational
population projections. What are differences betwaedels, advantages and disadvantages of
every model and how suitable they could be? Thetioreed below models as well as formulas
and notation are borrowed from the work of Wilsand aBell (2004). These researchers
described 10 internal migration models and appliesl models to population projection for

states and territories of Australia from 2001 t6 20

Fig. 2 - Overview of internal migration models
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SourceWilson and Bell 2004

All models can be divided into four groups. In figgoup there is net migration model, the
second group is represented by standard multiragimodel and by four variants of reduced
multiregional model, third group belong to modeighwehanging destination attractiveness, and
fourth group presents biregional model with netst@ints as an example of hybrid model.
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3.3.1 The net migration model

This model is widely used for local, regional, statnd subnational projections in many
countries due to its modesty in demanding migratiata. Internal migration is presented
through of net migration numbers implemented inotbhomponent method:
Poar1(t+1) = Pya() = Dgaar1(tt+1) + Nygarq (Lt + 1),

where P denote populations,

D — deaths,

N — net migration,

S — sex,

a — single-year age group, infants are not included

t — mid-year date in the projection horizon.

The projection equation has the following form wieamids iterative calculation and uses
period-cohort exposure death rates:
(1-0.5d5a241 (tt+1))
(1+0.5d5 041 (£1+1))

Net migration model is a poor representation ofitseaince there is no such thing as ‘net
migrant’ and net migration is residual of movemetota region and away from it. In practical
implementation this models fails to capture thee&f of changes in age structure and
geographical distribution on the propensity to mbesides when the net migration is negative
aggregate loss can exceeds the available popul@idson and Bell 2004).

Ns,a,a+1 (t't+ 1)

Poari(t+1) = (14055 g a1 (LE+1))’

Psa (D) +

3.3.2 The multiregional model

The shortcomings of net migration models are ovee multiregional model which models
origin-destination migration flows and computesnthas a function of population responding to
changing size, age-sex structure and geograph&tabdtion.

Projection equation takes the following form:

l)i,s,a+1(t + 1) = l)i,s,a (t) - Di,s,a,a+1(t't + 1)

- Z Mi,j,s,a,a+1(trt + 1) - Ei,s,a,a+1(trt + 1)
j#i
+ z Mj,i,s,a,a+1(t:t + 1) + Ii,s,a,a+1(t:t + 1):
J#1
where E is emigration,
| — immigration,
i - origin,
j — destination.
In order to concentrate on the internal migrationthe next equation emigration and
immigration flows are changed to fixed net intdioraal numbers:
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l)i,s,a+1(t + 1) = l)i,s,a (t) - (di,s,a,a+1(trt + 1)
+ Z mi,j,s,a,a+1)0-5 (Pi,s,a (t) + Pi,s,a+1(t + 1))

jZi
+ Z mj,i,s,a,a+10-5 (Pj,s,a (t) + Pj,s,a+1(t + 1)) + I\Ii,s,a,a+1(t't + 1)-
jZi
Following the description of Willekens and Drewed&4) and Rees (1984) the above
equation can be written in the matrix form:

-1
Psas1(t+1) = [I—0.5Mg, 41 (6t+ D][I+ 0.5Mg 001t t+ 1] psa(d) +

[1+0.5M, 5 opr (6t + 1] Dy ap (6 E+ 1),

wherep are population vectors,

n — a vector of international migration,

M — a matrix of internal migration and deaths,

| — the identity matrix.

Multiregional model has several shortcomings. Tih& problem lies in small numbers of
migration matrix. Age specific migration intensgtisometimes are too jagged for smoothing
and require model migration age profile. Other pepis include difficulties of assumption-
setting with so many variables in migration matrix.

Usually two solutions are applied to handle thesiblems. The first solution is to retain
the full multiregional model, but to ‘inflate’ a gl set of migration data into a full matrix,
more details given in the Eurostat approach. Aeo#olution to reduce the volume of data
required includes partitioning and aggregation.tifaming is achieved by breaking up the
model into small number of semi-independent sulesystwith limited direct connections.
Aggregation involves merging categories in any lodé four principal dimensions: origins,
destinations, age groups, sex. Three examplesdoteel multiregional models presented here
by bioregional model, migration pool model and OP@8del broad period-cohort origin-
destination proportions (Wilson and Bell 2004).

3.3.3 The biregional model

Biregional model is an example of reduced multvegi model with spatial aggregation in
which migration flows among regions reduced to miiign flows between two regions where
the second region is an aggregation of all othgiores. The chain of such biregional models
produces projection for whole country and origirstifeation migration rates correspond to in-
out-migration rates for each region.

The out-migration rate is computed as the numbemigfations from a region in a base year

divided by the population at risk in the same ragio

OMjsaa+1(T-11)
0.5(Pj5,a(T—1)~Pjsa41(T))’

While the in-migration rate is defined as all migisato a particular region from all other
regions in the country divided population at riskhe rest of the country:

imr: _ IMj,s,a,a+1(T_1rT)
AL T 5 0.5(Pysa(T—1)+Pigas1(T))’

OMIjgaa+1 =
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These rates have to be corrected to ensure thattagtal migration sums to zero (Wilson
and Bell 2004).

3.3.4 The migration pool model

Migration pool model represents partitioned modainmonly used in European subnational
population projections (van Imhoff, van Wissen @mles 1994). Firstly, the number of out-
migrations from each region are projected and gath@ a common ‘pool’, and secondly, in-
migration flows are allocated to destinations.

For example, out-migrations are received by applyout-migration rates to the origin
populations:

OMi 61 (bt + 1) = OMTig00410.5 (Pga(t) + Prgar (t+ 1)),
Then received the out-migrations from all regioms placed in sex- and period-cohort-
specific ‘pools’:
P00l g 441 (6E+1)= X OMj 5 0041 (6 t + 1).
Migration pools multiplied by distribution propastis make number of in-migrations to
each destination:
IMj,s,a,a+1(trt + 1) = POOls,a,a+1(tvt + 1)pj,s,a,a+1
The distribution proportions are fixed and calcetbfrom base year data as:

— IMj,s,a,aﬂ (T-I,T)
pj,s,a,a+1 TiIMj 5 0.001(T-1,T)

Thus, migration pool model has the following contgfacm:

Mijsaari(6t+1) = 0mrigaas10.5 (Pioa® + Poass(t+ 1)) Pisaas:

Conceptual shortcoming of this model is that miggaim the pool are at risk of being
immediately returned to their origins (van Imhoffa. 1994). In-migrants distributed to each
destination may be assumed to originate from differregions including origin unless in-
migration to one origin exceeds total out-migraticom all other (Wilson and Bell 2004).

3.3.5 The OPCS model

Multiregional model of the former Office of Poputat Censuses and Surveys in the UK
(OPCS) uses age aggregation in the distributiormajrants to destinations. While out-
migration is projected similar to pool migration lmregional models, in-migration is projected
using broad period-cohort origin-destination praéioms. Number of migrants can be obtained
through the migration rates in standard multireglonodel:
Mijjsaat1(tt+1) = Mjjsaa410.5(Fsa(t) + Psa(t+ 1))

Then, migration rate can be decomposed using eesedgata into an out-migration rate and

distribution proportion conditional on out-migratifrom specific origin:

. _ 0Mi,s,a,a+1(T_1vT) Mi.i,s,a,a+1(T_1vT) ( ,
Ml']'s'a'a+1(t + 1) - 0.5(Pjs5a(T-1)+Pj5a41(T))  OMjgaa41(T-1T) x 0.5 Pl's'a (t) +
l:)i,s,a+1(t + 1))
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Since distribution proportions vary considerablythMife course stages and not so much
within them, broad period-cohort (A, A+1) originglmation distribution proportions are
introduced:

pii _ Mijsaa+1(T-1T)
PSAAYL T OMiga a4 (T-1T) °

Newly introduced proportions can be used for eanyle year a,a+1 period-cohort within
broader A,A+1 period-cohort.
Mijsaa+1(tt+1) = omrig,a410.5(Psa() + Pisa(t+ 1pijsaa+t
The above written equation gives number of migrargisig broad period-cohort origin-
destination proportions (Wilson and Bell 2004).

3.3.6 The Eurostat approach

This approach uses another strategy when partiabfsenigration data ‘inflate’ into a full
matrix. There are two methods of approximatingftiiemigration matrix. The first method was
introduced by Rogers and colleagues in which aggration profiles was decomposed into
three curves describing pre-labor force peak, ldbame peak and retirement peak. The model
schedule has 11 parameters, or seven parameteesiiced form when retirement peak is
negligible small, a substantial saving on the 1§8-specific migration rates otherwise needed
(Rogers, Raquillet and Castro 1977).

In the second method applied in several roundEwbpean Union regional projections
(Reeset al. 2001) a full set of mi,j,s,a,a+1 rates was derifrech a partial matrix of migration
flows. In the refined 1995-based projections coratians of four interregional dimensions
without additional information, namely origin, diesttion, age and sex, were tested in order to
find the best representing the full matrix (van &fflet al. 1997).

The full matrix of origin-destination migration fis is received from the following
elements: sex and period-cohort specific out-mignatates; sex and period-cohort specific in-
migration proportions (similar to migration pool d@); an origin-destination matrix without
age and sex breakdown; populations at risk by séxpariod-cohort using the equation (van der
Gaag, van Imhoff and van Wissen 1997):

l\7[i,j,s,a,:;\+1(T - 1' T) = 0mri,s,a,a+10-5(Pi,s,a (T - 1) + Pi,s,a+1(T))pi,s,a,a+1fi,j-

Where fj is the aggregate origin-destination effect defimedthe ratio of the observed
origin-destination flow to the expected flow in thiesence of any spatial effects in migration:

~ Mi(?jbserved (T—1,T) ~ Mi(?jbserved (T—-1,T)

L= ted - :
Mf;(pec ¢ (T - 1' T) Zs Za (Omri,s,a,a+10-5 (Pi,s,a(T - 1) + Pi,s,a+1(T)) pj,s,a,a+1)

Then origin-destination migration rates are cal®daand applied in multiregional model
being constant during the whole projection horidéfilson and Bell 2004).
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3.3.7 Courgeau’s gravity-type model

Gravity type model was inspired by Newton’s Lawgphvitation in physics, which suggests
that gravity depends positively on mass and neglgtion distance. The basic idea is that larger
places attract more people than smaller places, mades closer together have greater
attraction.

Assuming that W represents the set of attributesaah region and c is an intervening
distance then influence of distance simultaneowdlly effects of origin and destination can be
written in the form:

M;; = f(W;, Wj, ¢i)-

In the simplest case W represent the populationsrigin and destination regions, in
complicated forms can include social and economargables, in that cases the problem arises
how to project these exogenous variables.

Gravity model proposed by Daniel Courageu reprasantiltiregional model where
migration rates are explicitly linked to both origand destination populations, though not to
distance. The rates which do not require fittirrg, defined as

mijsaa+1 _ Mi,j,s,a,a+1(T - 1'T) ’
e Pisa(T— 1DPsa1(T)
Supposing migration rates being fixed migratiom@care projected using equation:

i#],

Mi,j,s,a,a+1 (t: t+ 1) = Mjjsaa+1 l:)i,s,a (t)Pj,s,a+1 (t + 1)-

When regions will grow they will attract increasgtthre of people, number of out-migrants
is not fixed proportion of origin population atkiand increase as populations increase (Wilson
and Bell 2004).

3.3.8 Feeney’s destination population weighted mode |

In contrast to gravity model there is another apphoin which standard multiregional model is
used for incorporating destination population iefices in migration projections. Feeney
proposed model (1973) in which origin-destinatioignattion rates are modified every year in
proportion to a ratio that captures the progressivange in the distribution of population
between regions:
(Pj(8)/ji Pj (1)
Pj(T)/%j»i Pj(T)

According to Plane and Rogerson (1994) the Feenagdel shortcoming is that the
projected migration rates could, in theory, surmtre than 1.0 (Wilson and Bell 2004).

Ini,j,s,a,a+1(t't + 1) = mi,j,s,a,a+1(T - 1r T) X

3.3.9 A pool model with varying in-migration distri bution proportions

In this version out-migration as well as base ywaportions used for distribution the migrants
to the destinations are calculated similar to thgidopool model. Then, in contrast to basic pool
model where these proportions are constant, inviitision distribution proportions are modified
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every year according to changing attractivenesslasdtination regions. Firstly, temporally
values for the distribution proportions are recditerough multiplication by the ratio of the
destination population share (of the national ghtarés share in the launch year:

SIOILIO;

: (t,t+ 1) = p; T-1T e
p],s,a,a+1 p],s,a,a+1( ) P] (T)/Z] P] (T)

Next adjustment stipulates for each sex- and peraduobrt the distribution proportions sum

to 1.0:
1

Z]' p;,s,a,a+1(t’ t+ 1).

pj:S,a,a+1(t’ t+1) = p;s,a,a+1(t: t+1)

In contrast to Feeney model, the number of out-atigns depends on out-migration rates
and origin populations only, whereas in-migratiastribution proportions are computed for all
regions including the origin. This reveals the stmming of model that origin population size
affects the in-migration distribution proportior®i{son and Bell 2004).

3.3.10 The biregional model with net constraints

This model uses biregional model to make firstnegtes of in-migration and out-migration for
each region and then scales the resulting inwaddoatward flows to match predetermined net
internal migration assumptions. The similar apphoaith varying scaling for every state was
used by Australian Bureau of Statistics to prodoiffieial population projections of the states
and territories (ABS 1995).

As soon as the preliminary biregional in- and omigration projections are estimated,
subsequently the difference between this modelégevaf net migration (denoted by *) and
predetermined net migration is derived:

diff,(t,t + 1) = NP4 (6t + 1)

_ (Z D MMiaaa (T D= ) > OMy e (6t + 1)).
S a S a

The obtained difference is distributed evenly bemvin- out-migration adjusting them:
(XsTalMigaar1 (b t+ 1) + 0.5 diffy(t, t + 1))
Ys2alMig (Bt +1)

(2522 OM; 041 (bt +1) — 05 diffy(t t + 1))

Ys2aOM{ 1 (GE+ 1)

On the one hand the biregional model provides tinatage profiles of in- and out-flows
reflect changes in the age composition of the onigipulations. On the other hand imposing the
net constraints means that underlying migratiow$l@are no longer consistent function of origin
or destination population size (Wilson and Bell 200

In conclusion, every above-mentioned method hasows advantages and drawbacks.
Chapters 7 and 8 of this thesis show how multinegjionethod can be applied for population

IMjsaa+1tt+1) = IMi*_S,a‘a+1(t,t +1)x

OMjsaa+1(tt+1) = OM;s,a_a+1(t,t +1) x
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projection of Kazakhstan. This approach revealsratign impact on the growth of regional

population. It is a good method when interregiomailgration flows are intensive and

heterogeneous, as in case of Kazakhstan. Multigfgieoach has a wide variety of applications,
for example nuptiality, education and householdigmtions. In analogy with multiregional

projection it could be useful for population prdjen when population is broken down into
different categories and this division between pecopuld be dynamic.
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Chapter 4

General information about Kazakhstan

The Republic of Kazakhstan is a country locatecCentral Asia, independent since the year
1991. Kazakhstan is the ninth largest country i world and has a territory of 2.7 million
square kilometers which is equivalent to the siiz&/estern Europe. The distinctive feature of
this country in comparison with other Asian couggrinamely neighbor China is very low
population density 5.8 per sq km. According to pineliminary results of the last census which
was held in 2009 the population of Kazakhstan cissif 16,004,800 people that exceeds 14.95
million announced after the previous census in 1996.8 percent and designate long-expected
progress in the growth of population.

Composition of the population includes 54 percemalrand 46 percent urban inhabitants,
and proportion of men makes up 48.3 percent agahst percent of women. Life expectancy
of males is 67.9 years as a rule lower than 73a&syife expectancy of females, and infant
mortality rate is 25.7 infant deaths for 1000 livieths, that is still high in comparison with
achievements of other countries. Crude Death saggjilal to 9.4 in relation to crude birth rate
16.6 for 1,000 inhabitants, and total fertilityeas 2.68.With regard to age structure children of
14 years old and under constitute 21.8 percentgstfgoeople older than 65 years makes up 7.9
percent, proportion of people of age group 15-64wmhto 70.2 percent. Mean age of the
inhabitants is 31.7 years.

4.1 Development of Kazakhstan by regions

Kazakhstan is divided into 16 administrative regiofhis division includes 14 oblasts and two
cities. The first column of the Tab.2 shows that libwest value of population density equal to
2.4 people per sg km belongs to Aktyubinskaya ¢bM#hile the highest value appertain to
Almaty city with population density 4550 comparabliéh London’s 4761 people per sq km.
New capital Astana is not so populated like forneapital but possesses the highest life
expectancy in country equal to 73.75 years combioedoth sexes.

Among provinces South-Kazakhstanskaya oblast has highest population density
20.3people per kinas well as the biggest population 2,381,5#&bitants, also the highest
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value of TFR 3.93, and the youngest mean age aifilpbpn in the country 27 years, and as a
borderline province, distinguished by high levelramigration, in-migration and out-migration.

Fig. 3 - Administrative divisions of Kazakhstan
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Source of map: //lwww.nationsonline. org/oneworld/ﬂ’{axzakhstan -administrative-map.html

In contrast two northern provinces, Kostanaiskayptasi and Severo-Kazakhstanskaya
oblast, show the lowest value of TFR 1.69 and taffespondingly, and the highest mean age
35.4 year, and as borderline regions with Russlecate high level of migration.

Another pair, Almatinskaya oblast and Karagandigakablast have both high populations
exceeding 1 million, but by the character of prdiuc they differ considerably, and
Karagandinskaya oblast has the highest proportiorurban population 78 percent while
Almatinskaya oblast has the highest proportionuoélrpopulation 77 percent (Table 2). This is
actually happens since cities, towns and settlesriari{aragandinskaya oblast were created and
developing on the base of industrial factories pllaghts, while other branches are dependent on
the main factories.

Regarding socio-economic indicators 16 administeatiegions of Kazakhstan can be
grouped into four categories:

1. Oil-and-gas producing regions in the western parKazakhstan (Atyrauskaya
oblast, Mangystauskaya oblast, Aktyubinskaya obla&spadno-Kazakhstanskaya oblast,
Kyzylordinskaya oblast);

2. Industrial regions in the central, northern andteras parts (Karagandinskaya
oblast, Vostochno-Kazakhstanskaya oblast, Pavikdgasoblast);
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3. Agricultural regions in the south and north of Kiezstan (Akmolinskaya oblast,
Almatinskaya oblast, Kostanaiskaya oblast, Zhankayla oblast, Severo-Kazakhstanskaya
oblast, Yuzhno-Kazakhstanskaya oblast);

4. New and old capitals of the country (Astana, Almaty

Tab. 2 - Demographic indicators by regions, 2008

Population Mean age of Life expectancy
Region density population TFR at birth for both
(per sq km) (years) sexes (years)
Kazakhstan 5,8 31.7 2.6 67.1
Akmolinskaya oblast 5,1 33.7 2.11 65.0
Aktyubinskaya oblast 2,4 30.9 2.6p 67.6
Almatinskaya oblast 7,4 31.2 2.8 67.5
Atyrauskaya oblast 4,2 28.9 3.2b 67.4
Zapadno-Kazakhstan. oblast 4,1 32.9 2.P9 67.3
Zhambylskaya oblast 7,1 29.6 3.3 67.4
Karagandinskaya oblast 3,1 34.1 1.98 64.6
Kostanaiskaya oblast 4,5 35.4 1.49 65.6
Kyzylordinskaya oblast 2,8 27.8 3.51 67.5
Mangystauskaya oblast 2,6 27.5 3.13 66.8
Yuzhno-Kazakhstan. oblast 20.3 27.0 3.93 67.9
Pavlodarskaya oblast 6,0 34.4 2.Q1 66.5
Severo-Kazakhstan. oblast 6,6 35.4 1.y7 65.4
Vostochno-Kazakhstan. oblas 5,0 35.0 2.p5 65.8
Astana 913,0 32.8 2.3§ 73.75
Almaty 4550.0 33.6 2.55 70.35

Source: The Agency on Statistics of the Republikarakhstan

Disparities in regional development are intrinslam@cteristics of every country, in
Kazakhstan they caused by following conditions:

1. Concentration on the extractive industry;

2. Necessity to introduce innovations into différeranches, especially in agricultural
sector where one third of a nation is working,

3. Centralization of economic planning and isoladi®f regions from centers due to
long distances.

Oil-and-gas producing regions and industrial regicare dependent on the price
variation of oil and metals on the world level amdthe extension of resources. World financial
crisis which began at the end of 2007 year advwesiécted on the wellbeing of Kazakhstan
and increased the unemployment level, especialtadt had negative impact on banking area,
building constructions, etc. Regional policy in @rdo solve social and economic problems tries
to redistribute revenue by flattening economic digjes between regions.
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Tab. 3 - Socio-economic indicators by regions, 2008

Urban Rural Gross Regiona
Region population | population | Product per capit| Main industry branches
(%) (%) (bill. ten.)

bulding construction
Akmolinskaya oblast 45 55 478 and agriculture

mining and miling, oil
and gas development,

Aktyubinskaya oblast 54 46 872 agriculture
building construction,
Almatinskaya oblast 23 77 677 agriculture
oil and gas extraction,
Atyrauskaya oblast 49 51 1799 agriculture
Zapadno-Kazakhstan. gas production and
oblast 45 55 827 agriculture

phosphor production
and mineral fertilizers,
Zhambylskaya oblast 42 58 325 agriculture

coalmining, flat-rolled
products, refined copper,

Karagandinskaya oblast 78 22 1463 agriculture
are metal ore mining
Kostanaiskaya oblast 49 51 704 and agriculture

throughput of crude oil
building construction and

Kyzylordinskaya oblast 35 65 685 agriculture
throughput of crude oil
Mangystauskaya oblast 54 46 1096 and gas, agriculture

Yuzhno-Kazakhstan. oblag

—

38 62 731 agriculture

coalmining, steel
discharge, ferroalloy

Pavlodarskaya oblast 66 34 862 smelting, agriculture
Severo-Kazakhstan. oblagt 35 65 403 agriculture
coal mining, chemical
Vostochno-Kazakhstan. industry, building
oblast 54 46 890 constructions, agriculture
building industry,
Astana city - 1372 government sector

building constructions,
communication
Almaty city - 2950 infrastructure
Source: The Agency on Statistics of the Republikarakhstan

Constant efforts are made already to achieve bethmievelopment of regions and
progressive steps in this direction continue. Sitheebeginning of 2000s several government
programs were implemented, based on different a#obes they cover many aspects of
people’s life. The current program “The conceptTefritorial Development Strategy 2015”
which has come after the program “Conception of tbgional policy of the Republic of
Kazakhstan for the period 2002-2006" puts the acoendiversification of economics and

reform of regional development by forming the cestef economic advancement using
clustering approach.

4.2 Migration processes

Migration policy in Kazakhstan is based on the dwiing legislative documents: the
Constitution of the Republic of Kazakhstan vestiitigens with rights of free movements and
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choice of place of residence, and defining rigimnd duties of foreigners and stateless people;
Migration regulatory acts accepted during the mkfi®93-1995; Population migration Law of
the Republic of Kazakhstav 204 dated 13th December, 1997, Concepts of mugragidlicy of

the Republic of Kazakhstan for the periods 200172&0d 2007-2015 (Bapakova 2010).

4.2.1 Emigration

The fall of Iron Curtain, disintegration of Soviénion, proclamation of independence of
Kazakhstan and ethnic return migration policie®tbier countries had a significant impact on
migration flows in Kazakhstan, both external antkiinal. Since the beginning of 1990s
Kazakhstan encountered exodus of various ethnigpgrospecially German, Russian, Jewish,
Estonian people, who returned to their historicainbland Germany, Israel, Russia, Estonia,
some of migrants moved to Poland, Hungary etc.

Fig.4 - Number of immigrants, emigrants and net niagion of Kazakhstan, 1990-2008
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Source of data: The Agency on Statistics of the Riépof Kazakhstan

The peak of these emigration flows was in 1994 whbkaut half of million people left
Kazakhstan and two thirds of them of workimges. These outflows are still continued, but the
intensities are slow downed, since 2004 Kazakhstas positive net migration (Fig.4).
Nevertheless it's resulted in depopulation of Ndfdzakhstan and Kootenaiskaya oblasts, and
in general it decreased the proportion of thesaietgroups in the national composition of
country.

Fig. 5 presents number of emigrants for the peddd3-2008 by regions, while Figure 6
shows number of immigrants by regions for the spar@d.
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Fig.5 - Number of emigrants by regions of Kazakhste2003 - 2008
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Source of data: The Agency on Statistics of the Riépof Kazakhstan

Fig. 6 - Number of immigrants by regions of Kazakhs, 2003 - 2008
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4.2.2 Ethnic migration policy

According to the last census of the year 2009 theqation of Kazakhs has increased by 26%
in comparison with previous census, and comes # 68 10,099 thousands of people. The
increase in the titular nation population by 800utand people was achieved through of
immigration of oralmans from Mongolia, China, Rasand other neighboring countries.

During the process of legitimizing the territoridovereignty and nation-building
Kazakhstan has actively promoted the ethnic retrgration policy in order to ingather
Kazakh diaspora living abroad. Under the Law on UPatipn Migration accepted in 1997
foreign or stateless persons of Kazakh nationaligygranted status of oralmans. The status of
oralman give them priority in obtaining the permatesidence permits, afterwards Kazakhstan
citizenship, and broad spectrum of benefits, inclgdinancial support from the state budget as
a lump-sum grant, reimbursement of travel and trartation expenses, funds helping to
purchase of housing, priority support in job plaeatand getting education. Oralmans coming
from Mongolia, China and Russia can improve thewowledge of Kazakh and Russian
languages in 14 adaptation centers, also they eathgre legal advice or (re)training of skills
required for professional development.

The quotas for accepting oralmans were establish&893 and since then increased
gradually.

For the period 2000-2001 annual quotas were 500fé@ilies, for the period 2005-2008
the quota increased to 15 thousands families. @ugaota for the period 2009-2011 is 20
thousand families. In 2009 year Kazakhstan accep®e836 families. By age composition 54
percents constitute people of labor age, while @riign of person under age 18 is 41 percents
(Bapakova 2010).

About 50 percent of repatriates are living todaywerpopulated areas with high level of
unemployment among residential population. Accaydin the state program Nurly Kosh for
the period 2009-2011 years adaptation and integratif repatriates is based on rational
distribution, and takes into account internal migsaliving in unfavorable regions and former
citizen of Kazakhstan coming back to work. New @plmakes accent on redistribution of
oralmans by providing financial and accommodatiappert differentially depending on
regional coefficients.

4.2.3 Refugees

Political persecution at home forces some migraots developing countries to cross national
borders. The 1951 Geneva Convention defines aeefag a person outside his or her country
of citizenship who does not want to return “owingatwell-founded fear of being persecuted for
reasons of race, religion, nationality, membershipa particular social group, or political
opinion.” Countries that sign the Geneva Convenptedge not to “refoul” or return those
recognized as refugees to places where they ceuegisecuted (Martin and Zircher 2008).

The Law on Adherence by the Republic of Kazakhstathe 1951 Geneva Convention
Relating to the Status of Refugees and its 1967oBobwas adopted in 1998. The number of
registered refugees by the 1 October 2010 was éagl@; 594 of them are from Afghanistan, 1
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is from Somalia, 2 are from Ethiopia, 15 are frombekistan, 2 are from Kyrgyzstan and 4
from China. A total of 509 people seeking asylunvehapplied to regional offices of the
Committee on Migration this year (Abishev 2010).

In concordance with the Law on Refugees accept&D@9 the status of refugees is given
for one year period, after one year the applicatiohpeople are considered again, and persons
whose applications were denied have to leave thatop Most of the refugees work, and those
with a per capita income that is not above the ggJme receive targeted social assistance.
Refugees have the equal rights with citizens ofakhgtan in respect of health care, social
security, money transfer and ownership rights tasirey and other property (Abishev 2010).

4.2.4 Labor migration

During the recent years Kazakhstan has becomerdrgaccepting migrant workers from other
countries attracted by relative economic growtlghhprice level, social stability, geographic
location and liberal migration policy in Kazakhstan

The Government of Kazakhstan supports temporargr latigration with the purpose to
maintain competitiveness of labor market and touiespecialists of high qualification and
workers of professional skills. At the same timawad quotas are established in order to control
situation, distribute foreign workers according essity and to secure local workers. This year
the quota is 63,700 people represented 0.75 peofestonomically active population. There
are 19,800 foreign workers currently working in #@untry under legal permits, and 73 per
cent of them are managers or specialists at thegeatial level. China, Turkey and the United
Kingdom continue to be the main countries of orifgin labour migrants. Companies carrying
out main projects relating to industry- and innowmatbased development reported that they are
able to meet only about half of their manpower seadd that they need government assistance
to train 108,000 workers (74,900 during the comdiom period and 33,100 during the
operational period), which means that the neegd@ernment assistance is the same size as the
manpower shortage. Particularly, construction ef tfansportation and energy infrastructure
require 39,900 and 6,500 workers, respectivelylenttie oil-gas sector, the tourism industry
and machine-building lack for 24,100, 6,800 and6,@orkers respectiveljAbishev 2010).

According to current legislation, foreign nationaisiting Kazakhstan as tourists or coming
to study or by invitation of relatives or acquaimtas may not be employed and do business
other than stated in visa unless otherwise providdate Kazakhstan laws. Foreigners staying
temporarily in Kazakhstan can’t bring unlicenseablar .

The procedure for providing authorizations for wugemigrant labour is based on giving
priority to the gradual replacement of foreign wenk by local personnel. The process of
obtaining foreign workforce permission consiststwée steps:

1. Searching for job seekers on the domestic laboarket with mandatory use of
prescribed forms and in compliance with their terms

2. Obtaining an authorization for a definite numbgforeign workers by the categories and
qualifications specified in it;

3. Certification of a nominal list of foreign wonleebeing hired by the same state authority.
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The first step requires from employers to ensupeeferential principle for employment of
Kazakh nationals and to present a proof that thexeno appropriate applicants on the domestic
labour market. Step two requires inclusion of salvefocuments such as an application
specifying the number and category of foreign worké to be hired by individual occupations
and skills, job qualifications for each position @&wcordance with the relevant regulatory
documents of the Ministry of Labour and Social Betibn and justification for number of hired
foreign workforce requested. On the third stepaimployer concludes contracts of employment
with foreign workers, ensures migrant workers’ dapa to places of their permanent residence
upon expiry of the permit term, and makes a lishioéd migrant workers which should be
approved by the local executive body. Since 1 J3nRA08 assessment of qualifications of
migrant workers by employers is based on scoringtesy taking into account such
characteristics as education, relevant servicerdecand demand for a specific profession
occupation on the labour market (Ni 2008).

For mobilization of investment the recruiting o&tfollowing categories of foreign workers
is exempted from preferential searching on doméaitior market: the heads of corporation with
foreign persons shares in authorized capital B3 lhan 50 percent, board directors of
corporations with state or foreign persons shaedess than 50 percent, academicians and
scientists of higher education and research ingtita, foreign workers of companies
participating in projects of the state program ‘“Bfecorporate leaders’ (Bapakova 2010).

In case of family reunification of labour migrarascording to the changes made in the
Regulations for Arrival and Stay of Foreigners lie Republic of Kazakhstan by Government
Resolution No. 688 dated 10 August 2007 it's neagsdo present confirmation of the
availability of funds for the stay and departurefarhily members. This requirement does not
apply to family members of the oralmans, the pessgho were born or had been the nationals
of the Republic of Kazakhstan or the Kazakh SoS8ietialist Republic, and members of their
families. Besides, Kazakhstan maintains a visa-fieggme with many countries supplying
migrant workers such as Kyrgyzstan, UzbekistanTaajikistan (Ni 2008).

In case of loosing job legal migrant worker persmn look for a new job according
vacancies of employers with obtained permissionsniploy foreign workers of appropriate
category and qualification. In case of admissids #mployer has to receive the approval to
new amended lists of recruited foreign workers urlde simplified procedure (Ni 2008).

According to special rules approved by GovernmeesdRution of No. 997 dated 16
October 2006 foreigners and stateless persons tenigoand permanently residing in
Kazakhstan including irregular migrants can be iged with emergency medical care and
medical treatment on a free basis in case the sisisadangerous without requirements of visa
or registrations. Other medical services are pedith foreign nationals and stateless persons at
their own expense, at the expense of their empéoylee voluntary health insurance system and
from other sources not prohibited under the RepudflKazakhstan legislation (Ni 2008).

Kazakhstan legislation grants the right to purchasgsing only to the nationals of Kazakh-
stan. The general practice in a number of labargiveng countries with respect to seasonal and
lower skilled migrant workers that employers pravidvorkers with access to decent and low
cost housing on a free, subsidized or non-subsidizasis. According to the Law of the
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Republic of Kazakhstan No. 319-1ll ZRK dated 27yJRD07 “On Education” the foreigners
permanently residing in Kazakhstan have the sagidsrias Kazakhstan nationals in access to
pre-school, primary, basic secondary and genecalnsiary education. During the enrolment of
children of migrant workers to grade one, it iguieed that parents provide only a document
confirming their place of residence (registratiomfile older children may face difficulties in
accessing school education due to differencessirctinricula (Ni 2008).

The issue of migrant workers’ right to social poten is linked to pension schemes,
mandatory social insurance, and compensation ofigandue to occupational accident. Since
migrants workers are not recognized as permansidemgs in Kazakhstan employers do not
make pension fund contributions for them. Accordimghe letter of the Ministry of Labour and
Social Protection No. 07-02-17/6 dated 10 Novemd@d6 migrant workers may not take
advantage of the services of Kazakhstan definetibotion pension funds even if they or their
employers make voluntarily contributions. The sam&son with social insurance, employers
need not make social contributions for migrant weosk The Labour Code establishes the
employer’s liability to compensate for the harm sdito the employee’s life and health while
performing his or her duties, including as a resfiloccupational accidents. This requirement
extends to the migrants workers as well. In ordeensure fulfilment of the obligation to
compensate for the harm caused to the worker'salifé health when performing his or her
duties, the employer’s mandatory civil liabilitysurance system is established in Kazakhstan.
The provisions of Republic of Kazakhstan Law No:IBZRK dated 7 February 2005 on the
“Employer’'s Compulsory Civil Liability Insurance ©over any Harm Caused to the Worker’s
Life and Health in Performing His/Her Labour (Waorg) Duties” extend to all workers,
including migrants (Ni 2008).

Differences in the assessment of labor inputs @use some tension between local and
foreign workers as it happened in 2006 in West Kahgtan between Turkish and Kazakh
workers. International organizations such as WBddk assert that remittances of legal migrant
workers reduce poverty and speed development inmilgeants’ countries of origin. But the
remittances of legal migrant workers are only \e&siparts of iceberg, whereas other parts
relating to money transfers of illegal migrant werk are much bigger and hidden.

From 1 August to 31 December 2006, a one-off adtolegalize irregular labour migrants
from CIS countries was held in Kazakhstan. Suliigcegistration with internal affairs bodies,
labour migrants, employed in Kazakhstan withoutpproauthorizations obtained by their
employers were granted the right to register arfsbeguently work in Kazakhstan on legal
grounds for a period not exceeding three years.répelarized migrant workers were entered
into a special register and issued special mignatiards as a confirmation of their right to
employment. Following the registration of migranorkers, the employers were to pay all
payroll taxes. The regularized migrant workers dhdir employers were relieved from
administrative and criminal responsibility for piews irregularities linked with illegal labour
recruitment activities. This procedure extended dalthe persons who had arrived 60 calendar
days before the enactment of the Law on Amnesty tdukegalization of lllegal Migrant
Workers, and who since then had been engagedainoait activity in Kazakhstan. At the same
time, legalized labour migrants were not granteel ttight of free access to the Kazakhstan
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labour market, but only an opportunity to formalikeir labour relations with the employer that
used the procedure for their registration (Ni 2008)

4.2.5 Unauthorized migration

The Law on Migration of the Population definesghé migrants as foreigners or stateless per-
sons who have entered and stay in the Republicaziikhstan in violation of the legislation
regulating the procedure for entry, departure, atay transit via the territory of the Republic of
Kazakhstan, for example illegal entry, evasion epatture at a stated time, nonconformity of
the purpose of entry to the purposes specifiethénvisa or at registration or in the migration
card, infringement of the transit rules (Ni 2008).

The vast territory of Kazakhstan is divided into drévinces (oblasts), and 12 of them are
near-border  provinces. Yuzhno-Kazakhstanskaya fbla&Kyzylordinskaya oblast,
Mangystauskaya oblast and Aktyubinskaya oblasest@mmon borders with Uzbekistan, 2300
km. Almatinskaya oblast and Zhambylskaya oblasteheommon borders with Kyrgyzstan
about 980 km. Seven provinces are neighbors witBsiau Atyrauskaya oblast, Zapadno-
Kazakhstanskaya oblast, Aktyubinskaya oblast, Kasskaya oblast, Severo-Kazakhstanskaya
oblast, Pavlodarskaya oblast and Vostochno-Kazakbkaya oblast. The Kazakhstan-Russia
border is equal to 7500 km. China borders on Alnskihya oblast and Vostochno-
Kazakhstanskaya oblast about 1740 km. The totgthenf national boundary is 12,187 km
including 600 km by the Caspian Sea. Diversityaftes, roads and byroads, and dense railway
traffic cross frontier.

According to geopolitical location Kazakhstan isiated between Europe and Asia. Range
of “pushing” forces in countries of origin such peverty, unemployment, discrimination and
social instability compel mobile groups from SouMsia, for example Sri-Lanka, India,
Afghanistan, to move in other countries, while Kidetan due to above mentioned factors can
be chosen as a transition country on the way tesiBusnd European countries. Some stray
migrants from transit flow ‘sink’ in Kazakhstan.

Kazakhstan accepts citizens of Turkey and CIS cmmexcept for Turkmenistan without
requirements of visa. Most migrants come from Gadmisia countries. In addition to “pushing”
factors at home there are several “pulling” faciarKazakhstan, such as relatively high level of
living standards in comparison with other CIS coiast closeness, absence of linguistic barrier,
common religion - Islam and network of relatived asountrymen, who came earlier, more
successful and sometimes employers. Such migrantbe divided into three groups. The first
group, daily migrants, is composed from citizensotifer countries from near-border regions
delivering vegetables using passing transport atdrnming back towards evening, namely
increased number of Uzbeks commute to work in thehsof Kazakhstan. The second sizable
group consists of seasonal workers, such as bsildeolved in construction works and home
repairs services, pickers working in the tobacetdfi, shepherds etc. In contrast to two first
groups of hired employees, the third group reprassilegal foreigners being self-supporting
entrepreneurs.
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On the one hand illegal migration provides supglynanpower for difficult and dangerous
jobs with small wages that reflected on the prioefinal products. On the other hand illegal
migration has severe consequences such as hunfiickiing, labor and sexual exploitation,
shadow economy, international terrorism.

4.2.6 Internal migration

Since the 1990s Kazakhstan has experienced stntgrgal migration flows. Internal migration
events surpass external migration events, it aosfiaxiom of migration, the less are the
distances, the more occur movements. Regardingegezsaimparison female mobility within
country exceeds male’s till the age 40-44, whildersamigration is slightly increased with
retirement specially for age group 60-64 years.

Due to process of urbanization more than 4 milpeople were involved in migration from
countryside to towns for the period 1993-2003. Brtpn of Kazakhs in last three years
constituted 76 percent (Bapakova 2010). Almaty, caemmercial center of the country with
registered 1.5 million population and assumed lionilof unregistered population, where are
situated many educational, cultural and financrglaaizations, is the biggest attractor. Fig. 7
shows outstanding position of Almaty, while Figre®iles that Out-flow from this city is also
high, maybe due to high competition between neweasnand local population as well as
saturated labor market and house limitation. Orstde®nd place is Astana, fast-growing capital
of young independent country, attracts all peomenfbusinessmen, civil servants, specialists to
people without any qualifications. Fig. 7 showsepteascent of In-flow movements, while
according to Fig. 8 Out-flow movements from thisycare increasing still relatively low.
According to Fig. 7 in 2004 internal In-flows in kty (62518 movements) were in 16 times
higher than internal In-flows in Kyzylordinskayala$t (3883 movements), in 2008 the biggest
difference was between Almaty and Atyrauskaya abfasre than 7 times, 62113 and 8419
movements correspondingly. According to Fig. 8rafjions of origin show steady increase of
internal Out-flows, in 2008 Out-flows in Almaty wemmore than 5 times greater than in
Atyrauskaya oblast, 44280 and 8293 movements, sgoralingly.

On the one hand, urbanization has positive effiedtraeans modernization or development,
when young people come to big cities to study stiiations and build their careers in prosper
companies, and negative effects, when there ajelrso no infrastructure in remote rural areas
and people force to move to cities. Another reasbiinternal movements is depletion of
minerals deposits, small part of migrants moved tuecological problems of Semipalatinsk
Test Site and shallowing Aral Sea.

In general, internal migration flows are forceddaaffect all age groups, because many
remote settlements are in poor conditions, manidimgis and houses are ruined, others houses
look desolate among such ruins, people of workiggsaalong with their families compel to
migrate to cities, towns, in abandoned settlemivdsusually pensioners, old or sick persons,
or people who can't move due to some reasons.naltenigration caused the problem of
spontaneous settlements near big cities, in Almatj-known settlements Shanyrak and Bakai,
in Astana settlement Ondiris.
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Fig. 7 — Internal In-flow movements by regions, Kakhstan, 2003-2008
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Fig. 8 — Internal Out-flow movements for the peridc2D03-2008 by regions of Kazakhstan.
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Fig. 9 — Age-specific internal Out-migration ratdsy regions, Kazakhstan, 2008, males
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Fig. 10—-Age-specific internal Out-migration rate&azakhstan, 2008, females

=—&— Akmolinskaya obl.

0.08 —&— Aktyubinskaya obl.
H# == Almatinskaya obl.
c 007 —@— Atyrauskaya obl.
c
2 =¥ Zapadno-Kaz. obl.
_g 0.06 & Zhambylskaya obl.
£ -+ Karagandinskaya obl
= 0.05 .
8 Kostanaiskaya obl.
T Kyzylordinskaya obl.
c 0.04
I3 —— Mangystauskaya obl.
E 0.03 - \ \ =& Yuzhno-Kaz. obl.
"{3 —&— Pavlodarskaya obl.
7 0.02- *_‘ ~—i— Severo-Kaz. obl.
= —o— \ostochno-Kaz. obl.
< 0.01 | —#— Astana

—— Almaty
<t o ¥ 0O ¥ 00 ¥ 0 ¥ 0o ¥ 0o ¥ o I o < o+
, , I <4 N N O MO I < O 0 ©O© © N~ N~ 0 £
O 1 o W O WO WO WO WwOoIWwOo W o
- < N N O MO JF < O .0 ©O© © N~ M~
Age groups

Source of data: The Agency on Statistics of the Rkpof Kazakhstan

Internal migration data consists of two types dfadinterregional migration, when people
move between administrative regions, and regiongitation, when people move within region.
Figure 11 shows steady increase of interregiongtation during the period 2004-2008.
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Fig. 11 — Proportions of interregional and regionahigration of Kazakhstan, 2004-2008
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At the same time proportions of interregional aedional migration vary considerable
among administrative regions. For example, Fig.pt@sents proportions of regional flows,
interregional In- and Out-flows separately for gvergion of Kazakhstan in year 2008.

Fig. 12 — Proportions of interregional and regionahigration by regions, Kazakhstan, 2008
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Since for multiregional projections of administvatiregions the interregional migration has
a top priority Fig. 13 and Fig. 14 present pureiirggional In- and Out-movements by regions
for the period 2004-2008. According to Figurel3r¢here three regions of destinations
absorbing interregional migrants: Almaty, Astanag @lmatinskaya oblast. Outflows are less
sizeable; Figure 14 reveals 6 regions of originmafinskaya oblast, Almaty, Yuzhno-
Kazakhstanskaya oblast, Akmolinskaya, Zhambylskayablast, and Vostochno-
Kazakhstanskaya oblast. In general, both figuresnshincrease of interregional mobility
expressed through of In- and Out- movements.
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Fig. 13 — Interregional In-movements by regions, Kakhstan, 2004-2008
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Fig. 14 — Interregional Out- movements, Kazakhst&04-2008
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The previous two pictures show dynamic developnaénnterregional migration, whereas
the next two are snapshots in motion-picture fitmsliagnostic cross-sections.

Fig. 15 —Proportions of interregional In-movementsy regions, Kazakhstan, 2008
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Fig.16 — Proportions of interregional Out-movemernity regions, Kazakhstan, 2008.
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The Fig. 15 shows impact of every region in theritistion of interregional In-movements,
while Fig. 16 reveals percentage proportions oéritgional Out-stream. According to these
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pictures three regions, in 2008 year Almaty, Astdleatinskaya oblast registered 61 percent
of In-migration movements, while the other 13 regiof destination received 39 percent. At
the same time Almatinskaya oblast made a contobuif 14 percent to the pool of Out-stream,
while share of Almaty was 14 percent, and Yuzhnadkhstanskaya oblast contributed 12
percent.

4.2.7 Ongoing work

According to statements of official persons in receewspaper publications attention will be
paid to measures on strengthening of immigratiomrob and regularizing internal migration
through of tightening residency rules and redistidn of migrants. New changes are related to
distribution of oralmans with orientation to therthoregions, implementation of labor migrant
quotas by countries and permissions given to laigrants independently on employers, as
well as reducing the quotas due to world economisisc
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Chapter 5

Fertility and mortality in the regions of Kazakhsta n

Fertility and mortality are components responsifie natural growth of population. This
chapter considers both of these components, thatia$ differentiation on the vast territory of
Kazakhstan, and how they were developing duringipus time period.

5.1 Fertility in the regions of Kazakhstan

Kazakhstan is an example of the country that hascowe previous drop of fertility after the
disintegration of the Soviet Union. Political stépj growth of economy as well as bonus
system encouraging births have contributed to asmd proportion of new-born generations
(Fig.17).

Fig. 17 — Crude birth rate and population at the ¢p@ning of year, Kazakhstan, 1990-2011
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Fig.18 presents trends of regional total fertiliéyes with possibility to compare with total
fertility rates for the country level for the pedid999 -2008. It is obvious that all regions have
demonstrated increase of fertility for this period.

The next several groups of pictures reveal morailget analysis about spatially and
dynamically distributed information concerning coywide population reproduction.

Bunch of charts displayed from Fig. 19 to Fig. 2#ow trends of regional age-specific
fertility rates separately for each age group Fer period 1999 -2008. As it seen from Fig.19,
regional ages-specific rates for the youngest agepgl5-19 are characterized by fluctuations
with noticeable concavity in the middle of perioBossible explanation is that in such
transitional period young generations are moreeqifale to changes in cultural values, new
west style of life, and they are studying and pregato move to cities with educational
institutions. The next age group 20-24 displayshHigvel of fertility but progress not sharp
rather moderate. The trends for the three agepgro25-29, 30-34, 35-39 demonstrated steep
slopes along the whole period as a confirmationoljoing demographic transition when
fertility shifted to older ages due to prolong periof study and building career, other
economical and social reasons, such as absencerohouse and high rent payment. Age-
specific fertility curves for age group 40-44 inake slight increase over time whereas
fluctuations in trends for the last age-group 45a48 minute and insignificant due to small
occurrence of such events for this age group.

Fig.18 — Total Fertility Rates, by regions , 199928
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Fig.19 — Agespecific fertility rates by regior of Kazakhstan (%o), age group -19, period 1999 -
2008
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Fig. 20 — Agespecific fertility rates by regior of Kazakhstan (%.), age group -24, period 1999 -

2008
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Fig. 21 — Agespecific fertility rates by regior of Kazakhstan (%o), age group -29, period 1999 -
2008
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Fig. 22— Agespecific fertility rates by regior of Kazakhstan (%o), age group -34, period 1999 -
2008
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Fig. 23— Age-specific fertility rates by regions Bfzakhstan (%.), age group 35-39, period 1999 -
2008
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Fig.24— Age-specific fertility rates by regions &fzakhstan (%o), age group 40-44, period 1999 -

2008
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The following pictures from Fig.25 to Fig. 27 praseumulative age-specific fertility rates
developing through whole the period separatelye@mech region. This is important since they
indicate shares of age groups and how they chaingdse specified regions. Fig. 25 gives
picture about Kazakhstan as a baseline for tworastitg regions: Kostanaiskaya oblast and
Mangystauskaya oblast. The first province is ottarized by low fertility without significant
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changes along time, when Mangaustauskaya oblassh@sn more distinctive growths of
fertility.

Fig. 25-Cumulative Age-specific fertility rates #fazakhstan (%), period 1999 - 2008
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Fig. 26—Cumulative Age-specific fertility rates #fostanaiskaya obl. (%o), period 1999 - 2008
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Fig. 27-Cumulative Ag«specific fertility rates of Mangystauskaya obl. (%geriod1999 - 2008
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Fig. 28 showstransformations of the age specific fertility cusvdor Vostochno-
Kazakhstanskaya as axample of changing patterns of age specific fgrtilates. In this
province fertility level is not high with moderapast fertlity increase alonhe time. Peak of
fertility in 20-24 ages at the beginning of observation periodaged to the peak in ages-
29 with following modifications in the shape of tfetility curves with increasing impact
older age groups. These changing pattern cility curves are true for all regions while sol
of them including Astana still have had peakshatdges z-24 which could be explained |
influence of east mentality and attachment to theslivh religion, as well as adaptation to
life in the capith housing projects, el

Fig. 28—Agespecific fertility rates of Vostochr-Kazakhstanskaya obl. (%o), peric1999 — 2008
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5.2 Mortality in the regions of Kazakhstan

Consequences of political and economic changeslsodderliness in early 90s resulted in the
excess of mortality in contradiction to general Mwide tendency of decreasing mortality.
Fig.29 and Fig.39 demonstrate trends of life exguewges at birth for the period 1986-2005 for
males and females. Underlying data are obtainedn ftbe site of the World Health
Organization. Alarming trends are observed for Kkhstan whereas Switzerland displayed very
favorable situation from the beginning of intervalso steady progress can be seen in Czech
Republic. Transition period, consequences of theonstruction of health system,
unemployment of medical staff and periods of slymtaf medications, as well many other
socio-economic reasons have triggered mortalitses®e in Kazakhstan.

Fig.29 — Life expectancy at birth in selected cotias for males, 1986-2005
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Fig. 30 — Life expectancy at birth in selected cdtias for females, 1986-2005
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The towering growth of mortality was characterizgdhigh mortality of men of working
ages. For females mortality also increased butsaatrong like for males, displaying quite big
difference between genders in mortality. Fig. 3évehthe trends of life expectancies for males
and females of Kazakhstan and displays how theyuéie along the period 1991-2008.
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Fig. 32 displays life gpectancie at birth by regions of Kazakhstan and emphasestigvs
difference between genders for morta The highest mortality corresponds
Karagandinskaya oblast, the lowest mortality ldetbngs to Astan

Fig. 31-Life expectancy at birt of Kazakhstan for males and females, peril991 - 2008
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Fig. 32 —Life expectancy at birth by regions of Kazakhst&2008 yea
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Since it is important for regional population pijens to know about shas of age-
specific death rates the following pictuFig. 33 demonstrates ageecific death rat for
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Kazakhstan, as average level, and age-specifit) datds for two administrative divisions with
the highest and the lowest life expectancy at bifthere are obvious bumps in the ASDR
curves for men of working ages. Such differenceshiapes could be explained by the fact that
Karagandinskaya oblast is industrial region withof@ing consequences such as occupational
diseases, ecological problems, alcohol and tobaoosumption, while Astana, as a capital,
possess medical facilities and staff, support arstiomners able to defray costs.

Fig. 33— Age-specific death rates, males, Kazakhstdaragandinskaya oblast, Astana, 2008
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Chapter 6

Methodological aspects of multiregional approach

6.1 Preparing interregional transition migration da ta

Using of multiregional model requires origin-deation migration matrix. Willekens, Por,
Raquillet (1981) described the estimation proceslure case of lack of data for inferring
migration patterns from marginal sums of two- odimensional arrays. In two-dimensional
case these marginal sums usually represent roal@ma sums.

Bi- and multi-proportional adjustment methods imeithe entropy maximization and the I-
divergence problems. The entropy method tries terdéne the “most probable” elements of
array under the given marginal conditions whenmibai array is known a priory. The entropy
maximizing method was introduced in regional scéerry Wilson (1967, 1970). The I-
divergence minimizing problem tries to estimate“arposteriori” array which is as close as
possible to an “a priori” array, and which satisfisome given constraints (row and column
sums).The distance function used to measure tlosénkss” of the arrays is the I-divergence or
Kullback-Leibler information number (Kullback 1959)also called information for
discrimination, information gain, or entropy of asperiori distribution relative to an a priori
distribution (Renyi 1970). The entropy method ca&ndonsidered a special case of the more
general I-divergence method if the initial estinsaté the elements of the array are set equal to
any scalar value, for example, unity. The entromthod is more suited for estimating detailed
migration flows on the basis of an total informatianly, the I-divergence method is preferable
for updating migration-flow tables (Willekens, PBaquillet 1981).

In case of Kazakhstan deriving process of age-pekific flow matrix is divided into two
phases. On the first phase the Three face algoighapplied to disaggregate flow matrix by
gender. On the second phase disaggregation byrage gould be done by using One-face,
One-edge algorithm using age structure of intearggi migration at the national level, which is
a very simple and fast method. Alternative methmdriferring age profiles is again through of
applying the Three face algorithm by using thre¢rices which gives more precise results.
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One-face, One-edge algorithm was applied for infgrage profiles for 19 age groups,
these origin-destination data disaggregated byaswk age groups were further applied for
population projection of 16 administrative regions.

Since the Three face algorithm requires more dadapaoduces better results this algorithm
was applied for disaggregation by 101 age groupgai@ed age-sex specific origin-destination
data were furthers applied to project population®ur macroregions of Kazakhstan.

6.1.1 Disaggregation by sex

In the first step, marginal flow matrix is disaggated separately for every gender using the
vital migration statistic data for the year 2008eThree face algorithm applied for this purpose
uses data from three available matrices:

Cij — marginal flow matrix for both genders combined.

Ay — matrix of arrivals by region, j- destination i@g from 1 to 16, k — from 1 to 2 (males
or females);

Bix — matrix of departures by region, | — sendingoadirom 1 to 16, k — gender.

Tab. 4 presents values of matrix of arrivajsad matrix of departuresB

Tab. 4-Matrix of arrivals Ajk, and matrix of departures Bik, 2008

Ajl Aj2 Bil Bi2
Akmolinskaya obl. 3780 4472 6102 7638
Aktyubinskaya obl. 1303 1714 2158 2742
Almatinskaya obl. 9363 11281 9675 13251
Atyrauskaya obl. 1449 1802 1330 1795
Zapadno-Kaz. obl. 870 1116 1440 1847
Zhambylskaya obl. 2602 3261 5927 7310
Karagandinskaya obl 4578 4719 371§ 4488
Kostanaiskaya obl. 1680 1817 2818 3444
Kyzylordinskaya obl. 1686 2291 3347 4293
Mangy stauskaya obl 2985 2991 1232 1451
Yuzhno-Kaz. obl. 3233 3739 8743 10171
Pavlodarskaya obl. 1640 1734 2062 2491
Severo-Kaz. obl. 1378 1526 2996 3695
Vostochno-Kaz. obl. 2609 2603 5272 6296
Astana 15035 18661 3884 4135
Almaty 16900 23156 10389 11834

The purpose of the algorithm is to disaggregategimal flow matrix into two marginal flow
matrices for males and females, which means toMd where k changes from 1 to 2.
The Three face algorithm consists of the followéteps:

At the beginning of algorithm it is assumed thad ssndmi(ﬁ() = 1foranyi,j, k. That means

initial elements of flow matrix equal to unity.
Step 1. Adjusting M using knowledge of matrix;C

O

@s+1) _ Bk D for any i, j

kTS 69 Y1)
k=1

Step 2. Next adjustment ofjMis based on the data from matrix of arrivajs A
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(3s+1)
(3s+2) _ My~ " ajk
ijk ?=1mi(j?i<s+1)
Step 3. The last corrections is made through ofirnat departures B
(3s+3) _ mi(j3ks+2) * bik
ijk = jrg1mi(j3i<s+2)

(3s+3)
ijk
Por, Raquillet 1981).
The algorithm is repeated 5 times in our case @nd eondition for continuation is used:

(3s+3) (3s+2)
max (mi]-k — My

and displayed in Tab. 5 and Tab. 6.

If < efulfilled then Stop, otherwise s=s+1 and returrStep 1 (Willekens,

) < 0.0001. As a result two gender specific flow matrices r@eeived

6.1.2 Disaggregation by age groups using One-Face O ne-Edge algorithm
On the second phase One-face, One-edge algorithbiE]ls applied for disaggregation by age,
where marginal flow matrix is available as wellagg structure of interregional migration at the
national level. The disaggregation is applied s#jesy for males and females flow matrices
using the following formulas (Willekens, Por, Ratpti1981):

My = Cjj X %

where G is marginal flow matrix, and here index k denaige group.

The ratio% is the national age composition of the interreglanigrants (Tab.7) and it is

applied to all values of the flow matrices; hence the age structure is assumed to be uniform

for all flows, but gender specific. After the camting the first and the second phases the flow
matrix was disaggregated by sex and age, and casdukin multiregional projections.
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Tab. 5 - Disaggregated flow matrix for females, 20

Diastination resions

Alemolins | Aktyuebins | Almatinsk | Atvravska | Zapadne- |Zhambyls (Earazandin |Kostanais |Evzylordins | Mangvstavs| Yuzhno- |Pavledars |Severo-  |Vostechno-

kava obl. |kavaobl. |avaobl. |vaobl Kaz. obl. |kavaobl. |skawaobl. [kavaobl. |kava obl kavaobl. |Kaz obl. (kavaobl. [Kaz obl. |Eaz. obl Astanz | Almaty | Total

Almolinskaya obl. 0 28 235 24 13 65 544 352 28 45 172 184 585 72 4557 253 7638
Aktyubinskaya obl. 43 0 227 335 208 66 65 54 276 465 123 24 3 32 345 465 2742
Almatinskaya obl. 178 87 0 110 85 383 415 82 370 185 207 42 64 334 513 o922 13251
Atyravskaya obl. 16 237 135 0 235 56 16 10 40 380 85 8 6 20 174 374 1795
Zapadno-Kaz. obl. 22 283 148 287 0 35 59 22 24 177 &0 18 13 25 2581 350 1847
. Zhambylskaya obl. 134 60 1138 95 31 0 356 59 177 267 485 54 31 113 1441 2820 7310
.é Karazandinskaya obl 350 18 365 34 43 183 0 170 ek 63 255 157 154 187 1695 637 4438
E Fostanaiskaya obl. 481 47 218 18 16 80 355 0 15 35 66 30 122 44 1550 305 3446
:E Eyzylordinskaya obl 59 320 551 77 44 213 202 45 0 123 542 22 10 58 815 1208 4253
- Mangystavskaya obl) 17 162 148 269 83 57 18 24 36 0 115 11 3 28 137 327 1451
Yuzhno-Kaz. obl. 148 114 1064 144 73 711 645 34 430 730 0 102 87 107 2311 3371 10171
FPavlodarskaya obl. 180 23 169 17 25 38 380 38 23 26 115 0 77 247 715 358 2451
Severo-Kaz. obl. 1480 7 129 12 12 43 344 196 6 21 108 o8 0 44 1002 185 3695
Vostochno-Kaz. obl. 144 40 1506 44 26 76 420 59 43 4 30 467 41 0 1355 18834 6296
Astana 550 34 188 40 38 211 445 362 177 59 274 150 214 218 0 695 4135
Almaty 185 245 5045 285 164 1037 407 168 457 341 1013 187 108 374 1267 0] 11834

Total 4472 1714 11281 15802 1116 3261 4715 1317 2281 25491 3738 1734 1526 2603| 18661| 23137| 86833
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Tab. 6 - Disaggregated flow matrix for males, 2008

80

Diastination resions

Origin rogions

Alemeolins | Aktwvebins | Almatinsk | Atvravska Z:apac'.n{}- Zhambyls |Karagandin |Kostanais |Kwvzvlordins| Mangystavs ”ﬁfr.zlm{}- Pavlodars S_a'ram- ‘R-:nat{:-dm&- Astanz | Atmaty |Total

kaya obl. |kawa obl. [awaobl. |vaobl Kaz. obl. |kawaobl. |skava obl. |kava obl. |kavaobl. |kawaobl |Kaz.obl. |kawyaobl |Kaz obl. [Eaz obl -
Almolinskaya obl. 0 20 180 15 8 45 500 343 15 44 140 163 04 68 3866 175 6102
Alktvubinskaya obl. 38 0 173 255 156 45 60 47 185 442 100 2 7 30 266 326 2158
Almatinskayva obl. 141 71 0 33 71 283 383 71 2353 176 168 31 35 501 385 6543 86735
Atyravskaya obl. 12 162 oo 166 38 14 3 26 335 65 7 4 18 125 246 1330
Zapadno-Kaz. obl. 17 208 113 219 0 25 4 15 17 165 73 15 11 23 225 247 1440
Zhambrylskaya obl. 113 47 82 76 25 0 384 34 129 270 42 51 28 113 1181 2103 5927
Karagandinskaya obl 328 14 255 27 34 143 0 156 72 64 219 183 140 186 1332 472 3716
Kostanaiskaya obl. 385 33 180 15 13 61 335 0 10 35 56 73 108 42 1235 221 2818
Eyzylordinskaya obl 43 237 42 60 34 159 188 41 0 115 443 20 3 55 641 360 3347
Mangystavskaya obl) 15 133 128 229 75 43 15 24 28 0 106 11 7 30 115 257 1232
Yuzhno-Kaz. obl. 132 83 912 122 62 385 660 31 370 780 0 101 34 113 1595 2648 3743
Pavlodarskaya obl. 147 17 133 14 15 25 355 75 16 25 06 0 67 237 571 257 2062
Severc-Kaz. obl. 1150 6 100 10 10 34 315 173 5 20 33 87 0 42 780 134 2555
Vostochno-Kaz. obl. 124 31 1252 36 22 61 417 56 32 76 70 448 38 0 1169 1437 5272
Astana 916 25 167 36 33 181 473 367 142 66 259 196 213 235 0 567 3884
Almaty 154 155 4275 245 137 350 413 162 375 360 016 183 102 012 1084 0| 103839
Total 3780 1303 8363 1445 370 2602 4578 1630 1686 2885 3233 1640 1378 2609 15035 16855 71091
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Tab. 7- National age composition of the interregi@migrants by gender, 2008

(males) (females)
0 0.016 0.012
1-4 0.047 0.034
5-9 0.043 0.033
10-14 0.039 0.030
15-19 0.111 0.108
20-24 0.202 0.262
25-29 0.147 0.166
30-34 0.103 0.100
35-39 0.077 0.069
40 - 44 0.062 0.049
45 - 49 0.056 0.043
50-54 0.034 0.028
55-59 0.023 0.023
60 - 64 0.013 0.012
65 - 69 0.011 0.012
70-74 0.008 0.009
75-79 0.004 0.006
80 -84 0.003 0.004
85+ 0.001 0.002
Total 1 1

6.1.3 Disaggregation by age groups using the Three Face algorithm

Firstly, from regional age-specific data on arrsvdlis necessary to subtract immigration data,
as a result internal migration data on arrivals @lb&ined, then they are converted to age-
specific proportions of internal regional arrivadsd these proportions is assumed to be similar
to interregional age schedule on arrivals. Evergtare of obtained regional age-specific
proportions is multiplied by corresponding totaleimegional arrivals, and 16 vectors of age-
specific interregional arrivals are received, thé@Sevectors comprise matrix of arrivalgc A
where index j denotes destination region, k megesgaoup from 1 to 101.

Secondly, for obtaining departure matrix,Bvhere index i is a sending region, and k
specifies age group, it is necessary from regi@gd-specific data on departures subtract
emigration data, and internal age-specific datadepartures are received. Again, they are
converted to age-specific proportions, multipliedappropriate total interregional departures.
Obtained 16 vectors of interregional departurestitute departure matrix;B8
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Thirdly, for inferring age- specific origin-destitnan flow data using marginal flow matrix,
arrival matrix and departure matrix Three Face rtlgm is applied. This algorithm is described
by Willekens, Por, Raquillet (1981).

There are three available matrices:

Cij — marginal flow matrix. the early presented Tatans Tab 6 display origin-destination
data separately for females and males.

Ay — arriving matrix, where j — destination regioarfr 1 to 16, k — age group from 1 to 101

Bix — departure matrix, where i — sending region fioto 16, k — age group from 1 to 101.

The purpose of the algorithm is to fingm

The whole algorithm is based on the three formutasnely these formulas are trying to
adjust migration by using three available matriCgsAy, and B. Algorithm is initialized (s=0)
by assuming mijk = 1, i.e. migration events forgwdirection and every age are assigned to 1.

The first adjustment of migration flows takes irdocount knowledge of marginal flow
matrix Gj:

(3s)
Mijk* Sy
* ZheymY

On the second stage migration flows are correctiéd taken into consideration knowledge
of matrix of arrivals A:

(3s+1) _

ik for anyi,j

(3s+1)
@s+2) _ Tk 9k
ijk ?=1 mi(j?i(s+1)
Since age profiles of inflows and outflows do natrrespond to each other the last
adjustment is taken with regard to known matrixiepartures B

Bs+2)
@3s+3) _ Mijk bi
ijk T om ...(35+2)

j=1 ijk

Whether it worth to stop algorithm or again iteraly repeat three previous adjustments of

migration, the next checking formula answers:
(3s+3)
ijk
(]35+z) -1
ijk

In the end algorithm gives age-specific origin-degton matrix M, separately for every

gender for the year 2008.

<e

6.2 Imposing consistency in multistate population p rojections

Multistate population projection model uses stookl dlow data. Stock data are defined by
numbers of persons in each population category,reeise flow data define number of
demographic events that occur in the unit projeciigerval, between t and t+1. Demographic
events can be divided into two broad category:riraeevents and external events. Internal
events are characterized by internal position @& trigin and internal position of the
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destination. External events are caused by maortddttility and external migration forces and
composed of exits events, birth events and enepntsy

6.2.1 Period-cohort observational plan

Flow data are counted according to the secondfsatemts which is specified by parallelogram
QRSV in the Lexis diagram depicted in Fig. 34. &&ohort observational model follows
people belonging to a certain cohort, passing tg® groups and experiencing events between
two successive points in time. In other words evelatta are counted by age at the beginning of
the time interval, or at the end of the time in&riKeilman 1985).

Demographic rates which are necessary for prodyaziogection are calculated through of
observation of events experienced by persons tdinesge at the beginning of the year divided
by the population exposed to the risk of experiegpauch events.

Fig. 34 —Lexis diagram

age
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t-(x-1) tex t-1 t t+1 time

Source: Keilman 1985

Number of age groups for events data is conditidnethe number of age groups in initial
population plus one, i.e. events are countece&mh age group in the initial population plus
observation on events for those who are not aivilhe beginning of the interval but will be
born during observation period. The last age cates denoted as’ Births’ or ‘-5-1’ age group
(Van Imhoff 1999).

Preliminary preparations data for inputting intgpro include aggregation of single year
age groups flow data into 5 years age groups apelab observation intervals. The formulas
below and notations are taken from Lipro tutorihig Imhoff 1999). If E(x) denotes events
data of people aged x at the beginning of the 5-yrearval, E(x+1) means number of events
for the second year, then aggregation of eventsiroad during 5 year period (X..x+4) is
estimated by following formula:

E(X..x+4) = 1xE(X) + 2xE(x+1) + 3XE(x+2) + 4xE(X+B)5XE(x+4) + 4xE(Xx+5) +
3XE(Xx+6) + 2xE(Xx+7) + 1xE(x+8)
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Events for people who not yet but will be born dgri5-year interval is aggregated
according to formula:
E(-5..-1) = 5xE(-1) + 4xE(0) + 3xE(1) + 2xE(2) +E(8)
Fig. 35 and Fig. 36 graphically illustrated botkesuof aggregation.

Fig. 35 - Aggregation of single-year events intoygar interval
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Source: Van Imhoff 1999

Fig. 36 - Aggregation of single-year events intoyBar interval for newborns
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6.2.2 Consistency in multistate population projecti ons

Consistency is a situation in which a set of modelables satisfy a certain constraint. When
exogenous variables play a role in this constiigiista matter of external consistency. Internal
consistency arises when the constraint applies tmlgndogenous variables. Necessity of
setting constraints is descended from inconsisésnaithin framework of aggregation and
decomposition, interrelations and inadequate mde{Keilman 1985).

In general, consistency relations are imposed anbeus of events. Adjustments to the
number of events affect the number of person-ylad within each state, therefore, all rates
change, even though the number of only some ofvkats are adjusted (Van Imhoff, E. 1992).

Consistency algorithm uses iterative approach wischapable of leaving the rates not
directly related to the consistency relations iptagthout losing the correspondence between
rates and number of events and consists of thewwlh steps:

1. Compute for initial exposure rates number of events
Adjust number of events by the consistency relation
Compute rates corresponding to adjusted numberestits;
Replace the unrelated rates by their initial values
Compute number of events for rates obtained in (4);
6. Replace those number of events which enter theistensy relations by their
adjusted values as obtained in (2);
7. Repeat Steps 3-6 until convergence has been re@¢hadmhoff 1992).

a s wDn

Van Imhoff and Keiman (1991) provided example opasing internal constraints using the
passive and dominant relations implemented in Lipronuptiality model where entries into
widowhood should follow the projected number of ttiea Imposing passive-dominant
consistency relations means that linear combinaifgrassive events after adjustment should be
equal dominant events, when dominant events ateutefhanged. These mortality-dominant
widowhood consistency relations serve as a modelnfiposing constraints in chapter 8 on
projected number of events for four macroregions.
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Chapter 7

Multiregional population projections for 16 adminis trative
divisions of Kazakhstan

Regional population projections are very importimta country with low population density,
like Kazakhstan, with taking into consideration tpaspulation decline and successful efforts
made by authorities to reimburse this loss of pagioh. Twenty years ago after the breakdown
of Soviet Union in 1991 Kazakhstan declared inddpege. Economic, social and ecological
problems caused increase of mortality, especialiyorking ages and infant mortality, as well
as fertility drop and significant outflow of emigns, and resulted in population decrease. In
1997 the existing at that moment 19 administrategions were transformed into 14 regions
plus two cities, Astana and Almaty, old and newitd® In the same year, Kazakhstan
announced profamily policy with baby bonus systbat in combination with ethnic migration
policy helped to increase fertility, while economgiowth affected increase of life expectancy at
birth and attracted inflow of immigrants from nelighing Asian countries with higher fertility
evoking subsequent changes in ethnic compositisaginal population.

This chapter presents example of implementing redigopulation projections for 16
administrative divisions of Kazakhstan with projent horizon 2009-2029. Period projection
consists of four projection intervals, each intérisa five years long. Initial population is
population of 16 administrative divisions on 1 Janyu2009. Interregional migration data are
obtained by applying method the Three Face alguorithdisaggregate by gender and One Face
One Edge algorithm to disaggregate by 19 age grdbpsstant variant has constant fertility,
mortality, transition rates and external migratimmbers corresponding to the year 2008. In
medium variant fertility and mortality rates of thivisions will be changed according to
clusters to which every division belongs.
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7.1 Implementation of population projections for 16 administrative
divisions

Multiregional population projections of 16 adminiive divisions of Kazakhstan are
conducted using the software Population Developrigvironment Analysis (PDE) designed
by the International Institute for Applied Systewsalysis (IIASA) as population projection
model with interacting states. The input data forning projections consist of regional jump-
off populations on 1January 2009 and age-spedfitlify, mortality and transition rates, and
net migration numbers corresponding to the 2008. Bi7 shows age pyramids of initial
population of four selected provinces, they are WeKazakhstanskaya oblast, Severo-
Kazakhstanskaya oblast, Mangystauskaya oblast,|&digskaya oblast.

The multistate approach used in the PDE softwansiders international migration as net
migration and pays more attention to interregiomalvements, where out-flow interregional
movements distinguishes from in-flow interregionavements with taking into consideration
how regions influence each other by migration floarsd what every region gains from specific
regions or how many people region loses for bemdfidther regions. Interregional migration
data are obtained by applying method the Three &lgoeithm to disaggregate by sex and One
Face One Edge algorithm to disaggregate by 19 agps.

Fig. 37 — Age pyramids of Yuzhno-Kazakhstanskayblast, Severo-Kazakhstanskaya oblast,
Mangystauskaya oblast, Kyzylordinskaya oblast, Q12009
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Source of data: The Agency on Statistics of the Riépof Kazakhstan
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7.2 Constant variant and its results

The population projections for 16 administrativeisipns are made using variants: constant and
medium variants. Constant variant is based on titgrend fertility rates corresponding to the
year 2008 and are kept constant during the whalggtion period, 20 years.

Fig. 38 — Projected population by administratidévisions, 2009-2029, constant variant
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Fig. 38 displays population projection for 16 adistrative for four intervals using constant
variant. As it obvious from picture Yuzhno-Kazakdrstkaya oblast, outsider from the start of
projection, has the biggest population and the dsglyrowth. Almatinskaya oblast, Almaty,
Zhambylskaya oblast sufficiently increase theiryapon under constant variant assumptions.

Fig. 39 presents age pyramids of final populatmmnféur administrative divisions. Shape of
three of them, Yuzhno-Kazakhstanskaya oblast, ®eXarakhstanskaya oblast, and
Kyzylordinskaya oblast, has triangle form of Chrias tree. Pyramid’'s shape of Severo-
Kazakhstanskaya oblast shows relatively older anallspopulation in comparison with other
regions.

Fig. 40 shows that for all regions proportion oéagoup 0-14 prevail over age group 65+,
and wide proportion of working population is bigdlean the sum of proportions 0-14 and 65+.
The biggest proportions of age group 0-14 are inzhvo-Kazakhstanskaya oblast,
Mangystauskaya oblast and Kyzylordinskaya oblaste biggest proportions of working
population are in Almaty, Karagandinskaya oblastl &ostanaiskaya oblast. The biggest
proportions of elderly population are in Kostanaigk oblast, Severo-Kazakhstanskaya oblast
and Vostochno-Kazakhstanskaya oblast.

Next picture confirms that after 20 years of popata projection under constant variant
assumptions youth dependency is bigger than oldramcy for all regions without exception.
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According to Fig. 41 the highest youth dependenuy tatal dependency belongs to Yuzhno-
Kazakhstanskaya oblast, whereas the highest olehdepcy belongs to Kostanaiskaya oblast.

Fig. 39 — Age pyramids of Yuzhno-Kazakhstanskayhlast, Severo-Kazakhstanskaya oblast,
Mangystauskaya oblast, Kyzylordinskaya oblast, 12029, constant variant
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Fig. 42 shows comparison of mean age for startmfanal populations. After 20 years of
development with constant variant assumptions naggnis slightly increased in regions. The
biggest increase of mean age belongs to AstandaKaiskaya oblast and Pavlodarskaya oblast.

Next picture presents comparison of median agesfarting and final populations. The
regions with high fertility decrease their mediageaas in case of Mangystauskaya oblast,
Zhambylskaya oblast, Yuzhno-Kazakhstanskaya oblagityrauskaya oblast and
Kyzylordinskaya oblast. In other regions median iggacreased.

In general, diversity of regional median age isgeigthan difference in regional mean age.
Nevertheless, the lowest mean and median age itingtaand final populations belongs to
Yuzhno-Kazakhstanskaya oblast. In starting popafatine highest mean age belongs to
Kostanaiskaya oblast, the highest median age beltmdevero-Kazakhstanskaya oblast. In
final population of constant variant the highesemand median ages belongs to Kostanaiskaya
oblast.
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Fig. 40 — Three aggroups of final population by regions, constant varian®1.01.2(29
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Fig. 42 — Mean age by administrative divisions, stant variant, 01.01.2029
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Fig. 43 — Median age by administrative divisiongnstant variant, 01.01.2029
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7.3 Medium variant, assumptions and results

Medium variant is grounded on changing fertilitydamortality, whereas migration and
transitions due to their high uncertainty are assiito be fixed corresponding to the year 2008.
Regional age-specific fertility and mortality rategl be modified for both projection intervals.
And age-specific fertility curve will change shapkcurve with shift fertility to older ages,
while in mortality assumptions shape will not beuisged only mortality level will be decreased.

In order to derive region specific assumptions telisg procedures were applied for
building fertility and mortality regional assumpts

7.3.1 Fertility assumptions of medium variant

Initial 16 administrative divisions are groupedointiusters according to similarity of age-
specific fertility rates in 2008 year. In other wer age-specific fertility rates of 16

administrative divisions are served as input farstdr procedure. Average link clustering
produces four cluster. Additionally, Astana is defl as separate cluster for projection
purposes. It is a city in the north of the counthere are some similarities are found with
northern provinces during clustering, but due &dust of capital and previous fast growth, it is
assumed that future population development of Astaili differ from population development

of northern provinces. Summarizing, 16 administatlivisions are grouped into five fertility

clusters (Fig. 44).

Fig. 44 - Average link clustering of regional agegscific fertility rates, year 2008
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Similarities of age-specific rates within clustenr® clearly seen in next pictures. Fig. 45
displays age-specific fertility rates, the highast high, of two neighboring regions in the south
of the country, Yuzhno-Kazakhstanskaya oblast agdykordinskaya oblast. In contrast the
next group of regions in Fig. 46 is characterizgddw age-specific fertility rates, in this cluster
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shape of the curve for Karagandinskaya oblast @snturve for Astana due to vicinity
Karaganda city to Astana. Obvious likeness of -specific rates for three regio
Mangystauskaya oblast, Atyrauskaya obland Zhambylskaya oblast is seen in Fi(7.
Resemblance of fertility rates for Almaty, Almatkaya oblast and Aktuabinskaya oblas
contrasted with Astana fertility rates isolatedratependent cluster in Fic8.

Fertility rates for medium variant ine each cluster are modifiettcording to the schea
depicted in Fig. 49Size of these modifications is specified in 7 8. Period projection consis
of four projection intervals. Fig 49 shows thattifity rates for every projection interval a
received by modifying fertility rates corresponding toeey administrative divisions i
preceding projection interval. In other words, tdus are created to specify expected chang
fertility pattern in relative term:

Tab. 8 shows in the first projecti interval the agepecific rates corresponding to the y
2008 are modified, and this percentage of modificasre different for every cluster. In ott
words, asumptions about future development of fertilitade separately for each clusiThe
process of changing role of women in society includingmen education and labor for
participation will result in slight fertility decline for regions wittotal fertility rate abowv
replacement level, whereas regions with low féy can try o converge teir fertility to
replacement level. In general, it is assumed deiftility to older ages for the first tw
projection intervals, and slight fertility declimeall clusters for the last two intervals espdgi
for clusters with the highest total fdity rates.

Fig. 45 — Agespecific ertility rates, cluster 1, year 2008
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Fig. 46— Agespecific Ertility rates, cluster2, year 2008
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Fig. 48 — Agespecific ertility rates, cluster 4 and 5, year 2008
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Tab. 8 — Fertility modifications by clusters for daum variant

2009-2014 2014-2019 2019-2024 2024-
2029

Age-specific fertility rates are modified in
comparison with previous projection interval

Modified age-specific
fertility rates for the

year 2008:
decrease for age decrease for age decrease for al

Astana group 20-24 for 5 %, | group 20-24 for 5 %, age groups for| without
increase for age increase for age 5 %, changes

group 25-29 for 5 %. | group 25-29 for 5 %,

Akmolinskaya,
Karagandinskaya,

Pavlodarskaya,

Zapadno- decrease for al

Kazakhstanskaya, | increase for age increase for age age groups for| without

Vostochno- group 25-29 for 5 %. | group 25-29 for 5 %.| 5 %, changes

Kazakhstanskaya,

Kostanaiskaya,

Severo-

Kazakhstanskaya

Aktvabinskava decrease for age decrease for age decrease for al

Almyat ya, group 20-24 for 5%, | group 20-24 for 5%, | age groups for| without

Almatiyr;ska a increase for 25-29 for increase for 25-29 | 5 %, changes
y 5 %. for 5 %.

Atvrauskava decrease for al

Zhyamb Islila’a decrease for age decrease for age age groups for| without

Mangygtausza;/a group 20-24 for 5%. | group 20-24 for 5%. | 10 %, changes

Kyzylordinskaya, decrease for age decrease for age gegre?osf fsoltoarl without

Yuzhno- groups 20-24, 25-29 | groups 20-24, 25-29 18 o/g P chanaes

Kazakhstanskaya | for 5%. for 5%. o 9

7.3.2 Mortality assumptions of medium variant

Distinctive characteristic of mortality in Kazakastis that male mortality much higher than
female mortality. Although spatial pattern of fdmanortality repeats in general spatial pattern
of male mortality, nevertheless regional dispasiiie mortality levels by regions are bigger for
males than for females. Regional age-specific riyrteates for males corresponding to the
year 2008 were chosen as input for clusteringainité administrative regions of Kazakhstan.

The principal component analysis is applied to aegl age-specific mortality rates
corresponding to the year 2008 with purpose to ceddimensionality. Fig. 50 reveals three
large eigenvalues, 10.905, 3.305 and 1.342. Thesdhree principal components are retained
on the basis of the eigenvalues greater-than-olee Tine first component has large positive
loadings for all five variables. The correlationtlwage-specific rates for age groups 55-60, 45-
50, 60-65, 40-45, 30-35, 65-70 are especially hidgie second component has highest loading
for age groups 75-80, 0, 80-85, 85+. The third congmt has the highest loading for the age
groups 5-10, 10-15, 15-20, and negative for ageumrd-4. In order to enhance factor
interpretability an orthogonal Varimax rotationdpplied. Fig. displays the results of rotated
factor pattern. After computing scores of threengpal components, procedure Cluster
produces five clusters based on output from Digtigmocedure. Fig. illustrates tree diagram
obtained by using average linkage clustering.
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Fig. 50 —Output of principal component analysis

Eigenvalues of the Correlation Matrix: Total
=18 Average = 1

Eigenvalue|Difference|Proporticn| Cumulative

1)10.9043480| 7.6001285|  0.5738] 05739

2| 3.3048195) 19627678 0738| 0.7479

3| 1.3420517] 0.3460885]  0.0706]  0.8185

4 0.9950832] 0.2237547]  0.0524]  0.8709

5| 0.7813085) 0.2840701)  0.0401 0.9110

Factor Pattern Rotated Factor Pattern

Factor!| Factor?| Factor} | [Factort| Factor?| Factor3
IM55[Mzs| 0.94731 (0. 17297 0.0s0s0|  MB0|M20| 0.55358] 0.10142| 017142
as|mas| 0.34188]-0.2523500.02548|  |MAS(M45| 0.93241( 0.20823] 0.157E1
Mgo|meo| 0.51558] 0.10743]0.14885|  |Man(m40] 0.32788] 0.18775] 0.10722
[M40[140] 0.20854)-0.25524(0.12358(  |M25|M25| 0.92778| 0.08272] 0.05735
m3o[mzc| 0 504760 35383 0.07271|  |MS0[M50| 0.82553] 0.07408] 0.10840
ies|mes| 0.30278] 0.25381) 0.05004|  |MS5[MES| 0.91234] 0.28148( 0.14218
jas|mas| 0.23782|-0 21017} 0.18128| |M35|M35| 0.20773] 0.21921] 0.08084
parojuro| 0.22912] 0.25174[0.05818|  |M20({M20] 0.87218( 0.17234] 0.20977
Izo|mz0| 0.87455(-0 26202 0.01135| |M60|MED| 0.78522| 0.51204) 0.02572
2s|mzs| 0.85542]-0.2208000.17732  |M5[M15] 0.69177|-0.08848] 0.54027
ms0|mza| 0.25482]-0.25424[0.12054]  MTS[M75| 0.21154] 0.34254[0.00274
fa5|m1s| 0.87537)-0.45085) 0.32550|  |MBO[MS0| 0.27138( 0.85625( 0.04443
p7s|M7E| 0.61258 0.74222 0.00185| |MB5|Ma5| 0.14042] 0.81143]0.08837
0 [mo0 [0.28573] 0.68374[0.00085|  |MES|MeS] 0.60858] 0.74223] 0.18858
ime0[M=0] 0.65840] 0.66717| 0.02564| |MTO|MTO| 0.62567] 0.72783] 0.08031
fes|mas| 0.51884] 0.82957) 0.10727| M0 M0 |[0.08750( 0.72775[0.08282
s [ms [0.41858) 0.08417[0.72408| M5 [M5 |0.14595] 0.23120]0.77186
fa0[m10| 0.44512] 0.25382| 0.44350|  |MA0[M10]0.15585] 0.46212] 0.47976
1 Jw1 [o.os021] 0.45872[0 55744 M1 [M1 [0.13272] 0.38802[0 67858

Fig. 51 — Average link clustering of regional mottigy, 2008 year
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Assumptions were derived for every cluster usingt A8 years development of mortality in
regions. In contrast to fertility mortality assunigois did not changed the shape of curves of
age-specific mortality rates and resulted in lowgrof level mortality according to common
worldwide trend of declining mortality.

Tab. 9 presents mortality assumptions separatalyefery cluster for every projection
interval. The first projection interval adopts regal age-specific mortality rates corresponding
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to every administrative divisions in year 2008 wiih changes. The following projection
intervals modify regional mortality rates usingiel rates of preceding interval. Every cluster
changes mortality rates according to its own ppeegentages of these changes in comparison

with previous interval are shown in Tab. 9.

Tab. 9 — Mortality modifications by clusters for rdeim variant

2009-2014 2014-2019 | 2019-2024  2024-2029
Age-specific mortality rates decline in
comparison with previous projection interval
Astana Age-specific | Males: 5% Males: 5% | Males: 5%
rates of the Females: 3% | Females: 3% Females: 3%
year 2008
Yuzhno-Kazakhstanskaya, Age-specific | Males: 5% Males: 5% | Males: 5%
Mangystauskaya, rates of the Females: 5% | Females: 5% Females: 5%
Kyzylordinskaya year 2008
Kostanaiskaya, Age-specific | Males:3% Males:3% Males:3%
Karagandinskaya, Zapadno- | rates of the Females:5% | Females:5% | Females:5%
Kazakhstanskaya year 2008
Zhambylskaya, Atyrauskaya, | Age-specific | Males:5% Males:5% Males:5%
Almaty, Almatinskaya, rates of the Females:5% | Females:5% | Females:5%
Aktyabinskaya year 2008
Vostochno-Kazakhstanskaya, | Age-specific | Males:3% Males:3% Males:3%
Severo-Kazakhstanskaya, rates of the Females:3% | Females:3% | Females:3%
Pavlodarskaya, Akmolinskaya,| year 2008

7.3.3 Results

Estimation of future population development depeadsthe initial age structure of regions:
how old or how young generations prevail in regjdresides in assumptions of medium variant
it is suggested fertility shift to older ages, vehil is clear from initial population structure tha
these generations are less numerous.

Future population development in regions of Kaztdmsvith medium variant assumptions
is depicted in Fig. 52. Regions in the south of ddustan with relatively big populations at the
beginning of projection and high past fertility sf®steady population increase even under
medium variant assumptions, with anticipation ajhdl fertility and mortality changes.

Fig. 53 presents age pyramids of final population four administrative divisions. The
bottom bands related to new-born generations aremwide like in constant variant.

Subsequently, Fig. 54 shows that population divided three big age groups displays
almost the same proportions of youth, working dddny population like in constant variant.

Next picture also confirms that in final populatiohmedium variant old dependency is not
bigger than youth dependence. Nevertheless, itrisingg how regions differ in the youth
dependence, namely contrasting combination of hygluth dependence with low old
dependence opposite to low youth dependence witively high old dependence.

In the last two pictures of this chapter regionalam and median ages of final population are
compared with starting values at the beginningrofgetion. Twenty years of medium variant
increase the mean and median ages in regions @kKatan and population become older. The
biggest increase is related to Astana, alreadyesass of the highest life expectancy, whereas
Yuzhno-Kazakhstanskaya oblast has the lowest mednmreedian ages, Kostanaiskaya oblast
obtains the highest mean and median ages at thef gmdjection.
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Summarizing, results of constant and medium vanitih 20 years population horiz(
show that efforts spent to recovery fertility resil population bonus, such ancreased
proportion of population of working ag

Fig. 52— Projected population by 16 administrative divis®r2009-2029, medium
variant
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Fig. 54 — Three age groups of final population bggions, medium variant, 01.01.2029

= 0-14 Age group,
medium variant

m15-64 Age group,
medium variant

H 65+ Age group,
medium variant

Almaty

Astana
Vostochno-Kaz. obl.
Severo-Kaz. obl.
Pavlodarskaya obl.
Yuzhno-Kaz. obl.
Mangystauskaya obl.
Kyzylordinskaya obl.
Kostanaiskaya obl.
Karagandinskaya obl.
Zhambylskaya obl.
Zapadno-Kaz. obl.
Atyrauskaya obl.
Almatinskaya obl.
Aktyubinskaya obl.
Akmolinskaya obl.

0% 20% 40% 60% 80%

Population proportions ( in percent)

100%

100

Fig. 55 —Youth dependency, old dependency, andl tdégpendency by regions, medium variant,

01.01.2029

70

60

50

40

30

Dependencyratio

20

10

Astana
Almaty

Almatinskayaobl.
Atyrauskaya obl.
Zapadno-Kaz. obl.
Yuzhno-Kaz. obl.
Severo-Kaz. obl.

=
[=]
g
@
-
w
£
©
E
s
=

Aktyubinskaya obl.
Zhambylskaya obl.
Karagandinskayaobl.
Kostanaiskaya obl.
Kyzylordinskaya obl.
Mangystauskayaobl.
Pavlodarskaya obl.
Vostochno-Kaz. obl.

= Youth dependency,

= Old dependency,
medium variant

+ Total dependency,
medium variant

medium variant




101

® Mean age, 2029, medium variant

Mean age, 2009

Fig. 56 — Mean age by administrative divisions, nwad variant, 01.01.2029
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Fig. 57 — Median age by administrative divisionsedium variant, 01.01.2029
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Chapter 8

Multiregional population projections of four macror egions
of Kazakhstan

This chapter presents a population projection éor imacroregions using period-observational
approach and imposed consistency relations. Igballation is population in for macroregions
on 01.01.2004. Projection period is 2004-2059.deecohort observational plan covers period
2004-2009. Interregional migration data for thery2@08 are obtained by applying method the
Three Face algorithm to disaggregate by gender aru# again Three Face algorithm to
disaggregate by 101 age groups. Interregional midgradata for the 2008 after applying
corrective factors produce interregional migratiana for the years 2004, 2005, 2006, 2007.

Single year events data are aggregated into 5 yag@sgroups and 5 year observation
intervals according period-cohort observationalrapph, and then 16 administrative regions
will be transformed into four macroregions accogdia interregional migration flows. Constant
variant is based on data collected during pericgkolational period 2004-2008 and kept them
constant during 11 projection intervals. Principatriant assumes fertility decrease and life
expectancy at birth increase, and as a result gowesr estimation of future population in four
macroregions of Kazakhstan. This method allows watalg how population size of
macroregions is influenced by interregional migmatimpact or by fertility decrease. Since age
profiles of interregional migration data are ob&irthrough of disaggregation by sex and by
age groups, internal consistency constraints apéieapto put restrictions on births and deaths
events in four macroregions of Kazakhstan. These@® are implemented by using passive-
dominant relations where dominant level is represiy country level of births and death
events.

8.1 Implementation of population projections of fou r macroregions

These multiregional projections are conducted uditigRO application. LIPRO (Lifestyle
PROQjections) is software developed by Netherlamdsrdiisciplinary Demographic Institute
(NIDI) for multistate demographic analysis and pation. LIPRO 2.0 appeared in 1991 as an
application for household projections. Lipro 3 veasated in 1994. The latest version is LIPRO
4.0 was developed in 1998/1999.

The software describes development of populatioer ®wvne when population is broken-
down by certain demographic characteristics, suchegion, age, sex, marital or household
status etc.
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Events data for projection purposes are divided B age groups (Births, 0-4, 5-9, .. ,
90+). Observation period covers 2004-2008 yeaxgeption period consists of 11 projections
intervals. Every projection interval is 5 years donlnitial population is population on
01.01.2004, final population is population on 0120569.

Preliminary preparations data for inputting intgpro include aggregation of single year
age groups flow data into 5 years age groups ayghbobservation intervals.

8.2 Aggregation by age

Single year initial population per 1 January 2084ggregated into 5 year age groups using
following rules:

Pairtns (2004) = 0

P,.4(2004) = B (2004) + R (2004) + B (2004) + B (2004) + R (2004) + B (2004)

Poo (2004) = B, (2004) + B, (2004) + RB; (2004) + B4 (2004) + Bs (2004) + RBs (2004)

+ Py7 (2004) + Bg (2004) + R (2004)

Aggregated births, deaths and net migration coanés calculated according to general
above given formulas. As an example the followiogys describes aggregating of deaths for the
period from 1 January 2004 to 31 December 2008:

Dgirths = Do(2004) + 13.4(2005) + B3> (2006) + .3(2007) + 3., (2008)

Do.s= D1.5(2004) + D.¢(2005) + R3+(2006) + D.¢(2007) + D.4(2008)

Dgo+ = Do1.9d2004) + D794 2005) + D3.0d2006) + R49f2007) + D5.042008)

8.3 Interregional migration data for period-cohort observational plan
2004-2008

In the chapter 6 interregional age-sex specifie/floatrices are derived for the year 2008 after
applying the method Three Face algorithm. Theseiceathave data for 256 origin-destination
directions, disaggregated by two sexes and 10henygps.

In the first step, abovementioned interregionalsgpe specific profiles for the year 2008 are
extended for the years 2004, 2005, 2006, 2007 bars¢de knowledge of totals. It is assumed
that interregional migration profiles for the y&f08 could be valid for the years 2004, 2005,
2006, 2007 after applying adjustment. Regionallsaté arrivals and departures for these years
are divided by regional arrivals and departuregtieryear 2008, these obtained ratios (Tab. 11
and Tab. 12) are used as corrective factors. lerottords, the age-sex-direction specific
profiles for the year 2008 are multiplied by cotiee factors, as the result interregional flows
for years 2004, 2005, 2006, 2007 are received.

The second step is devoted to aggregation single-gata into 5-year data. Obtained age-
sex specific profiles for 256 directions for theayg 2004, 2005, 2006, 2007, 2008 are
aggregated into larger age groups using the sammeufas adopted for aggregation births,
deaths, and net migration events during period ZIH8.

Magirtns = Mo(2004) + M.4(2005) + M., (2006) + M.3(2007) + M.4(2008)
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Mo.s= My5(2004) + M (2005) + M, 2006) + M. (2007) + M, o(2008)
Moos= Ma1.0(2004) + My.od2005) + Myz.02006) + Mba.o(2007) + Ms.of2008)

Tab. 11 - Multiplicative factors for In-Interregioal movements, 2004, 2005, 2006, 2007

2004 2005 2006 2007 2008

Akmolinskaya obl. 1.056 1.178 1.174 1.073 1
Aktyubinskaya obl. 1.012 1.074 1.065 1.080 1
Almatinskaya obl. 1.036 0.859 0.810 0.898 1
Atyrauskaya obl. 0.493 0.788 0.786 0.867 1
Zapadno-Kaz. obl. 0.898 0.965 0.936 0.918 1
Zhambylskaya obl. 0.679 0.678 0.671 0.827 1
Karagandinskaya obl. 0.795 0.763 0.791 0.869 1
Kostanaiskaya obl. 0.986 1.004 0.961 0.910 1
Kyzylordinskaya obl. 0.356 0.477 0.555 0.726 1
Mangystauskaya obl. 0.344 0.576 0.548 0.686 1
Yuzhno-Kaz. obl. 0.631 0.687 1.048 1.062 1
Pavlodarskaya obl. 1.099 0.981 0.894 0.982 1
Severo-Kaz. obl. 0.886 1.079 0.967 0.937 1
Vostochno-Kaz. obl. 1.193 1.138 1.023 1.002 1
Astana 0.587 0.637 0.702 0.775 1
Almaty 0.949 0.980 0.918 0.951 1

Tab. 12 - Multiplicative factors for Out-Interregioal movements, 2004, 2005, 2006, 2007

2004 2005 2006 2007 2008

Akmolinskaya obl. 0.764 0.781 0.798 0.819 1
Aktyubinskaya obl. 0.715 0.699 0.784 0.892 1
Almatinskaya obl. 0.923 0.947 0.868 0.828 1
Atyrauskaya obl. 0.670 0.844 0.926 0.914 1
Zapadno-Kaz. obl. 0.795 0.935 0.924 0.970 1
Zhambylskaya obl. 0.909 0.898 0.876 0.931 1
Karagandinskaya obl. 0.859 0.848 0.860 0.896 1
Kostanaiskaya obl. 0.831 0.853 0.918 0.952 1
Kyzylordinskaya obl. 0.895 0.887 0.845 0.971 1
Mangystauskaya obl. 0.895 0.951 1.070 1.056 1
Yuzhno-Kaz. obl. 0.663 0.759 0.761 0.885 1
Pavlodarskaya obl. 0.851 0.922 0.908 0.948 1
Severo-Kaz. obl. 0.900 1.025 1.146 1.082 1
Vostochno-Kaz. obl. 1.034 0.917 0.884 0.871 1
Astana 0.619 0.663 0.711 0.749 1
Almaty 0.662 0.657 0.667 0.838 1
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8.4 Aggregation by regions

Interregional flows are influenced and supportedhgyfollowing factors:
*Economic development of regions,

*Proportion of leading industries in regions; plashnéendustrial development and
infrastructure;

«Job market, demand and competition, expected eajari

*Financial and educational institutions;

eUrban planning strategies, vicinity of other straigactors;

eSaturation, demand and competition in housing ntgrkeusing projects;

«Ethnic composition of regions, neighboring courgrigocial and cultural ties.

Based on the data of interregional flows colleaadng the observation period 2004-2008
and with taken into consideration above mentionactors 16 administrative regions are
grouped into four macroregions according to previamd expected similarity in migration
flows.

The first macroregion is characterized by strontgriegional migration in-flows and
contains two administrative divisions: Astana, Atyma

The second macroregion is specified by prevailimgrregional migration in-flows, and
four administrative divisions belong to this maegion: Aktyubinskaya oblast, Almatinskaya
oblast, Atyrauskaya oblast, Mangystauskaya oblast;

The third macroregion is influenced by steady mtgional migration out-flows and
includes five divisions: East-Kazakhstan oblastimbulskaya oblast, North-Kazakhstan oblast,
Kostanayskaya oblast, Kyzylordinskaya oblast;

In the forth macroregion interregional out-flowse gorevailing over in-flows, and five
divisions comprise this group: Akmolinskaya obla¥Est-Kazakhstan oblast, Karagandinskaya
oblast, Pavlodarskaya oblast, South-Kazakhstarsbbla

The number of regions after aggregation reducednfi6 to 4, and flow data for
macroregions are computed by summing events ofesponding administrative regions
belonging to the same macroregion, while the nunabenterregional migration directions is
reduced from 16*16 to 4*4.

All events after aggregation are divided by therappate middle populations times five in
order to receive rates.

Initial populations for four macroregions along Mhwvitobtained mortality, fertility,
interregional migration rates are implemented ldfwo as input for projection purposes using
Import property from Excel file supported by thegram. At the same time net migration for
the macroregions are imported as numbers.

Age pyramids of initial population of four macroregs are depicted in Fig. 58.
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Fig. 58 - Age pyramids of initial population by mearegions, 01.01.2004
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8.5 Constant variant

Rates of fertility, mortality and interregional mégion and net numbers of external migration
are kept constant on the level corresponding t@bservation period 2004-2009.

Population projections for constant and principatiants are produced with and without
imposing consistency relations with recalculatioh aoljusted demographic rates to meet
restrictions on births and deaths counts.

8.6 Principal variant

In setting assumptions for principal variant the itgdeh Nations population projections
assumptions are taken as a benchmark, namely gadeange of demographic components
according to World Population Prospects, the 2088uRition Revision Database served as an
example in suggesting future development of féytilinortality and migration in Kazakhstan.
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With regard to medium variant of UN population gajons Fig. 59 presents anticipated
steady decline of future development of fertility iKazakhstan during the period 2005-2035
and remaining constant for the period 2035-2050.

According to UN medium variant for mortality assuiops, life expectancy will increase
constantly in future and this increase will slowaofirom 2.5 percent to 1.4 percent as expected
improvement of people longevity (Fig. 59).

Under normal migration assumptions, the futurenmgration for Kazakhstan is kept constant
over most of the projected period.

Fig. 59 - Projected Total Fertility Rate and Lifexpectancy for Kazakhstan, medium variant of UN
population projections, 2005-2050
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For implementing changing rates for population @capns fixed scenario modification is
chosen, in which initial rates for the first prgjea interval are served for obtaining new rates
of the output rates file. Fig. 60 shows how thishanism works in Lipro.

Fig. 60 - Schema of fixed rate modification in Lipr
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In principal variant mortality will decline by 20 @ver the period 2004-2059. The decline is
uniform over age groups, and it will occur lineaolyer time. Thus, in 2004-2008 the mortality
rates are 100% of their 2004-2008 levels, in 20083298%, 2014-2018 96%,2019-2023 94%,
2024-2028 92%, 2029-2033 90%, and so on, in therterval 2054-2059 mortality are 80%
of the 2004-2009 levels.
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Opposite to mortality improvement fertility rateslivdecrease over time. Age pattern of
fertility will be kept without changes, but valufes period TFR will be specified with regard to
eleven projection intervals: 2.4, 2.4,2.3,2.2,2.0,1.9,1.8,1.7, 1.7, 1.7.

Interregional migration rates as well as net migratnumbers will be constant
corresponding to the level of the observation krio

8.7 Results

Fig. 61 compares final populations of constantartrivith final population of principal variant.
This picture shows that populations are divided ititree age groups, 0-14, 15-64 and 65+.
Proportions of youth generations are bigger in tatsvariant, whereas principal variant has
bigger proportions of elderly populations.

Fig. 61 — Three age groups of final population byagroregions, constant and principal variants,
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Distribution of final population over age groupspamately for constant and principal
variants are displayed in Fig. 62 and Fig. 63.

Constant variant in Fig. 62 shows that highest fajmn proportions are concentrated in
younger ages, four regions totally agree in thisctgsion, which means, that if fertility and
mortality are left unchanged, then anticipated hagbportions of younger generations means
future financial expenses and efforts spent by trguand regions to raise these generations.

Final population of principal variant in Fig. 63veals high concentration of middle-aged
population and small proportions of youth, whichame that after additional 10 years it could
bring difficulties for pension system and challengeocial security system.

Next picture shows that youth dependency are hifgitezonstant variant, and macroregion
4 is a possessor of the highest youth dependencgdostant and principal variants. Old
dependency is higher for principal variant, andniacroregion 1 and macroregion 3 old
dependency prevails over youth dependency. Tofm#ency is lower in principal variant.

According to Fig. 65 and Fig. 66 mean and mediaasagf final population are higher than
mean and median ages of starting population. Magion 1 has the highest mean and median
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ages in starting population, the highest medianfageonstant variant. The highest median
for principal variant belongs to macroregio

Fig. 62 - Populdion by macroregions, constant variant, 01.01.2!
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Fig. 64 —Youth dependency, old dependency, andl tdégpendency by macroregions, constant and
principal variants, 01.01.2059
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Fig. 65 — Mean age by macroregions, constant anéhpipal variants, 2004 and 2059 years
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8.8 Passive - dominant consistency relations

For constant and principal variants the same seas$ive and dominant consistency relations
are implemented on births and deaths. Assuming ititatregional migration data always
contain some inaccuracy, as well complex way oividey and inferring final interregional rates
which included rounding error of small numbers,jected numbers of births and deaths for the
country as a whole are chosen as dominant constnaimch estimate future numbers of birth
and death events ignoring effect of interregionajration as well as regional inequality of
demographic components. Imposed consistency retatioply that sum of projected number of
births for four macroregions have to be equal tojgmted number of births for country as a
whole, while sum of the projected total number @4iths in four macroregions is restricted to be
equal to the country level of number of deaths.

Tab. 13 and Tab. 14 show initial and adjusted bighd deaths in four macroregions for
females and males of constant variant along 1Xeption intervals. Tab. 15 and Tab. 16 present
projected births and deaths events before and sfiting consistency for principal variant.
Imposing passive-dominant consistency relations nethat linear combination of passive
events after adjustment should be equal dominaahtey when dominant events are left
unchanged. For example, in Tab. 13 during inte?@14-2009 initial number of deaths in four
macroregions are 36056, 59755, 114365 and 124Z@€), adjustment they are changed to
35986, 59639, 114141 and 123958, and sum of adjnstaebers gives dominant event, 333723
deaths in country population projections. Summagzadjustments made due consistency
bounds it is clear that along the time births afrfmacroregions after adjustment are decreased,
while deaths events are increased to meet consystemstraints.

8.8.1 Results of imposing consistency constraints

Imposed consistency restraints on flow data infbeein result stock data. How constrained and
unconstrained projections for four macroregionsafstant variant relate to each other along 11
projections intervals is shown in Fig. 67. Uncoaisted projections predict higher estimation of
expected populations, whereas constrained on anbsdeaths projections show slightly lower
results. Nevertheless, the impact of imposing caimgs on births and death is insignificant in
comparison with the size of the populations, sopttgected populations mostly coincide over
most of the period 2004-2059.

The fact, that principal variant gives smaller pagion projections than constant not only
for last interval, but for the whole period is depd in Fig. 68.

The third macroregion started as the second laygéhd size of population, in the final
population has become the smallest by the sizeopfilption. These results are shown by both
variants, which means that observed migration owtl will reduce population size of this
macroregion even if fertility will remain at thevid of the year 2008.

The first macroregion started as the smallest etbéginning will grow almost linearly in
constant variant and slightly modest in principatiant. In final population this macroregion
has won bronze medal by the size due to migratithows.
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At the start of projection the third macroregionswsecond small by the size of the
population and gradually this macroregions has grand has become the silver prize winner.
But for this macroregion there are bigger diffeenbetween constant and principal variants,
which means growth of population is conditioneddogitive net migration and high fertility.

The fourth macroregion, the largest at the begmaiccording to the size of population, will
remain the largest in the final population. Thestant variant has demonstrated comparatively
slow growth of population. But the principal variareveals decline of population, in other
words, even if net migration will remain at the déwf the year 2008 and mortality will
decrease, changes in fertility will cause declihpapulation in this macroregion.

Fig. 69 and Fig. 70 shows age pyramids of four m&gjions after imposing constraints on
births and deaths. All age pyramids for constaniawhin Fig 69 have wide bottom bands. This
variant overestimates expected growth of populafionmacroregions, namely increasing
proportions of younger generations, since it isshasn demographic rates computed using data
before economic crisis with flourishing and stimathfertility and decreasing mortality.

In case of principal variant, the shapes of pyranafifinal population depicted in Fig. 70
reveal signs of ageing population with impact ofréasing mortality and falling fertility, and
show that big generations born during period ofeasing fertility approach their preretirement
age 50-54.

The last two pictures Fig. 71 and Fig. 72 preseffer@nces between constrained and
unconstrained populations for constant and pridcigariants separately at the end of
projections. Four macroregions in both picturesnimausly demonstrate higher results for
population projections without consistency relasiorPopulation estimations for principal
variants are lower in comparison with constantasati

In summary, both variants suggest constant leveitefregional migration and external net
migration, since it is very difficult to predict tiure flows, directions, preferences, intensity,
duration, age profile and gender differences ofireitmigration development. Demographic
components like fertility, mortality and migrati@ffect future population development, and at
the same time depend on many factors. Implicat@ngopulation projections for sustainable
regional population policy can be seen in dimimghpressure of pushing factors of internal
migration, improving living conditions of people remote settlements, supporting single and
working mothers, improving quality of health cagestem, building educational facilities and
supporting elderly population.
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Fig. 67 - Projected populations by macroregions hviand without imposed consistency,

constant variant, 2004-2059
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Fig. 69 - Age pyramid of final population by macregions, constant variant with imposed

constraints, 01.01.2059
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Fig. 70 - Age pyramid of final population by macregions, principal variant with imposed

constraints, 01.01.2059
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Fig. 71 - Final population by macroregions beforend after consistency, constant variant,
01.01.2059
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Fig. 72 - Final population by macroregions beforend after consistency, principal variant,
01.01.2059
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Tab. 13 - Regional births and deaths for all projed periods before and after imposing consistenmynstant variant, females

Before consistency After consistency
macro macro macro macro Kz macro macro macro macro
region 1 | region2 | region 3 | region 4 region 1 region 2 | region 3 | region 4
2004-2008 Deaths 36,056 59,755 114,365 124,200 333,723 35,986 59,639 114,141 123,958
Births 95,543 166,143 195,714 286,243 744,338 25,63 166,298 195,898 286,51(
2009-2013 Deaths 42,762 67,085 122,078 136,565 368,846 42,804 67,149 122,196 136,697
Births 108,810 183,872 196,67( 303,439 792,459 7888, | 183,797 196,590 303,316
2014-2018 Deaths 49,494 74,175 127,578 147,328 400,122 49,686 74,463 128,073 147,900
Births 113,002 187,204 183,993 298,586 781,264 B, 186,840 183,635 298,006
2019-2023 Deaths 56,298 81,189 130,468 156,046 427,228 56,726 81,807 131,460 157,234
Births 112,389 180,825 165,069 280,844 736,4p1 9BD1, 180,171 164,471 279,827
2024-2028 Deaths 65,108 90,099 135,088 166,593 461,989 65,836 91,106 136,592 168,455
Births 120,076 182,940 156,193 278,761 734,8p5 5610, 182,168 155,533 277,584
2029-2033 Deaths 75,350 100,333 140,014 177,790 500,954 06,49 101,851 142,132 180,48(
Births 136,241 197,436 158,157 295,594 784,763 7BRb, 196,768 157,621 294,593
2034-2038 Deaths 87,361 111,972 145,811 190,711 545,166 88,8y 113,918 148,345 194,025
Births 153,262 214,344 160,572 312,533 837,9p9 7TH2, | 213,630 160,036 311,491
2039-2043 Deaths 99,736 122,665 149,42P 201,489 584,281 481, 125,010 152,286 205,341
Births 164,674 225,816 158,383 318,958 864,614 QBsY, | 224,979 157,796 317,775
2044-2048 Deaths 111,790 131,464 149,938 209,198 616,083  3304,| 134,456 153,345 213,952
Births 170,249 230,245 151,819 316,428 864,906 40560, 229,228 151,149 315,032
2049-2053 Deaths 123,605 138,567 148,129 214,317 641,040 8886, | 142,206 152,025 219,954
Births 175,521 234,313 146,172 316,020 867,7D4 6ba4, 233,152 145,448 314,453
2054-2058 Deaths 135,161 145,019 145,129 218,197 662,064 0889,| 149,202 149,314 224,490
Births 184,851 243,169 144,40( 323,363 891,162 8083, 241,914 143,655 321,69%
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Tab. 14 - Regional births and deaths for all projed periods before and after imposing consisteregnstant variant, males

Before consistency After consistency
macro macro macro macro Kz macro macro macro macro
region 1 region 2 | region 3 | region 4 region 1 region 2 | region 3 | region 4
2004-2008 Deaths 38,156 67,520 150,518 186,329 437,173 37,746 66,795 148,903 184,329
Births 102,009 176,259 205,951 303,003 787,950 1R, 176,422 206,144 303,282
2009-2013 Deaths 46,790 78,572 156,126 197,017 476,982 46,641 78,322 155,629 196,390
Births 116,175 195,210 206,954 321,106 838,872 0BBs, 195,077 206,813 320,887
2014-2018 Deaths 55,696 89,823 159,99y 206,114 513,771 55,929 90,199 160,667 206,976
Births 120,679 198,601 193,814 315,710 826,863 38, 198,135 193,362 314,970
2019-2023 Deaths 64,578 100,582 162,057 212,425 546,034 85,34 101,774 163,976 214,941
Births 120,078 191,530 173,929 297,046 779,371 5BBD, 190,744 173,215 295,827
2024-2028 Deaths 74,532 112,515 165,278 220,035 583,917 85,98 114,709 168,496 224,326
Births 128,323 193,823 164,367 295,151 777,830 6837, 192,873 163,561 293,704
2029-2033 Deaths 84,712 124,112 166,498 226,449 617,266 86,80 127,308 170,785 232,28(
Births 145,542 209,513 166,328 313,015 830,8P8 s, 208,617 165,616 311,676
2034-2038 Deaths 95,502 136,118 167,34P 233,290 652,201 98,51 140,411 172,627 240,644
Births 163,648 227,538 169,024 330,671 887,01 aBs?, 226,552 168,293 329,237
2039-2043 Deaths 105,749 147,248 166,173 238,014 681,246 6209, | 152,640 172,257 246,729
Births 175,813 239,539 166,802 337,386 915,142 arA, 238,393 166,004 335,778
2044-2048 Deaths 115,330 157,228 164,015 241,139 706,152 17Q0,| 163,826 170,898 251,258
Births 181,831 244,121 159,867 334,779 915,4p9 8180, 242,750 158,969 332,899
2049-2053 Deaths 124,602 166,745 161,853 244,371 730,093 41B80,| 174,519 169,399 255,764
Births 187,503 248,416 153,874 334,447 918,431 386, 246,855 152,907 332,34%
2054-2058 Deaths 133,400 174,951 158,593 246,422 749,143 0940, | 183,726 166,547 258,781
Births 197,453 257,905 151,978 342,257 943,337 16526, 256,206 150,977 340,002
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Tab. 15 - Regional births and deaths for all projed periods before and after imposing consisterfmyncipal variant, females

Before consistency After consistency
macro macro macro macro Kz macro macro macro macro
region 1 region 2 | region 3 | region 4 region 1 | region?2 | region 3 | region 4
2004-2008 Deaths 36,056 59,755 114,36 124,200 333,723 35,986 59,639 114,141 123,958
Births 95,543 166,143 195,714 286,243 744,388 25,68 166,298 195,898 286,51(
2009-2013 Deaths 42,027 65,937 120,014 134,236 362,549 42,066 65,998 120,125 134,360
Births 109,505 185,050 197,93 305,383 797,545 4819, | 184,975 197,850 305,259
2014-2018 Deaths 47,921 71,814 123,720 142,706 387,599 48,099 72,081 124,181 143,238
Births 109,002 180,591 177,493 288,038 753,667  7H18,| 180,240 177,148 287,478
2019-2023 Deaths 53,830 77,617 125,22p 149,408 409,058 54,225 78,187 126,141 150,505
Births 103,721 166,905 152,36( 259,221 679,787 34@3, 166,300 151,809 258,282
2024-2028 Deaths 61,539 85,141 128,508 157,896 437,712 62,196 86,050 129,882 159,583
Births 105,824 161,264 137,688 245,724 647,753 315, 160,583 137,106 244,687
2029-2033 Deaths 70,445 93,798 132,16} 166,949 470,111 71,471 95,164 134,093 169,382
Births 114,438 165,878 132,894 248,402 659,376 0B14, 165,318 132,445 247,562
2034-2038 Deaths 80,884 103,731 136,766 177,682 507,290 62,22 105,451 139,034 180,579
Births 121,391 169,864 127,198 247,608 663,84 9020, | 169,306 126,780 246,79%
2039-2043 Deaths 91,737 113,003 139,864 186,751 540,173 93,36 115,006 142,343 190,061
Births 121,208 166,333 116,354 234,336 635,83 78D, | 165,718 115,925 233,470
2044-2048 Deaths 102,348 120,735 140,510 193,423 568,657 4804, 123,259 143,446 197,465
Births 114,733 155,575 101,967 212,561 582,2p1 2004, 154,880 101,511 211,611
2049-2053 Deaths 112,683 126,769 138,816 197,515 589,740 4145, 129,842 142,181 202,308
Births 113,419 152,307 94,021 203,556 560,4{5 BI2,§ 151,526 93,539 202,517
2054-2058 Deaths 122,592 131,827 135,592 199,908 605,808 8925,| 135,374 139,245 205,294
Births 113,622 150,934 88,246 198,294 548,094 3, 150,112 87,765 197,214
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Tab. 16 - Regional births and deaths for all projed periods before and after imposing consistermmyncipal variant, males

Before consistency After consistency
macro macro macro macro Kz macro macro macro macro
region 1 region 2 | region 3 | region 4 region 1 region 2 | region 3 | region 4
2004-2008 Deaths 38,1564 67,520 150,518 186,329 437,773 37,746 66,795 148,902 184,329
Births 102,009 176,259 205,951 303,003 787,950 1R, 176,422 206,144 303,282
2009-2013 Deaths 45,934 77,15 153,397 193,379 468,536 45,785 76,902 152,899 192,950
Births 116,917 196,461 208,28 323,163 844,245 8BI6, 196,327 208,138 322,943
2014-2018 Deaths 53,657 86,743 154,825 199,125 496,550 53,896 87,129 155,514 200,011
Births 116,408 191,585 186,969 304,557 797,644 1BB5, 191,136 186,531 303,843
2019-2023 Deaths 61,201 95,738 154,888 202,329 520,598 61,968 96,937 156,829 204,864
Births 110,818 176,785 160,539 274,175 719,3h1 361D, 176,059 159,880 273,050
2024-2028 Deaths 69,615 105,768 156,408 207,070 550,028 81,05 107,960 159,650 211,361
Births 113,092 170,857 144,893 260,173 685,636 5BI2, 170,019 144,183 258,897
2029-2033 Deaths 78,061 115,367 156,282 210,741 575/983 B0,22 118,564 160,613 216,581
Births 122,250 176,028 139,758 263,036 698,0[/6 J4% 1 175,275 139,161 261,912
2034-2038 Deaths 86,911 125,254 156,006 214,833 603,059 89,90 129,563 161,372 222,223
Births 129,616 180,324 133,903 261,951 702,771 0BA9, 179,551 133,329 260,829
2039-2043 Deaths 95,148§ 134,284 153,968 216,921 624,677 99,00 139,732 160,215 225,727
Births 129,410 176,416 122,568 247,821 672,997 7028, 175,577 121,985 246,642
2044-2048 Deaths 102,643 142,121 151,050 217,363 642248 5097, 148,859 158,211 227,669
Births 122,549 164,900 107,39¢ 224,844 616,184 8BAL, 163,967 106,788 223,572
2049-2053 Deaths 109,78¢ 149,367 148,182 217,902 658|684 6715, 157,369 156,068 229,576
Births 121,183 161,415 98,994 215,385 593,180 0,4 160,375 98,356 213,997
2054-2058 Deaths 116,197 155,081 144,043 216,780 669|325 04@3,| 164,214 152,525 229,546
Births 121,394 160,017 92,898 209,833 580,184 BA0,5| 158,919 92,261 208,393
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Conclusion

This dissertation presents estimation of futureuteipn development in regions of Kazakhstan
by analyzing previous regional dynamical evolvemehtpopulation and its demographic
components. Despite some spatial differentiatiendglare some features and trends common for
all regions. Like any other country of post sove@titory Kazakhstan is recovering after loss of
population due to collapse of USSR, and demogramlimponents have experienced
fluctuations during past development. Mortality snmcreasing and it is decreasing now,
fertility fell and raised and again according te tast data is slightly decreasing. Interregional
migration flows have affected concentration andtriigtion inhabitants within country,
whereas external migration flows are characteribgdpast exodus of emigrants and by
implementation of ethnic migration policy program.

Both practical implementations of population prtijges for Kazakhstan are based on
subjective judgment, nevertheless, chapter 2 desgcridiversity of methods and recent
achievements in prediction of demographic companed well as population including
stochastic population forecast. Population projectifor 16 administrative regions and
population projection for four macroregions applultinegional approach. At the same time
chapter 3 describes variety other models for regjipopulation projections. Methods described
in chapter 6 for inferring interregional migratiiows in general way can be used for updating
interregional migration data between censuses. t€h#&palso describes consistency relations
between regional and national levels of populagimjections, and chapter 8 presents results of
implementing consistency constraints on birth agalld events.

The first example of population projection for l@nd@nistrative regions with 20 years
prediction horizon shows example of benefits of dgraphic bonus of recovering fertility.

At the same time projections for four macroregifmsperiod 2004-2059 show what will
happen when population of people born during pesia@covering fertility will be approaching
retirement age. These generations are comparativeherous, and old dependency will prevail
over youth dependency in some regions.

Anticipation of population ageing allows to idegtémerging problem than to simply deny
it and be unprepared. Problem of population ageiages many questions. What are
demographic imperatives of increasing proportiofiselders and decreasing proportion of
children? Demographic and epidemiological transitwill increase life expectancy at birth,
what will be disability free life expectancy? Ddemean living longer, but better? What will be
income of elderly population? How elderly populatiwill sustain physical and mental health?
How to provide long term care for people with chicodiseases, necessary drugs, surgical and
technical procedures to treat age-related illn&ssesl how elder women will survive? How to
reduce poverty and poor health of widows? How foddler persons being left isolated in rural
areas will have access to medical care?

Across the world developed countries are implemgntictive ageing policy, there are
changes in governmental expectations and respbtisgyiwhen states make efforts to reduce
welfare expenditures by shifting them from public grivate spendings. Other steps include
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increase of retirement age, sharing cost by thte,stae employer and the employee, part-time
work after official retirement. What lessons wik loeplicated in Kazakhstan? What solutions
will be found on national and regional levels?
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