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Abstract

This thesis examines whether currency exchange rate changes play any role in determi-

nation of stock market volatility in the EU’s New Member states. Using the daily data of

six Central and Eastern European countries, we run a GARCH model including the ex-

change rate variable into the volatility equation. Using a TARCH model we also examine

whether the magnitude of stock market volatility depends on the direction of last inno-

vation. The results suggest that an exchange rate depreciation will boost stock market

volatility in Czech Republic, Hungary and Poland, whereas the same applies for currency

appreciation in Romania. The various results for various countries are in line with the

previous research.
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Abstrakt

Tato práce zkoumá, zda změny ve směnném kurzu hraj́ı roli v určeńı volatility akciového

trhu v nově členských státech EU. S použit́ım denńıch dat z šesti zemı́ středńı a východńı

Evropy zkoumáme GARCH model, do kterého přidáváme změnu směnného kurzu jako

vysvětluj́ıćı proměnnou do rovnice volatility. Použit́ım TARCH modelu také zkoumáme,

zda volatilita akciového trhu záviśı na znaménku jeho posledńı změny. Výsledky ukazuj́ı,

že oslabeńı směnného kurzu posiluje volatilitu akciového trhu v České republice, Mad’arsku

a Polsku, zat́ımco v Rumunsku dojde ke stejnému výsledku po pośıleńı směnného kurzu.

Odlǐsnost výsledk̊u pro r̊uzné země je v souladu s výsledky předchoźıch výzkumů.
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Akademický rok: 2009/2010

Klasifikace JEL: C22, G15 , F31
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Chapter 1

Introduction

After the crash of Bretton Woods fixed exchange rate system in the early 1970s, volatil-

ity of exchange rates has significantly increased. Moreover, volatility of stock returns was

found to increase as well (Bartov et al., 1996). Whereas the former outcome is not sur-

prising at all, as the volatility of fixed exchange rates is held minimal by principle, the

second phenomenon raised the question whether or not the exchange rate regime shift

represented the starting mechanism for the increase.

The theoretical and empirical research has not stayed with the previous question.

Firstly, economists tried to find the relationship between the levels of exchange rate

changes and stock returns. In the recent years, they also shifted their attention to the

relationship between the second moments of these variables.

This thesis tries to find the impact that exchange rate changes have had on the stock

market volatility in the New Member states of the European Union. The so called New

Member states are the ones that joined the European Union in April 2004 and January

2007. Those countries are (in alphabetical order) Bulgaria, Czech Republic, Estonia,

Hungary, Latvia, Lithuania, Poland, Romania, Slovakia and Slovenia.

The period of our interest lies between the years 1999 and 2009. The beginning of

the period was chosen because of the introduction of Euro with the beginning of 1999.

The end of the period was limited due to a time needed to perform the analysis.

Unfortunately, because it is hardly possible to study impacts of change of a variable

that does not change, we had to cross out the currencies that were fixed during our period

10



CHAPTER 1. INTRODUCTION 11

of interest. Therefore we had to abandon the analysis of Bulgaria, Estonia, Latvia and

Lithuania. As we need to analyze floating currencies, we also had to shorten the time

span of Slovakia and Slovenia. More information is provided in section 4.1.

Unfortunately we were not able to find any relevant empirical research that would

examine either level or volatility relations between exchange rates and stock indices in any

country of our attention. Therefore we expect to find whether (and how) the exchange

rate changes influence the stock market volatility in our countries.

The rest of this thesis is organized as follows. Chapter two presents a brief overview of

empirical research done so far, for both direct relations and volatility spillovers. Chapter

three presents an overview of the most important terms and methods of time series

econometrics and explains our econometric techniques. Chapter four describes the data

and tests their properties. Chapter five presents three different ARCH class models, their

results and interpretations. Chapter six concludes and offers ideas for future research.



Chapter 2

Literature overview

Although economists have been trying to find solutions to the relationship between ex-

change rates and stock market since the 1970s, they have not generally been able to find a

conclusive evidence until the 1990s (Ajayi & Mougoue, 1996, p.194). This section reviews

empirical research of the exchange rate and stock price interactions in various countries

and various time spans. The studies reviewed here use various econometric techniques.

Some of them found a significant economic relationship and some of them did not.

Various papers also differ in the purpose to find either a short or long term relationship

between the two variables. Because it is appropriate from the time series techniques point

of view, we will mainly concentrate on the short term relations.

2.1 Direct relationship

The first notable study is the one of Ma & Kao (1990). The authors find that stock markets

react to the exchange rate changes based on whether the economy is import or export

dominant. For the import dominant countries they suggest that currency appreciation

will boost the stock market. On the other hand, the exporters of the export dominant

economy will lose their competitive power in the event of currency appreciation, which

will lead to the stock market fall. Even though this result is interesting, we, however, can

not rely on it as the authors used monthly data. They also used a two stage regression,

12



CHAPTER 2. LITERATURE OVERVIEW 13

which is not an appropriate method when the data are not normal.

Dimitrova (2005) uses the 2 Stage Least Squares regression to examine the relation-

ship of US stock market and US-UK exchange rate. She comes to a conclusion that the

relationship between stock prices and exchange rate is ambiguous, suggesting a posi-

tive correlation when stock prices are the first to move and a negative one in the other

direction. However, only few coefficients of her model are statistically significant.

Ajayi & Mougoue (1996) find the same result as Ma & Kao (1990) using an Error

Correction Model, supporting the argument that currency depreciation leads to a decrease

in the stock market. However, there is a difference between the two articles, as Ajayi and

Mougoué do not restrict their findings to import dominant economies. Moreover, they

also find a significant negative relationship between the exchange rate and stock market

for the short-run effect.

On the other hand, the research of Nieh & Lee (2001) contradicts most of the previous

studies, suggesting that no long-run relationship exists between the exchange rates and

stock markets for all G-7 countries. They do, however, find a significant one day effect for

three out of the seven countries. According to their results the local currency depreciation

will stimulate the stock market in Canada and United Kingdom, whereas it will drag down

the market in Germany.

Similarly, Alaganar & Bhar (2007) use a GARCH-M model to examine a short-term

influence of exchange rates on WEBS stock indices in sixteen developed countries. They

find a significant relationship for eight of their countries. Their results are compatible with

the results of Nieh & Lee (2001) in case of Canada, France, Italy and United Kingdom,

whereas they contradict the results for Germany and Japan. However, it is possible that

the stock market properties have changed as Nieh & Lee (2001) focus on the period of

October 1993 until February 1996 and Alaganar & Bhar (2007) examine the time span

of March 1996 to December 2000.

The previous studies concentrated on highly developed countries with a long history

of its stock markets. However, as the history of stock exchanges in the new member states

does not go any deeper than twenty years, there is a question if these stock markets can

be considered developed. The liquidity of our markets is undoubtedly lower than the
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liquidity of the markets observed in the studies above.

On the other hand, the excess returns of individual stocks are usually not as high

as in case of the so called emerging markets. That is why it is hard to decide whether

the new member states’ stock markets should be considered emerging or not. The next

paragraphs review the studies observing relationship between exchange rates and stock

market in emerging economies.

There is a decent number of studies particularly concentrating on the East Asian

region in the late 1990s. After the 1997 crisis, the currencies and stock markets depreciated

rapidly throughout the region. Numerous studies have been taken to find out which

was the leading variable of the downturn. However, the results of these studies is quite

inconclusive, suggesting very different results for various countries.

For example, Granger et al. (2000) examine the relations of echange rates and stock

market for nine East Asian countries. They find a significant relationship from the ex-

change rate to stock market only in the case of South Korea. In cases of Hong Kong and

Phillipines they find a relationship of the other direction and for Malaysia, Singapore,

Thailand and Taiwan they find a significant bidirectional relationship where, however, it

is not possible to identify which variable is the leading one. On the other hand, Abdalla

& Murinde (1997) study the exchange rate and stock price interactions for the Asian

countries prior to the crisis ( specifically from January 1985 to July 1994) and examine

the unidirectional causality from exchange rates to stock market.

Aydemir & Demirhan (2009) find a negative causal relationship from exchange rate

to five different stock indices in Turkey. On the other hand, Kasman (2003) finds the

existence of this relationship only in case of the industry sector index.

Despite extensive research conducted, there is still no up-to-date consensus among

economists about the relationship of exchange rates and stock markets. The following

paragraph taken from Aydemir & Demirhan (2009) provides a nice summary of the

situation:

Economists have tried to explain exchange rates-stock price nexus for a long

time. There have been many empirical and theoretical studies to define the

direction of causality between these two financial variables. However, the di-
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rection of causality still remains unresolved in both theory and empirics. While

some empirical studies find some relations and causality, other studies show no

causality between these two variables. Moreover, direction of causality changes

from one economy to another. Also, the empirical studies for a specific econ-

omy may show different results for this relation. The reason for these differ-

ences can be explained by time period used for data, econometric models used

and economic policies of countries.

2.2 Volatility spillovers

Because of the presence of contradicting results in empirical literature we will try to

examine the relationship between exchange rates and stock market from another point

of view. Specifically we will try to find out whether a change in exchange rate level has

any implications into the stock market volatility.

Bartov et al. (1996) find out that the increased volatility of stock returns for US

multinational companies was caused by the increase of dollar exchange rate variability

after the collapse of Bretton Woods system. Even though they aim their research into in-

dividual companies, they also find a significant relationship for equally weighted portfolios

of their sample firms.

De Santis & Gérard (1998) use monthly data for the period from 1973 to 1993 to

examine potential existence of currency risk premia in stock market returns for USA,

Germany, United Kingdom and Japan. They run a multivariate GARCH model and find

out that the currency risk premiums are present in the data, however, they notably vary

accross time and countries. On the other hand, they find a significant negative currency

risk premia for the period between January 1980 and December 1985, whereas a positive

risk premium is found in the period of January 1989 to December 1994.

Alaganar & Bhar (2007) run a GARCH-M model to search for possible influence of

exchange rate’s conditional volatility on the WEBS stock indices’ volatility. They find

presence of significant positive spillover in eight of sixteen researched countries.
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To the contrary, Kanas (2000) examines the volatility spillovers between exchange

rate changes and stock returns in the same countries as De Santis & Gérard (1998)

plus France and Canada, in the period from January 1986 until February 1998. He uses

a multivariate EGARCH model and finds out that there are no significant volatility

spillovers from exchange rates to stock indices.

On the other hand, Choi et al. (2007) use the very similar EGARCH model to find

significant spillovers from exchange rates to stock market in the case of New Zealand

both before and after the 1997 crisis.

Kyung-Chun (2008) finds out that the local equity market volatility was significantly

increased by the exchange rate fluctuations in eight East Asian countries in the period

from July 1994 until August 2001. This relationship was especially strengthened during

the Asian financial crisis. He also finds out that the relationship between exchange rates

and stock indices is stronger in case of Asian variables compared to the case of US.



Chapter 3

Time series econometrics

The main characteristics of a time series data is that the values of observations in period t

are directly or indirectly related to values at previous periods. This chapter seeks to show

the specifics of time series econometric analysis used in this thesis. We will start with

explanation of the basic terms and we will go through the theory needed to understand

the concept of the model used to fit the data. The main background for this chapter are

Verbeek (2008), Tsay (2002), Hamilton (1994) and Brooks (2008).

3.1 Basic terms

Consider a time series {yt}. Generally we distinguish two classes of time series processes,

deterministic and stochastic. A deterministic process yt follows a path

yt+1 = F (t)

where F (t) is a function of time which does not contain a random process. Therefore no

random effects are present in a deterministic time series. However, because the vast ma-

jority of empirical variables can be described as stochastic processes we will not consider

deterministic approach in the rest of this thesis.

A stochastic process means that individual observations are picked from a probability
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CHAPTER 3. TIME SERIES ECONOMETRICS 18

distribution and are therefore random variables. The basic and simplest stochastic process

is the white noise.

Definition 3.1 (White noise): A stochastic process εt is called a white noise process

if the following conditions are satisfied:

E (εt) = 0

E (ε2t ) = σ2

E (εtεu) = 0, t 6= u

(3.1)

I

The white noise process is the most important building block of all series described in

this thesis. Another important example of a simple stochastic process is a random walk

process following the equation

yt+1 = yt + εt (3.2)

where εt is a white noise process.

3.1.1 Stationarity

One of the most important characteristics while analyzing time series data is stationarity.

By examining a relationship between two nonstationary variables, there is a danger one

would examine a significant statistical relationship while there in fact is no real depen-

dence between the variables. This result is reffered to as a spurious regression and its

danger has been introduced by Granger & Newbold (1974).

Definition 3.2 (Stationarity): A series {yt} is stationary if

E (yt) = µ

E (yt − µ) (yt−l − µ) = γl
(3.3)

I

Variable γl from the previous definition is the covariance of a variable in time t and its

own value in time t− l. It is called the l-th lag autocovariance and has a crucial position

in the autocorrelation function defined below.
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To be in consensus with the usual theorethical literature, it is important to remark

that this definition of stationarity is usually called weak stationarity. There also is a

concept of strong stationarity which marks that the joint distribution of {yt} is exactly

the same as the joint distribution of {yt+s} for all s.1 However, there is no empirical

concept how to test for the presence of strong stationarity, so we use the general term

stationarity for the concept of weak stationarity.

Many empirical time series do not fall into the category of stationarity. This can be

very often corrected by differencing them. A series marked as I(n) where n is a positive

integer is said to be intergrated of order n, meaning the series has to be differenced n

times to become stationary. Therefore an I(0) series is stationary. An I(1) is said to

contain one unit root2.

There are several different ways how to test for the presence of stationarity or unit

root in the data. For a comprehensive review of these tests, see section 8.4 of Verbeek

(2008). The most widespread test of these is the Augmented Dickey-Fuller (ADF) test

developed by Dickey and Fuller. This test performs the null hypothesis of one unit root

against an alternative of stationarity. However, there is a need to select the appropriate

lag length. In order to avoid this lag selection procedure we have decided to use the

Phillips-Perron test instead. This test uses the Newey-West standard errors to account

for the potential autocorrelation pattern in the errors (Verbeek, 2008). To confirm our

findings from the other side of view we also run the KPSS test with 15 lags which tests

the null hypothesis of stationarity against the alternative of unit root.

3.1.2 Autocorrelation

Let us now remind a general correlation coefficient ρ which is defined as

ρ (X, Y ) =
cov (X, Y )

var(X) · var(Y )
(3.4)

1In other words, the distribution of {yt} is invariant to any time shift
2The explanation of a unit root is provided below
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The autocorrelation coefficient follows the same principle, where it observes the correla-

tion of the the series with itself shifted in time.

Definition 3.3 (Autocorrelation): The coefficient

ρl =
cov (yt, yt−l)

var (yt)
=
γl
γ0

(3.5)

is called the l-th lag autocorrelation coefficient of {yt}. I

The sequence ρ0, ρ1, ρ2, ... is called the autocorrelation function (ACF). Because we

can see that ρ0 = 1 for all series directly from the definition 3.3, we will be interested

in the ACF starting from the first lag. As we will see below, ACF can be very valuable

while finding the right type of model used to describe the data.

3.2 ARMA models

There are two basic interpretations of how to describe a time series process: Autore-

gressive and moving average principle. Firstly we describe the autoregressive series and

its conditions, then we show the moving average series and its conditions and then we

combine the two together.

3.2.1 Autoregressive processes

The idea of autoregressive process states that the value of the series directly comes from

its value in previous periods. Let us first consider the first-order process, AR(1). It follows

the equation

yt = φ0 + φ1yt−1 + εt (3.6)

where φ0 is a constant, φ1 is a coefficient of any value and εt is a white noise process.

The autocorrelation function of the AR(1) process takes the form ρl = φl
1 (Tsay, 2002).
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Therefore, it directly follows that in case that |φ1| ≥ 1 the ACF grows to infinity, which

results to the nonstationarity of {yt}. On the other hand, if |φ1| < 1, it can be shown

that {yt} is weakly stationary (Hamilton, 1994). The ACF is still represented by ρl = φl
1,

so its graph exponentially decays to zero.

Let us now recall the random walk process described by the equation 3.2. It is a

special case of the AR(1) where φ0 = 0 and φ1 = 1. If we allow φ0 to take any value, the

process can be transformed to the form

∆yt+1 = φ0 + εt (3.7)

where ∆ marks first-difference operator. The coefficient φ∗
1 of the new series {∆yt}

equals zero so the new series is stationary. This confirms that in case that a series follows

the random walk, it can be transformed to a stationary one by taking its first difference.

Generally, an autoregressive process of order p, AR(p), is represented by an equation

yt = φ0 +

p∑
i=1

φiyt−i + εt (3.8)

where φ0 is a constant, φi are coefficients of any value and εt is a white noise process.

In order to observe the properties of this process, we need to solve the characteristic

equation which takes the form

xp − φ1x
(p−1) − φ2x

(p−2) − . . .− φp = 0 (3.9)

The solutions of the characteristic equation are called characteristic roots. The series

is stationary if and only if
p∏

i=1

φi < 1 (Tsay, 2002).

3.2.2 Moving average processes

The idea of the moving average approach is that instead of the values from the previous

periods, the series is dependent on the errors in the previous periods. Thus, a general
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moving average process of order q is described as

yt = θ0 +

q∑
i=1

θiεt−i + εt (3.10)

where θis are coefficients of any value and εt is white noise. Thus, the MA series

consists only of fixed coefficients and white noises. From the definition of white noise

we can see that its mean is zero and all covariances are finite. As a result the MA(q)

process will always be stationary. Important characteristics of the MA(q) process is its

ACF function since the ρl = 0 for all l > q. Therefore it is easy to obtain an order of MA

process from the sample ACF function while fitting the model.

3.2.3 ARMA processes

The autoregressive moving average models combine properties of AR and MA models.

This combination can be useful because it allows to describe the data while keeping

quite a low amount of parameters. ARMA models have been found to provide very good

alternative to OLS in case of time series analysis. Moreover, Tsay (2002, p.93) shows that

a GARCH model described below can be seen as a nonstandard ARMA model.

Generally, an ARMA(p,q) model is described by equation

yt = c0 +

p∑
i=1

φiyt−i +

q∑
j=1

θjεt−j + εt (3.11)

where c0, φi and θj are coefficients of any value. Because, as seen above, the MA

processes are always stationary, the stationarity of the ARMA model is dependent on its

AR part. Therefore we need to observe the same characteristic equation as in AR model:

xp − φ1x
(p−1) − φ2x

(p−2) − . . .− φp = 0 (3.12)

Again, if the product of all characteristic roots is less than one, the ARMA(p,q) series

is stationary.
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3.2.4 ARIMA

To ensure consensus with usual time series literature we need to describe also the Au-

toregressive Integrated Moving Average models. A process {yt} follows an ARIMA(p,d,q)

specification in the case that it is

1. an I(d) process, and

2. a process {zt}, zt = ∆dyt follows an ARMA(p,q) process

ARIMA principle is simply a generalization of ARMA process. In case some empirical

variable follows ARIMA process, it is differenced into an ARMA one and the rest of the

analysis is made. Therefore the necessary conditions are exactly the same as for ARMA

models.

3.3 Conditional heteroskedasticity

When researchers started to estimate the variance of processes, they had no dynamic

framework how to model it. One of the issues was that as there usually is only one obser-

vation a day available, the volatility of e.g. a stock is not directly observable (Tsay, 2002,

p.80). The usual consensus on how to avoid this complication was to use the historical

volatility approach, where volatility is calculated as the sample standard deviation in

selected period (Engle, 2003).

However, these estimates were shown to vary with different periods and different time

lenghts. Furthermore, it has been shown that volatility tends to cluster together, meaning

that the observations with low and high changes tend to stick together in time. The

conditional heteroscedasticity models allow forecasts of variance to dynamically change

over time and are therefore extremely valuable while modelling volatility of the data.

Before we start to describe ARCH class models, we need to note a test for het-

eroscedasticity. This is usually done by examining the autocorrelation function of the

series and squared series. The null hypothesis of no ARCH effect would be confirmed in
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case that the ACF coefficients would be statistically insignificant. Rejecting this hypoth-

esis confirms that ARCH effects are present in the data.

The Ljung-Box test statistic is also often used to check for the presence of autore-

gressive heteroscedasticity in the data. A highly significant Ljung-Box test statistic of

squared series means that the data is not white noise. Furthermore, it can be interpreted

as a proof of volatility clustering (Scheicher, 2001, p.30).

3.3.1 ARCH models

Autoregressive Conditional Heteroskedasticity principle has been developed by Robert

Engle in 1979. In Engle (1982) he introduced a time-varying conditional variance of

the dependent variable (conditional upon the past observations) while still assuming its

constant unconditional variance. The basic idea is that the variance of the process can be

modelled by taking a weighted average of its past squared residuals (Engle, 2003). The

original set of equations describing the simplest ARCH model has a form of

yt = εt
√
ht

ht = α0 + α1y
2
t−1

(3.13)

where εt is a white noise process, α0 and α1 are coefficients and ht is the conditional

variance of variable yt. This specification is called an ARCH(1) model. Engle (1982) also

shows generalized ARCH(p) model which can be formally described as

yt|Ψt−1 ∼ N (0, ht)

ht = h (yt−1, yt−2, . . . , α)
(3.14)

where Ψt−1 is the information set available at time t − 1, p is the order of ARCH

process and α is a (p+ 1) dimensional vector of parameters. Fitting the model onto a

standard OLS regression, we obtain

yt|Ψt−1 ∼ N (xtβ, ht)

ht = h (εt−1, εt−2, . . . , εt−p, α)

εt = yt − xtβ

(3.15)
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Usually the function h (εt−1, εt−2, . . . , εt−p, α) takes form of a simple linear function,

which allows us to write the ARCH(p) process by a set of equations

εt ∼ N (0, ht)

ht = α0 +
p∑

i=1

αiεt−i,
(3.16)

where α0 > 0 and αi ≥ 0 for the variance to be non-negative. To ensure station-

arity, we have to impose a restriction that
p∑

i=1

αi < 1. If this condition is satisfied, the

unconditional variance of the process takes the form

σ2 =
α0

1−
∑p

i=1 αi

. (3.17)

Although the standard OLS procedure has been used by Engle (1982) in this case,

it is not the only case where the ARCH model works. As the only restriction for the

mean equation is that it includes the residual part and a constant, we can use another

specifications to fit the data, including an ARMA model. The model then calculates

volatility forecasts for every period of the sample. Coefficients α1, α2, . . . , αp are found

using the Maximum Likelihood procedure in such a way that the forecasts are as close as

possible to the real values in the forecasted period (Engle, 2003).

To check for ARCH effects in the data we follow the Engle’s Langrange Multiplier

test first described by Engle (1982, p.1000). At first, we estimate the mean equation and

save its residuals εt. To estimate whether there is a presence of ARCH(p), we then regress

these residuals on constant and p lagged values using the standard OLS procedure:

εt = γ0 + γ1εt−1 + γ2εt−2 + . . .+ γpεt−p + ω. (3.18)

Then we take the R2 statistics of the regression and multiply it with number of ob-

servations T . The resulting test statistics TR2 follows the chi-square distribution with

p-degrees of freedom: TR2 ∼ χ2
p. The null hypothesis of the test is that there are no

ARCH effects present in the data. Rejection of H0 therefore confirms its presence.
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3.3.2 GARCH models

Engle’s ARCH model provided a huge improvement in modelling of the volatility of the

data. However, while analyzing high-frequency data, the autocorrelation of ε2t was found

to decay only slowly, entailing the need of a very long order of ARCH process (Nobel

Prize Committee, 2003).

The solution is presented by the so called Generalized Autoregressive Conditional

Heteroskedasticity, GARCH. It was developed by Tim Bollerslev, Engle’s graduate stu-

dent, in Bollerslev (1986). The main idea is that in case of need for a long order of ARCH

process, a decent number of those processes can be substituted by the volatility estima-

tion from previous periods (as those processes are represented in that equations as well).

The standard GARCH(p,q) model is presented by the set of equations

εt|Ψt−1 ∼ N (0, ht)

ht = α0 +
p∑

j=1

αjε
2
t−j +

q∑
j=1

βjht−j

(3.19)

In case that j = 0 the process becomes an ARCH(p) process. In most of the cases

it is enough to set j = 1. That is the reason why GARCH(1,1) model became the most

widespread conditionally heteroskedastic model in financial practice. It is usually suffi-

cient enough to describe the volatility of almost any return series in finance. Furthermore,

it holds for most of the types of stocks, equity indices, exchange rates or bond returns

(Engle, 2003). The volatility equation of the GARCH(1,1) model takes the form

ht = α0 + α1ε
2
t−1 + β1ht−1 (3.20)

and its coefficients can be interpreted as the following three properties of the data

(Brooks, 2008, p.392):

1. α0 represents the long run average variance of the data,

2. α1ε
2
t−1 shows the most recent squared residual, which contains the new information

obtained in the last period,

3. and β1ht−1 represents the variance forcast for the previous period.



CHAPTER 3. TIME SERIES ECONOMETRICS 27

The forecast for period t is then counted as a weighted average of the above three

variables (Engle, 2001). Similarly as in the ARCH estimation, this procedure is performed

using a Maximum Likelihood approach.

The GARCH theory is in fact generalized ARCH. In fact, Brooks (2008, p.393) shows

that the GARCH(1,1) model represents the same specification as the ARCH(∞) model.

Therefore, its necessary conditions are very similar to ARCH. Once again, to ensure

positive variance of εt, α0 > 0 and α1 ≥ 0, β1 ≥ 0. The condition α1 + β1 < 1 has to be

met for the volatility to be stationary.

3.3.3 TARCH models

The GARCH class of models described in the previous section has a theoretical limitation

as to the sensitivity to the direction of change in the last piece of data. It has been shown

that in some cases, the volatility of stock returns tends to be higher in case of a negative

change than in case of a positive one (Engle, 2001, p.166).

The first model capable to accomodate for this difference was the EGARCH model,

which is described for example in Tsay (2002). However, mainly in order of being able to

directly compare the results of various models we will not deal with EGARCH model in

this thesis.

Instead, we will use a simpler form of so called Threshold ARCH model (TARCH).

The model we use has been introduced by Glosten et al. (1993) and it is sometimes called

a GJR model. Its innovation is that it incorporates a dummy variable into the volatility

equation. When we include it into the GARCH(1,1) model, the resulting equations are

εt|Ψt−1 ∼ N (0, ht)

ht = α0 + α1ε
2
t−1 + β1ht−1 + Iεγ1ε

2
t−1,

(3.21)

where

Iε =

 1 if εt−1 > 0

0 otherwise



CHAPTER 3. TIME SERIES ECONOMETRICS 28

Similarly as in the case of GARCH(1,1) model, conditions α0 > 0, α1 + γ1 ≥ 0 and

β1 ≥ 0 have to be satisfied for the variance to be positive and the condition α1+β1+γ1 < 1

has to be met for the volatility to be stationary.



Chapter 4

Data description and tests

The existence of a dataset is absolutely crucial condition for performing empirical anal-

yses. This chapter describes the origin and statistical properties of the stock indices and

exchange rates data used in the empirical analysis. We also test for the stationarity of

the data by running two tests described in section 3.1.1. Due to the nature of the data

we examine its levels and first differences.

4.1 Exchange rates

Exchange rates against Euro were downloaded from the Eurostat database. The Euro was

chosen because of having the highest relative importance from geographical, political and

economical point of view. The vast majority of all countries’ trade flows are conducted

in Euros. Furthermore, all of the researched countries are expected to join the Eurozone

up to a sooner or later time horizon. In fact, Slovenia and Slovakia already did.

Because all of the respected currencies have a smaller unit value than Euro, we define

exchange rate as amount of local currency units per one Euro. Thus, an increase in the

nominal exchange rate represents currency depreciation and vice versa.

The purpose of our analysis is to examine the influence of the exchange rate movement

on the volatility of the stock market. It is thus crucial that the currency is allowed

to float in a free way. This requires us to narrow down the sample to countries with

29
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national currencies not using fixed exchange rates, hence the sample includes currencies

of Hungary, Czech Republic, Poland, Romania, Slovakia and Slovenia.

There are four currencies in our sample that followed a managed floating exchange

rate during the whole period.These are Czech Koruna, Polish Zloty, Hungarian Forint and

Romanian Leu. The koruna, zloty and forint are expected to join the ERM II3 mechanism

in the short to mid time horizon, however, they have not done so yet. It is interesting

to mark that Czech Republic, Poland and Hungary are the three largest countries that

joined the European Union on 1st of May 2004.

Romanian Leu has followed the managed floating exchange rate regime since 1997.

However, the Leu has been devalued by a rate of 10 000:1 on 1st of July, 2005. The new

currency is reffered to as New Romanian Leu. For the purpose of our analysis we report

all the exchange rates since 1999 as converted to the New Romanian Leu.

As we are interested in floating currencies, we had to shorten the time span of the

analysis in cases of Slovakia and Slovenia. Slovenian Tolar has been analyzed until June

28, 2004 and Slovak Koruna until November 25, 2005. Those are the dates when Slovenia

and Slovakia joined the ERM II.

4.2 Stock market

As written above, the principle focus of our research is placed on the influence of the

exchange rate changes on the stock market volatility. Although it does not take into

account all of the stocks traded in a country, the stock market as a whole is generally

represented by the main stock index in the researched country, so we will follow this

principle.

Originally we intended to download the stock market data from Eurostat as well, but

only the monthly data were available. Because the frequency of mothly data is too low

3ERM II is an exchange rate mechanism developed by European Union for countries preparing to
join the Eurozone. In the moment of accepting Euro as their national currency, a country’s disappearing
currency must have been a part of ERM II for at least two years. The fluctuation band of ERM II is
officially set to 15%, but the actual band is usually much more narrow.
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for the type of analysis at hand, we had to look somewhere else. With the exception of

Poland4, we then managed to find the data at official websites of regarded stock exchanges.

A simple overview of stock market data is presented in table 4.1. The table also shows

the period of research interest in all of the countries. As noted above, the default period of

January 1999 to December 2009 had to be shortened in Slovakia and Slovenia for reasons

regarding exchange rate regime shift.

Table 4.1: Stock market data overview

Country Index Source Period

Czech Republic PX Prague Stock Exchange Jan 04 1999 - Dec 31 2009
Hungary BUX Budapest Stock Exchange Jan 07 1999 - Dec 31 2009
Poland WIG WSEinfospace Jan 04 1999 - Dec 31 2009
Romania BET Bucharest Stock Exchange Jan 01 1999 - Dec 31 2009
Slovakia SAX Bratislava Stock Exchange Jan 07 1999 - Nov 25 2005
Slovenia SBI20 Ljublana Stock Exchange Jan 04 1999 - Jun 25 2004

4.3 Stationarity and unit root testing

As described in the section 3.1.1, stationarity is a very important concept and, to avoid

spurious regression, it is absolutely crucial to make sure that our data are stationary.

The usual consensus is that the financial series are nonstationary in levels, but contain

a unit root. Therefore they can be transformed to stationary ones by first-differencing.

This section tries to confirm validity of this consensus in our data.

We ran the Phillips-Perron test of logarithmic levels of exchange rates and stock

market indices and their first differences. The test runs the null hypothesis of unit root

against the alternative of stationarity. We also ran the KPSS test for 15 lags5 which

tests the null hypothesis of stationarity against the alternative of a unit root in order to

4In Poland we used WSEinfospace, an economic newswire created in cooperation of the Warsaw Stock
Exchange and the Polish Press Agency (PAP) (REFERENCE - Web)

5The only exception is Slovakia, where the Schwert criterion chose the maximum lag order of 8, so
the reported test statistics is for the 8th lag.
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confirm our findings.

The critical values of the Phillips-Perron test are -2.570 for 10%, -2.860 for 5% and

-3.430 for 1% level of confidence and the null hypothesis is rejected if the test statistics is

more negative than the critical value. The critical values of KPSS test are 0.347 for 10%,

0.463 for 5% and 0.739 for 1% level of confidence.

4.3.1 Level data

The results of tests for level data are shown in table 4.2. According to the theory and

usual consensus of researchers we should see insignificant results of Phillips-Perron tests

and significant rejections of KPSS tests.

Table 4.2: Tests for stationarity: levels

Exchange rate Stock market

Country Phillips-Perron KPSS Phillips-Perron KPSS

Czech Republic -0.899 16*** -1.125 13.6***
Hungary -2.937** 2.12*** -0.987 13.9***
Poland -1.981 1.33*** -1.060 13.4***
Romania -3.897*** 12.1*** -1.608 15.2***
Slovakia -0.992 15*** 1.277 17.2***
Slovenia -2.351 8.71*** 0.896 7.87***

Note: *** and ** mark significance at 1% and 5% level of confidence.

We can see that the results are compatible with the theoretical expectation. Interest-

ing result is the rejection of null hypothesis in the Phillips-Perron test in cases of Hungary

and Romania, which can be a sign of so called fractional integration.

4.3.2 First differenced data

When we run both tests for first differenced logarithms, we should expect the rejection

of the null hypothesis in the Phillips-Perron test and insignificant test statistics in the

KPSS test. The results are presented in table 4.3.



CHAPTER 4. DATA DESCRIPTION AND TESTS 33

Table 4.3: Tests for stationarity: differences

Exchange rate Stock market

Country Phillips-Perron KPSS Phillips-Perron KPSS

Czech Republic -52.354*** 0.0536 -49.154*** 0.191
Hungary -52.297*** 0.0343 -49.739*** 0.109
Poland -51.695*** 0.0705 -49.812*** 0.135
Romania -49.191*** 1.04*** -44.797*** 0.438*
Slovakia -38.135*** 0.0822 -41.325*** 0.547**
Slovenia -68.153*** 0.598** -28.359*** 0.347*

Note: ***, ** and * mark significance at 1%, 5% and 10% level of confidence.

The results of tests confirm the stationarity by a very strong rejection of the Phillips-

Perron null hypothesis in all of the countries, with both exchange rate and stock market

data. The KPSS test however also rejects the null hypothesis in case of Romania and and

Slovenia for both exchange rate and stock market, and for Slovak exchange rate. This

might again be a sign of so called fractional integration.

However, there is no simple technique how to account for the fractional integration

of the data. Moreover, the statistics of Phillips-Perron tests of first differenced data are

extremely significant. We have therefore decided to use the differenced data in our anal-

ysis.

4.4 Descriptive statistics

The descriptive statistics of exchange rate and stock index first differenced time series

are shown in table 4.4. We can see that the fourth moment, kurtosis, is higher than three

in all of the series. This implies that the statistical distribution of the data has thicker

tails compared to the normal distribution, a phenomenon known as leptokurtosis. It has

been shown that leptokurtosis is widely present in financial time series.

In addition, all series are skewed to some extent. All of the stock market series except

of Slovenian show negative skewness, meaning that the relatively higher mass of distri-

bution lies on its right side. This is not surprising since the stock market indices were
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showing a relatively stable growth during the most of the researched time period. To the

contrary, all exchange rate series show positive skewness.

The last two rows of both main panels in the table 4.4 show Jarque-Bera test of

normality of the data. All of the test statistics are highly significant, rejecting the null

hypothesis of normality at almost any reasonable level of confidence (the highest p-value

found was 9.1e-16). This result is not surprising if we take into account the information

of the last two paragraphs.

4.5 Autocorrelation

In order to be able to use ARCH class of models we need to confirm that the autocorrela-

tion is present in the data. As has been noted in the section 3.3, we will use a Ljung-Box

test with 15 lags in order to find a presence of conditional heteroscedasticity in the data.

Because we are going to model the stock market using exchange rate as an explanatory

variable, we only report the test results for the first differenced log stock market changes

and its squares.

Table 4.5: Ljung-Box test of stock market data

Country st s2t

Czech Republic 40.2643*** 2979.8330***
Hungary 80.5036*** 1653.8172***
Poland 21.6712 756.9504***
Romania 97.6732*** 1183.4853***
Slovakia 14.2344 73.4960***
Slovenia 157.7195*** 120.4427***

Note: *** mark significance at 10% level of confidence

The table 4.5 reports the results of Ljung-Box test with 15 lags. The results of Czech

Republic, Hungary, Romania and Slovenia are highly significant in both changes and

squared changes, leading to a presence of ARCH in the data. The results of Poland and

Slovakia are not significant in changes. On the other hand, the very significant statistics

of squared changes suggest that there is an autocorrelation present in the data.
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In order to confirm this finding, we have to examine the autocorrelation function

(ACF) of the data. The results for Poland show the first three lags significant at 1%, the

first six at 5% and the first nine at 10% levels of confidence therefore we can assume that

the ARCH process is present in the Polish data as well.

The Slovak ACF function unfortunately fails to report any significant lags of variables.

However, as to the presence of autocorrelation in the squared data and to ensure using

the same empirical methods to examine the nature of our data, we have decided to use

the ARCH framework also in the Slovak case.



Chapter 5

Models and interpretations

In this chapter we estimate the coefficients of several conditional heteroskedastic models

in order to describe the properties of stock indices in researched countries. The main

two topics we examine is the influence of the exchange rate change on the stock market

volatility and whether or not this volatility differs with positive and negative changes of

the index.

The first section shows that we can use the GARCH(1,1) specification while observing

the stock market volatility. Then we estimate the coefficients of the basic GARCH(1,1)

model. Afterwards we include the explanatory variable of exchange rate change in order

to look for possible influence that it could have. Finally, we include a TARCH term in

order to test whether the sign of change is important in explaining stock index volatility.

Similarly as in Fidrnuc & Horváth (2008), we have decided not to include any addi-

tional explanatory variables into our mean equation. It will thus only consist of a constant

and error term.

For the reasons of putting an explanatory variable into the volatility equation all the

computations are provided by the Stata package. When it was possible, we have also

checked the validity of our results by comparing them to the results of JMulTi.

37
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5.1 From ARCH to GARCH

Empirical series often have slowly decaying autocorrelation function, which results into

a need of a high order ARCH process while modeling them. However, the model can be

usually simplified by adding lags of the variance estimator, which is the innovation of

GARCH model. Nobel Prize Committee (2003) states that the first order GARCH term

is usually enough to describe the data. This section tries to verify this assumption on our

data.

We estimated five models for each country: first to fourth order ARCH and GARCH(1,1).

We compared their Akaike’s information criteria to find out which model fits the data

in the best way. The more negative Aikaike’s information criterion is, the better fit our

model produces.

Table 5.1: Comparison of Akaike Information Criteria

Country ARCH(1) ARCH(2) ARCH(3) ARCH(4) GARCH(1,1)

Czech Rep. -15791.42 -16236.48 -16380.08 -16432.59 -16618.11
Hungary -15275.67 -15394.66 -15511.05 -15552.74 -15733.04
Poland -15917.33 -15967.39 -16091.56 -16194.99 -16322.72
Romania -15320.66 -15447.69 -15490.85 -15506.38 -15623.14
Slovakia -10115.86 -10145.81 -10171.6 -10177.47 -10235.73
Slovenia -10259.84 -10301.18 -10338.77 -10336.77 -10341.2

The results are shown in table 5.1. In all countries (with the only exception of third-

to-fourth lag in Slovenia) the next model was found to be better in terms of fit. The

results clearly show that for all countries the GARCH(1,1) model fits the data better

than any of the ARCH models up to fourth order. The very same applies for Bayesian

information criterion, which we do not report here.

We have also compared Akaike’s information criteria of the GARCH(1,1) model with

ones of GARCH(2,1) and GARCH(1,2) models. The levels of criteria was directly com-

parable in all three models. In fact, the Akaike’s and Bayesian information criteria were

contradictory, as sometimes the AIC showed an improvement, whereas BIC did not, and

vice versa. This result leads us to a conclusion that GARCH(1,1) provides an optimal fit
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in class of simple ARCH and GARCH models.

5.2 Basic GARCH model

As shown in section 3.3.2, the condition β + γ < 1 has to be met in order for the

volatility to be stationary, e.g., not to grow into infinity. Therefore, as a first step, we

need to evaluate coefficients of the simple GARCH(1,1) process in stock market data

before we proceed to the additional analysis. The model is represented by equation

st = µ+ εt

εt ∼ N (0, ht)

ht = α + βε2t−1 + γht−1,

(5.1)

where st stands for the first order logarithmic difference of stock index at time t. The

results are shown in table 5.2.

The level of the constant in the mean equation is small but significantly positive for

all countries. This result was expected taken into account that the mean of the data is

also small and positive.

We can see that the level of γ is generally relatively higher than the level of β,

which corresponds to results of e.g. Bollerslev (1986) or Nobel Prize Committee (2003)

and is also consistent with the interpretation of GARCH component taking the role of

significant higher-order ARCH components. For example in Polish and Slovakian case the

results indicate that 93% of the conditional variance in time t− 1 are influential for the

conditional variance in time t. Thus, the potential shocks are relatively persistent.

The only exception to this is Slovenia, where the ARCH term has almost the same

magnitude as the GARCH term. This means that if we would have had to use only

ARCH class of models, the order of a Slovenian one would most probably be the lowest

one among our countries. This corresponds to our result from section 5.1, where we found

that changing the model from ARCH(3) to ARCH(4) does not improve the model’s fit in

Slovenian case.
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Another important implication is that in all countries it holds that β + γ < 1, which

ensures that the volatility is stationary. Moreover, their sum is very close to one, which

indicates that the process is mean-reverting very slowly (Engle, 2001). Such result is very

common in empirical applications (Nobel Prize Committee, 2003).

Although we report the levels of Akaike’s information criteria below the estimates of

model parameters, it is important to acknowledge that the absolute level of AIC is not

comparable among different datasets. However, we will be able to compare AIC’s from

the last model with the ones from models below.

5.3 GARCH model

To examine the impact of exchange rate change on the volatility of stock market, we need

to adjust the volatility equation 3.20 by adding additional term, resulting in the equation

st = µ+ εt

εt ∼ N (0, ht)

ht = α + βε2t−1 + γht−1 + δrt,

(5.2)

where st again stands for the first order logarithmic difference of stock index at time t

and rt represents the first order logarithmic difference of exchange rate at time t.

However, the Stata software package does not allow us to estimate this type of equa-

tion. Therefore we need to change the model to allow for multiplicative heteroscedasticity.

The proposed model will thus estimate coefficients of the equation

st = µ+ εt

εt ∼ N (0, ht)

ht = exp (α + δrt) + βε2t−1 + γht−1.

(5.3)

The results are shown in table 5.3. Estimates of coefficients µ, β and γ are very similar

to the coefficients of equation 5.1 that are reported in table 5.2. Estimates of coefficient α

differ very much, however, given that the coefficient α was included into the exponential
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function, their interpretation is very same. Moreover, the relatively biggest coefficient

from equation 5.1 (the Hungarian one) is the least negative one in equation 5.3.

The estimated values of parameter δ are interesting. The positive values for Czech

Republic, Hungary and Poland suggest that the currency depreciation tends to increase

the stock market volatility in those three countries and vice versa. On the other hand,

the results from Romania suggest exactly the opposite. In Romania the stock market

volatility is higher after currency appreciation and vice versa. The estimates for Slovakia

and Slovenia are insignificant.

Comparing Akaike’s information criteria, we can see improvement of the fit of the

model for the Czech Republic, Hungary and Poland. Interestingly, those are the same

countries that reported statistically significant positive coefficient δ. On the other hand,

even though the AICs for Romania, Slovenia and Slovakia are less negative than in the

case of previous model, the difference is quite small so we can assume that both models

fit the data approximately the same.

5.4 One additional step: a TARCH model

It has been shown that stock market indices tend to show tendencies to have a different

volatilities in case of a positive and negative changes (Engle, 2001). The TARCH model

allows to generalize the previous GARCH model to account for this phenomenon. We will

estimate the equation

st = µ+ εt

εt ∼ N (0, ht)

ht = exp (α + δrt) + βε2t−1 + γht−1 + Iελεt−1,

(5.4)

where

Iε =

 1 if εt−1 > 0

0 otherwise

Because the estimates of parameter δ were found insignificant in case of Slovakia and
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Slovenia, we have decided not to include it into the reported analysis 6. The volatility

equation of the model for Slovakia and Slovenia will thus take form of

ht = α + βε2t−1 + γht−1 + Iελεt−1. (5.5)

The results are shown in table 5.4. Again, the values of coefficients µ, α, β, γ and δ

(where applicable) are very similar to the values from previous models.

The TARCH component was found to be significant in five of six countries, even

though for Slovenia only at the 10% level of confidence. This result is in line with pre-

vious empirical research, e.g. the one of Jiang & Chiang (2000). The results of Czech

Republic, Hungary and Poland suggest that the drop in the stock index value has ad-

ditional increasing effect on its volatility which is compatible with the usual consensus.

On the other hand, the results of the Slovenia and Slovakia suggest that the stock index

volatility tends to be higher after the ’good news’ rather than ’bad news’.

6When we estimated the model including the coefficient δ the results were almost the same in terms
of values and exactly the same in terms of siginificance. The z-values of TARCH terms changed from
1.83 to 1.82 in Slovenia and from 2.34 to 2.33 in Slovakia.
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Chapter 6

Conclusion

The results of our analysis are broadly compatible with results of the previous research.

Our results indicate that the effect of exchange rate changes on stock market volatility

differs among countries. We have found out that an exchange rate depreciation will boost

stock market volatility in Czech Republic, Hungary and Poland, and vice versa. On the

other hand, currency appreciation will do the same in Romania.

It is interesting to mark that the coefficient λ from our TARCH model is significantly

negative in the same three countries where the coefficient δ marking the exchange rate

influence is positive. This can be interpreted in a way that markets that are sensitive to

exchange rate changes are also sensitive to the direction of change in the stock return.

We have also found out that the volatility of the stock market is persistent for all

countries except for Slovenia. The sum of GARCH coefficients is close to one for all

countries, suggesting that the stock index processes are mean reverting very slowly.

We have confirmed that stock market indices and exchange rates of all countries in the

sample contain one unit root. Moreover, the results of the Jarque-Bera test for normality

indicate that the data are not normal and contain leptocurtic distribution, a phenomenon

that has been widely present in financial data.

It is also important to note that our model has an important limitation. Namely, it

tests for the presence of causality from exchange rate changes to stock market volatility

but it is ignoring possible existence of the causality from the other side. As a suggestion

for future research, we would therefore try to implement a model that could account

46
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for causalities of both directions. One possible way how to do it would be implementing

a multivariate EGARCH model. Such an implementation would also make the model

directly comparable to the models of De Santis & Gérard (1998) and Choi et al. (2007).
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